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To 40 years of defects in semiconductors: 
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Abstract 

In the closing remarks presented at the end of ICDS-20, the ICDS meetings held in 1959 and 1980 were contrasted with 
ICDS-20 to provide perspective on progress in the field of defects in semiconductors. © 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 

The field of defects in semiconductors is now suffi- 
ciently broad that it would be difficult to provide a sum- 
mary of the International Conference on Defects in 
Semiconductors in a closing talk. The last time this was 
done was in 1982 by L.C. Kimerling at ICDS-12 held in 
Amsterdam [1]. (Prior to 1982, many of the conferences 
began with a report on the status of the field and a sum- 
mary of important unanswered questions. It is fun to 
look back at these status reports and to see how relevant 
some of these early surveys still are.) The plan for this talk 
is to take a naive look back at the ICDS series to gain 
perspective on how the field has evolved. Table 1 shows 
a list of the ICDS meetings. I will focus on just three of 
the conferences, ICDS-1 held in Gatlinburg, Tennessee in 
1959, ICDS-11 held in Oiso, Japan in 1980, and the 
present ICDS-20 held in Berkeley. These three meetings 
provide snap-shots of the field, taken roughly 20 years 
apart. 

The 1959 meeting is, of course, the first. The 1980 
meeting is also fun to look at because it was here that 
Watkins suggested that "radiation effects" be dropped 

"The title of this talk is a paraphrase of a toast made by A. 
Seeger at ICDS-8 held in Freiberg in 1974, loosely remembered 
as: "To the defect problem: may it never be solved!" 

*Fax: + 1-610-758-5730. 
E-mail address: mjsa@lehigh.edu (M. Stavola) 

from the title of the conference, and the meeting began to 
be called the "International Conference on Defects in 
Semiconductors" as it is now [2]. Furthermore, none of 
the conference chairs prior to 1980 is still active in the 
field of defects with the sole exception of Watkins. 
Table 1 also shows that R.R. Hasiguti chaired the meet- 
ing three times, a service to the field of defects in semicon- 
ductors that has clearly been above and beyond the call 
of duty.1 

2. The 1959 Gatlinburg Conference, ICDS-1 

The conference on radiation effects in semiconductors, 
held on May 6-9, 1959 in Gatlinburg, Tennessee, is the 
first of the ICDS series. The meeting was chaired by J.W. 
Cleland of the Oak Ridge National Laboratory. The 
proceedings of the meeting were published in the Journal 
of Applied Physics, Vol. 30 [3]. A glance at the table of 
contents shows that at ICDS-1 there was a total of only 31 
papers, not too many more than in the invited programs 
of recent meetings. And the proceedings are only ~ 200 
pages in length, considerably shorter than, say, the 
~ 1800 pages of the proceedings of ICDS-19 held 

in Aveiro [4]. There were many papers on radiation 

1 The author, who frequently misspeaks during presentations, 
may actually have said:"... service... above and beyond the call 
of sanity." 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PIT: S0921-4526(99)00725-5 
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Table 1 
The International Conference on Defects in Semiconductors 
series listed with the conference location, meeting date, and 
conference chairs 

1. Gatlinburg 1959 J.W. Cleland 
2. Kyoto 1962 R.R. Hasiguti and T. Fujiwara 
3. Royaumont 1964 P. Baruch 
4. Tokyo 1966 R.R. Hasiguti 
5. Santa Fe 1967 F. Vook and J.C. King 
6. Albany 1970 J.W. Corbett and G.D. Watkins 
7. Reading 1972 E.W.J. Mitchell 
8. Freiburg 1974 A. Seeger 
9. Dubrovnik 1976 N.B. Urli 

10. Nice 1978 J.H. Albany 
11. Oiso 1980 R.R. Hasiguti 
12. Amsterdam 1982 C.A.J. Ammerlaan 
13. Coronado 1984 L.C. Kimerling 
14. Paris 1986 M. Lannoo and J.C. Bourgoin 
15. Budapest 1988 G. Ferenczi 
16. Bethlehem 1991 M. Stavola and G.G. DeLeo 
17. Gmunden 1993 W. Jantsch 
18. Sendai 1995 K. Sumino 
19. Aveiro 1997 G. Davies and M.H. Nazare 
20. Berkeley 1999 E.E. Haller 
21. Giessen 2001 B.K. Meyer and J.-M. Spaeth 

damage in Ge, several on Si, and a few on compound 
semiconductors. At this time it was just being recognized 
that the vacancy in Si was mobile at room temperature. 
The technological driving force for studies of radiation 
effects was the interest in using semiconductor devices 
near nuclear reactors. 

Two of the attendees of the Gatlinburg Conference 
were also present at ICDS-20 in Berkeley, George Wat- 
kins and Anant Ramdas. Also present at ICDS-1 was 
Walter Brown who is known to many of us and currently 
heads a department at Bell Laboratories. (Incidentally, 
Brown was in the same class at Harvard as Watkins, 
making it clear that one route to a long and productive 
career would be to become a member of that class.) 
Industrial participation at the meeting was particularly 
strong, as was the presence of researchers from Purdue 
University. 

The following sentences, taken from the forward of the 
Gatlinburg conference proceedings [3], give a sense of 
the meeting's flavor: 

The use of semiconductors as convenient systems in 
which to study the nature of radiation effects orig- 
inated in 1947 as a result of the discovery of the 
profound sensitivity of their electrical properties to 
energetic particle bombardment. The late Professor 
Karl Lark-Horovitz at Purdue University gave the 
first correct interpretation of these effects in terms of 
the generation of point defects by the interaction of 

nuclear particles with atoms of the crystal lattice.... 
Not only has the choice of materials been broadened to 
include the elemental substances of the fourth column of 
the periodic table and a number of compounds, but 
a variety of radiations has been used as well.... How- 
ever, although the field has increased in complexity, it 
has also attained a certain maturity. 

From these sentences one can see that the importance of 
radiation effects and the resulting native defects in 
semiconductors was recognized as early as 1947 by 
Lark-Horovitz and also that Lark-Horovitz had died 
before the first ICDS occurred. Then there is the state- 
ment that the choice of materials had been broadened to 
include group IV substances. While I am too young to 
remember a time when radiation and defect studies were 
not performed on group IV substances, it was pointed 
out to me by Watkins that in 1959 one usually thought of 
color centers in the alkali halides when one talked of 
radiation effects in solids. Finally, already in 1959, it was 
thought that this field had achieved a certain maturity. 
Of course, there have been many surprises since then! 

3. The 1980 Oiso Conference, ICDS-11 

We now jump forward by 20 years to ICDS-11. 
A glance at the conference photograph in the ICDS-11 
proceedings volume [5] shows that many of the attend- 
ees of ICDS-20 were also present at ICDS-11 and have 
been loyal attendees of the conference series. Fig. 1 shows 
an enlargement of the center section of the conference 
photograph. The conference chair, R.R. Hasiguti, is in the 

Fig. 1. Enlargement of the center section of the ICDS-11 confer- 
ence photograph, Oiso, Japan. 
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front row, center. Two of the plenary speakers at ICDS- 
20 are present; George Watkins stands to the right of 
Hasiguti and Gordon Davies is one row back and to the 
left of Hasiguti. Near the upper left corner of Fig. 1 is 
Tom Kennedy, the chair of the next Gordon Research 
Conference on defects in semiconductors. The strong 
influence of the groups from Stuttgart can also be seen, 
with J. Weber, R. Sauer, H. Baumgart, and H. Queisser, 
standing nearly in a horizontal line drawn across the 
center of the photograph. (Weber and Sauer are also 
attendees of ICDS-20.) 

Watkins presented the closing talk of the Oiso confer- 
ence and summarized the status of the field, incorporat- 
ing ideas that arose during the discussions of the Interna- 
tional Advisory Committee at the meeting [2]. Quoting 
from Watkins's summary paper: 

... there is presently a great resurgence and growth 
of interest and activity in the field of defects in 
semiconductors.... (The) proliferation of new experi- 
mental techniques has greatly increased the experi- 
mental facts at our disposal. At the same time, the 
strides made by large quantum mechanical computer 
techniques has made the theoretical treatment of a lo- 
calized defect (the 'deep level' problem) begin to look 
tractable. 

In addition, there are new technological needs that 
are supplying the driving force and support for this 
study... . So again there is developing a close sym- 
biotic relationship between real technological needs 
and the associated fundamental science of defects. 

Two years later, at the Amsterdam ICDS-12 meeting, 
Kimerling gave the closing summary and wrote the fol- 
lowing sentences [1]: 

The (tighter) materials tolerances and complexity of 
fabrication of modern integrated circuits have added 
new demands for fundamental knowledge concerning 
defects in Si. The arrival of III-V compounds and 
related alloys as important materials for light emitter 
and detector applications has heightened the need to 
understand imperfection in multicomponent sys- 
tems .... 

Watkins and Kimerling made two important points 
that still characterize much of the work done now, nearly 
20 years later. New experimental and theoretical capabil- 
ities continually lead to advances in our understanding. 
And the demands of a rapidly advancing technology 
provide a rich source of interesting and important re- 
search problems. 

While, from these quotations, it might seem that little 
has changed in defect studies since the early 1980s, the 
invited program of ICDS-11 (Table 2) gives a truer 

benchmark of the status of the field. Theoretical calcu- 
lations by local density methods were beginning to make 
an important impact, but computational capabilities 
were insufficient to treat simple defect complexes [6]. The 
ability to calculate total energies was promised, but was 
not yet possible. There was, as there continues to be, 
interest in native defects with the negative U character of 
the Si vacancy being correctly described [7] nearly two 
decades after the vacancy was first seen by EPR [8]. 
Transition metals in the III-Vs and Si-processing prob- 
lems also play a prominent role in the program. It is also 
fun to think about what is absent from the invited pro- 
gram. There were no invited talks on EL2 and antisite 
defects, DX, thermal donors, or metastability. These 
problems, that became the focus of much attention dur- 
ing the 1980s and early 1990s, were just emerging (or, for 
the thermal donor, re-emerging). 

4. The 1999 Berkeley Conference, ICDS-20 

A comparison of the invited program of the Oiso 
ICDS-11 meeting with the invited program of the 1999 
Berkeley meeting shows that the field of defects in 
semiconductors has advanced dramatically since 1980. 
New materials systems have gained prominence. GeSi 
[9], the III-V nitrides [10], novel microstructures [11], 
and defects near interfaces [12,13] have been the focus of 
much recent attention and are well-represented in the 
ICDS-20 program. Lattice mismatch in epitaxial struc- 
tures has led to the need to understand and control misfit 
strain [9,10]. As the dimensions of Si-integrated circuits 
have rapidly decreased, with oxide-layer thicknesses of 
tens of angstroms and circuit-design rules of tenths of 
microns, new defect-related problems like stress-induced 
leakage in MOSFETs [14] and transient enhanced diffu- 
sion [15] demand attention. The rapidly growing cost of 
integrated circuit fabrication drives the development of 
increasingly more accurate process models, which re- 
quires a sophisticated understanding of defects and their 
effects. Defect control has also led to novel processes such 
as smart-cut, which offers a new means to fabricate 
semiconductor-on-insulator structures [16]. 

A variety of new experimental methods has appeared 
since 1980 and contributes to our understanding of de- 
fects. There are the nuclear methods such as perturbed 
angular correlation, positron annihilation, and muon 
spin resonance. The direct imaging of defects and interfa- 
ces by high-resolution microscopies [17,18], while com- 
monplace, continues to advance at a rapid pace. The 
recent achievement of control of the isotopic content of 
the host crystal [19] has led to advances in spectroscopy 
[20,21] and diffusion studies [22,23]. Heterostructures 
are used to probe defect properties, a strategy that is 
often coupled with the high-resolution imaging methods 
[17]. The ability to probe defects in device structures, 
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Table 2 
Invited program from the 1980 ICDS-11 meeting held in Oiso, Japan. [From ref. [5]] 

Theory of point defects and deep impurities in semiconductors 
J. Bernholc, N.O. Lipari, S.T. Pantelides, andM. Scheffler 

Theory of the silicon vacancy: an Anderson negative-U system 
G.A. Baraff, E.O. Kane and M. Schlüter 

Interstitials in germanium 
J.C. Bourgoin, P.M. Mooney, andF. Poulin 

Electron spin resonance of defects in III-V semiconductors 
J. Schneider and U. Kaufmann 

Optical resonance and magneto-optical measurements of defects in GaP and GaAs 
B.C. Cavenett 

Electron paramagnetic resonance of native defects in diamond 
C.A.J. Ammerlaan 

In situ x-ray topographic study of dislocations in silicon crystals growing from the melt 
/. Chikawa and F. Sato 

Channeling studies of defect-impurity interactions in silicon 
F.W. Saris 

Oxidation-and diffusion-induced defects in Si 
M. Watanabe, Y. Matsushita, and K. Shibata 

Summary of the 1980 conference 
G.D. Watkins 

which is a strength of the now classic capacitance spec- 
troscopies, has been extended to highly structure-sensi- 
tive methods, with the electrical detection of magnetic 
resonance being a prominent example. 

Considering theory, we look back at Watkins's 1980 
summary where he wrote: "... it is refreshing to hear the 
theorist begin to talk back, begin to be a participating 
partner in the field". Things have certainly changed since 
then (and maybe Watkins should have been more careful 
about what he wished for). Now theorists have the ability 
to calculate electronic structure, total energies, and many 
experimentally observable properties such as vibrational 
frequencies, hyperfine parameters, levels positions, etc. 
The calculations include the effects of host relaxations in 
large supercells or clusters. Powerful molecular dynamics 
calculations have become possible [24,25]. At ICDS-20 
Tsuneyuki et al. [26] reported path integral molecular 
dynamics calculations performed to study quantum ef- 
fects for H and muonium that took one month at com- 
putational rates of 30 terraflops/h. Even to someone who 
does not understand these words, this sounds impressive. 

So, looking over the ICDS-20 program, one sees that 
in addition to the progress made on classic problems, 
there are new research topics and new experimental and 
theoretical capabilities, many of which had not even been 
envisioned in 1980. 

5. Conclusion 

Even from a naive and superficial look over the 40 
years of progress in the field of defects in semiconductors, 
one learns several lessons: 

(i) Understanding takes time. Solutions to problems 
promised for the "next meeting" often take 20 years (or 
more). The vacancy in Si is a good example. The observa- 
tion of the isolated vacancy was reported in 1962 at the 
Kyoto meeting (ICDS-2) [8]. Its electronic structure and 
negative U properties were explained nearly 20 years 
later at ICDS-11 [7]. The vacancy's partner, the native 
interstitial, remains a subject of active research in a var- 
iety of host materials [20,21,27]. 

(ii) The field continues to evolve. The people who are 
active in our field have continually changed. As was 
already mentioned, only two people who were at ICDS-1 
were at the ICDS-20 meeting held 40 years later, and this 
is no surprise. Of greater concern might be the number of 
retirements of some of the best research workers in the 
field that have occurred during recent years. These in- 
clude the retirements of Ron Newman (celebrated at this 
meeting) and several others such as Professors Amme- 
rlaan, Grimmeiss, Queisser, Schneider, and Watkins. 
And additional retirements of key people, for example 
Professors   Spaeth   and   Schröter,   will   occur   soon. 
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Fortunately, many of these people remain active, and, at 
the same time, a number of talented young people 
emerge. This evolution of active researchers in the field 
requires us to encourage and promote the best of our 
students and young people if the field is to remain 
healthy. 

One also often hears that our goals have changed, that 
understanding the fundamental microscopic properties 
of defects is no longer sufficient, and that applications 
dominate our interests. A look over 40 years of work in 
the field shows that many of the most interesting prob- 
lems have always been close to applications. During the 
1970s, for example, there was interest in ion-implantation 
processes and also the effect of particle bombardment on 
solar cells in the Van Allen belt [28]. In the 1980s and 
1990s, the fascinating DX, EL2 and metastability phe- 
nomena being studied all had important technological 
implications. Thus, our field has always benefited from its 
close links to technology, as was stressed by Watkins and 
Kimerling in their closing summaries from the 1980s 
[1,2]. At the ICDS-5 meeting held in Santa Fe in 1967, 
Corbett said [28], "The scientists in this area have the 
obligation and opportunity to be aware of the technical 
problems." 

(iii) Studies of esoteric, fundamental phenomena have 
unforeseen consequences. For example, research on radi- 
ation damage begun in the 1950s led to studies of va- 
cancies, multi-vacancy clusters, and interstitial impurities 
in the 1960s and subsequently. This early work provides 
a foundation for understanding the presence of voids in 
as-grown Si crystals and the transient enhanced diffusion 
encountered following ion-implantation processes. As 
another example, studies of hydrogen in semiconductors 
were begun in the 1970s [29,30] and were followed by the 
recognition during the 1980s that dopants could be pas- 
sivated by hydrogen, either intentionally or unintention- 
ally [31]. Unintentional hydrogen passivation turned out 
to be the source of the difficulty of p-doping wide band- 
gap materials [32]. This problem, once solved, has led to 
the tremendous interest in the application of wide band- 
gap semiconductors. As a final example, fundamental 
studies of the interaction of hydrogen with native defects 
in Si were begun in the 1970s [30]. During recent years 
the combination of experiment and theory has unraveled 
the detailed properties of a number of hydrogen-vacancy 
and hydrogen-interstitial complexes without any regard 
for applications [33]. The understanding of these defects 
has made it possible to propose a mechanism for the 
"smart-cut" exfoliation process [16] that provides 
a novel means to fabricate semiconductor-on-insulator 
structures. These few examples demonstrate that we are 
lucky to be working in materials systems where it is 
difficult to separate fundamental issues from technolo- 
gical concerns. Thus, the work in our field often has real 
technological impact, even when it has not been inten- 
tional! 

I will close with some comments on the vitality of the 
ICDS series. In a letter to the International Advisory 
Committee of ICDS, Eugene Haller, the chair of ICDS- 
20, wrote, "With a large and growing number of compet- 
ing, specialized conferences, we will have to be very 
creative in keeping ICDSes attractive." Haller is certainly 
correct; the competition from MRS and ECS meetings, 
new III-V nitride Conferences and Gordon Conferences, 
etc., is tough, especially for a conference chair that is 
trying to estimate attendance and a budget for his or her 
meeting. But, this competition also convincingly shows 
that we are working in an active and important field! So, 
while the competition is troublesome and requires the 
attention of conference organizers, it is also healthy. 

Further, this competition with a variety of overlapping 
conferences is not new. Quoting again from Watkins's 
1980 summary at ICDS-11 [2]: "... it is clear that this 
conference series can have a bright future. Although 
many new mini-conferences and symposia are springing 
up everywhere, this is the only established international 
conference concerned with the fundamental science of 
defects in semiconductors." These remarks remain true 
today. 

After 40 years of study of defects in semiconductors, 
one might ask if we have solved the problem yet. It is 
clear that the technological potential of semiconductor 
materials has not been exhausted [34]. Thus, there will 
continue to be new, more demanding applications of 
semiconductors that will continue to reveal new defect 
problems and new surprises. These new problems and the 
persistent old ones will continue to be fun for us and will 
give us good reason to meet and talk at future ICDS 
meetings. We hope these future conferences will be as 
highly successful as ICDS-20, with its marvelous pro- 
gram and organization (and weather). We thank Eugene 
Haller, Noble Johnson and other members of the local 
organizing committee for their outstanding effort. 
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from interstitial Zn in ZnSe 
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Abstract 

Interstitial Zn;
+ has been observed in ZnSe by optical detection of EPR to be on-center in either Td interstitial site 

- that surrounded by four Se atoms, (Znj)s
+

e, or by four Zn atoms, (Zn,)^,- This can be understood by a simple universal 
model which predicts stability for an interstitial atom in this site if its free atom valence configuration contains no 
p-electrons, as is the case for the Znf(4s2), Zni

+(4s1), and Zni++(4s°). Otherwise it predicts a distortion off-center into 
a bonded configuration with one or more of its neighbors. Unanticipated in the model is the observation that Zn;

+ can be 
made to hop back and forth between the two sites by optical excitation at 1.5 K, a motion fully equivalent to the one 
jump process for its long-range diffusion. It is proposed that the process involves capture into an excited p-electron state, 
similar to the EL2 or DX phenomenon in GaAs or AlGaAs, so that the resulting distortion can give it a 'kick' in the 
direction between the two sites. The model also appears to account for the properties reported for the first time at this 
meeting for the self-interstitial in diamond, the only other identified self-interstitial in a semiconductor. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Self-interstitial; Interstitial zinc; ZnSe; Recombination-enhanced migration 

1. Introduction 

A great deal has been learned concerning the structure 
and the optical and electronic properties of lattice vacancies 
in the elemental and compound semiconductors from 
electron paramagnetic resonance (EPR) and optical stud- 
ies over the years [1,2]. The self-interstitials, on the other 
hand, have for the most part eluded detection, and their 
properties have therefore remained a challenging mystery. 

The first, and, at least until this meeting, the only 
unambiguous experimental identification of a self-inter- 
stitial in any semiconductor is that of interstitial zinc in 
ZnSe. In the present paper, we will therefore review what 
has been learned recently about some of its properties. 
Combining this information with various hints from the- 
ory and experiment for other semiconductors, a simple 
predictive model will be described which has begun to 

* Corresponding author. Fax: + 1-610-758-4561. 
E-mail address: gdwO@lehigh.edu (G.D. Watkins) 

emerge for the properties of self-interstitials throughout 
the semiconductor series. In addition, this model leads to 
the suggestion of a possible mechanism for the surprising 
recombination-enhanced migration discovered for inter- 
stitial Zn in ZnSe at cryogenic temperatures. 

In the above paragraph we said 'at least up to this 
meeting' because in the following talk Gordon Davies 
[3] will tell us that the self-interstitial in diamond has 
now also been observed, and the details of its EPR 
identification will be described in another paper by Hunt 
et al [4]. We will leave the details of this exciting new 
result to these authors, but we will return to it at the end 
briefly to see how well it fits in with the model. 

2. Interstitial Zn in ZnSe 

2.1. Background 

In 1974, the first indirect detection of interstitial Zn in 
ZnSe was reported [5]. In this work, EPR studies after 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00397-X 
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1.5 MeV electron irradiation in situ at 20.4 K observed 
that the Zn vacancies (Vz„) which were being produced 
linearly versus the irradiation fluence were perturbed by 
the presence of a nearby defect. The nearby defect was 
unambiguously identified as the displaced interstitial 
Znj++ atom from the observation that its orientation 
from the vacancy was correlated to the irradiating elec- 
tron beam direction. In addition to the linear production 
of these close Frenkel pairs, it was observed that unper- 
turbed (isolated) vacancies were also being produced 
approximately quadratically versus electron fluence. This 
was the first hint that either the interstitial or the vacancy 
can migrate at this temperature under the influence of the 
ionization accompanying the electron irradiation, and 
that the migrating direction is in the direction of separ- 
ation of the pair. 

In 1986, optically detected EPR (ODEPR) studies after 
in situ 2.5 MeV electron irradiation of ZnSe at 4.2 K 
revealed for the first time a large number of well-resolved 
zinc-vacancy-zinc-interstitial close Frenkel pairs of vari- 
ous separations frozen into the lattice [6]. These were 
observed via photo-luminescence (PL) in the 700-1100 nm 
region, which arises from radiative electron-hole recom- 
bination involving the zinc-interstitial donor and its part- 
ner vacancy acceptor 

zni
+ 

•Zni
++ +V£ hv, (1) 

where Zn* and V^„ are the paramagnetic centers seen in 
the ODEPR. Typical spectra are shown in Fig. 1, where 
the centers labeled A-D are S = 1 strongly exchange- 
coupled very close pairs, those labeled Xl-X2o are less 
strongly exchange-coupled pairs of increasing separ- 
ation, and finally 'distant' pairs are observed, Fig. 1(c), 
where the exchange interaction is too weak to resolve, 
and broadened spectra of the isolated s = \ partners are 
seen. 

In 1987, the EPR spectrum of the truly isolated Zn;+ 

was also observed directly in these samples via a compet- 
ing spin-dependent recombination process, 

Zns
+ + @°^>Zn? + 2>i 

(2) 

which produces negative Zn* ODEPR signals in unre- 
lated distant shallow donor 3>0 to deep acceptor jtf° 
radiative recombination at ~ 625 nm [7], 

' + : + a>* + hv. (3) 

Resolved hyperfine interactions could be observed with 
the central 67Zn atom (/ = §, 4.1% abundant), and with 
77Se atoms (I = \, 7.6% abundant) at the nearest and 
third-nearest shells, unambiguously identifying the 
ODEPR signal as arising from Zn* on-center in the 
Td site surrounded by four Se atoms, (Zn^st- 

The various radiative and spin-dependent processes of 
Eqs. (l)-(3) are summarized in Fig. 2. A complete descrip- 
tion of these and subsequent detailed ODEPR studies of 

1.2      B(T) 

Fig. 1. (a) ODEPR spectra of the Frenkel pairs in ZnSe with (a) 
£||<1 1 1>, modulation frequency fm = 2 kHz; (b) B||<1 0 0>, 
fm = 500 Hz; and (c) JJ||<1 0 0>, fm = 20 Hz. The strong A-D 
spectra are suppressed with 2?||<1 0 0>, revealing in (b) more of 
the intermediate pairs, and finally in (c) only the very distant 
pairs, as/m is progressively decreased. 

<ZlVs.     (Zn,)» X> 

625 nm 

Fig. 2. Schematic of the energy level positions for the isolated 
zinc vacancy, Vz„ the isolated zinc interstitials, (Zn;)Se and 
(Zn;)z„, the shallow donor 2>, and the deep acceptor s# in ZnSe. 
The solid wavy lines indicate the observed radiative transitions, 
the dashed lines indicate the spin-dependent competitive pro- 
cesses (after Ref. [11]). 

this fascinating system, and the information that has been 
learned, has recently been published [8,9]. 

More recently [10,11], we have returned to study this 
system again, this time motivated in part to try to under- 
stand the basic mechanisms operative in the degradation 
of ZnSe-based laser devices. It is generally agreed that the 
degradation arises from recombination-enhanced climb 
and glide of dislocations into the active region of the 
device which emanate from stacking faults at the lattice 
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DOSE (kJ) 

Fig. 3. ODEPR signal intensities of various Frenkel pairs in 
ZnSe after two 25 K anneals with 458 nm excitation, and sub- 
sequent 458 nm and 476.6 nm excitation at 1.5 and 4.2 K, as 
indicated (after Ref. [11]). 

458 nm DOSE (kJ) 

Fig. 4. Intensity of the ODEPR signals for three of the closer 
pairs in ZnSe vs. accumulated dose of 458 nm excitation at 
1.5 K, after 150 K anneal in the dark (Ref. [10]). 

mismatched interfaces [12,13]. For dislocations to climb, 
lattice atoms must be able to move into or out of the core, 
implying the motion of intrinsic defects. The many dis- 
tinct close Frenkel pairs observable by ODEPR supply a 
unique opportunity to detect and unravel possible 
motion of the interstitial zinc or its zinc vacancy partner 
by monitoring their relative intensities during electronic 
excitation. In the next sections, we will describe some of 
the interesting results that have been found. 

2.2. Conversion between Frenkel pairs 

Under the normal low-power laser excitation (< 3 mW 
at 458 nm) used for the ODEPR studies at 1.5 K, the 
intensity of each of the Frenkel pairs is quite stable, 
showing little evidence of change over several days of 
study. However, optical excitation at ~ 25 K produces 
significant changes, as illustrated in Fig. 3 for representa- 
tive members of the pairs. Little change is seen for the 
A-D very close pairs, substantial decreases, but of differ- 
ing magnitudes, are observed for the intermediate pairs, 
while the well-separated pairs first increase and then 
decrease. Shown in addition is that continuing with pro- 
longed excitation at 1.5 K also produces further changes, 
albeit much more slowly. From this it is clear, consistent 
with the early EPR work, that one of the two constituents 
- the zinc vacancy or the zinc interstitial - must be being 
excited to migrate at these cryogenic temperatures, in this 
case optically, and that, as suggested in the early EPR 
studies, the net flow is one of separation. 

Now, let us concentrate on conversion amongst the 
A-D very close pairs. We first anneal at 150 K in the dark 

which preferentially removes the A and C spectra, leaving 
B and D and all of the other spectra unchanged. The 
result of subsequent illumination with 458 nm light at 
1.5 K is shown in Fig. 4. The reemergence of spectrum A, 
with a corresponding 1:1 decrease in B, reveals that A is 
being regenerated by conversion from B. The conversion 
is not complete revealing that the conversion goes in 
both directions, i.e., B^±A. Here we are apparently 
monitoring directly the one jump process between the 
two configurations, which occurs under optical excita- 
tion even at 1.5 K. 

2.3. Identification of (Zn^zn 

In Fig. 5(a), we show the strong negative isolated 
(Zni)st signal seen in the 625 nm luminescence, as de- 
scribed in Eqs. (2) and (3). Shown also at higher gain are 
two of the six weak satellites previously identified as 
arising from its central 67Zn hyperfine interaction. In Fig. 
5(b), the result of 458 nm excitation at 25 K followed by 
rapid cooldown is shown. The (Znj)s

+
e signal has de- 

creased substantially and a new signal at somewhat lower 
field has emerged. Shown also in the figure at increased 
gain are three of the six 67Zn hyperfine satellites that 
identify this new signal as also arising from interstitial 
zinc, but in a new configuration. Angular dependence 
studies reveal the g-value for the resonance and the 67Zn 
hyperfine interaction to be isotropic. Careful study of the 
partially resolved satellite structure visible on the signal 
in the figure reveals that it arises from 77Se hyperfine 
interaction with the six equidistant next nearest neigh- 
bors surrounding the interstitial site with four Zn nearest 



10 G.D. Watkins, K.H. Chow /Physica B 273-274 (1999) 7-14 

>- 

UJ 
H 
Z 
cr. 
Q_ 
Ill 
Q 
o 

w o.) Y 
x20 

x=m* 
w 

0.6 0.7 0.8 

MAGNETIC FIELD (T) 

Fig. 5. The ODEPR spectra of the isolated zinc interstitials in 
ZnSe, with B||<1 0 0>. (a) After anneal at 25 K in the dark, the 
(Zn;)£ is dominant, (b) After 458 nm excitation at 25 K, the 
(ZniJzn signal dominates. In both (a) and (b), several observed 
satellites arising from hyperfine interaction with the central 
67Znj atom (4.1% abundant, I = J) are circled, and compared 
with the expected positions for all 27 + 1 = 6 (Ref. [11]). 

c  0.6 

D 

5 0.4 

0.2- 

(Zn^z^Zn,); 

(a) 25 K    (b) 25 K     (c) 458 nm DOSE (kJ) 
DARK       458 nm at 1.5 K 

Fig. 6. The isolated (Zn,)"1" ODEPR intensities in ZnSe after (a) 
25 K anneal in the dark, (b) subsequent 458 nm excitation at 
25 K with rapid cool down to 4.2 K, and (c) versus subsequent 
accumulated dose of 458 nm light at 1.5K (after Ref. [11]). 

neighbors. This new signal is therefore unambiguously 
identified as arising from interstitial zinc, on-center in 
the TA site surrounded by four Zn near neighbors, i.e., 
(ZnOzn- 

The central 67Zn hyperfine interaction is greater for 
(Zni)zn than for (Zn^st revealing that its electron is 
bound more strongly, and that its second donor level 
( + /++) is therefore deeper in the gap. Analysis of 
the central and neighbor hyperfine interactions for 
each has allowed an approximate estimate for its second 
donor level position of ~Ec-l-6eV for (Zni)Zn and 
~Ec-l-0eV for (Zn;)se. These level positions and the 

corresponding observed central 67Zn hyperfine interac- 
tions are in remarkable agreement with recent theoretical 
estimates [14-16], and the level positions have been 
incorporated into Fig. 2. In a companion paper at this 
conference [17], the details of the (ZnOzn identification 
are described, as well as are those involved in the second 
donor level position estimates. 

2.4. (Zni)Se<r->-(Zni)zn conversion 

In Fig. 6, the result of sequential annealing and illu- 
mination steps on the intensity of the two Zni+ signals is 
summarized. For this sample, annealing at 25 K in the 
dark completely removes the (Zn^z,, signal, with a corre- 
sponding increase in the (Zn;)^e signal. Subsequent 
458 nm illumination at 25 K with rapid cooldown regen- 
erates it, with a corresponding decrease in the (Znj)s

+
e 

signal. Upon subsequent 458 nm illumination at 1.5 K, 
slow, partial return conversion is observed, demonstrat- 
ing that optically induced conversion is occurring in 
both directions, i.e. (Zni)s

+
e*-*(Zni)Zn, even at this low 

temperature. By repeating each of these injection and 
annealing processes, the interstitial can be controllably 
cycled back and forth many times between the two con- 
figurations. 

These results unambiguously demonstrate that inter- 
stitial zinc is mobile under these excitation conditions, 
conversion between the two sites and back constituting a 
single diffusion jump, each site representing an inter- 
mediate position from which a return jump carries the 
atom to four possible choices for the other. This estab- 
lishes unambiguously that the mobile species is inter- 
stitial zinc. A study of the temperature dependence of the 
process reveals no change in the rate between 1.5 and 
4.2 K, but with an increase of ~ 103 already at 10 K. The 
process is therefore apparently athermal at the lowest 
temperatures, changing over to a more efficient phonon- 
assisted one by 10 K. 

3. Model for interstitials in semiconductors 

A simple model has previously been suggested for 
predicting the structure and properties expected of the 
various charge states of interstitials in semiconductors, 
which should be generally applicable to either impurities 
or self-interstitials [1,2]. It is summarized in Table 1, 
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Table 1 
Interstitial atoms arranged according to their smp" free atom configuration 

Host\config. s°p° sV s2p° s2?1 s2p2 s2p3 s2p4 s2p5 

Si Bi+* B? Bf* 
Si Q+ c? cr 
Si Of 
Si Al,+ + (A1+) (AIP) 
Si Si;

++* Sii+* Si?* 
ZnSe (Zn.+ +) ZBi

+ (Zn?) (Znf) 
ZnTe Tei+ <-or-> Tef 

On-center Td Jahn-Teller, off-center bonded 

The atom is predicted to be on-center in a Td site if n = 0, but off-center and bonded to one or more of the host atoms if 1 =S n < 5. 
Confirming the model are those experimentally observed (bold), and those predicted by computational theory (*). Shown in parentheses 
are cases discussed in the text whose structures in the lattice are only predicted by the model. 

where the free atom, with its valence orbital configura- 
tion given by smp" for its particular charge state, is con- 
sidered to be placed on-center in a Td interstitial site of 
the semiconductor. If m = 0,1, or 2, and n = 0, the atom 
is in an S-state, with no orbital degeneracy. There is 
therefore no Jahn-Teller distortion and the atom should 
remain on-center. However, if n = 1-5, orbital degener- 
acy exists and the Jahn-Teller theorem predicts off- 

center distortion. Since we are dealing in this case with 
p-orbitals, which overlap strongly with the neighbors 
and have a tendency to form strong directed chemical 
bonds, we can expect strong distortions into bonded 
configurations with one or more of the host atoms. 

This model was first proposed to help understand the 
properties of several experimentally observed impurity 
interstitials in silicon, and, in turn, therefore, to serve as 
a predictive tool for the properties of the silicon self- 
interstitial. As illustrated in the table, B?(2s22p1) [18], 
Q+(2s22p1) [19], C?(2s22p2) [21], Cr(2s22p3) [21] and 
0?(2s22p4) [22] have all been experimentally observed 
by EPR (or local mode vibrational studies in the case of 
C? and O?) to be off-center in bonded configurations 

with nearby silicon host atoms, consistent with the 
model. Ali

++(3s1), on the other hand, has been estab- 

lished by EPR to be on-center in the Td site [23], again 
as expected. The model predicts, however, that Bj+(2s2) 
goes to the on-center position, and conversely, that Al? 
goes off-center. Evidence of this predicted configura- 
tional change for both at the + ^±0 charge state change 
is found in the observation of substantial recombina- 
tion-enhanced migration (REM) under electronic and/or 
optical excitation of both [24], the 'kick' given to the 
atoms upon charge state change presumably assisting the 
migration over the diffusion barrier. Confirmation also 
comes from recent state-of-the-art ab initio calculations 
in the case of interstitial boron, which have also predicted 
configurational changes from on-center to off-center 

bonded configurations at this particular charge state 

change [25]. Following the same arguments for the sili- 
con self-interstitial, Table 1 predicts that Sis

+ +(3s2) is on- 
center, but that Sii

+(3s23p1) and Si?(3s23p2) will go off- 
center into bonded configurations. Consistent with this 
prediction, theory predicts here also such changes 
[26-28], and experimentally strong REM is also ob- 
served [1,2]. As a result, it has been suggested [1,2] that 
a reasonable understanding of the self-interstitial in sili- 
con may have actually emerged even though it has not 
been directly observed. (Recently, there have been several 
experimental studies that indirectly appear to reflect ad- 
ditional important properties of the silicon interstitial, 
which we will not attempt to describe here. To the inter- 
ested reader we recommend particularly the extensive 
DLTS and EPR studies of Mukashev et al. [29], who 
present evidence that the interstitial may be stable up to 
room temperature in the absence of ionization, and the 
diffuse X-ray scattering experiments of Erhart and 
Zillgen [30], who conclude that the majority of close 
Frenkel pairs produced in a low-temperature electron 
irradiation may also actually be stable to above room 

temperature.) 
It is interesting to point out that this very simple model 

says that the properties of an interstitial are determined 

primarily by the valence configuration of the atom itself, 
and relatively less dependent on the particular semicon- 
ductor into which it is placed. As a result it has also been 
used to predict the properties of interstitials in the com- 
pound semiconductors as well [1,2]. In this regard, addi- 
tional possible confirmation of the model has come from 
ODEPR studies of what have been interpreted to be 
close Frenkel pairs produced on the Te sublattice of 
ZnTe [31]. There the symmetry of the ODEPR signals 
was interpreted to reflect a low-symmetry bonded config- 
uration for the Te interstitial, as expected for the partial 
p-occupancy of its available charge states. (Similarly, but 
not shown in Table 1, ODEPR studies in as-grown GaP 

[32-34], GaAs [35,36], and AlGaAs [37] have detected 
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what have been suggested to be Ga* +-related centers. If 
correct, their mostly isotropic Ga hyperfine interactions 
confirm their non-bonded 4s1 character, as expected. On 
the other hand, in electron-irradiated GaN, two ODEPR 
centers tentatively identified with Gas-related defects 
have been observed which display substantial anisotropy 
in their hyperfine interactions suggestive of substantial 
4p character [38]. To be consistent with the model, they 
could be related to Gaf.) In any event, the results we have 
described for Zn? in ZnSe clearly supply a particularly 
critical test of the model, because it represents, at least up 
until now, the only direct and unambiguously observed 
self-interstitial. We note immediately that it does indeed 
fit the model accurately, being experimentally observed 
as on-center in either of the two Td sites, as predicted for 
its 4s1 free atom configuration. The model predicts it 
to be on-center also for the other charge states involved 
in its spin-dependent processes as given in Eq. (1), 
Zni+ +(4s°), and Eq. (2), Zn?(4s2). 

4. Mechanism for Zn, enhanced migration 

Here, we immediately run into what appears to be a 
possible problem with the model. We argued above that 
recombination-enhanced migration follows naturally 
from the configurational change associated with a 
change of charge state that involves change of occupancy 
of the p-orbitals. According to the model, Zni in its 
three charge states involves only s-electrons, and 
should stay on-center. There can be breathing vibra- 
tional modes excited upon charge change, but these 
supply no kick in a diffusion direction. In the notation 
of Stoneham [39], the 'accepting' and 'promoting' 
modes are orthogonal. Our model appears therefore to 
predict it to be safe and stable on-center, but in fact it 
clearly is not. 

On closer examination, however, the model may ac- 
tually also provide the answer. Two possibilities suggest 
themselves - (1) electron capture or optical excitation 
into an excited P state of the neutral interstitial, 
Znf(4s14p1), or (2) electron capture into an additional, 
negative, charge state, Zni"(4s24p1). In either case, 
a single electron is now in a p-orbital, and a Jahn-Teller 
off-center distortion is predicted. It will be recognized 
that model (1) bears a close resemblance to the much- 
studied EL2 defect in GaAs [40,41], where, there, excita- 
tion into an excited state of the neutral defect leads 
to a metastable off-center distorted configuration. Model 
(2) bears a resemblance to the DX center in AlGaAs 
[42,43], in the sense that capture into an additional 
negative charged state is involved, made stable, or meta- 
stable, by the resulting distortion. In both of these cases 
also, the off-center instability has been satisfactorily ex- 
plained as arising from the p-character of the excited 
state [44]. 

There is an additional confirming feature for this 
mechanism. Upon thermal annealing in the dark, the 
close Frenkel pairs have been found to disappear at the 
lowest temperatures, the more distant ones disappearing 
at progressively higher temperatures vs. their separa- 
tion [8]. Their disappearance therefore clearly reflects 
vacancy-interstitial annihilation for the pairs, as expected 
from the Coulomb interaction between the negative va- 
cancy and the more mobile positive interstitial. We have 
pointed out above, however, that the reverse is observed 
under REM conditions, the interstitial migrating away 
from its partner vacancy. This argues strongly that under 
these conditions the Coulomb attraction is absent. Since 
there is no evidence of a stable neutral state in the band 
gap for the vacancy, this argues that the interstitial must 
be in a neutral or possibly negative charge state when 
making the diffusive jump, again consistent with the model. 

The barrier for thermally activated interstitial zinc 
migration has been estimated to be ~ 0.6-0.8 eV [8]. 
This comes from analysis of the annealing experiments in 
the dark, where, after the closer pairs have disappeared, 
the isolated Zn* ODEPR signal finally disappears after 
15 min at ~ 220-260 K. The recombination event must 
therefore, in one way or another, supply this much energy 
to the interstitial atom. 

5. Summary 

Interstitial Zn* has been observed by ODEPR both as 
paired off with its partner vacancy in Frenkel pairs of 
various separations, and isolated, after 2.5 MeV electron 
irradiation in situ at 4.2 K. The isolated interstitial can be 
observed on-center in each of the two distinct Td sites in 
the lattice - that surrounded by four Se atom nearest 
neighbors, (Zn^, and that by four Zn nearest neighbors, 
(Zni)zn. The unpaired electron is more strongly bound 
for (ZnOzn, as evidenced by the central 67Zn and neigh- 
boring 77Se hyperfine interactions for each. Analysis of 
these interactions suggests the position of the second 
donor level to be at ~£c-1.6eV for (Znj)z„ and 
~ Ec-1.0 eV for (Zn;)Se [17]. These values, as well as the 

hyperfine interactions themselves, are remarkably close 
to recent theoretical estimates [14-16]. Also, the experi- 
mental observation of both configurations for the inter- 
stitial is consistent with the conclusions of the theory that 
the two are very close in total energy. 

Optical excitation in the temperature region 1.5-25 K 
causes the interstitial to hop between its two configura- 
tions, a motion fully equivalent to long-range diffusion. 
The remarkable fact is that in monitoring the process, 
we determine not only that it is diffusing, but the exact 
path it takes in the process, being 'caught in the act' of 
a half-jump from one Td site to the other. To our know- 
ledge, this observation is unique in solids. The process 
is temperature independent in the 1.5-4.2 K range, but 
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increases rapidly versus temperature by ~10K. This 
motion is detected also by conversions between the Fren- 
kel pairs of differing separations, the sense of the changes 
indicating diffusion of the interstitial away from its part- 
ner vacancy. 

A previously proposed model for interstitials [1,2] 
envisions the atom as first placed on-center in a Td site, 
its stability there depending upon the free-atom valence 
configuration smp" of its particular charge state. If n = 0, 
the atom is in a non-degenerate S-state and is stable 
on-center. If 1 < n < 5, the state is degenerate due to its 
partial p-occupancy, and an off-center energy-lowering 
Jahn-Teller distortion is predicted. Since p-orbitals have 
a tendency to form strong directed chemical bonds, large 
distortions into bonding configurations with one or more 
of its neighbors are expected. The model predicts on- 
center configurations for Zni++(4s°), Zni

+(4s1), and 
Zn°(4s2), as confirmed here for Zn;

+. 
To explain the electronically stimulated migration of 

the zinc interstitial we have proposed that recombination 
occurs either via an excited 4s14p1 neutral state, or via 
a negative 4s24p' state, the partial p-occupancy provid- 
ing an off-center Jahn-Teller 'kick' to assist its migration. 
The lack of Coulomb attraction to its partner vacancy in 
these charge states would explain the tendency for the 
pair to separate. In view of the success of theory in 
treating the on-center Td configurations for Zn; in its 
+ + , + and 0 states in ZnSe [14], and in handling the 

EL2 and DX problems [45-48], it would be highly desir- 
able that the above EL2- or DX-like behavior be tested 
by similar calculations for Zn; in ZnSe. 

Finally, let us check the interstitial model against the 
very recent EPR results for the neutral self-interstitial in 
diamond. The neutral carbon free atom configuration is 
2s22p2 and an off-center bonded configuration is there- 
fore predicted, fully consistent with the <1 0 0>-split con- 
figuration to be reported by these workers. In fact, the 
<10 0>-split configuration is identical to the structure 
observed for neutral 2s22p2 interstitial carbon in silicon 
[20], and very similar to that predicted «1 1 0>-split) for 
the neutral 2s22p2 self-interstitial in silicon [27]. And, 
like the silicon self-interstitial, Hunt et al. report strong 
evidence for recombination-enhanced migration at cryo- 
genic temperatures [4], indicative also of configurational 
changes versus charge state. Like these other systems, the 
ground state of the neutral system is non-paramagnetic, 
with electrons paired off, but for it there is a convenient 
excited S = 1 state nearby that can be thermally popu- 
lated and observed by EPR. The energetically close avail- 
ability of this state presumably reflects the increased 
exchange interaction between the more highly localized 
electrons in the wider band gap diamond. 

We can conclude that the simple model we have de- 
scribed here for the behavior expected of interstitials in 
semiconductors continues to be remarkably reliable, with 
no exceptions encountered so far. 
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Abstract 

This paper discusses three major areas of current work on the properties of point defects in diamond: attempting to 
introduce a shallow donor centre, studying the role of transition metals, and achieving a quantitative understanding of 
radiation effects. Recent work on the first two topics is surveyed briefly. Published and new data on the problem of 
radiation damage are discussed in terms of: measuring the concentrations of the vacancy-related and self-interstitial 
centres; isotope effects on the vacancy and interstitial centres, including the identification of the self-interstitial 1.859 eV 
line as a vibrational feature; the rate of production of damage, including the influence of the nitrogen impurity; and the 
radiation-induced reactions. Some of the problems arising from the lack of current information are highlighted. © 1999 
Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Today there are three major areas of work in progress 
on the properties of point defects in diamond: attempting 
to introduce a shallow donor centre, studying the role of 
transition metals, and achieving a quantitative under- 
standing of radiation effects. 

The problem of the shallow donor is primarily one of 
growth technology, and so the discussion here will be 
very short (Section 3). Studies of transition metals are at 
a better state of development: Ni is now known to form 
optical and paramagnetic centres, and both Ni and Co 
have complex interactions with another impurity, nitro- 
gen. A considerable body of knowledge is building up, as 
outlined in Section 4, but there is not yet a complete 
picture of all the effects. The third topic, radiation dam- 
age, is at a more advanced state of study: the basic defects 
are rapidly being  understood and  our  quantitative 

»Corresponding author. Tel.: + 44-20-7848-2573;fax: +44- 
20-7848-2420. 

E-mail address: gordon.davies@kcl.ac.uk (G. Davies) 

understanding is such that the gaps in our knowledge can 
be identified and addressed. For example, we now know 
the calibrations linking the concentrations of the damage 
centres to their optical absorption for the vacancy and 
vacancy-nitrogen centres (Section 5) and for self-inter- 
stitials (Section 6). One peculiarity is that the absorption 
per self-interstitial appears to be anomalously low. This 
paradox is solved by considering the effects of changing 
the isotopic content of the lattice from 12C to 13C: in 
Section 7 we will examine published and new data on the 
isotope dependence, derive the expected magnitude of 
the effect and show that the self-interstitial absorbs 
light through a different process from the typical 
defect in diamond. With the calibrations established, 
we can examine the rate of producing radiation damage 
(Section 8) and we will draw attention to the impor- 
tance of the impurity nitrogen on the production of 
observable damage. Finally, in Section 9, we will look 
at the fate of the vacancy and self-interstitial during 
annealing, and their interactions with nitrogen. Given 
the importance of nitrogen in many of these processes 
we begin by gathering together the data which allow us 
to determine the concentrations of nitrogen in any 
sample. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00398-l 
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2. Concentrations of nitrogen 

The key to the recent increase in the understanding of 
radiation effects and transition metals in diamond has 
been the increased accuracy in the calibrations linking 
the concentration of nitrogen and the strength of the 
characteristic absorption produced in the one-phonon 
part of the infra-red absorption spectrum (at photon 
energies less than 1332 cm"'). We will follow the conven- 
tion that the absorption coefficient Ax at the wave num- 
ber x (cm ~') is measured in cm"J, and the concentration, 
denoted [N], is in atomic parts per million (ppm); in 
diamond one ppm is 1.76 x 1017cm"3. 

For the isolated substitutional N° atoms in the neutral 
charge state, the correlation has been made by compar- 
ing the strength of the 'PI' epr signal from N° with that of 
a CuS04.5H20 standard, and also by inert-gas fusion 
measurements (line 1 of Table 1) [1,2]. If a diamond 
which contains isolated N° atoms is subjected to radi- 
ation damage, the damage centres may be compensated 
by the N° producing N+ centres, which have their own 
characteristic absorption spectrum. By using different 
optical excitations, the balance of N° and N+ may be 
changed. From line 1 of Table 1, the change in [N°] is 
known, and so the absorption at 1332 cm"1 produced by 
[N+] can be found (line 2 of Table 2) [3]. An application 
of being able to measure [N+] is to estimate the amount 
of Ni in a sample, with the assumption that one N° atom 
can charge-compensate one Ni atom (Section 4). In 
contrast to N+, there are currently no data for the ab- 
sorption produced by N", given the great difficulty in 
producing a shallow donor in diamond (Section 3). 

Annealing synthetic diamond at ~ 1800°C under a 
stabilising pressure allows the N° atoms to aggregate 
into pairs of substitutional atoms (the 'A' centre) with the 
peak of their infra-red absorption at 1282 cm-1. Chem- 
ical determinations, using the release of the nitrogen by 
combustion and using inert-gas fusion have given the 
correlation of line 3 of Table 1 [4,5]. A check on the 
consistency of the calibrations in lines 1 and 3 is that they 
are compatible with the changes in absorption during the 

Table 1 
Calibrations of the absorption produced by nitrogen 

Line Calibration Reference 

[N°] = (25.0 ±2)uN°(l130) [1,2] 
[N+]=(5.5±l)uN.(1332) [3] 
[NA] = (16.5 + l)uA(1282) [4,5] 
[NB] = (79.4 ± 8)uB(1282) [7] 

The concentration is in parts per million atomic, and the absorp- 
tion coefficient ß(x) is in cm"* measured at room temperature at 
the photon wave number x cm"1. The overlapping absorption 
spectra are separated using the method described in Ref. [58]. 

conversion 2N° -> A [1]. Earlier calibrations were incon- 
sistent in this regard as observed by Collins [6], and that 
inconsistency was a major motivation for the recent, 
apparently reliable, studies. 

Further heat treatment, at ~ 2200°C, produces more 
aggregation of the nitrogen, converting the A centres into 
the 'B' form (4 N atoms around one vacancy). The calib- 
ration has been found from the loss of A-centre absorp- 
tion assuming 2A -> B + I, where I is the self-interstitial, 
line 4 of Table 1 [7]. This result is less certain, since the 
absorption of the B centres must be separated from those 
of the A pairs and the N° atoms. 

Nitrogen does not act as a shallow donor in any of 
these structures: the least deep is the N° with a 1.7 eV 
ionisation energy. 

3. The shallow donor problem 

In diamond, substitutional boron forms a relatively 
shallow acceptor with a binding energy of 0.37 eV [8]. 
Considerable effort is being directed at the problem of 
doping diamond with a species which reproducibly pro- 
duces a shallow donor. For example, in recent studies of 
P-doped CVD diamond, luminescence has been ascribed 
to excitons bound to a shallow donor and to donor 
(P)-acceptor (B) pairs [9], and photoconductivity has 
been reported from the ionisation of P donors [10], with 
donor binding energies of 560 meV [10] to 630 meV [9]. 
In addition to the challenge of creating a reproducible 
donor, it is desirable that the electron mobility fie is not 
reduced to unacceptable levels. Typical values in P- 
doped diamond are fie = 50cm2 V"1 s": [10], some 40 x 
smaller than in high-quality undoped diamond [8]. 

4. Transition metals in diamond 

Transition metals, especially combinations of Ni, Co 
and Fe, are used as 'solvent-catalysts' in synthesising 
diamond under thermodynamically stable conditions, 
the high pressure, high temperature (HPHT) diamonds. 
The current interest in the metals arises because some of 
the metal becomes incorporated in the lattice, and Ni and 
Co are known to produce optical and epr centres. Ni, Co 
and Fe are also found in some inclusions inside natural 
diamonds, and some, relatively rare, optical and epr 
centres in natural diamond contain Ni [11]. 

The observed properties of the Ni-related centres are 
strongly affected by the nitrogen impurity in the dia- 
monds. In as-grown HPHT diamond, either interstitial 
or substitutional Ni is observed, depending on the con- 
centration of N°, which controls the Fermi energy and 
hence the charge state of the active centres. In diamonds 
with low [N], < 10 ppm, two Ni interstitial epr centres 
are observed. The NIRIM1 epr centre has an isotropic 
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^-factor, and is assumed to be a tetrahedral Ni;
+ atom 

[12]. NIRIM2, Ni;+ in a trigonal symmetry, is character- 
ised by g± ~ 0 [12]. Zeeman and stress perturbations 
[13] have established that the 1.4 eV optical band occurs 
at the same centre, and the ^-factor has been rationalised 
recently by Mason et al. [14]. Samples with low [N] also 
show unexplored multiplet optical transitions at 1.2 and 
3.1 eV [15]. 

In as-grown diamonds with higher [N], approximately 
> 50 ppm, charge compensation of the Ni by the N pro- 

duces the W8 epr signal of substitutional Nis~ [16], and 
optical bands at 1.885 and 2.51 eV which correlate, with- 
in the uncertainties created by inhomogeneous distribu- 
tions of Ni, with the strength of the Nif epr signal [17]. 
The relationship between the epr and optical signals is 
not yet clear. Applying 'detailed balance' arguments, 
which we will justify in Section 5, the data of Collins et al. 
[17] would link the strength of the 1.885 and 2.51 eV 
optical absorptions to the concentration of W8 epr 
centres if the oscillator strengths for the optical band 
were equivalent to radiative lifetimes of T ~ 50 us. Mea- 
sured values are not available, but T is comparable with 
values for some of the Ni-related centres (for example, 40 
us for the 2.968 eV band [18], 0.5 ms for the 'S2' 2.369 eV 
centre [19]), and Co-related centres in diamond (e.g. 
63 + 1 us to 159+ 2 us for various bands [20]). The 
1.885 eV transition occurs at a C2v centre [21]; Zeeman 
measurements on the 1.885 and 2.51 eV transitions would 
clarify any link to the W8 centre. 

Possibly both interstitial and substitutional forms co- 
exist in the samples, but are separately observed depend- 
ing on the Fermi level. Heat treatment from 1500°C to 
1800°C results in considerable structural changes. The 
simplest Ni structure to emerge appears to be the NE4 
epr centre, ascribed to a Ni atom at the centre of a 
divacancy [22]. This centre acts as the nucleus for the 
aggregation of N atoms, and many different condensates 
are formed as successive N atoms are trapped in sites 
adjacent to it [22,23]. The aggregation is enhanced by the 
increased mobility of the N atoms in Ni-doped diamond: 
at ~ 1500°C, the reaction N + N -* A increases with the 
concentration of N+, in samples with the same total 
concentration of N [24]. Assuming that [N+] approxim- 
ates to [Ni], as in Section 2, then the rate of aggregation 
of N is enhanced by the Ni, presumably by a vacancy- 
or self-interstitial process [25]; which process cannot be 
determined from the available data [24]. Corresponding 
changes occur in the optical spectra as the impurity- 
centres evolve, with the 1.883 and 2.51 eV bands being 
replaced by strong absorption at 1.693 eV (recently 
shown to occur at a monoclinic I centre [26]) and other 
multiple-line systems [27]. 

An analogous pattern is evolving for Co-doped dia- 
mond. Many optical bands are known [20], the effect of 
Co on the mobility of N has been noted [28] and result- 
ing optical and epr centres are being identified [29,30]. 

It is clear from this short survey that a vast body of 
information is being gathered on the role of transition 
metals in diamond and their interactions with the 
N atoms. A full systematisation of the data will no doubt 
follow. 

5. Concentrations of vacancy-related defects 

To understand vacancy- or interstitial-mediated mi- 
gration, as well as the rate of creation of defects and the 
kinetics of their annealing behaviour, we must be able to 
measure the concentrations of radiation-induced centres. 
In this section we report the recent substantial progress 
in this area, building directly from the calibrations of the 
nitrogen centres listed in Section 2. 

In optical work, damage centres in diamond typically 
produce vibronic bands with well-resolved zero-phonon 
lines. The optical absorption is conventionally described 
using the integrated absorption A in the zero-phonon 
line, measured at liquid nitrogen temperature, with the 
absorption coefficient in cm"1, the photon energy in 
meV, and the concentrations in cm-"3. For convenience, 
the known calibration constants are listed in Table 2. 

First, we take the 'N3' optical centre (the 'P2' epr 
centre), a vacancy neighbouring three nitrogen atoms 
[31]. We [32] have compared the strength of the P2 epr 
signal with strength of the PI epr signal of N° in a dia- 
mond for which [N°] is known from line 1 of Table 1. 
The resulting calibration for the integrated absorption 
Am in the 2.985 eV zero-phonon line is given in line 1 of 
Table 2 [32]. Confirmation is provided by charge-trans- 
fer effects, when excitation with 514.5 nm Ar+ light pro- 
duces an increase in N3 absorption along with an in- 
crease in N° [32]. Assuming the effect of the light is 
N3" + N+ ->N3° + N° then the change in N+, using 
line 2 of Table 1, confirms the N3 value [32]. 

Table 2 
Calibrations of the optical absorption in zero-phonon lines 

Line Calibration Reference 

1 Am = (8.6±2)xlO"17[N3] 
2 ^ND1=(3.9 + l)xlO-16[V-] 
3 ^ND1 =(4.8+0.2)xlO-16[V-] 
4 XGR1=(1.2±0.3)xlO-16[V°] 
5 ,4Nv = 1-4 +0.35 xl(T16[N-V] 
6 AW3 = 1.0 + 0.35x10" 16[H3] 
7 AHi = 1.0 ±0.35x10" 16[H4] 
8 A.859 = 1-0 ±0.2x10" 17[R2] 

[32] 
[3] 
[35] 
(a) 
(a) 
(a) 
(a) 
[42] 

A is the integrated absorption in the zero-phonon line of the 
transition, measured at 77 K, with the absorption coefficient in 
cm"1 and the photon energy in meV. The concentration is in 
cm"3, (a) derived from lines 2 and 3 using the data of Ref. [36]. 
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Next, we consider the V" centre. Lawson et al. [3] 
have irradiated a specially grown diamond, which had 
a concentration of [N°] centres high enough to be mea- 
sured using line 1 of Table 1, but low enough to be 
comparable to achievable radiation damage of isolated 
vacancies and self-interstitials. The high-Fermi energy 
created by the 1.7 eV ionisation energy of [N°] results in 
V° + N° -* V" + N+. V" can be identified optically by 
the 'ND1' absorption line at 3.149 eV [33] and by the epr 
from its 4A2 ground state [34]. Assuming that the concen- 
tration ofN+ equals that ofV~, Lawson et al. [3] have 
reported the calibration given in line 2 of Table 2. Direct 
measurement of the epr signal by Twitchen et al. [35] has 
recently refined this value (line 3 of Table 2). The agree- 
ment implies that the italicised assumption above is 
valid. 

Extension to V° is indirect. Extensive annealing studies 
[36] suggest that when a nitrogen-rich diamond is irra- 
diated and then annealed, the vacancies migrate to the 
nitrogen, regardless of its state of aggregation. Assuming 
that all the vacancies are trapped at nitrogen, Davies et 
al. [36] found that the data could be best fitted if the 
relative zero-phonon 'oscillator strengths' of V° and 
V" are/ND1//GR1 = 4.0 ± 0.2. Using this value the calib- 
ration for the GR1 zero-phonon line at 1.673 eV of V° 
follows immediately from the value for V~ (line 4 of 
Table 2). V° is a dominant product of primary radiation 
damage in diamond, but the centre is non-paramagnetic 
in its ground state, and so the determination of the rate of 
production of damage in pure diamond relies on this 
calibration factor. 

Values for other nitrogen-vacancy aggregates are 
obtained using the relative zero-phonon 'oscillator 
strengths' of the aggregates of V and nitrogen [36]. These 
values, listed in Table 2, are determined directly from the 
loss of the vacancy absorption (in both V° and V" forms) 
and the growth of the new zero-phonon lines produced 
by one V trapped at the nitrogen complexes. The specific 
lines are: the 1.945 eV zero-phonon line of one V at 
an isolated N atom, the 2.463 eV ('H3') line of one V at an 
A-centre (pair), and the 2.498 eV ('H4') line of one V 
at the B-centre (which itself is 4N plus V). 

'Detailed balance' arguments to estimate the concen- 
trations of centres from their radiative lifetimes tr were 
introduced in Section 4. We can now check the likely 
accuracy of this approach. The aim is to relate x, to the 
concentration [C] of the optical centre and the total 
absorption integrated over the vibronic band: 

[C] = E\gt 

n2(n2 + 2)2c2h3 p(E)&E. (1) 

Here all quantities are measured in SI units, n = 2.4 is the 
refractive index of diamond, E is the mean energy of 
luminescence, and gf and g-, are the degeneracies of the 
final and initial states of the luminescence band. The 

major problem is that the true radiative decay times are 
uncertain for many centres in diamond. For example, the 
measured lifetime of the N3 luminescence transition is 
x = 41 + 1 ns but after correction for non-radiative pro- 
cesses the true lifetime is estimated as ~ 150 ns [37]. For 
the N3 centre the mean energy of luminescence is 2.8 eV 
(4.5 x 10"19 J), and gdg-, = \. The integral in Eq. (1) is 
over the absorption band, including its phonon sideband, 
and for the N3 band is about 31 times the zero-phonon 
absorption. Evaluating we find /N3 = 1.7xlO~16meV 
cm2. This value is a factor of two larger than the more 
reliable direct measures of/N3 in Table 2. The error may 
lie in estimating the effective electric field at the centre, 
but calculation for the other bands in Table 2 shows that 
there is no single expression for the effective electric field 
term which can be used for all the optical centres. Never- 
theless, it would appear that Eq. (1) is likely to be valid to 
within an order of magnitude. 

At this stage it is clear that by using Table 2 we can 
estimate the concentrations for many of the vacancy- 
related centres, supplemented where necessary by the use 
of detailed balance arguments. 

6. The self-interstitial 

Throughout our discussion of vacancy centres there 
was no mention of the role of self-interstitals, either in 
terms of their chemical reactions or their effect in deter- 
mining the charge states of other centres. Very recent 
data have clarified the behaviour of the self-interstitial. 

The 'R2' epr centre has been identified as being pro- 
duced by the self-interstitial: a <001> split-interstitial 
[38], the configuration that had been predicted theoret- 
ically [39,40]. The R2 epr centre has long been noted to 
correlate in strength with the 1.685 and 1.859 eV optical 
absorption lines [41]; very recently these correlations 
have been firmly established [42], allowing the calib- 
ration factor on line 8 of Table 2 to be derived. The 
absorption per centre is 10 x smaller than for the va- 
cancy-related centres in Table 2. In fact, since the 
1.859 eV line appears to have negligible phonon 
sidebands, all the absorption is concentrated in the sharp 
line rather than being spread out by vibronic coupling 
over a wide energy range. Allowing for this factor, the 
absorption per interstitial centre is over two orders of 
magnitude less than for each vacancy centre. This con- 
siderable difference is examined in Section 7. 

The R2/[1.685,1.859 eV] centre is destroyed by an- 
nealing at about 600 K, and the annealing rate has an 
activation energy of 1.6 + 0.2 eV [38,43]. This is signifi- 
cantly lower than the 2.3 + 0.3 eV for the vacancy [36]. 
Consequently, reactions involving the interstitial are 
completed before there is significant migration of the 
vacancy, justifying ignoring the interstitials in the va- 
cancy reactions in Section 5 as long as the interstitial 
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traps are sufficiently stable that they do not release the 
interstitials. 

7. Isotope effects 

Recently, the control over the growth of HPHT dia- 
monds has been exploited to investigate the effect of 
changing the lattice isotope on radiation damage centres. 
Natural carbon has an isotope content of 98.9% 12C and 
1.1% 13C. 12C has a nuclear spin 1 = 0, and so increasing 
the abundance of 13C with I = \ allows paramagnetic 
centres to be more fully mapped out through the hyper- 
fine splitting. We concentrate here on the optical data, 
and Table 3 lists new and existing data for features which 
are definitely or probably associated with vacancy and 
interstitial centres. 

We will briefly review the mechanisms by which iso- 
topic substitution changes the energies of zero-phonon 
lines (ZPLs). This discussion will allow us to establish the 
likely size of the effects, and so identify the very different 
behaviour of the self-interstitial. 

Changing from 12C to 13C decreases the lattice 
volume. The change being AV/V = - 4.5 x 10"* [44]. 

Compressing the lattice usually increases the zero- 
phonon energy. The detailed response varies between 
different ZPLs; for example, for the 1.945 eV line the 
change in energy is ~ + 0.9 meV. A second effect is that 
the vibrational modes of the optical centre are likely to be 
different in the ground and excited electronic states, as 
a result of the change in the chemical bonding in the 
neighbourhood of the centre when the electronic 
transition occurs. The same physical origin results in a 
change in energy of the ZPL with increasing temperature 
T [45]. Usually the vibrational frequencies are lower in 
the excited electronic state, giving an increase in the 
energy of the ZPL with increasing vibrating mass. For 
example, for the 1.945 eV line we estimate the shift is 
by ~ +1.0 to 1.5 meV on moving from 12C to 13C. The 
two effects sum to a predicted shift of 1.9 to 2.4 meV, 
similar to observation (Table 3). 

Local vibrational modes (LVMs) may have signifi- 
cantly different quanta in the ground and excited elec- 
tronic states. For example, the '5RL' band has 3 LVMs 
with quanta hcog 237, 193 and 175 meV in the ground 
electronic state, and hmt of 202, 167 and (assumed) 151 
meV in the excited state. Since, for non-degenerate or- 
bital states, simple phonon sidebands are only seen in 

Table 3 
Isotope shifts for sharp optical lines in diamond on changing the 13C content from 1.1 to 99% 

Zero-phonon label Energy in 
natural C (meV) 

Vacancy centres 
GR1 (V°) 1673 
GR2-8 (V°) 2880-3005 
ND1 (V") 3150 
TH5 (V2) 2543 
Nitrogen-vacancy centres 
H2 1257 
H3 2463 
N3 2985 
"594 nm" 2086 
"575 nm" (N-V) 2156 
"640 nm" (N-V) 1945 
Interstitials 
Hlb 612 
1.40 eV Nij 1404 
I 1685 
I 1859 
3H 2463 
TR12 2638 
TR13 2672 
3.188 eV 3188 
5RL 4582 
Others 
Ml 2400 
M2 2445 

Shift (meV) 
relative to 12C 

2.9 
+ 6.9 to 7.2 
+ 4.0 + 0.2 
+ 6.6 ± 0.5 

+ 0.9 + 0.1 
+ 5.0 ± 0.2 
+ 4.5 + 0.2 
+ 0.5 ± 0.3 
+ 3.0 
+ 2.1 

0 
-0.5 
+ 1.2 + 0.2 
- 5.2 + 0.06 
+ 3.8 + 0.06 
+ 3.97 ± 0.06 
+ 2.45 + 0.06 
+ 3.3 
+ 8.0 

+ 5.7 + 0.2 
+ 4.2 + 0.2 

Reference 

[48] 
This work, 
[65] 
This work 

[47] 
[48] 
[66] 
This work 
[48] 
[48] 

[48] 
[48] 
This work 
This work 
This work 
This work 
This work 
[48] 
[48] 

This work 
This work 

[65] 

Value quoted is from this work. Where other data exist they are referenced. 
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vibronic spectra for phonons which are totally symmetric 
in the point group of the centre, we would expect there to 
be other vibrational modes which are not being observed, 
but there are no supporting data yet from the observa- 
tion of LVMs of the centre in the mid-infrared wave- 
lengths. The contribution to the isotope shift of the ZPL 
is [1 — N/l3/12](hwe — hcog) and for the observed modes 
of the 5RL centre is ~ +2 meV. 

An additional term, which is hard to estimate, comes 
from the anharmonicity of the vibrations of LVM and 
resonance modes. As a result of anharmonicity, the mean 
position of the vibrating system is not at the minimum 
point (Q = 0) of the potential. On increasing the vibra- 
ting mass, the system samples the space closer to Q = 0, 
and the change in equilibrium position is equivalent to 
a strain. Using anharmonicities which are typical of mol- 
ecules and with hco = 40 meV (as for vacancy centres), the 
effective strain is ~ 4 x 10 ~*. With a deformation poten- 
tial of ~ 1 eV, this term produces a non-negligible shift of 
~ +0.4 meV. 

Finally, it is a working rule that for the vacancy- 
centres in diamond, significant dynamic Jahn-Teller 
coupling occurs in the electronic ground states (e.g. at V°, 
the 575 and 594 nm centres) with weak or absent Jahn- 
Teller coupling at degenerate excited states (e.g. V°, V", 
N3). For an e-mode (doubly degenerate), the zero-point 
energy is hco when there is no Jahn-Teller coupling, but is 
only \hw for large coupling [46]. For a transition be- 
tween a JT-active ground state and a non-JT active 
excited state, the contribution to the zero-phonon 
energy is + $hco, and the isotope shift from 12C to 
13C would be ihco(^Jl2/l3 - 1). In contrast to the pre- 
vious terms, this contribution is necessarily negative for 
the transition discussed here, and has a magnitude of 0.8 
meV if hco = 40 meV. It can therefore reduce the total 
shift, but is not expected to be dominant. 

Our expectation is that the total shift will generally be 
about + 3 meV, or larger with contributions from LVMs. 
These general arguments are supported by the results in 
Table 3. For some transitions the observed shift is zero or 
only slightly positive (H2, 594 nm, Hlb) and in one case 
(1.40 eV) it is slightly negative, but these results are as 
expected from detailed analysis for these lines [47,48]. 

However, in one case, the 1.859 eV line, which corre- 
lates with the R2 self-interstitial (Section 6), the observed 
shift is large and negative, while the correlated 1.685 eV 
line has the expected size of shift (Table 3). This anomal- 
ous behaviour is rationalised by assuming that the 
1.859 eV line is a phonon sideband of an electronic 
transition. Then we would expect the isotope shift to be 
(^12/13 - 1) hco relative to the ZPL of the transition, 
which is not known: the ZPL is not the 1.685 eV line for 
two reasons. First, the 1.685 eV line weakens with de- 
creasing T, obeying a Boltzmann law with an activation 
energy of about 6 meV, while the 1.859 eV line grows in 
intensity as T -> 0, with an activation energy which has 

been measured here as close to 6meV. Second, if the 
1.859 eV line were a simple one-phonon replica of the 
1.685 eV ZPL, the relative intensities J(1859)/J(1685) ~ 
10 at 77 K [42] would give a Huang-Rhys factor S ofthat 
value, and hence a considerable two-phonon sideband 
(S2/2 of the ZPL) would be expected. Such a two-phonon 
sideband is definitely not observed. These facts can be 
rationalised if the optical transition from the lowest en- 
ergy state of the centre is forbidden, but its one-phonon 
sideband is induced by vibronic coupling to an allowed 
transition. Such a coupling does not induce a two- 
phonon sideband, in agreement with observation. 

The importance of this discussion is that the oscillator 
strength of the 1.859 eV line may be significantly weaker 
than for a typical electronic transition, because its inten- 
sity depends on the details of the vibronic interaction. We 
see that there is no reason to doubt the very low/value of 
the 1.859 eV line (entry 8 in Table 2). This important 
parameter will be used in Section 8. 

Before moving on we note that the GR2-8 lines all 
have the same (large) positive shift in Table 3. The sim- 
ilarity allows us to exclude the possibility that any of the 
GRn lines are phonon sidebands of other transitions, and 
it is consistent with their being effective-mass like excited 
states of an electron [49]. (The slight monotonic increase 
in the isotope shifts of transitions at the boron acceptor 
as the hole is progressively delocalised from the core 
[50], presumably reflecting the tightly bound nature of 
these 'Rydberg' states, is not be observed at the GRn 
lines.) The large magnitude of the shifts for GR2-8 em- 
phasises that we know very little at present about 
V+ which lies at the core of the effective-mass centre: the 
first possible identification of luminescence at the 
V+ centre, with a ZPL at 1.95 eV, has very recently been 
reported, using heavily boron-doped diamond [51]. 

8. Rate of production of damage 

The results reviewed in Sections 5-7 have shown how 
we can measure the concentrations of neutral and nega- 
tive vacancies, and also of self-interstitials. The rate of 
producing damage can now be investigated quantitat- 
ively, in pure and in nitrogen-rich diamonds where the 
vacancies are likely to be predominantly in the neutral or 
negative charge states. We will not discuss p-type dia- 
mond, since no data have yet been obtained by monitor- 
ing the V+ centres expected in that diamond. 

Radiation studies of diamond have concentrated on 
using electrons of up to 2 MeV as the damaging agent, so 
that the damage occurs at predominantly isolated sites 
until very large doses are reached: in pure diamond, the 
observed rate of production of vacancies (GR1 absorp- 
tion) is approximately linear in the dose for 1.9 MeV 
electrons up to ~6x 1019cm"2 [52]. However, the dam- 
age that is observed is that which is stable when the 
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measurement is made. It is necessary for the vacancy (V) 
and the self-interstitial (I) to separate from each other. If 
we assume that the I halves its kinetic energy each time it 
collides with lattice atoms, its energy will typically be 
reduced below its migration barrier of 1.6 eV (Section 6) 
after only about 4 collisions, and correlated recombina- 
tion has to be considered. We may expect that the re- 
combination will be influenced by nitrogen in the local 
environment, which may change the charge states of the 
V and I, and will also create local strains. Evidence for 
the influence of nitrogen on the rate of producing observ- 
able damage comes from annealing studies in diamonds 
with N-pairs (A-centres), in which the widths of the GR1 
(V°) and ND1 (V-) zero-phonon lines sharpen during the 
first stages of annealing, as 40% of the vacancies are 
rapidly captured by the A-centres [36]. Estimates from 
the line widths suggest that these perturbed V's were 
within 0.7nm of the nitrogen [36]. Apparently, within 
this small radius of the N aggregates, which contains 3% 
of the volume of the diamond, some 40% of the stable 
vacancies are produced. A significant change in bond- 
strength in this volume does not seem likely (e.g. by the 
small size of the perturbations of the V's), and so it is 
probable that the correlated recombination is being re- 
duced near the A centres. Further evidence for this en- 
hanced production rate is suggested in Section 9. 

Recently, two direct measurements of the production 
rates of vacancies have been made, using the calibrations 
of Table 2. In pure diamond, the production of vacancies 
was 1.53 +0.1cm"1 with 2MeV electrons [42], and 
in diamond with 9 + 1 ppm of isolated substitu- 
tional nitrogen the rate of creation of vacancies (V° 
and V") was only 0.50 + 0.05 cm"1 for the slightly 
lower electron energy of 1.9 MeV [35]; it would 
appear that isolated N atoms reduce the creation rate in 
contrast to the apparent enhanced production near 
A centres. 

The effect of temperature on the production of observ- 
able vacancies is not important at temperatures below 
500 K [52,53]. In contrast, the rate of production of 
self-interstitials, as measured by the R2 epr and the 1.859 
eV optical band is reported to decrease with increasing 
T [53]. In the limit of low T the production rate of 
I approaches that of V [53]; the implication is that with 
increasing bulk temperature of the sample the mobility of 
I increases during the irradiation. The fate of the mobile 
Is during the irradiation is not known: there is no in- 
crease in the (small) production of 'Rl' (di-split-inter- 
stitials) and '03' (tri-split-interstitial) centres at higher 
T [53]. 

9. Capture of mobile V and I 

In pure diamond, ~ 30% of the V°'s are annihilated 
when the I's become mobile (e.g. [36,38]) as a result of 

recombination of V° and I. The remainder of the I's 
escape, and simultaneously the '3H' (ZPL at 2.463 eV) 
and the '5RL' (ZPL 4.581 eV) centres appear: both have 
rhombic I symmetry [54,55], and are candidates for some 
form of self-interstitial complex. It should be possible to 
detect the LVMs of the centres by mid-infra-red absorp- 
tion spectroscopy; possibly the 1531cm"1 LVM occurs 
at I, and the 1570 cm"1 LVM at an early aggregate [56]. 
Paramagnetic resonance measurements have identified 
the Rl epr centre as a pair of split-interstitials [53] and 
the 03 centre as possibly three split-interstitials [57]. 
The picture for the early stages of aggregation of the 
self-interstitials is not yet clear, and this is a significant 
problem since the aggregates may be the nuclei of the 
'platelets', essentially two-dimensional precipitates which 
are produced in natural diamond by the aggregation of 
A centres, A + A -> B + I (Section 2) [58]. 

In diamond rich in A-centres, annealing at 300°C 
produces the Hla centre [59], observed by its LVM at 
1450.3 cm"1 but, surprisingly, not detected in epr [60]. 
Isotope data are consistent with the centre being one 
N atom in a bond-centred configuration, but displaced 
from the C-C axis [60]. One striking aspect of the pro- 
duction of the Hla centre is that for a given electron- 
irradiation dose and a given annealing, the Hla strength 
increases linearly with the local concentration of nitrogen 
A centres [60]. The effect could be caused by an increase 
in production of stable damage near the nitrogen (Sec- 
tion 8). 

Mobile vacancies (V) are readily captured by all forms 
of nitrogen, limiting the diffusion lengths of the V's. 
Quantitatively, annealing studies [36] show that the 
capture time in diamonds with 100 ppm A-centres is, 
within the margin of uncertainty, as expected for a 
random walk by the V's, so that capture occurs after 
~ 10* to 105 jumps. There is no evidence for a significant 

energy barrier before the final capture of V at the nitro- 
gen, as predicted [61], although experiments to test this 
have not been carried out. The distance within which V is 
captured by a nitrogen centre (the 'capture radius') is not 
known for any of the aggregates, but relative radii can be 
established easily. In a sample with two forms of N, the 
probability of capture at one aggregate is proportional to 
the concentration of the aggregate and the capture 
radius. Knowing the relative oscillator strengths 
(Tables 1 and 2) we can now calculate the ratio of the 
capture radii of V at A and B aggregates (at the anneal 
temperature of 800°C) using old data [62]: 
R(V,A)/i?(V,B) = 1.7. Counter-intuitively, the capture 
radius of the smaller A-aggregate is larger than that of 
the B-aggregate. For the single N atom, the capture 
radius is estimated at ~ 20 times larger than for V at the 
A-centre [25]. Further investigation of these radii is 
important given the importance of damage centres cre- 
ated by radiation [25] or by transition metals (Section 4) 
in enhancing the mobility of nitrogen. 
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In the absence of other traps two V's will aggregate to 
form a divacancy. The divacancy has long been reported 
to give the TH5' optical band [63], Table 3, and very 
recently has been identified with the R4/W6 epr centre 
[64]. Larger aggregates are not yet identified. 

10. Summary 

The ability to synthesise diamond with control over its 
isotope and, increasingly, impurity content are allowing 
quantitative arguments to be developed in the area of 
defect engineering in diamond. The immediate impact of 
these arguments is that they reveal how little we still 
know about many key issues. This paper has attempted 
to point out some of the targets which need to be ad- 
dressed next. 

Note added in proof 

In Section 4 it was noted that the electron mobility 
with shallow n-type dopants is currently low. Sakaguchi 
et al. [67] have reported a shallow donor with an ionisa- 
tion energy of 0.38 eV following doping with sulphur; the 
samples had the significantly better electron mobility at 
room temperature of 597 cm2 V"1 s_1. 
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Abstract 

In this paper, we review progress on understanding the role of threading dislocations (TDs) in the physical properties 
of GaN and its alloys. A growing body of work provides compelling evidence that TDs in the group-Ill nitrides behave as 
non-radiative recombination centers, have energy levels in the otherwise forbidden energy gap, act as charged scattering 
centers in doped materials, and provide a leakage current pathway. In comparison with conventional III-V semiconduc- 
tors, the relatively small minority carrier diffusion length Ld ( ~ 50 nm) in the Ill-nitrides, combined with favorable TD 
geometries, minimize dislocation-related degradation. The small value of Ld also allows for appreciable optical emission 
in materials with TD densities as high as 1010 cm"2. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium nitride; Extended defects; Threading dislocations; Non-radiative recombination; Deep levels; Traps; Carrier 
scattering; Leakage 

1. Introduction 

The 1990s have been a time of remarkable progress in 
wide band-gap semiconductors, particularly in the group 
Ill-nitride system. The 'nitride revolution' was motivated 
by the early pioneering work of Pankove [1]. The two 
singular achievements which have enabled current 
nitride technology were the development of two-step 
growth by Akasaki and co-workers at Nagoya Univer- 
sity which lead to high structural quality GaN films on 
sapphire substrates [2,3], and the subsequent develop- 
ments of an efficient route to p-type doping by 
Nakamura and co-workers at the Nichia Chemical 
company [4]. These two results were followed by the 
development by Nakamura of InGaN quantum well 
structures and the demonstration of bright nitride-based 
blue LEDs [5]. The realization and early commercializ- 
ation of Nichia LEDs catalyzed most of the recent work 
on nitride semiconductors. 

* Corresponding author. Tel.:   + 1-805-893-8005; fax:   + 1- 
805-893-8983. 

E-mail address: speck@mrl.ucsb.edu (J.S. Speck) 

Currently, there are still no widely available lattice- 
matched substrates for the growth of wurzitic GaN. As 
a result, most materials today still have high threading 
dislocation (TD) densities. Transmission electron micros- 
copy (TEM) studies on early Nichia LEDs showed that 
the material had TD densities in excess of 1010cm"2 

passing through the active region, which is approxim- 
ately four to six orders of magnitude higher than TD 
densities in conventional III-V optoelectronic devices 
[6]. The remarkably high TD densities in the Ill-nitrides 
lead to speculation that TDs were benign in the nitrides 
or perhaps even beneficial for the optoelectronic proper- 
ties. However, there is a continually increasing body of 
work that shows TDs are indeed deleterious for the 
physical properties of the nitrides. 

In this paper, we review the key work elucidating the 
role of extended defects in the physical properties of the 
nitrides. We begin by briefly reviewing current state-of- 
the-art microstructures for GaN on sapphire and SiC 
substrates, followed by a brief discussion of the role of 
TDs in the morphology of growing nitride surface, and 
then we review key papers which focus on the physical 
properties of TDs in the nitrides. We concentrate on 
Ill-nitride films grown by metal-organic chemical vapor 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00399-3 
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deposition (MOCVD) either on (0 0 0 1) sapphire or SiC 
substrates. 

2. Background on extended defects in the nitrides 

During the past ~ 5 yr there has been extensive work 
on understanding the extended defect structure in the 
nitrides. The commonly observed extended defects in 
(0 0 01) oriented GaN grown on sapphire substrates 
include (0 0 01) stacking faults and stacking disorder and 
related Shockley and Frank partial dislocations, inver- 
sion domains, and TDs [7]. In high-quality MOCVD- 
grown GaN films, the stacking disorder and partial 
dislocations usually only occur in the region in immedi- 
ate adjacency to the substrate and are associated with the 
growth of a disordered low-temperature nucleation layer 
(NL) [8]. Inversion domains are normally associated 
with nitrogen polar domains that have grown either 
through to the free surface of an otherwise Ga-polar film 
(which is the usual polarity for high quality MOCVD 
films) or are overgrown by Ga-polar material. The TDs 
have typical total densities in the range 108-1010 cm"2. 
There are two different predominantly observed TDs: 
pure edge, with Burgers vectors in the family ^<2 1 1 0> 
and [0 0 01] line directions; and mixed character, with 
Burgers vectors in the family 3<2 1 1 3> and line direc- 
tions inclined ~ 10° from [0 0 0 1] towards the Burgers 
vector. Pure screw TDs (b = [0 0 0 1] and line direction 
[0 0 01]) represent a small fraction (~0.1-1%) of the 
total density of TDs [7]. 

In previous work, we have shown that for MOCVD 
growth of GaN on sapphire, the TDs form as a conse- 
quence of the coalescence of slightly misoriented GaN 
high-temperature islands (this work is reviewed in detail 
in Ref. [9]). Fig. 1 shows a representative cross-section 
TEM micrograph of a 5 |xm thick MOCVD film grown 
on sapphire grown at UCSB. Note that TDs are the only 

extended defect that grow through to the free surface of 
the film. The microstructure of GaN grown on a more 
closely lattice matched substrate, namely SiC, shows very 
similar characteristics. However, it should be noted that 
the dislocation formation mechanisms are not fully 
understood for GaN growth on SiC. Thus, TDs are the 
most important extended defect to study in the context of 
understanding the physical properties of GaN thin films 
grown on A1203 substrates. 

3. The role of threading dislocations in growth 

Before reviewing the effects of TDs on the physical 
properties, we briefly review the important role of TDs in 
the growth of nitrides, namely the formation of 'V-de- 
fects' [10]. Many nitride-based device heterostructures 
require reduced growth temperature. For example, 
InGaN layers are typically grown at ~750-800°C in 
MOCVD, which is ~300°C lower than optimal 
MOCVD growth conditions for GaN — the lower tem- 
perature is necessary because of the high volatility of 
indium. Similarly, the growth temperature for AlGaN is 
generally limited by reactor or heater considerations. The 
low growth temperatures facilitate the formation of 'V- 
defects' which consist of six {1 0 T 1} family planes and 
form an inverted hexagonal pyramid, as shown schemati- 
cally in Fig. 2. The V-defects always form at TDs, with 
a higher propensity for formation at mixed character 
TDs, but they also form at pure edge TDs. 

Wu et al. attributed the formation of V-defects to a 
kinetically limited growth process in which the surface 
depression associated with a TD (as predicted by Frank 
[11]) assists in the formation of {10 11} facets [10]. 
Under kinetically limited growth conditions, the surface 
morphology will be dominated by the slowest growing 
planes, and thus in this scenario the {1 0 T 1} planes have 
a slower growth rate in the [0 0 0 1] direction. Sub- 
sequent high-temperature growth of GaN will cause the 

MM 

V-defects: 
InGaN/GaN MQWs 

Schematic view & 
cross-section view 

Fig. 1. Representative microstructure of a 5 um thick MOCVD- 
grown GaN film on a sapphire substrate. 

Fig. 2. Cross-section view of 'V-defects' in InGaN/GaN mul- 
tiple quantum well structures (see Ref. [10] for further details) 
and schematic structure of the V-defect. 



26 J.S. Speck, SJ. Rosner I Physica B 273-274 (1999) 24-32 

V-defects to be filled and there will be no surface mor- 
phological evidence for their presence. More recently, 
Northrup et al. have performed first-principle calculations 
of the energies of the (0 001) and the {1 0 1 1} planes for 
GaN and InGaN. Northrup has shown that V-defects at 
energically favorable for InGaN growth and their forma- 
tion is driven by a balance of surface energy increase (due 
to the increased total surface area of the six {1011} 
planes of the V-defect relative to the area of the (0 0 01) 
plane) and strain energy reduction due to the open defect 
volume which would otherwise have a TD [12]. 

V-defects are deleterious for the growth of both op- 
toelectronic and electronic device heterostructures. For 
InGaN/GaN quantum well structures, the V-defects 
cause the wells to be non-planar and may also lead to 
changes in the indium composition through a series of 
wells. As will be discussed later, V-defects are important 

sources of reverse leakage in diodes, and have been corre- 
lated to the very poor electro-static discharge (ESD) in 
these structures. For laser structures, the V-defects will be 
light scattering centers. Nitride-based high electron 
mobility transistor (HEMT) structures consist of AlGaN/ 
GaN layers. It is quite common for V-defects to form 
during the growth of the AlGaN cap layer. In the case of 
HEMT structures, there is no further nitride growth after 
the AlGaN layer and thus the V-defects can concentrate 
electric fields both at ohmic source/drain contacts and 
more importantly at the Schottky gate contact. 

4. Key work on the role of threading dislocations in the 
physical properties of the group III nitrides 

Table 1 provides a summary of the key studies that 
have focused on the role of TDs in the physical properties 

Table 1 
List of key references on the physical properties of threading dislocations in GaN and its alloys 

Topic Reference 

Modification of minority carrier concentrations 
Cathodoluminescence Studies: 

S.J. Rosner et al, Appl. Phys. Lett. 70 (1997) 420. 
T. Sugahara et al, Jpn. J. Appl. Phys. (1998) L398. 
SJ. Rosner et al, Appl. Phys. Lett. 74 (1999) 2035. 

Photo-electro-chemical etching (PEC): 
C. Youtsey, L.T. Romano, I. Adesida, Appl. Phys. Lett. 73 (1998) 797. 
C. Youtsey et al, Appl. Phys. Lett. 74 (1999) 3537. 

Traps/deep levels 
Electronic structure calculations: 
'No states in the gap' 

J. Eisner et al, Phys. Rev. Lett. 79 (1997) 3672. 
J. Eisner et al, Phys. Rev. B. 58 (1998) 12571. 

'States in the gap' 
A.F. Wright, Ulrike Grossner, Appl. Phys. Lett. 73 (1998) 2751. 
K. Leung, A.F. Wright, E.B. Stechel, Appl. Phys. Lett. 74 (1999) 2495. 

Transport studies and transport modeling: 
Nils G. Weimann et al, J. Appl. Phys. 83 (1998) 3656. 
H.M. Ng et al, Appl. Phys. Lett. 73 (1998) 821. 
D.C. Look and J.R. Sizelove, Phys. Rev. Lett. 82 (1999) 1237. 

Scanning capacitance microscopy: 
P.J. Hansen et al, Appl. Phys. Lett. 72 (1998) 2247. 

Leakage Paths 
Ballistic electron emission microscopy (BEEM): 

E.G. Brazel et al, Appl. Phys. Lett. 74 (1999) 2367. 

Reverse bias diodes on LEO versus normal GaN: 
P. Kozodoy et al, Appl. Phys. Lett. 73 (1998) 975. 
G. Parish et al, Appl. Phys. Lett. 75 (1999) 247. 
Shuji Nakamura, MRS Bulletin, May 1998, 37. 

Degradation 
Long life laser diodes on LEO GaN: 

Shuji Nakamura, MRS Bulletin, May 1998, 37. 

[13] 
[15] 
[16] 

[19] 
[20] 

[22] 
[23] 

[25] 
[26] 

[30] 
[31] 
[32] 

[35] 

[36] 

[37] 
[38] 
[39] 

[39] 
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of the group Ill-nitrides. In this section, we summarize 
this work. 

4.1. Non-radiative recombination centers 

4.1.1.  Cathodoluminescence (CL) studies 
In 1997 Rosner et al. reported on a CL study on 

MOCVD grown n-type GaN on sapphire substrates 
[13]. This study involved correlated atomic force micros- 
copy (AFM) and CL studies, in which the investigators 
used a combination of fiducial marks on their samples 
and a registered specimen stage to ensure imaging of 
exactly the same region by both techniques. It had been 
demonstrated in other studies that TDs affect the surface 
morphology of GaN, namely that mixed character TDs 
and sometimes edge TDs give rise to surface depressions 
(again, as predicted by Frank and recently discussed by 
Heying et al. [14]). Rosner et al. found that the 'pit' 
features in the AFM images were strongly correlated 
with dark regions in the CL images. Rosner et al. were 
able to generate maps of the pit locations, corresponding 
to the intersection of the TDs with the film-free surface, 
and then calculate CL images based on known solutions 
for the minority carrier concentration from a dislocation, 
which was assumed to be a line of non-radiative (NR) 
recombination centers. In this study the fits were done 
visually and it was found that the best agreement be- 
tween the calculated and observed CL images was realiz- 
ed for a minority carrier diffusion length of 250 nm. An 
example of a calculated and observed image from this 
work is shown in Fig. 3. This study used bulk GaN 
samples and lOkeV primary electrons which broaden 
into a bulb-like volume with a radius of ~ 250 nm, which 
then provides an upper bound on the diffusion length. 

The concepts developed by Rosner et al. were further 
advanced in a coupled plan-view TEM and CL study 

reported by Sugahara et al. on n-type MOCVD-grown 
GaN [15]. In this study, CL images were recorded on 
TEM foils prior to TEM investigation (apparently, there 
is sufficient radiation damage to the samples such that no 
CL was observable if the TEM studies were performed 
on the foils before CL studies). The authors found a one- 
to-one correspondence between the position of dark 
spots in the CL images and TDs in the plan-view TEM. 
The authors estimated a hole diffusion length of 50 nm 
based on the width of the dark regions in the CL maps. 
The lower minority diffusion length in these studies, in 
comparison with those reported by Rosner et al., is prim- 
arily due to the minimal probe broadening in a thin TEM 
foil. 

In a more recent study, Rosner et al. used CL mapping 
to study the dislocation structure in GaN grown by 
lateral epitaxial overgrowth (LEO) [16]. Full details of 
the LEO process can be found elsewhere [17], but in 
summary, this technique involves first growing a GaN 
layer, then masking this layer with Si02 or a similar 
material while leaving openings into which the GaN can 
be grown, and subsequently regrowing material through 
the window opening and then laterally over the mask. 
When the orientation of window openings and growth 
conditions are optimized, it is possible to grow material 
with a TD density of ~104-106cm"2 in the window 
region. Rosner et al. demonstrated the possibility of 
imaging individual TDs which propagate laterally into 
the overgrown region. This work included studies of 
InGaN single quantum wells which were grown on LEO 
stripes. It was found that there was a correspondence 
between dark regions, associated with vertically 
propagating TDs, in the GaN luminescence at 365 nm 
and the In0.15Ga0.85N at 421 nm, as shown in Fig. 4, 
thus demonstrating that TDs also behave as NR centers 
in InGaN. The image widths for the dark regions was 

Fig. 3. Experimental and calculated CL images from n-type GaN: (a) 365 nm CL map showing dark regions (the image size 
corresponds to 2.5 um x 2.5 um); (b) Calculated CL map from the same region, based on TD positions from registered AFM studies. 
The map is calculated by convoluting the TD positions with a simple exponential model of NR recombination at the TDs (see Ref. [13] 
for further details). 
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Fig. 4. CL images from a Ino.i5Ga0.85N single quantum well structure grown on LEO GaN. The LEO wing is on the left-hand side of 
each image and the LEO window opening is on the right-hand side of the image. Left panel: GaN-related 365 nm map; right panel: 
In0.15Ga0.85N 421 nm map. For further details, see Ref. [16]. 

comparable for the GaN and InGaN luminescence and 
an upper bound of 200 nm was determined for the minor- 
ity carrier diffusion length for both GaN and InGaN. In 
the overgrown regions, where there were few, if any TDs 
propagating to the growth surface for this sample set, the 
InGaN luminescence was homogeneous, demonstrating 
that any heterogeneity in the InGaN was limited to a 
length smaller than 200 nm. 

A simple model was used by one of the authors to 
understand the apparent contradiction of radiative devi- 
ces (e.g., LEDs) with high internal quantum efficiency, 
coincident with high concentrations of NR recombina- 
tion centers at dislocations. In this model, the disloca- 
tions are modeled as a line parallel to the film surface 
normal (taking advantage of the orientation habit of TDs 
in this material) with infinite recombination velocity. 
This effectively pins the excess minority carrier concen- 
tration to zero. Using a single parameter for diffusion 
length allows calculation of the minority carrier concen- 
tration gradient about a single dislocation. Using an 
array of such dislocations, the average excess minority 
carrier concentration can be calculated under conditions 
of constant carrier generation. This carrier population 
should be exactly proportional to light production in 
a diode active region. Fig. 5 shows the results of such 
a calculation for a range of minority carrier diffusion 
lengths Ld. For Ld near 50 nm, it is clear that high- 
efficiency devices can be obtained for dislocation densit- 
ies below 1010 cm"2. 

It is additionally important to note that in conven- 
tional III-V technology, devices can be fabricated with 
dislocations (dark line defects) present and still achieve 
reasonable quantum efficiencies. However, since diffu- 
sion lengths are typically greater than 1 um and defects 
often have glide habits (in the case of strained layer cubic 
materials) that put the line parallel to the surface of the 

Dislocation density, cm 

Fig. 5. Light removal due to threading dislocations for a range 
of minority carrier diffusion lengths. The luminescence intensity 
is proportional to the excess minority carrier concentration. 

film, the tolerable density is several orders of magnitude 
lower than in the group Ill-nitride technology. More 
importantly, in the conventional III-V systems, these 
defects move and multiply under a combination of ap- 
plied stress and current injection, and this process causes 
rapid degradation of the devices. This often requires 
extremely small numbers of defects to be present initially 
to guarantee reasonable lifetimes for the devices. In 
(0 0 01) oriented wurtzitic group Ill-nitride films, the 
TDs experience no shear stress because they lie on verti- 
cal planes, so dislocation multiplication and motion is 
not a contributor to device degradation. It appears that 
the differences between conventional III-V and III-ni- 
tride technologies do not require new physics as sugges- 
ted by early reports, but rather can be accounted for by 
these two properties, the very short diffusion lengths and 
the relative immobility of the defect structures. 
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4.1.2. Photoelectrochemical (PEC) etching studies 
Photoelectrochemical wet etching is a technique in 

which a semiconductor is illuminated with above gap 
radiation to generate minority carriers at the semicon- 
ductor surface [18]. The photogenerated minority car- 
riers facilitate the etching by weakening near-surface 
bonds and allowing surface atoms to dissolve into the 
electrolyte. In two important papers, Youtsey et al. de- 
scribed PEC etching studies of n-type GaN films (pre- 
pared either by MOCVD or by hydride vapor phase 
epitaxy) [19,20]. They found under certain conditions, 
GaN 'whiskers' formed with a density on the order of 
109cm"2. The whiskers had diameters between 10 and 
50 nm and lengths up to 1 um. Subsequent TEM studies 
on the whiskers showed that each whisker contained 
a TD. The authors speculated that the TDs could either 
behave as NR centers, thus inhibiting minority carriers 
(holes) from reaching the sample surface near TDs, or 
behave as charged lines which repel minority carriers. 

4.2.  Traps I deep levels 

The work described above, which has provided a 
strong basis that TDs do behave as NR centers in GaN, 
implies that the TDs have deep acceptor levels for n-type 
material and presumably donor levels for p-type material 
(indeed CL images on p-type material also show dark 
regions associated with TDs [21]). We now address the 
studies which have provided further insight on whether 
there are indeed deep levels associated with the nitrides. 

4.2.1. Electronic structure calculations 
Currently, there are two different views that have re- 

sulted from electronic structure calculations of TDs and 
GaN. Eisner et al. presented the first electronic structure 
calculations for pure screw and for pure edge TDs in 
GaN [22]. These studies used both ab initio local-density 
functional (LDF) methods and density functional tight 
binding methods. For closed core pure screw TDs, the 
authors found deep states with energies 0.9 to 1.6 eV 
above the valence band maximum and states 0.2 eV be- 
low the conduction band minimum. The authors then 
addressed open core screw TDs, in which the inner most 
1-2 unit cells of material were removed. This core struc- 
ture was found to yield only shallow states which were 
related to the high local shear strains from the disloca- 
tion displacement field. Calculations of the energies of 
pure edge TDs showed no deep levels and the energeti- 
cally favorable structure had a closed core. In a sub- 
sequent paper, Eisner et al. considered oxygen impurities, 
gallium vacancies, and clusters of these two species in the 
vicinity of edge TDs in GaN [23]. It was found that 
gallium vacancy-oxygen complexes are favorably trap- 
ped at the dislocation core and that these complexes do 
give rise to deep acceptor levels. The authors concluded 

that these acceptor levels may be responsible for yellow 
luminescence in the nitrides. 

In a separate set of papers, Wright and co-workers 
calculated the formation energies and energy levels for 
pure edge TDs in A1N and GaN using density functional 
theory [24,25]. For both A1N and GaN, Wright et al. 
considered full core, open core, group Ill-vacancy core, 
and N-vacancy core structures. All calculations were 
performed for Fermi levels ranging from the valence 
band maximum to the conduction band minimum for 
both nitrogen-rich and gallium-rich growth conditions. 
For both A1N and GaN, the edge dislocation was found 
to have levels in the forbidden energy gap for all core 
structures that were studied. Subsequently, Leung et al. 
calculated the formation energies for the four different 
core structures as a function of donor (assuming Si 
dopants) and acceptor (assuming Mg dopants) concen- 
trations for both gallium-rich and nitrogen-rich growth 
conditions [26]. The TDs had both acceptor and donor 
energy levels. In this work, Coulomb interactions were 
explicitly considered, namely, charge could transfer be- 
tween dopants and TDs. The line charges per site were 
then calculated for TD densities of 108, 109, and 
1010cm-2 as a function of dopant concentration for 
both n- and p-type material for the two most favorable 
core structures. The transition from uncharged to fully 
charged TDs occurred at a dopant density corresponding 
to the bulk density of dislocation-related sites (assuming 
one site per unit cell), e.g., a TD density of 109 cm-2 cor- 
responds to 2 x 1016 cm"3 TD-related defect sites — this 
is the approximate transition from uncharged to charged 
dislocations shown in Leung et al.'s work for 109 cm"2 

TD density material. Leung et al. noted that for low 
n-type dopant densities, the number of defect sites will be 
much larger than the number of donors, and thus all 
carriers are transferred to dislocation-defect levels. In this 
case, the Fermi energy will be pinned near the defect level 
and there will be no free carriers — this is consistent with 
semi-insulating behavior in high-TD density GaN. At 
large donor densities, the TDs are fully charged, but there 
are excess free carriers which cause the Fermi level to rise 
toward the donor level. 

4.2.2.  Transport studies and transport modeling 
The concept of carrier scattering by charged disloca- 

tion lines can be found in textbooks on semiconductor 
physics [27]. Weimann et al. used the formalism first 
developed by Bonch-Bruevich and Kogan [28] and later 
by Pödör [29] to obtain a transverse carrier mobility 
[30]. In this work, Weimann first calculated the trap 
occupation, apparently by assuming a dislocation trap 
level 2.2 eV below the conduction band minimum. Then 
the scattering amplitude was calculated for the charged 
line which was then used to determine the transverse 
mobility. The overall transverse mobility was calculated 
using Matthiesen's rule. In this model, the mobility first 



30 J.S. Speck, S.J. Rosner I Physica B 273-274 (1999) 24-32 

increases with increasing free carrier concentration, 
which is attributed to screening of the dislocation charge, 
and then decreases due to ionized impurity scattering. 
Weimann et al., and Ng et al. in a related study [31], 
verified the predicted trends on a series of GaN samples 
grown by molecular beam epitaxy (MBE) with varying 
TD density and free carrier concentrations. 

More recently, Look and Sizelove have rigorously 
developed the transverse mobility in material with 
charged TD lines [32]. Then, the theory was applied to 
the temperature-dependent mobility and carrier concen- 
tration data for two sets of samples with well character- 
ized microstructures. Look and Sizelove were able to 
obtain excellent fits for both the temperature dependence 
of the carrier concentration and mobility for both sam- 
ples with no arbitrary fitting parameters — the only 
adjustable fitting parameters were the donor concentra- 
tion and energy and the TD density, all of which are 
known within reasonable bounds. The fitted TD density 
for the first sample ('sample A') was in the range 
4-8 x 108 cm"2, depending on details for the screening, 
whereas the measured TD density was 4 x 108 cm"2. For 
the second sample, the fitted TD density was in the range 
2-3.5 x 1010 cm"2, whereas the experimentally observed 
TD density was 2 x 1010 cm"2 (note that the TD densit- 
ies were determined by plan-view TEM). The rigor of 
Look and Sizelove's work and the ability to accurately 
predict experimentally observed TD densities is remark- 
able. It is important to emphasize that Look and Sizelove 
modeled the TD as having one acceptor state per unit 
translation (c-axis translation) along the TD, in accord- 
ance with the model of Wright et al. Look and Sizelove 
noted that VGa-0N complex could also give rise to the 
acceptor state. However, it seems unlikely that each TD 
line would be fully decorated with oxygen for the range of 
TD densities and growth techniques. Rather, it seems 
that Look and Sizelove's work supports the ideas of 
Wright et al. — namely, TDs, independent of impurities 
or kink sites, have deep levels in the forbidden gap. 

4.2.3. Scanning capacitance microscopy (SCM) 
SCM is a scanning probe microscope technique closely 

related to AFM. In this technique, a low-frequency 
(5-100 kHz) AC field with amplitude of ~ 1-5 V is ap- 
plied between a metallized AFM tip and a semiconductor 
sample (which presumably has a native oxide) at a de- 
fined DC offset bias. At the same time, the capacitance is 
measured at high frequency (915 MHz) with a small 
superimposed voltage swing [33,34]. The SCM images 
then are typically displayed as changes in capacitance 
DC in response to the low-frequency AC voltage swing 
dV. Concurrent dC/dV maps and contact mode AFM 
images were recorded. The surface morphology of high- 
quality MOCVD-grown GaN films shows Ga-N bilayer 
steps. Terminations of pairs of steps correspond to the 
intersection of screw-component TDs with the surface. 

Hansen et al. carried out SCM and local C-V studies of 
unintentionally doped n-type GaN (n ~ 5 x 1016 cm-3) 
[35]. In these studies there was a strong correlation with 
the SCM {dC/dV) contrast and positions of TD intersec- 
tions with the film surface. Local C-V curves recorded 
from regions near TDs in comparison to those away from 
TDs were consistent with a flatband shift due to negative 
charge accumulation at the TDs. 

4.3. Leakage paths 

Several studies are now appearing in the literature that 
demonstrate that TDs behave as current leakage path- 
ways in GaN. The development of LEO for the nitrides 
has lead to clear demonstrations of the dramatic contrast 
in leakage currents between normal GaN with TD dens- 
ities on the order of 109 cm"2 and LEO material with 
TD densities in the range 104-106 cm-2. 

4.3.1. Ballistic electron emission microscopy (BEEM) 
Brazel et al. reported on BEEM studies of unintention- 

ally doped n-type GaN films (n ~ 5 x 1016 cm"3) in 
which the Schottky barrier was formed by depositing 
7 nm Au layer on the GaN [36]. Surprisingly, the Au 
layer had pit features with a density and distribution 
similar to the mixed character TD density, and thus it 
was inferred that the pits in the Au layer corresponded to 
the position of screw-component TDs in the underlying 
GaN layer. Simultaneously recorded collector current 
images and STM images showed high-collector current 
density regions associated with the pit features for both 
negative (electron) and positive (hole) tunneling bias. The 
threshold bias varied from 0.3 to 0.95 V for electron 
injection and from 0.3 to 1.3 eV for hole injection. The 
authors attributed the high current densities and reduced 
Schottky barrier heights to acceptor and donor-like traps 
in the vicinity of screw-component TDs. 

4.3.2. Reverse bias diodes on LEO GaN 
Kozodoy et al. used the high contrast in TD density in 

LEO structures to study the effect of TDs on reverse bias 
leakage currents in p-n junctions [37]. In this study, p-n 
junctions were formed on uncoalesced GaN LEO stripes, 
where the junctions were placed either over the wing 
region (TD density < 106 cm"2) or over the window 
region (TD density ~ 109 cm"2) on the same LEO stripe. 
Under reverse bias, the leakage current densities were at 
least three orders of magnitude higher for the window 
regions in comparison with the wing region, as shown in 
Fig. 6. In a similar study, Parish et al. fabricated AlGaN- 
based p-i-n UV solar detectors on LEO GaN [38]. The 
diodes on the wing regions typically had six to eight 
orders of magnitude lower reverse bias leakage current 
than for diodes grown on conventional ('dislocated') 
GaN. Additionally, the LEO-based diodes had sharper 
current cutoffs and much more sharply defined spectral 
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Fig. 6. I-V characteristics for pn junction diodes grown on 
LEO GaN (also referred to as the 'wing' region) and dislocated 
GaN (window region). For further details, see Ref. [37]. 

tal GaN substrates will provide material with sufficiently 
low TD densities that many of the properties will unam- 
biguously fall within the 'point-defect' limited regime. 
This exciting possibility should provide a wide variety of 
opportunities for the defect science community. 
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response curves in comparison with diodes produced on 
conventional GaN. 

5. Summary 

The body of work described above provides a picture 
in which the TDs in the group Ill-nitrides are electrically 
active and clearly deleterious for transport, emission, and 
detection properties. The CL, PEC etching, and trans- 
port studies are all consistent with dislocation-related 
deep acceptor levels for n-type GaN. In this case of 
optical-related properties, these levels appear to act as 
NR centers. For low doping densities, the TD-related 
deep levels can fully deplete the material of free carriers, 
rendering it semi-insulating. For high doping densities, 
the TD-related traps act as a charged line scattering 
centers. Dislocation-related deep levels may also play 
a role in leakage. It remains unclear whether the TD- 
related traps are an intrinsic feature of dislocations in the 
nitrides or if they are cause by impurity segregation. 
Continued progress in high purity growth techniques, 
such as MBE, may eventually resolve this issue. 

The prospects appear to be excellent for achieving 
GaN single crystal 'pseudo-substrates' using techniques 
such as LEO, thick hydride vapor phase epitaxy, and 
laser-assisted substrate removal and combinations of 
these techniques. The economic advantages are minimal 
for developing single crystal GaN substrates for high 
volume commodity devices such as LEDs. However, for 
low volume, technology-enabling devices, such as laser 
diodes and possibly high performance transistors, the 
performance improvement on low TD density material 
appears to merit the use of single crystal substrates. 
Although Nakamura realized cw emission in GaN-based 
laser diodes in normal dislocated material, his realization 
of 10,000 h cw nitride-based laser operation was facilit- 
ated through the use of thick GaN on LEO substrates 
[39]. Fortuitously, the technological drive for single crys- 
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Abstract 

Gallium vacancies and negative ions are observed in GaN bulk crystals by applying positron lifetime spectroscopy. 
The concentration of Ga vacancies decreases with increasing Mg doping, as expected from the behavior of the 
FGa formation energy as a function of the Fermi level. The concentration of negative ions correlates with that of Mg 
impurities determined by secondary ion mass spectrometry. We thus attribute the negative ions to MgGa. The negative 
charge of Mg suggests that Mg doping converts n-type GaN to semi-insulating mainly due to the electrical compensation 
of ON donors by MgGa acceptors. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; Vacancies; Compensation; Positrons 

1. Introduction 

Bulk GaN crystals are ideal substrates for the epitaxy 
of GaN overlayers for optoelectronic components at the 
blue wavelength. Such material can be synthesized of 
liquid Ga in high N overpressure at elevated temper- 
atures [1]. Nominally undoped GaN crystals show usu- 
ally high n-type conductivity with the concentration of 
electrons exceeding 1019 cm-3. This is most likely due to 
the residual oxygen atoms acting as shallow donors [2,3]. 
When GaN is doped with Mg the electron concentration 
decreases and for sufficiently high amount of Mg dopants 
the samples become semi-insulating. It is interesting to 
study how the movement of the Fermi level toward the 
midgap changes the formation of charged native defects 
such as the Ga vacancy. Another basic question concerns 
the mechanism of the electrical deactivation. One can 
consider either (i) the gettering role of Mg leading to the 

* Corresponding author. Tel.: + 358-9-451-3111; fax: + 358- 
9-451-3116. 

E-mail address: ksa@fyslab.hut.fi (K. Saarinen) 

formation of MgO molecules [4] or (ii) electrical com- 
pensation of ON donors by MgGa acceptors. 

Positrons in solids get trapped at neutral and negative 
vacancy defects, which can be experimentally detected by 
measuring the positron lifetime [5]. At low temperatures 
positrons are also captured at the hydrogenic states 
around negative ions. The positron experiments thus 
yield detailed information on the concentration and 
structure of intrinsic and extrinsic acceptors. Our pre- 
vious results have indicated that negative Ga vacancies 
are formed during the growth of undoped n-type GaN 
crystals and epitaxial layers [6,7]. There is also evidence 
that the creation of FGa is less likely in semi-insulating or 
p-type GaN overlayers on sapphire [7,8]. 

In this paper we review our recent works [6,9] and show 
that Ga vacancy acts as a native defect in GaN crystals. 
We pay special attention to the identification of FGa by 
correlating the results of positron experiments with those 
of theoretical calculations. Our data indicate that the 
formation of Ga vacancies is suppressed by Mg doping. 
We show further that most of Mg is in a negative charge 
state, suggesting that the loss of n-type conductivity is 
due to compensation of ON donors by MgGa acceptors. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00400-7 
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2. Experimental details and data analysis 3. Impurity concentrations 

The bulk GaN crystals were grown at the nitrogen 
pressure of 1.5 GPa and temperature of 1500°C [1]. We 
studied three samples, where the Mg doping level was 
intentionally varied during the crystal growth (Table 1). 
The Mg and O concentrations of the samples were deter- 
mined experimentally by secondary ion-mass spectro- 
metry (SIMS). The absolute concentrations were calib- 
rated by implanting known amounts of O and Mg to 
undoped epitaxial GaN layers, where the residual Mg 
and O concentrations were well below 1018 cm-3. 

The positron lifetime experiments were performed us- 
ing conventional instrumentation by sandwiching two 
identical sample pieces with a 30 uCi 22Na positron 
source [5]. The lifetime spectrum is a sum of exponential 
decay components - dn(t)/dt = £iCiAi) exP(~ t/rt), 
where n(t) is the probability of positron to be alive at time 
t. The positron in the state i (e.g. delocalized state in the 
lattice or localized state at a vacancy) annihilates with the 
lifetime z{ and the intensity 7;. The increase of the average 
lifetime rav = £\f,T; above TB obtained in the defect-free 
lattice is a clear sign of vacancy defects in the sample. 

The Doppler broadening of the 511 keV annihilation 
radiation was recorded using a Ge detector with an 
energy resolution of 1.4 keV. These measurements yield 
the one-dimensional momentum distribution of electrons 
as seen by the positron. In order to observe annihilations 
with core electrons, the experimental background was 
reduced by detecting simultaneously the two annihilation 
photons [10]. For this purpose, a Nal detector was 
placed collinearly with the Ge detector and a coincidence 
between the two detectors was electronically required. 

In order to help the interpretation of the experimental 
results we calculated the positron lifetime and core elec- 
tron momentum density theoretically [10,11]. The elec- 
tron densities were constructed using the atomic super- 
position method. The positron states were solved in 
a supercell of 256 atomic sites in a periodic superlattice 
using the generalized gradient approximation for elec- 
tron-positron correlation. The core electron momentum 
distribution seen by the positron was calculated using 
atomic wave functions for core electrons and the state- 
dependent enhancement scheme [11]. 

The secondary ion-mass spectrometry indicates that 
the oxygen concentration is about 4 x 1019 cm-3 in un- 
doped GaN (Table 1). The concentration of conduction 
electrons (n = 5 x 1019 cm-3 at 300 K) in this sample is 
thus almost the same as oxygen concentration. This is in 
good agreement with the previous evidence [2,3] that the 
n-type conductivity of GaN is due to unintentional oxy- 
gen doping. In the lightly Mg doped GaN the concentra- 
tion of oxygen is 12 x 1019 cm-3, which is slightly larger 
than the Mg concentration of 6 x 1019 cm"3. The electri- 
cal experiments indicate that the sample has n-type con- 
ductivity, but the carrier concentration is less than in the 
undoped sample. The heavily Mg-doped sample has the 
O concentration of 9 x 1019 cm"3 and the Mg concentra- 
tion of 1 x 1020 cm"3. According to the electrical experi- 
ments the sample is semi-insulating. This is reasonable 
since the impurity concentrations determined by SIMS 
show that [Mg] « [O]. 

4. Positron lifetime results 

Examples of positron lifetime spectra are shown in 
Fig. 1 and the temperature dependencies of the average 
lifetime tav and the second lifetime component x2 are 
presented in Fig. 2. In the lifetime experiment of Fig. 1, 
positrons enter the sample and thermalize at the time 
t = 0. The vertical axis gives the number of annihilations 
at a time interval of 25 ps. In the heavily Mg-doped 
sample the positron lifetime spectrum has a single com- 
ponent of 165 + 1 ps at 300 K. The lifetime is almost 
constant as a function of temperature (Fig. 2). 

Both these observations indicate that the heavily Mg- 
doped GaN is free of vacancy defects trapping positrons. 
In perfect GaN lattice the positron state is very de- 
localized and the positron density has its maximum in 
the interstitial region (Fig. 3). The calculated lifetime in 
defect-free GaN lattice is 154 ps, which is in reasonable 
agreement with the experimental result TB = 165 ps. The 
lifetime TB = 165 ps is also very close to our earlier esti- 
mate (166 ps) based on the lifetime decomposition at low 
temperature [6]. In heavily Mg-doped GaN all positrons 

Table 1 
The concentrations of impurities and defects in the studied GaN bulk crystals. The magnesium and oxygen concentrations were 
determined by secondary ion mass spectrometry. The concentrations of Ga vacancies and negative ions are obtained from the positron 
annihilation data [9] 

Sample Oxygen concentration 
(cm"3) 

Magnesium concentration Ga vacancy concentration Negative ion concentration 
(cm"3) (cm"3) (cm"3) 

Undoped 
Lightly Mg doped 
Heavily Mg doped 

4xl019 

12xl019 

9xl019 

lxlO18 

6xl019 

lOxlO19 

2xl017 

7xl016 

<1016 

3xl018 

6xl019 
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Time (ns) 

Fig. 1. Examples of positron lifetime spectra in undoped and 
highly Mg-doped GaN bulk crystals. The data are normalized 
to the typical experimental integral of 2 x 106 counts. The solid 
lines are fits to the sum of exponential decay components con- 
voluted with the resolution function of the spectrometer. The 
data in the highly Mg-doped sample (recorded at 300 K) has 
only a single component of 165 ± 1 ps. The spectrum in the 
undoped crystal (recorded at 490 K) can be decomposed into 
two components of TX = 150 ± 10 ps, T2 = 235 + 5 ps, and 
I2 = 48 + 6% [9]. 

GaN 
• Undoped n-type 
O Lightly Mg-doped 
A   Highly Mg-doped 

100 300 500 

Temperature (K) 

Fig. 2. The average positron lifetime and the second lifetime 
component T2 versus measurement temperature in GaN bulk 
crystals. The solid lines correspond to the analyses with the 
temperature-dependent positron trapping model, where concen- 
trations of Ga vacancies and negative ions (Table 1) are deter- 
mined as fitting parameters. 

thus annihilate in the delocalized state in the GaN lattice 
with the bulk lifetime TB = 165 ps. The slight increase of 
the bulk lifetime as a function of temperature (Fig. 2) can 
be attributed to the lattice expansion. 

Fig. 3. The delocalized positron density in perfect GaN lattice 
according to theoretical calculations. The c-axis of the wurtzite 
structure is vertical in the figure. The positions of the Ga and 
N atoms are marked with open circles and diamonds, respective- 
ly. The contour spacing is \ of the maximum value. 

The positron lifetime spectrum recorded in undoped 
GaN is clearly different from that in highly Mg-doped 
sample (Fig. 1). The annihilation probability at t > 0.5 ns 
is much larger in the undoped GaN, indicating that the 
average positron lifetime tav is longer than TB = 165 ps. 
In fact, rav = 167 ps at T = 10-150 K, and it increases up 
to Tav = 190 ps at 500 K (Fig. 2). In lightly Mg-doped 
GaN the positron lifetime is equal to TB = 165 ps at low 
temperatures of 10-200 K (Fig. 2). At 200-500 K, how- 
ever, tav is clearly larger than TB and reaches a value of 
180 ps at 500 K. Since tav > TB in both undoped and 
lightly Mg-doped samples, we can conclude that these 
GaN crystals contain vacancy defects. 

The lifetime spectra recorded at 300-500 K in the 
undoped and lightly Mg-doped GaN can be decomposed 
into two exponential components (Figs. 1 and 2). The 
positrons trapped at vacancies annihilate with the longer 
lifetime TV = T2 =235 + 5 ps. Within experimental ac- 
curacy this lifetime is the same in the n-type undoped 
crystal and in the lightly Mg-doped sample (Fig. 2), 
indicating that the same vacancy is present. 

5. Doppler broadening results 

The high-momentum part of the Doppler broadening 
spectrum was recorded in n-type GaN overlayers, which 
contain the same vacancy defect as the bulk crystals [6]. 
This experiment yields the superimposed electron mo- 
mentum distribution p(p) = (1 — J?V)PB(P) + 1vPv(p), 
where pB(p) and pv(p) are the momentum distributions in 
the lattice and at the vacancy, respectively. r\Y is the 
fraction of positrons annihilating at the vacancy, which 
can be determined using the positron trapping model and 
the combination of positron lifetime and Doppler experi- 
ments [6]. Since the momentum distribution in the lattice 
pB(p) can be measured in the defect-free reference sample 
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Fig. 4. The lower panel presents experimental core electron 
momentum densities at the perfect GaN lattice and at the Ga 
vacancy. The upper panel shows the result of the theoretical 
calculation at perfect GaN and at N and Ga vacancies. The 
momentum distibutions are normalized to unity. 

such as heavily Mg-doped GaN crystal, the distributions 
Pv(p) at vacancies can be decomposed from the measured 
spectrum p(p). 

Fig. 4 shows the core electron momentum distribu- 
tions pB(p) and pY(p) in the perfect GaN lattice and at the 
vacancy defect, respectively. The intensity of the core 
electron momentum distribution is clearly smaller in the 
vacancy than in the GaN lattice. However, the mo- 
mentum distributions at vacancies and in the bulk have 
clearly similar shapes over a wide momentum range. 

6. Identification of the vacancy defect 

Positron trapping and annihilation with the lifetime 
TV = 235 ps is observed at native vacancies in n-type 
GaN crystals. This value is typical for a monovacancy in 
materials which have the same atomic density as GaN, 
such as Al. The calculated positron densities at Ga and 
N vacancies are shown in Figs. 5 and 6. Both vacancies 
are able to localize the positron. However, the localiza- 
tion is clearly stronger in the case of Ga vacancy, because 
the open volume of FGa is much larger than that of VN. 

Fig. 5. The localized positron density in an ideal Ga vacancy in 
GaN according to theoretical calculations. The c-axis of the 
wurtzite structure is vertical in the figure. The positions of the 
Ga and N atoms are marked with open circles and diamonds, 
respectively. The contour spacing is i of the maximum value. 

Fig. 6. The localized positron density in an ideal N vacancy in 
GaN according to theoretical calculations. The c-axis of the 
wurtzite structure is vertical in the figure. The positions of the 
Ga and N atoms are marked with open circles and diamonds, 
respectively. The contour spacing is I of the maximum value. 

This fact is reflected in the calculated positron lifetimes, 
which are TV = 209 and 160 ps for unrelaxed Ga and 
N vacancies, respectively. The experimental value of 
235 ps can thus be associated with the Ga vacancy but 
not with the N vacancy. 

The same identification can be deduced on the basis of 
the Doppler broadening experiments. The calculations 
show that the annihilations with Ga 3d electrons give the 
clearly dominant contribution to the measured core elec- 
tron momentum distribution at GaN lattice as well as at 
Ga and N vacancies. The shape of the momentum distri- 
butions is thus similar in all these three systems. The 
calculated momentum distribution at the Ga vacancy 
clearly has a lower intensity than that in the GaN lattice 
(Fig. 4), because the contribution of Ga 3d is reduced 
due to the surrounding N atoms. At the N vacancy 
the neighboring Ga atoms yield a core annihilation 
component, which is as strong as in the bulk lattice 
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(Fig. 4). The experimental curve is compatible with the 
Ga vacancy, but not with the N vacancy. 

The combination of positron lifetime and Doppler 
broadening experiments thus unambiguously shows that 
the native vacancies in GaN crystals belong to the Ga 
sublattice and have an open volume of a monovacancy. 
According to theoretical calculations [12,13], the 
Ga vacancy is negatively charged in n-type and semi- 
insulating GaN and thus acts as an efficient positron 
trap. On the other hand, the N vacancy is expected to be 
positive and repulsive to positrons [12,13]. The cal- 
culated difference TV — TB becomes equal to the experi- 
mental value TV — TB = 70 ps when the neighboring 
N atoms are relaxed 5% outwards from the Ga vacancy. 
In fact, an outwards relaxation is expected for the Ga 
vacancy on the basis of theoretical calculations [12,13]. 
Unfortunately, the present positron experiments do not 
tell whether 7Ga is an isolated defect or part of a larger 
complex. 

7. Positron trapping at negative ions 

The decrease of the average lifetime at low temper- 
atures (Fig. 2) indicates that the fraction J?V = 
(tav — *B)/(TV ~~ T

B) of positrons annihilating at vacancies 
decreases. Since the positron trapping at negative Ga 
vacancies should be enhanced at low temperatures [14], 
the decrease of r\N is due to other defects which compete 
with Ga vacancies as positron traps. Negative ions 
are able to bind positrons at shallow (<0.1eV) 
hydrogenic states in their attractive Coulomb field [5]. 
Since they possess no open volume, the lifetime of 
positrons trapped at them is the same as in the defect-free 
lattice, Tion = TB = 164 + 1 ps. The average lifetime 
increases above 150 K when positrons start to escape 
from the ions and a larger fraction of them annihilates at 
vacancies. 

The temperature dependence of the average lifetime 
can be modeled with kinetic trapping equations [5]. 
Positron trapping coefficients at negative Ga vacancies 
fiy and negative ions p.ion vary as T"1/2, a function of 
temperature [5,14]. The positron detrapping rate 
from the ions can be expressed as 8(T) oc 
rtonr"3/2exp(-£ion//cBr), where £ion is the positron 
binding energy at the Rydberg state of the ions. The 
fraction of annihilations t]v at Ga vacancies depends on 
the concentrations cv and cion of Ga vacancies and nega- 
tive ions, respectively, as well as on the detrapping rate 
<5(T). We take the conventional value /iv = 2 x 1015 s"1 

for the positron trapping coefficient at 300 K [5]. The 
average lifetime Tav = (1 — rjv)xB + r\yty can be fitted to 
the experimental data of Fig. 2 with cv, cion, ßion and 
£ion as adjustable parameters. As indicated by the 
solid lines in Fig. 2, the fits reproduce well the experi- 
mental   data  with   the  positron  binding  energy   of 

■Eion =60+10 meV and trapping coefficient 
fen = (7 + 4) x 1016(T/X)-0-5. These values are close to 
those obtained previously in GaAs [5]. 

8. Defect concentrations and electrical deactivation 

The analysis explained above yields estimates for the 
concentrations of FGa and negative ions (Table 1). The 
Ga vacancy concentration is cv = 2 x 1017 cm-3 in the 
undoped GaN and cv = 7xl016cm"3 in the lightly 
Mg-doped crystal. In the heavily Mg-doped GaN no Ga 
vacancies are observed indicating that their concentra- 
tion is below the detection limit of 1016 cm-3. The con- 
centration of FGa thus decreases with increasing Mg 
doping and the Ga vacancies disappear completely when 
the material gets semi-insulating, i.e. [O] « [Mg]. The 
same observation has been done also in Mg-doped GaN 
layers on sapphire [8,15]. This behavior is in good agree- 
ment with the results of theoretical calculations, which 
predict a low energy formation for the Ga vacancy and 
^Ga-0N complex only in n-type material [12,13]. The 
creation of Ga vacancies in the growth of GaN crystals 
seems to follow thus the trends expected for acceptor 
defects in thermal equilibrium. 

The concentration of negative ions is 3 x 1018 cm-3 in 
undoped GaN and about 6 x 1019 cm"3 in lightly Mg- 
doped crystal. The ion concentration cannot be deter- 
mined in heavily Mg-doped sample because no competi- 
tive positron trapping at Ga vacancies is observed 
and the positron annihilations at the ions cannot be 
distinguished from those in the GaN lattice. Due to 
the uncertainties in the values of positron trapping coeffi- 
cients juv and nion the experimental errors of the absolute 
concentrations of negative ions are large, of the order 
of 50%. In the lightly Mg doped sample cion represents 
the lower limit concentration only, because at temper- 
atures of T < 200 K the average lifetime saturates at the 
value TB corresponding to annihilations in the GaN 
lattice. 

In spite of the experimental inaccuracies the data indi- 
cates clearly that the concentration of negative ions in- 
creases by at least an order of magnitude with the Mg 
doping. Furthermore, the estimated concentrations of 
negative ions are close to those of Mg impurities as 
determined by the SIMS measurements (Table 1). Hence, 
it is natural to attribute the negative ions to MgGa. The 
positron results thus show that a substantial part of the 
Mg impurities is in the negative charge state in Mg- 
doped GaN bulk crystals. This suggests that the conver- 
sion of n-type GaN to semi-insulating with Mg doping is 
mainly due to an electrical compensation of oxygen do- 
nors with negatively charged Mg acceptors. The elec- 
trons originating from O donors are transferred to Mg 
acceptors charging them negatively. Since positron trap- 
ping at MgGa requires long-range Coulomb attraction, 
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we can infer that Mgöa ions are not spatially correlated 
with positive ON donors. However, we cannot exclude 
the formation of MgO molecules [4], which may also 
contribute to some extent to the electrical deactivation of 
Mg-doped GaN crystals. 
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9. Conclusions 

The positron experiments show the presence of Ga 
vacancies and negative ions in GaN crystals. The concen- 
tration of Ga vacancies decreases with increasing Mg 
doping, in good agreement with the trends expected for 
the VQH formation energy as a function of the Fermi level. 
The concentration of negative ions increases with Mg 
doping and correlates with the Mg concentration deter- 
mined by SIMS. We thus associate the negative ions with 
Mgöa- The negative charge of Mg suggests that the loss 
of n-type conductivity in the Mg doping of GaN crystals 
is mainly due to compensation of ON donors by Mgöa 
acceptors. 
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Abstract 

Optical and electrical properties of acceptor-doped bulk GaN crystals are discussed. Though introducing Zn and Ca to 
bulk GaN does not significantly change electron concentration, it results in the appearance of a blue photoluminescence 
band accompanying the relatively strong yellow band usually present. Highly resistive GaN : Mg crystals are obtained 
when high amount of Mg is introduced to the Ga melt during high-pressure synthesis. Change of electrical properties of 
Mg-doped bulk crystals is accompanied by the appearance of a strong blue emission of GaN similar to that in Ca- and 
Zn-doped crystals. Optically detected magnetic resonance investigations indicate a multi-band character of this blue 
emission and suggest possible mechanism of compensation in acceptor-doped bulk GaN. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: GaN; Mg-doping; Photoluminescence; ODMR 

1. Introduction 

After successfully growing bulk GaN plates by means 
of high-pressure synthesis [1] these crystals of high 
structural quality were used as substrate materials in 
homoepitaxial MBE [2] and MOCVD [3] growth pro- 
cesses. This resulted in the best-quality GaN epilayers 
available at present, which show bright and sharp ex- 
citonic photoluminescence [2,3]. The intentionally un- 
doped GaN crystals are however highly conductive, 
which may limit some possible applications. Recently, 
successful growth of resistive GaN bulk crystals was 
reported [4]. Resistive crystals were obtained by intro- 
ducing Mg acceptors to the Ga melt. In this work we 
analyse the results of photoluminescence (PL), PL kinet- 
ics and optically detected magnetic resonance (ODMR) 

♦Corresponding author. Tel.: + 48-22-843-68-61; fax: + 48- 
22-843-09-26. 

E-mail address: godlew@ifpan.edu.pl (M. Godlewski) 

studies performed by us for a series of acceptor- 
doped/compensated bulk GaN crystals. Mechanisms of 
PL recombination and sample compensation are dis- 
cussed. 

2. Experimental 

GaN bulk crystals were grown by high-pressure 
method employing crystallisation from liquid gallium 
solution at about 1500°C and at high nitrogen pressure 
~15 kbar [1]. Hexagonal plates of the size approaching 

1 cm were obtained by this method. The "undoped" 
crystals were highly n-type, with room temperature elec- 
tron concentration above 1019 cm-3 [5]. Oxygen resid- 
ual donor is the main source of electrons. Acceptor- 
doped crystals (introduced into melt with Zn, Ca or Mg) 
were either n-type or resistive (for heavily Mg-doped 
crystals). 

PL and PL kinetics experiments were performed at 
2 K. The 351 nm UV line of an Ar+ laser was used for PL 
excitation.   PL   kinetics   (for   acceptor-compensated 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00401-9 
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crystals) was measured with a photon counting system. 
Pulsed excitation was provided by either a mode locked 
Ti: sapphire solid state laser with frequency doubling 
(X = 340 nm, 2 ps pulses) or a frequency tripled 
YAG: Nd laser (X = 355 nm, 2 ns pulses) with regulated 
repetition rate. 

ODMR experiments were performed at 2 K using an 
X-band (9-10 GHz) system with on-off modulated 
microwave power (up to about 250 mW) under 351 nm 
UV line of an Ar+ laser excitation. Microwave-induced 
PL changes were detected in phase with on-off 
modulated microwaves using a photomultiplier. The ob- 
served magnetic resonance signals were too weak to 
perform a detailed analysis of their spectral dependences. 
Instead, a set of five low-pass (LP) filters was used to 
select different spectral regions within a PL emission. 
These filters were passing PL of energy smaller than 3.1 
(LP1), 2.5 (LP2), 2.17 (LP3), 1.92 (LP4) and 1.75 eV 
(LP5). This way we could establish an approximate spec- 
tral dependence of the observed ODMR signals. 

3. Results and discussion 

2.2       2.4       2.6       2.8       3.0 

Photon Energy (eV) 
3.2 

Fig. 1. 2 K PL spectra of bulk GaN samples undoped (a), 
Ca-doped (b), Zn-doped (c), lightly Mg-doped (d) and heavily 
Mg-doped (e). 

In Fig. 1 we show PL spectra observed for highly 
n-type sample (not intentionally doped) and for accep- 
tor-doped crystals. The PL spectrum of the "undoped" 
sample is dominated by the yellow (YL) PL emission 
with maximum at 2.26 eV (2 eV for acceptor-doped sam- 
ples). Weak blue-shifted "band-edge" PL was only ob- 
served, not shown in Fig. 1. YL still dominates for Ca and 
lightly Mg-doped samples, but becomes weak in Zn- 
doped crystal and is either very weak or is not observed 
in heavily Mg-doped sample. Instead a "new" PL band 
rises - blue PL (BL) with the maximum at about 3 eV (for 
Mg-doped sample), which dominates in heavily Mg- 
doped crystals. This PL is a close analogue of BL ob- 
served in Mg-doped GaN epilayers [6], suggesting a sim- 
ilar origin of BL emission in bulk crystals and in epilayers 
doped with Mg. 

Large changes of electrical and optical properties of 
acceptor-doped crystals are accompanied by a significant 
change of PL kinetics. In "undoped" highly n-type 
sample an energy-independent decay of YL is observed 
with PL decay time in ns time range, which we explain by 
a degenerate n-type conductivity of uncompensated bulk 
crystals. A very different dependence is observed for YL 
and BL in acceptor-compensated crystals. In Fig. 2 we 
show the PL decay spectra taken at 2 K for heavily 
Mg-doped crystal. The observed PL kinetics is non- 
exponential. Fast decay is followed by a slow decay 
component, with a time constant up to 500 us. PL decay 
is photon energy dependent. Longer decay times are 
observed at the low-energy tail of PL, which is a charac- 
teristic property of donor-acceptor pair (DAP) recombi- 
nation transition [7]. 

The ODMR signals were detected via a change in the 
intensity (increase) of either the whole BL emission, or 
when using a set of low-pass filters for selecting different 
regions of the PL. In the second case no ODMR signals 
were observed only for the fifth low-pass filter (LP5). At 
least three slightly anisotropic and overlapping ODMR 
signals (Dl, D2, Al) were observed, with g-factors 
( + 0.005): 9||=1.995 (Dl), g,, = 1.982 (D2), and 
011 = 2.042 (Al). The first two signals (Dl and D2) are 
relatively narrow (10 mT (Dl), 19 mT (D2)), have g-fac- 
tors close to 2 and are slightly anisotropic. They thus 
show properties of donor-related signals of GaN [8-10]. 
These signals were related to deeper donors. The shallow 
donor-related signal (slightly anisotropic signal with g- 
factors of g^ = 1.9514, g± = 1.9486 [11]), which was re- 
ported previously [8,9,11], was not resolved by us. The 
presence of shallow donors is however indicated by the 
observed fast components of the PL decay, and from the 
temperature dependence of the PL intensity, not dis- 
cussed here. The third anisotropic signal (denoted as Al) 
with ^-factor larger than 2 {gn = 2.042 + 0.005) shows 
properties of acceptor-related signal, which we tentative- 
ly relate to Mg acceptors. This signal is resolved for LP1 
and LP2 filters but overlaps with D2 signal when PL is 
detected with LP3 and LP4 filters. Our ODMR data thus 
indicate that the same acceptor participates in all the PL 
transitions responsible for the BL. 

The relative intensity of the Dl and D2 ODMR signals 
varies within the spectral region of the BL (see Fig. 3), but 
the Al signal could be detected within the whole spectral 
region of this emission. These properties of the ODMR 
signals confirm a multi-band nature of the BL and prove 
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Fig. 2. 2 K PL decay spectra of bulk GaN crystal heavily doped 
with Mg measured at four different energies within broad blue 
band PL - at high-energy wing, at the maximum, at low-energy 
wing and at the position of the yellow PL, from top to the 
bottom. 
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Fig. 3. The ODMR signals observed in heavily doped 
GaN: Mg with PL detected with LP1 to LP4 pass filters and 
magnetic field set along the c-axis of GaN. 

the contribution of DAP transitions (donor- and accep- 
tor-related signals are observed) to this PL. 

In addition to the Dl, D2 and Al signals a new 
anisotropic ODMR signal is observed, which consists of 
a group of resonance lines around g = 2 and another 
group at about g = 4. This spectrum is the best resolved 

once using LP2 (optimum) and LP3 low-pass filters to 
select spectral region of the detection. Such ODMR 
spectra were previously observed for excitons bound at 
neutral complex centres and were explained by spin- 
triplet resonance [12]. We thus propose such an origin of 
the new spectrum. A detailed analysis of the angular 
dependence of the spectrum could not be performed, 
which is due to the large width of the resonance observed. 
We thus cannot directly conclude on the microscopic 
nature of the complex centre responsible for the reson- 
ance observed. The Mg-O origin of the resonance pro- 
posed below is thus tentative. 

Oxygen is at present the best candidate for shallow 
donor species abundant in bulk GaN crystals [13]. 
A large change of resistivity following acceptor doping 
can be explained by a reduced oxygen incorporation to 
the crystals. This simple explanation is not, however, 
confirmed by the recent elastic recoil investigations of 
samples used in the present study [14], which shows 
a similar total concentration of oxygen in "undoped" and 
in acceptor-doped samples (between 5 x 1019 cm"3 and 
1 x 1020 cm"3). Recent calculations suggest another ex- 
planation of the observed rapid increase of the PL decay 
time and a triplet ODMR spectrum. Fairly low forma- 
tion energy of Mg-O complexes is predicted from theor- 
etical calculation [15]. The Mg-O complex consists of 
a single donor, which compensates a single acceptor; thus 
the Mg-O complex is a close associate of a donor-accep- 
tor pair. It has thus the properties of the neutral complex 
centre observed in our ODMR experiments. We thus 
tentatively explain the appearance of the spin triplet 
ODMR spectrum by the probability of formation of 
close associates of Mg and O forming neutral complex 
centres. If so, introduction of Mg into the crystals not 
only charge compensates oxygen donors, but may also 
(for close associates) deactivate oxygen as a single donor. 

4. Conclusions 

The present ODMR studies indicate a multi-band 
DAP character of the blue PL, which is proved by the 
observation magnetic resonance signals of at least two 
donors (deep donors) and of one acceptor, which are 
coming from different spectral regions of a wide asym- 
metric BL. These centres, together with shallow donors 
and deep acceptors, provide initial states for radiative 
recombination responsible for the BL and partly the YL. 
The present PL and PL kinetics investigations also show 
that doping with acceptors steadily reduces the role of 
shallow donors in radiative recombination. Spin-triplet 
ODMR signal is attributed to magnetic resonance of 
exciton bound at neutral complex centre and Mg-O 
origin of this complex centre is proposed. Since oxygen is 
the main shallow donor in our bulk crystals, shallow 
donor concentration is reduced, i.e., doping with Mg 
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compensates shallow donors. A high efficiency of such 
compensation process can explain why concentration of 
shallow donors rapidly decreases in acceptor-doped sam- 
ples, even though oxygen concentration remains un- 
changed. We further propose that similar compensation 
process occurs for Zn and Ca doped crystals. 
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Abstract 

Mg acceptors in GaN epitaxial layers grown by metal-organic vapour-phase epitaxy were investigated by optically 
detected magnetic resonance (ODMR) spectroscopy. The magnetic resonances were detected on the magnetic circular 
dichroism (MCD) of the acceptor bound exciton (Mg°X) in the near bandgap region, and in the infrared spectral range on 
the MCD of the hole ionisation transition Mg° +liv-> Mg~ + hYB. The observed g-values of the Mg° acceptors range 
for 0|| from 2.102 to 2.065 and for gL from 1.94 to 2.00, respectively. These variations depend on the Mg doping 
concentration. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; p-Doping; Mg-acceptor; Magnetic resonance 

1. Introduction 

Mg is the technological most relevant acceptor dopant 
for GaN. Compared to other acceptors such as Zn the 
Mg binding energy is rather small (EA = 260 meV) and 
Mg can be doped in concentrations up to 1020 cm- 3 [1]. 
This results in free hole concentrations at room temper- 
ature of the order of 1018 cm"3 being sufficient for many 
applications. However, compensation has been noticed 
already for low doping concentrations and photo- 
luminescence shows in most cases that the shallow donor 
to shallow acceptor recombination at 3.2 eV is accom- 
panied by a deeper band centred at about 2.8 eV. The 
2.8 eV band is caused by a deep (compensating) donor to 
shallow Mg acceptor recombination [2]. 

* Corresponding author: Fax: + 49-641-9933119. 
E-mail        address:        detlev.m.hofmann@expl.physik.uni- 

giessen.de (D.M. Hofmann) 

To study the defects or impurities involved in detail 
magnetic resonance spectroscopy is an appropriate tool. 
Up to now the ODMR data reported on Mg-doped GaN 
give a non-coherent picture, ^-values attributed to the 
Mg acceptor range from g\\ = 2.084 to 2.02 and 
gL = 2.045 to 1.990 (for a compilation of data, see Ref. 
[3]). One can speculate whether always the Mg acceptor 
acts as a isolated point defect or might be of more 
complex nature. 

2. Experimental 

Our experiments were performed on a series of Mg- 
doped GaN epitaxial layers grown by metal-organic 
vapour-phase epitaxy (MOVPE) on sapphire with A1N 
buffer layers. The thickness of the GaN layers were 
0.9-1.4 iim. The Mg doping concentrations were deter- 
mined by secondary-ion-mass spectroscopy (SIMS) and 
range from 9 x 1018 to 8 x 1019 cm-3. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00402-0 
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For the optical detection of the magnetic resonance 
spectroscopy we used a 24 GHz spectrometer described 
elsewhere [4]. As detection channel for the ODMR ser- 
ved the magnetic circular dichroism of the absorption 
(MCD) [5]. 

3. Results and discussion 

In the Mg-doped GaN samples one can notice 
a shrinkage of the bandgap compared to the undoped 
reference material (see Fig. 1, dashed and dotted line). 
This additional absorption is likely to originate from 
impurity-to-band transitions, like A- + hv -»A0 + eCB, 
or D+ + hv -»D° + hVB, or from the creation of excitons 
like A0 + hv -> A°X, or D° + hv -► D°X. Among them 
the acceptor-bound exciton transition from the paramag- 
netic Mg° ground state to the neutral acceptor-bound 
exciton (Mg°X) gives rise to a temperature and magnetic 
field dependent MCD (full line in Fig. 1). 

It allows the optical detection of the magnetic reson- 
ance of the paramagnetic ground state of the Mg accep- 
tors (Fig. 2). A single ODMR line is observed which 
corresponds to a decrease of the MCD of 30% for micro- 

wave powers of about 50 mW. The position of the 
ODMR signal varies with the sample orientation and 
reveals the axial symmetry of the centre. The experi- 
mental resonance position as a function of the angle 
6 between the magnetic field and the crystallographic 
c-axis of the sample is described by the relation 

g(6) = foft cos2 (0) + g\ cos2 (0))1'2, (1) 

where g\\ and gL correspond to the g-values parallel and 
perpendicular to the orientation of the c-axis in respect to 
the static magnetic field. The obtained pairs of g-values 
(gf|l, gx) of all samples investigated are plotted as a func- 
tion of the Mg-doping concentration in Fig. 3. 

Extending the detection of the ODMR to longer 
wavelengths we find almost no response for energies 
down to 1.5 eV. However, below 1.5 eV we found para- 
magnetic MCD of increasing intensity which decreasing 
photon energy. The ODMR recorded on this MCD is 
identical to the ODMR detected on the Mg°X. The open 
circles in Fig. 4 show the amplitude of the ODMR signals 
as a function of photon energy. It is well known that 
shallow acceptors give rise to photo-ionisation 
transitions of the type A0 -> A" + hVB. The maximum of 
the corresponding absorption is located in the infrared 

3.20     3.25      3.30      3.35      3.40       3.45 

Energy (eV) 

Fig. 1. Optical absorption in the near bandgap region of un- 
doped GaN (dashed line) and Mg-doped GaN (dotted line). 
The full line shows the magnetic circular dichroism (MCD) 
observed in the Mg doped sample. 
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Fig. 3. Variation of the Mgc-acceptor g-values in GaN as 
a function of the Mg doping concentration. 
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Fig. 2. Optically detected magnetic resonance spectrum ob- 
served on the magnetic circular dichroism (MCD) of the Mg°- 
acceptor-bound-excitons in GaN. 
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Fig. 4. Spectral dependence of the optically detected magnetic 
resonance of the Mg° acceptors in GaN. (1) Labels the acceptor 
bound exciton transition, and (2) the hole ionisation transition 
of the Mg°-acceptors (for details see text). 
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and depends on the acceptor binding energy (£A) but the 
spectrum can extend far to the visible spectral range. The 
spectral dependence of the photo-ionisation cross-section 
is given by [6] 

a(hv) = (hv - EAy
/2{hv) (2) 

The solid line in Fig. 4 shows the result of the calculation 
with EA = 260 meV, the optical binding energy of the 
Mg acceptor. 

The labels (1) and (2) indicate the two absorption 
transitions which enabled the observation of the ODMR 
of the Mg° acceptors: (1) the acceptor bound exciton 
(Mg°X), and (2) the hole-ionisation transition Mg° + 
/?v->Mg~ + hYB. These two transitions were observed 
in all the samples investigated and for which the Mg- 
acceptor ^-values are plotted in Fig. 3. Although the Mg 
^-values show considerable scatter as a function on the 
doping concentration one can extract the following 
trend. The gr-anisotropy decreases up to doping concen- 
trations of about 2-3 x 1019 cm"3. For higher Mg con- 
centrations it seems to increase again. An explanation 
can be given by the following considerations. The 
MOVPE GaN layers are compressive strained due to the 
difference in thermal expansion coefficients between 
GaN and the sapphire substrate. Mg substitutes Ga in 
the crystal lattice and it has a larger ionic radius. It can 
counteract to the thermal strain, and give an additional 
contribution to the g-anisotropy. This may be possible 
only to some extent, depending on the growth condition, 
buffer layer, annealing procedure for the acceptor activa- 
tion, and layer thickness. For too high doping concentra- 
tions ( > 5 x 1019 cm-3) the lattice strain may shift back 
to a state similar to the conditions for low doping. Obvi- 
ously, this model requires its justification by structure 
sensitive methods like X-ray reflection, these investiga- 
tions are currently under the way, but preliminary results 
seem to support the model. 

It should be noted that for the room temperature free 
hole densities in Mg-doped GaN a comparable trend on 

the doping concentration is observed as for the ^-values 
[7]. The hole densities increase for doping concentra- 
tions up to 3 x 1019 cm"3 and start to decrease for higher 
concentrations. So far this behaviour is explained quali- 
tatively by the formation of deep compensating donors 
only, but probably the formation of new Mg-related 
phases in GaN has also to be taken into account for the 
highly doped samples [8]. 

4. Summary 

In summary, Mg acceptors in GaN epitaxial layers 
were investigated by ODMR spectroscopy using the 
magnetic circular dichroism (MCD). The MCD reveals 
the acceptor bound exciton (Mg°X) in the near band gap 
region, and in the infrared spectral range the hole ionisa- 
tion transition Mg° + /iv->Mg" +hyB. The observed 
^-values of the Mg° acceptors range for gn from 2.102 to 
2.065 and for gL from 1.94 to 2.008, respectively. 
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Abstract 

We investigated GaN: Mg samples grown by metalorganic chemical vapor deposition using various electrical 
measurement techniques. Annealing of as-grown samples for different duration of time gives gradual activation of 
acceptors. Conductance measurements of the annealed samples show the presence of a hole trap with concentration 
directly proportional to the electrically active acceptor concentration in the samples. This trap is the shallowest one in 
our samples with activation energy 130 from the valence band. We attribute it to an Mg acceptor. Electron traps 
observed in optical deep-level transient measurements have too weak concentrations to influence the free carrier 
concentration. We conclude that the hole conductivity observed in the annealed GaN samples is due to thermal 
dissociation of hydrogen from passivated Mg acceptors. Most of the Mg concentration in the samples however remains 
electrically inactive. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; Mg; Hydrogen; Passivation 

High hole conductivity in GaN and other wide band 
gap III-V nitrides is the key for producing short- 
wavelength optical devices as well as high-power and 
high-frequency electronic devices. Mg is so far the only 
dopant in GaN which generates sufficient p-type con- 
ductivity in a reproducible manner. For reasons of in- 
advertent compensation in the as-grown GaN layers, 
treatments such as electron-beam irradiation or thermal 
annealing [1,2] are required in order to activate the 
p-type conductivity in layers grown by metalorganic 
chemical vapor deposition (MOCVD). Detailed charac- 
teristics of the electrical activity of Mg in GaN are not yet 
well understood. Several energy levels have been detected 
using various characterization techniques and have been 
attributed to Mg [3-7]. It can be argued that the litera- 
ture does not provide a coherent picture of these acceptor 
levels. In this paper we report results from admittance 
spectroscopy, optical deep-level transient spectroscopy 

♦Corresponding author. Fax: + 354-552-8911. 
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(ODLTS), dark current and thermally stimulated current 
(TSC) measurements on GaN: Mg. We show that the 
shallowest acceptor level which controls the conductivity 
in our samples is situated at 130 meV above the valence 
band and assign it to Mg. We suggest that the charge 
compensation of this acceptor level in MOCVD-grown 
GaN: Mg is caused by hydrogen passivation of the Mg 
acceptor. 

The GaN : Mg epilayers were grown by the EMCORE 
corporation using MOCVD on c-plane sapphire substra- 
tes. The specified Mg concentration of the films is around 
2-5 x 1019 [8]. The measurements were conducted on 
Schottky devices made by evaporating Au on 2 urn thick 
layers of the as-grown or annealed GaN: Mg epilayers. 
Ohmic contacts were made by melting In on the front 
face of the GaN layer. Admittance measurements were 
performed in the dark using a Hewlett-Packard 4284A 
LCR meter at an AC-modulation signal level of 10 mV 
and frequencies ranging from 10 Hz to 1 MHz. Conduc- 
tance and capacitance were monitored over a temper- 
ature range of 80-300 K using an MMR cryostat 
with a controllable heating rate. A standard set-up 
was used for measuring the ODLTS, which enables the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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observation of electron traps in the upper part of the 
bandgap of p-type semiconductors. For measurements of 
the thermally stimulated current the samples were first 
illuminated at 80 K for about 10 min, then heated up to 
room temperature in the dark using different heating rates. 

The aim of this study was to obtain a gradual electrical 
activation of the Mg acceptors through annealing as 
Table 1 shows. We performed capacitance-voltage (C-V) 
measurements at room temperature in order to deter- 
mine the net acceptor concentration of the samples. Four 
pieces were cut from the same highly resistive as-grown 
wafer. For reasons of their high resistivity, it was not 
possible to measure the as-grown samples using Hall- or 
capacitance techniques. Three of the samples (denoted 
#1, #2 and #3 in Table 1) were annealed at 500°C 
under flowing N2 for time duration 1, 3, and 6 min, 
respectively. This resulted in net acceptor concentrations 
in the range JVa - Nä = 3-7 x 1016 cm"3. We interpret 
this as a thermal activation of Mg-related acceptors. 
Sample #4 in Table 1 was annealed at 800°C under 
flowing N2 for 20 min, which gave the highest net accep- 
tor concentration Na — Nd = 1 x 1017 cm"3. Under 
these optimal conditions of acceptor activation [8] about 
1% of the Mg concentration is activated as acceptors. 
Most of the Mg in the samples remains electrically in- 
active under the annealing conditions of this work. The 
reasons for this are unclear. In the following we focus on 
the small fraction of the Mg concentration which causes 
the net acceptor concentration of the samples given in 
Table 1. 

Fig. 1 shows the capacitance as a function of temper- 
ature measured at 10 kHz with a bias of 0 V. The capa- 
citance shows a similar behaviour in all samples. After 
a smooth decrease between room temperature and ap- 
proximately 150 K, it drops drastically to a level at which 
it remains at temperatures below 110 K. C-V measure- 
ments show that the samples are completely depleted at 
these low temperatures. Hence, we deduce that the 
abrupt decrease in capacitance is due to a freeze-out of 
free carriers. The results also underline that the shal- 
lowest acceptor level has similar ionization energies in all 
samples. The variation of conductance with temperature 
is shown in Fig. 2. The measurements were performed at 
10 kHz under 0.5 V reverse bias. Two peaks, labelled HI 
at lower temperature and H2 at higher temperature, are 
observed. Measurements at different frequencies show 
that the peaks are related to defects, since the corre- 
sponding plots of log(e»/T2) versus l/T give straight lines, 
where co is the angular frequency of the ac signal and 
T the temperature. The defects are hole traps since ad- 
mittance spectroscopy only detects majority carrier 
traps. The hole activation energies deduced from the 
plots of log(co/T2) versus l/T are 130 and 170 meV for 
the HI and H2 levels, respectively. A number of acceptor 
levels in GaN: Mg with activation energies close to that 
of the HI and the H2 hole traps in this work have been 

Table 1 
Dependence of the net acceptor concentration on the annealing 
conditions 

Sample Annealing time 
and temperature 

1 min/500°C 
3 min/500°C 
6 min/500°C 

20 min/800°C 

N.- 
(cm 3) 

3x 1016 

4.5 x 1016 

7x 1016 

lx 1017 

100       150       200       250 
Temperature (K) 

Fig. 1. Capacitance (C) as a function of temperature at AC 
frequency of 10 kHz. The value of the capacitance has been 
normalized to that at 300 K for each sample. 

HI        #2 
6 /   *       #3 

        #4 

CO 
H2 / 

0) 4 
c 
CO 

■/ \\ 

Ü 
3 

C 

O 2 

100   150   200   250   300 

Temperature (K) 

Fig. 2. Conductance as a function of temperature at AC fre- 
quency of 10 kHz. 

reported in the literature. It is possible that the levels in 
the energy range between 124 and 136 meV [4-6], on the 
one hand, and 158 and 182 meV [4,5,7], on the other, are 
identical to the HI and H2 levels, respectively, and re- 
lated to Mg. The peak height of HI is a linear function of 
iVa — Nd in the four samples as shown in Fig. 3. Changes 
in the height of a conductance peak in admittance spectra 
can be interpreted as similar changes in the concentra- 
tion of the corresponding trap [9]. Thus the straight line 
of Fig. 3 shows that the concentration of the HI trap is 
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directly proportional to the net concentration of active 
acceptors in the samples. For this reason we attribute it 
to a Mg acceptor. The temperature at which the HI peak 
is observed coincides with the inflection point in the 
capacitance versus temperature curves measured at the 
same frequency, i.e. 10 kHz (see Fig. 2). Arrhenius plots of 
the dark current in the annealed samples give an activa- 
tion energy of 136 meV, which agrees with that of the HI 
trap. Therefore, we conclude that HI originates from the 
shallowest acceptor level in the GaN layers. In contrast, 
the height of the H2 peak seems to decrease in a sublinear 
way with the net acceptor concentration. From the ab- 
sence of a clear corresponding step in the capacitance 
versus temperature curves, we deduce that the concentra- 
tion of the H2 trap is too weak to affect the carrier 
concentration in our samples. 

In ODLTS spectra two positive peaks related to elec- 
tron traps are observed in the annealed samples with 
activation energies 0.28 and 0.58 eV, respectively. The 
ODLTS spectra and the peak heights are quite similar in 
the samples. Electron traps with similar activation energy 
have been observed in n-type GaN [10,11]. The concen- 
trations of the 0.28 and 0.58 eV electron traps as esti- 
mated from the spectra are 5 x 1013 and 2 x 1014 cm"3, 
respectively. Hence, they have negligible effect on the 
carrier concentration in the samples. Given the different 
conductivity of the samples, we exclude the possibility 
that the charge compensation of the active acceptors is 
caused by the presence of electron traps. 

Fig. 4 shows a thermally stimulated current spectrum 
typical of the highly resistive as-grown GaN: Mg sam- 
ples. At least four peaks, denoted T1-T4, are observed. 
The peaks are only partially resolved and thus it is diffi- 
cult to calculate their activation energies from the TSC 
spectra. In order to resolve the peaks we fitted the data 
for peaks Tl and T2 with Gaussian curves as shown in 
the figure. In this way we deduced the following activa- 
tion energies: 180 + 10, 250 + 12, 540 + 20, and 
600 + 20 meV for peaks T1-T4, respectively. Judging 
from its energy position, peak Tl may correspond to 
peak H2 in the conductance spectra of Fig. 2. Peak T2 
possibly originates from the level observed by ODLTS at 
0.28 eV below the conduction band. Peaks T3 and T4 are 
close in energy, and one of them may originate from 
the electron trap observed by ODLTS at 0.58eV below 
the conduction band. An important aspect of Fig. 4 is the 
absence of a peak corresponding to HI. In view of the 
low activation energy of the HI trap we searched for the 
peak using various higher heating rates than in Fig. 4, 
without observing any trace of HI. The absence of this 
level in the as-grown samples suggests that the Mg ac- 
ceptors are electrically inactive before heat treatment, 
which is consistent with the high resistivity of the as- 
grown samples. We conclude that they are most likely 
passivated by hydrogen, as already suggested by several 
authors [1,2]. 

23456789     10 

Na-Nd(x1016cm-3) 

Fig. 3. Height of the HI conductance peak as a function of net 
acceptor concentration. 

50 100 150 200 250 300 350 400 

Temperature (K) 

Fig. 4. TSC spectra measured in an as-grown sample. The 
dotted lines are Gaussian curves used for deconvolution of data. 

In some reports the conductivity has been found to 
have an activation energy close to that of the H2 trap 
[4,5,7]. An acceptor level in the range 170-182 meV 
(depending on the active acceptor concentration) is the 
dominating level in the MOCVD-grown samples of Götz 
et al. [7] as determined from Hall effect measurements. 
However, the possible presence of a shallower level with 
much lower concentration would not be revealed in this 
kind of measurement. In our samples the H2 trap does 
not have a significant influence on the conductivity. In- 
deed, the capacitance versus temperature curves in Fig. 1 
show that the concentration of H2 is much lower than 
that of the dominating HI acceptor. Also, measurements 
of thermally stimulated current only reveal the H2 level 
in as-grown samples, where most of the HI acceptors are 
absent. We do not know the reason why different accep- 
tor levels dominate the p-type conductivity in the above 
cases, although different growth conditions may give 
a natural explanation for this experimental fact. Since the 
H2 level is only observed when the HI level is weak in 
our samples, it is possible that it dominates the conduct- 
ivity in samples with different Mg concentration from 
ours. In order to examine this hypothesis samples grown 
under other conditions with different Mg concentrations 
have to be investigated. 
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In summary, we investigated two hole traps HI and 
H2 with activation energies 130 and 170 meV above the 
valence band, respectively, in GaN: Mg samples cut 
from the same as-grown highly resistive wafer annealed 
for different duration of time. The H2 trap has very low 
concentration. We attributed HI, the shallowest level in 
our samples, to an Mg acceptor which controls the con- 
ductivity in the samples. We demonstrated that it is 
absent from the as-grown samples, but activated by ther- 
mal annealing. The linear relation between the height of 
the HI peak and the net acceptor concentration directly 
illustrates that the hole conductivity in the samples orig- 
inates from the thermally activated HI acceptor. To the 
best of our knowledge this is the first manifestation of 
such a relationship in GaN: Mg, which is usually at- 
tributed to hydrogen being extracted from the samples 
during the annealing [5]. We also observed two electron 
traps at 0.28 and 0.58 eV from the conductance band, 
with concentrations too low to influence conductivity of 
the samples. We conclude that the hole conductivity of 
GaN: Mg is due to thermal release of hydrogen from 
passivated Mg acceptors. 
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Abstract 

The amount of strain was measured in GaN films using X-ray diffraction, Raman, and curvature techniques as 
a function of film thickness and the Si doping concentration. It was found that for a doping concentration of 2 x 1019, the 
threshold thickness for crack formation was about 2.5 um. Transmission electron microscopy observations showed that 
cracking proceeds without plastic deformation (i.e., no dislocation motion), and occurs catastrophically along the 
low-energy {110 0} cleavage plane of GaN. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Residual stress; GaN films; Dislocations 

1. Introduction 

Residual strain in the III-V nitrides has been observed 
previously [1-5] and found to limit the alloying and 
doping concentrations necessary for optoelectronic devi- 
ces [6,7]. Raman and X-ray diffraction studies performed 
on Si-doped GaN films have shown that the residual 
compressive strain decreased with increasing Si concen- 
tration [5]. Based on transmission electron microscopy 
(TEM) studies, Ruvimov et al. suggested that the strain 
relief for moderately doped Si samples (~3 x 1018 cm-3) 
was due to the formation of dislocations in the basal 
plane [3]. 

In this paper the relationship between the extended 
defect structure and strain is studied in order to under- 
stand the mechanism of crack formation in GaN films. 
Films doped with Si were measured as a function of both 
the doping concentration [Si] and film thickness t and 
compared with the microstructure. The films were grown 
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by metal organic vapor deposition on (0 0 0 1) sapphire 
substrates up to 2.5 um thick. Most of the samples were 
prepared by first depositing a low-temperature (LT) GaN 
buffer layer, followed by 100 nm of a high-temperature 
(HT) undoped layer, then introducing silane to begin the 
growth of the doped layer (A samples). Some of the 2 urn 
thick films were prepared by introducing the silane dir- 
ectly after growth of the LT buffer layer (B samples). Hall 
and secondary ion mass spectrometry (SIMS) were used 
to determine the carrier concentration and [Si]. In all the 
samples the agreement between the [Si] and carrier con- 
centration indicated that all the Si was electrically active 
and therefore inferred to reside on the Ga site. 

Strain was measured by using Raman, curvature, and 
X-ray diffraction (XRD) measurements. Raman study 
was measured by the shift in the E2 phonon with a lateral 
spatial resolution of 1 am as discussed previously [4]. 
The a and c lattice constants were measured by XRD 
using the (1015) and (0 0 0 2) reflections, respectively, 
and compared to values for bulk single crystal to deter- 
mine the strain (a0 = 3.1876 and c0 = 5.1846 from po- 
rowski [8]. Strain from curvature measurements was 
calculated using the Stoney equation [9]. Atomic force 
microscopy (AFM), scanning (SEM) and transmission 
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electron microscopy (TEM) were used to measure the 
roughness and structure of the material. TEM samples 
were prepared in the usual way by mechanically thinning 
and ion milling to electron transparency. 

2. Results 

Fig. 1 shows the residual strain measured by Raman, 
curvature, and XRD as a function of Si doping. The 
strain is found to increase with both the film thickness 
and [Si]. At low [Si], the films are in compression which 
is expected to occur on cooling due to the difference in 
thermal expansion coefficients between GaN and sap- 
phire. However, as the Si concentration increases the 
films are found to be in tensile stress. For t = 1.0 um the 
crossover from compressive to tensile strain is observed 
to occur at [Si] « 1019cm"3. The crossover for t = 
2.0 um occurs at [Si] « 1018cm"3. The highest tensile 
strain (s = 0.025) was measured for t = 2.5 um at 
[Si] = 2 x 1019 cm"3. The strains measured by the vari- 
ous techniques were in fairly good agreement for all the 
Si concentrations. Some exceptions were noted at the 
highest [Si] where cracking was also observed. The rea- 
son for this is related to the spatial resolution of the 
Raman probe and the difference in the strain near and 
away from the cracks as discussed below. 

Cracking was present in films with a doping level of 
2 x 1019 cm"3 for t ^ 2 um. Subsurface cracking occur- 
red for films with t = 2 urn whereas cracks extended to 
the surface for films with t — 2.5 urn. The cracking occur- 
red on the prismatic {110 0} cleavage planes [10] of the 
GaN (i.e., parallel to the growth direction). The subsur- 
face cracking suggests that the films cracked during 
growth at high temperature. Fig. 2a is a TEM micro- 
graph of a subsurface crack in a 2.0 urn thick B film. The 

Fig. 2. (a) TEM micrograph of a subsurface crack in a 2.0 um 
thick B film, (b) lower TEM magnification of the same film 
showing the separation between two subsurface cracks. 
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Fig. 1. The residual strain from Raman, curvature, and XRD 
measurements as a function of Si doping for r = 1.0 urn (unfilled 
symbols), 2.0 um (filled symbols), and 2.5 um (patterned symbol). 

crack extends into the film/substrate interface and there 
are no additional dislocations observed near the crack. 
This suggests that plastic deformation does not take 
place to promote crack formation. The widest part of the 
crack is AL ~ 50 nm and from Fig. 2b, the average crack 
spacing is shown to be L ~ 10 um. The amount of strain 
s that has been relieved by the formation of the crack is 
e = AL/L = 0.005. 

The surface of the overgrown cracks is found to be 
higher than the region of the away from the cracks. The 
AFM image in Fig. 3 shows lines of lighter contrast 
which correspond to the position of the cracks below the 
surface. A line scan taken across the lighter contrast 
regions indicates that the surface above the crack is 
~ 15-20 nm higher compared to the surrounding region 

which has a root mean square (RMS) roughness of 3 nm. 
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The surface cracks on the 2.5 |im thick films occurred 
at larger separation distances than the subsurface cracks 
and were found to initiate at pits or irregularities on the 
surface. They were also found to be preferentially on the 
{1.10 0} planes. Raman measurements showed vari- 
ations in the strain depending on the position of the 
probe relative to the crack. The measurements were 
taken linearly at 2 urn intervals on either side of the 
crack. Near the crack, the film was found to be in a small 
amount of compressive strain (0.05%) compared to 
a maximum tensile strain of 0.16% measured 100 urn 
from the crack. The compressive strain near the crack is 
due to the residual strain from cooling to room temper- 
ature. The strain becomes tensile at a position 20 urn 
from the crack which indicates that the strain relief in- 
duced by the crack occurs locally. 

Small differences in strain were measured in films with 
[Si] at 2 x 1019 prepared with and without the undoped 
prelayer. The films with the undoped prelayer (samples 
A) had a lower tensile strain compared to the B films (no 
prelayer). This may be due to the difference in micro- 
structure observed in the TEM (not shown). For samples 
B, a region containing basal plane dislocations extended 
approximately 1 urn above the LT buffer layer (i.e., half 
the total film thickness). The presence of these disloca- 
tions may have introduced larger strains in the material. 
For the A samples, no basal plane dislocations were 
generated at the doped interface. Instead threading 
dislocations that were generated in the undoped pre- 
layer extended unperturbed into the doped portion of the 
film. 

3. Discussion 

The origin of the increase in tensile strain with Si 
doping is puzzling. We have shown elsewhere that the 
effect of incorporating Si in the GaN lattice (substituting 
on a Ga site) has no net effect on the lattice constant of 
the GaN lattice [11], if both the size effect and the 
deformation-potential effect are taken into account. The 
size effect would result in a net contraction of the lattice, 
since the Si-N bond length is smaller than the Ga-N 
bond length. However, for the doping concentrations 
used in this study, the change in lattice constant due to 
the size effect is an order of magnitude smaller than the 
strains we observe. In addition by taking into account 
that the Si is electrically active (the SIMS and Hall 
measurements indicated that the Si and electron concen- 
trations were in good agreement up to 2 x 1019 cm-3), 
the deformation-potential effect would lead to a net 
expansion of the lattice. The size effect and deformation- 
potential effects have similar magnitudes but are of oppo- 
site sign, resulting in no net change in strain with the 
addition of Si. 

The observed changes in tensile strain when Si is in- 
corporated can therefore not be attributed to a change in 
the lattice constant due to silicon. Silicon must therefore 
play a different role, presumably related to plastic defor- 
mation (or lack thereof). An understanding of this pro- 
cess would require better insight into the stress experi- 
enced by the film at the growth temperature, an issue that 
is only beginning to be explored. Recently, Hearne et al. 
reported in situ wafer curvature measurements that show 
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that tensile strains occur in GaN films at the growth 
temperature [9]. We suggest that this tensile strain may 
be related to the crystallite coalescence model developed 
recently by Nix and Clemens [12]. Their model shows 
that when the crystallite size decreases, the tensile stress 
increases. To address this issue we performed AFM 
measurements on 20 nm thick films grown over a 100 nm 
undoped layer. It was found that for [Si] = 5 x 
1017 cm-3 the RMS roughness was 5.5 nm compared to 
11.0 nm for [Si] = 2 x 1019 cm-3. It is possible that gaps 
on the growing GaN surface, due to the roughness, 
coalesce in a similar way as the crystallites described in 
the model by Nix and Clemens. Therefore increasing the 
roughness of the surface would be analogous to decreas- 
ing the crystallite size and therefore lead to higher tensile 
strains. Limited surface diffusion of atoms on the grow- 
ing surface would then attach to the strained crystal at 
their point of arrival, and the film would grow in 
a strained state. 

4. Conclusions 

Crack formation in GaN films doped with Si was 
studied by measuring the strain and comparing to the 
microstructure. The strain was found to increase with 
film thickness and Si concentration. Crack formation 
along the {1 10 0} cleavage planes was found to be the 
major strain relief mechanism and occurred without cre- 
ating additional dislocations. This suggests that plastic 
deformation is difficult in these materials at the temper- 
atures used during growth. It was proposed that the 
increase in tensile stress with increasing [Si] may be 
related to the presence of tensile stress due to crystallite 
coalescence. The surface roughness increased with Si 
concentration, corresponding to an increased tensile 

stress by invoking a modified view of a coalescence model 
established recently by Nix and Clemens [12]. 
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Abstract 

We have studied the effect of UV light illumination during thermal annealing on the electrical properties of Mg-doped 
GaN films grown on (0 0 0 1) sapphire substrates by the two-flow MOCVD. We performed isochronal annealing up to 
800°C for 1 h in a nitrogen atmosphere with and without UV light illumination, and measured annealing-induced 
changes in resistivity, hole density and mobility at 25°C using the van der Pauw method. Under no illumination, 
annealing around 550°C caused resistivity and mobility to decrease and simultaneously hole density to increase. This is 
consistent with the commonly accepted model that the hydrogen passivation of Mg is caused by the formation of 
electrically inactive Mg-H complexes and thermal annealing dissociates the complexes to activate Mg. The illumination 
of UV light with a peak wavelength around 350 nm greatly enhanced the dissociation of Mg-H complexes, reducing the 
temperature of resistivity reduction from 550°C to 450°C. These suggest that the dissociation of Mg-H complexes may 
be accelerated by the electronic excitation of the complexes and/or by the changes of their charge states. In view of 
application, such an effect may be useful to reduce the temperature of thermal annealing to make as-grown GaN films 
conductive. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; Magnesium; Hydrogen; Photo-enhanced dissociation 

1. Introduction 

Conductivity control of semiconductor materials is 
important to develop electronic and optical devices. 
A typical example is that the development of blue light- 
emitting diodes and lasers using wide-gap III-V nitride 
semiconductors was greatly indebted to the key techno- 
logy to obtain p-type GaN material whose resistivity is 
low enough to form the p-n junction. As-grown Mg- 
doped GaN films fabricated by MOCVD normally 
showed high resistivity probably due to the formation of 
electrically inactive Mg-H complexes [1-4]. Low-energy 
electron irradiation [2] and thermal annealing [3] were 

* Corresponding author. Fax: + 81-86-251-8237. 
E-mail address: kamiura@elec.okayama-u.ac.jp (Y. Kamiura) 

discovered to cause the resistivity of as-grown material to 
decrease by several orders of magnitude. This was as- 
cribed to the dissociation of Mg-H complexes, releasing 
hydrogen and electrically activating Mg [4-7]. Recently, 
some groups reported that minority-carrier injection 
greatly enhanced the Mg activation [8,9]. We have ob- 
served that the UV light illumination enhances the dis- 
sociation of Mg-H complexes [10]. These suggest that 
the dissociation of Mg-H complexes may be accelerated 
by the electronic excitation of the complexes and/or the 
changes of their charge states. Such phenomena have 
been commonly observed for the dissociation of hydro- 
gen-related complexes in other semiconductors such as Si 
and GaAs [11-13]. In this paper, we describe the detailed 
results of the enhancement effects of UV light illumina- 
tion on the dissociation of Mg-H complexes in GaN. We 
discuss possible mechanisms to cause the enhancement. 
We also report the effects of hydrogen plasma treatment 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00405-6 
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and the subsequent thermal annealing with and without 
UV light illumination on the conductivity changes of 
GaN films, and propose the best conditions of thermal 
annealing and electronic excitation to obtain low-resis- 
tivity GaN films. 

2. Experimental 

The GaN films were grown on (0 0 0 1) sapphire sub- 
strates by the two-flow MOCVD. Trimethylgallium, am- 
monia and bis-cyclopentadienyl magnesium were used as 
Ga, N and Mg sources, respectively. A GaN buffer layer 
was first grown to a thickness of 25 nm at 510°C, and 
then a GaN film with a thickness of 3.5 urn was grown at 
1035CC. The details of the growth techniques were de- 
scribed in the previous papers [3,4]. Samples of a square 
of 5 x 5 mm2 were cut, and prepared for resistivity and 
Hall measurements by applying indium contacts at the 
four corners of the samples. Resistivity and Hall 
measurements were performed at 25°C using the van der 
Pauw method. After the measurements, indium contacts 
were removed by immersing the samples into acid mix- 
ture (HC1: HN03 =3:1). Subsequently, the samples 
were annealed in a nitrogen atmosphere with and with- 
out the illumination of UV light with a peak wavelength 
around 350 nm. In the case of UV light illumination, 
a UV lamp (Topcon FI-5L, 11VA) was used to illuminate 
the samples 8 cm apart during the annealing. Changes in 
resistivity, hole density and mobility due to the annealing 
were monitored. 
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Fig. 1. Changes in resistivity (a), hole density (b) and hole 
mobility (c) during the isochronal annealing for 1 h at each 
temperature with and without the illumination of UV light with 
a peak wavelength around 350 nm. 

3. Results and discussion 

Fig. l(a)-(c) show changes in resistivity, hole density 
and mobility, respectively, during the isochronal anneal- 
ing for 1 h at each temperature. In the case of non- 
illumination of UV, resistivity and mobility decrease, and 
hole density increases simultaneously around 550°C. 
These results are consistent with the commonly accepted 
model of the mechanism of resistivity decrease [4-7]. In 
this model, neutral Mg-H complexes, which are formed 
by the hydrogen passivation of Mg, are assumed to exist 
in the as-grown state. Annealing dissociates these com- 
plexes to activate Mg. If the released hydrogen is de- 
sorbed out of the GaN layer or still remains in the layer 
in the neutral state, the annealing increases hole density 
and decreases mobility due to the increase of ionized- 
impurity density. On the other hand, our results contra- 
dict another possibility that hydrogen acts as a donor to 
compensate the Mg acceptor in the as-grown state. In 
this case, annealing should desorb the H donor out of the 
layer to cancel the electrical compensation. However, this 
should increase both hole density and mobility due to the 
decrease of ionized-impurity density. 

Fig. l(a)-(c) clearly show that the UV illumination 
reduces the temperature of changes in resistivity, hole 
density and mobility to 450°C. In the framework of the 
former model of the two described above, the enhance- 
ment effect of UV illumination on the resistivity decrease 
may be explained by the enhancement of the dissociation 
of Mg-H complexes. Many studies have observed that 
the dissociation of hydrogen-related complexes is en- 
hanced by the excitation of their electronic states 
[11-13]. In most cases, the change of their charge states 
induces the instability of the complexes. We speculate 
that there are two possibilities for the cause of no electri- 
cal activity of Mg-H complexes. One possibility is that 
hydrogen removes the shallow acceptor level of Mg from 
the band gap, which makes Mg-H complexes to have no 
electronic level in the band gap. In this case, the UV 
illumination excites the electronic states of Mg-H com- 
plexes to change the charge distribution, and may reduce 
the binding energy between Mg and H to make the 
complexes unstable. The other possibility is that hydro- 
gen perturbs the electronic state of Mg to change its 
shallow acceptor level to a deeper one. Thus, the Mg-H 
complexes have deep acceptor levels in the band gap and 
therefore are electrically inactive in p-type materials.'In 
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Fig. 2. Changes in resistivity during the isothermal annealing at 
500°C and 550°C without (a) and with (b) the illumination of UV 
light. 

this case, the excess electrons created by the UV illumina- 
tion may be trapped by the deep acceptor levels of Mg-H 
complexes to change their charge states, making the 
complexes unstable. An alternative mechanism may be 
the so-called recombination-enhanced defect reaction, in 
which the electronic energy released by the electron-hole 
recombination at the deep acceptor levels of Mg-H 
complexes is converted into local vibrational energy to 
induce the atomic motion of hydrogen, causing the dis- 
sociation of the complexes. 

Fig. 2(a) and (b) show resistivity changes due to iso- 
thermal annealing at 500°C and 550°C without and with 
UV illumination, respectively. In the case of non-illu- 
mination of UV, resistivity initially increases and then 
decreases to a value smaller than the as-grown resistivity. 
The amount of initial resistivity increase is larger at 
500°C than that at 550°C. These features may be ex- 
plained by the following reaction scheme. 

(X-H)^X + H 

Mg + H-»(Mg-H) 

(Mg-H) -> Mg + H 

(1) 

(2) 

(3) 

In the as-grown state, some of the hydrogen atoms passi- 
vate Mg to form the Mg-H complexes, and the rest are 
trapped somewhere in the form of X-H complexes, where 
X represents a defect or an impurity to trap hydrogen. 
Annealing around 500°C liberates hydrogen (reaction 

(1)), which passivates Mg further to form the Mg-H 
complexes (reaction (2)), making resistivity increase. Sub- 
sequently, the complexes begin to dissociate (reaction 
(3)), making resistivity decrease. Reaction (3) may be 
dominant at 550°C due to its higher activation energy 
than that of reaction (1), reducing a resistivity peak of the 
annealing curve from a high peak at 500°C. Such a model 
can reasonably explain rather large variations of resistiv- 
ity around the resistivity peak (Fig. 2(a)). These variations 
may be due to the delicate balance between the formation 
and dissociation of the Mg-H complexes (reactions (2) 
and (3)) during the cooling period from the annealing 
temperature to room temperature. Under UV illumina- 
tion, no resistivity increase but only resistivity decrease is 
seen in the initial period. This can be understood as the 
instability of the Mg-H complexes or the enhancement of 
reaction (3) under UV illumination, substantially sup- 
pressing their formation. 

We have performed additional experiments on hydro- 
gen-plasma irradiation and subsequent annealing to 
check our model. A sample was first annealed isoch- 
ronally up to 750°C to reduce its resistivity to about 
2 fi cm. Subsequently, hydrogen plasma was irradiated 
to the sample at 600°C. This increased its resistivity to 
a high value of about 30 Q. cm, while plasma irradiation 
below 300°C did not induce any changes in resistivity. 
The subsequent isochronal annealing run completely re- 
produced the results of Fig. 1(a). We confirmed that the 
same resistivity changes as above were reversibly repeat- 
ed by the cycle of plasma irradiation and subsequent 
annealing. These results indicate that the hydrogen pas- 
sivation of Mg causes the high-resistivity in the as-grown 
state and the subsequent annealing induces the dissocia- 
tion of the Mg-H complexes. 

On the basis of the present results, we propose that the 
best conditions of thermal annealing and electronic exci- 
tation to obtain low-resistivity GaN films is the anneal- 
ing at 550°C for 30 min under the illumination of intense 
UV light with a peak wavelength less than 350 nm. It is 
important to illuminate GaN films also during the cool- 
ing from the annealing temperature to room temper- 
ature. 

4. Conclusions 

We have studied the effect of UV-light illumination on 
annealing of as-grown Mg-doped GaN films by resistiv- 
ity and Hall measurements. Annealing caused resistivity 
and mobility to decrease and simultaneously hole density 
to increase around 550°C. This is consistent with the 
commonly accepted model that the hydrogen passivation 
of Mg is caused by the formation of neutral Mg-H 
complexes and thermal annealing dissociates the com- 
plexes to activate Mg. The illumination of UV light 
with a peak wavelength around 350 nm enhanced the 
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dissociation of Mg-H complexes, reducing the temper- 
ature of resistivity reduction to 450°C from 550°C. This 
suggests that electronic excitation reduces the thermal 
stability of the neutral Mg-H complexes in GaN. Such 
an effect may be useful to reduce the temperature of 
thermal annealing to make the whole GaN films uni- 
formly conductive. 
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Abstract 

Comprehensive photoluminescence (PL) and optically detected magnetic resonance (ODMR) experiments have been 
performed on a set of GaN epitaxial layers doped with Mg from 2.5 xlO18 to 5.0 x 1019cm"3. Strong shallow 
donor-shallow acceptor recombination at 3.27 eV is observed from the lowest-doped sample while broad emission bands 
at 2.8 and 3.2 eV were found from the more heavily doped films. ODMR at 24 GHz on these bands reveals evidence for 
effective-mass shallow donors and Mg-related acceptors with unique g-tensors, including the first observa- 
tion of the resonance parameters (g^ =2.113(4) and g± = 1.970(5)) associated with Mg shallow acceptors in GaN. 
© 1999 Elsevier Science B.V. All rights reserved. 

PACS: 71.55.Eg; 73.20.Hb; 78.55.Cr; 76.70.Hb 

Keywords: Gallium nitride; Mg doping; Photoluminescence; Magnetic resonance 

1. Introduction 

A variety of recombination bands between 2.4 and 
3.3 eV have been widely reported for GaN epitaxial 
layers doped with Mg impurities at concentrations be- 
tween 1018 and 1020 cm-3. Much activity is underway to 
provide information on the nature of the donors and 
acceptors that participate in these emission bands and to 
explore their roles in limiting the efficiency [1] of this 
p-type dopant. Earlier magnetic resonance studies have 
shown that Mg and Zn acceptors do not exhibit effective 
mass-like character in GaN [2]. More recently, it has 
been suggested that Mg concentration-induced deep do- 
nors are involved in the 2.8 eV photoluminescence (PL) 
band typically observed from highly-doped samples and, 

most significantly, act as self-compensating centers in 
films doped ^ lO^cm"3 [3-5]. 

In this work, comprehensive PL and optically detected 
magnetic resonance (ODMR) experiments have been 
performed on a set of GaN epitaxial layers doped with 
Mg impurities. Distinct PL bands are found for each 
sample. These include shallow donor-shallow acceptor 
(SD-SA) recombination at 3.27 eV from the lowest 
doped sample and broad emissions bands at ~ 2.8 and 
3.2 eV from the more heavily doped films. The first obser- 
vation of magnetic resonance associated with Mg shal- 
low acceptors that participate in the 3.27 eV SD-SA PL 
is reported in this work. Overall, the ODMR on the 
different bands reveals evidence for shallow donors and 
Mg-related acceptors with unique ^-tensors. 

* Corresponding author. Tel.:   + 1-202-404-4521; fax:   + 1- 
202-767-1165. 

E-mail address: glaser@bloch.nrl.navy.mil (E.R. Glaser) 

2. Experimental background 

The PL and ODMR experiments were performed on 
three Mg-doped GaN epitaxial films (referred to as Nos. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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1-3) grown by OMCVD on sapphire substrates. The 
total Mg concentration in the 1.5-2.0 um-thick films is 
between 2.5 x 1018 and 5.0 x 1019 cm-3 as determined by 
secondary ion mass spectroscopy (SIMS). Only sample 
No. 3 exhibits clear p-type conductivity at room-temper- 
ature with a carrier concentration of 3 x 1016 cm-3 as 
found from Hall-effect measurements. The other two 
samples are highly resistive. 

The PL at 1.6 K was generated by the 351 nm line of 
an Ar+ laser at a power density of ~5 mW/cm2. The 
emission was analyzed by a 0.25-m double-grating spec- 
trometer and detected by a GaAs PMT. The ODMR at 
24 GHz was carried out using the same spectrometer/ 
detector combination in order to study the character of 
the magnetic resonance at several energy positions. 

3. Results and discussion 

3.1. Photoluminescence (PL) 

The PL at 1.6 K from the three Mg-doped GaN layers 
is shown in Fig. 1. Distinct recombination bands are 
observed for each sample and are discussed in turn. We 
note that similar PL results as a function of the total Mg 
concentration have been previously reported [3,4,6-9]. 

Sample No. 1 ([Mg] = 2.5 x 1018 cm-3) exhibits 
strong recombination at 3.27 eV and a series of LO- 
phonon replicas (ELO ~ 92 meV) at lower energies. Fol- 
lowing previous analyses [6], this PL is ascribed to 
recombination between shallow donors (Ed ~ 30 meV) 
of unknown origin and shallow Mg acceptors (£a ~ 
200 meV). 

The dominant emission observed from sample No. 
2 ([Mg] = 1.4 x 1019 cm"3) is broad with peak energy at 
~3.2 eV. Another characteristic of this band is its asym- 

metric line shape. The broad line width could arise from 
a strong electron (or hole)-lattice coupling interaction, 
typically associated with deep emission bands that in- 
volve a center with a very localized wave function. An 
alternate model to account for this line shape (with the 
donor and acceptor still of shallow character) involves 
the presence of large potential fluctuations that arise 
from a random distribution of positively- and negative- 
ly-charged impurities [10]. Potential fluctuations have 
been previously employed to model recombination of 
similar character from highly doped and compensated 
GaAs [11] and ZnSe [12] and more recently in GaN [3]. 

The strongest emission found from sample No. 3 
([Mg] = 5.0 x 1019 cm"3) is also broad with peak energy 
at ~2.8eV. This PL exhibits a nearly Gaussian 
lineshape, similar to that of the 2.2 eV "yellow" lumines- 
cence band commonly observed from undoped GaN 
epitaxial layers [13]. Several groups have proposed that 
the 2.8 eV band arises from recombination between Mg- 
related deep donors with £d ~ 0.3 eV and shallow Mg 
acceptors [3-5]. 

3.2. Optically-detected magnetic resonance (ODMR) 

The ODMR spectra obtained on the PL from the three 
Mg-doped GaN layers with B\\c are shown in Fig. 2. 
ODMR spectral studies reveal that all of the emission 
contributes to the observed signals [14]. Two lumines- 
cence-increasing signals ascribed to shallow donors and 
Mg-related acceptors are found on each band. A sum- 
mary of the resonance parameters is given in Table 1. 

For the 3.27 eV SD-SA recombination, the first line is 
sharp (~5mT) with gu = 1.952(1) and g± = 1.94970(1). 
This feature is assigned to shallow, effective-mass (EM) 
donors based on previous work [13]. The second signal 
is  broad  (FWHM~30mT)  with  #N =2.113(4)  and 
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Fig. 1. PL spectra obtained at 1.6 K from three Mg-doped GaN 
layers under ~ 5 mW/cm2 of 351 nm radiation (No. 1: [Mg] 
= 2.5xl018cm"3, No. 2: [Mg] = 1.4x 1019cm"3, No. 3: 
[Mg] = 5.0xl019cm"3). 
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Fig. 2. ODMR spectra found on the dominant emission bands 
from three Mg-doped GaN films of varying concentration with 
B\\c (EM = effective-mass donor, Mg = Mg-related acceptor). 
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Table 1 ■       , ■    u- 
Summary of magnetic resonance parameters found on dominant emission bands from three Mg-doped GaN layers investigated in this 
work (NRL = Naval Research Laboratory, FB = IAF Freiburg) 

Sample 

No. 1 
(NRL #980804) 

No. 2 
(FB #2947) 

No. 3 
(NRL #980805) 

[Mg]a 

(cm'3) 

2.5 x 101 

1.4 xlO19 

5.0 x 101 

PL band ODMR 

3.27 eV SD-SA 

3.2 eV 

2.8 eV 

Donor 

3,1 = 1.952(1), gL = 1.949(1) 
FWHM ~ 5 mT 

91, = 1.959(2), g± = 1.953(2) 
FWHM ~ 16 mT 

gn = 1.961(2), gx = 1.957(2) 
FWHM ~ 17 mT 

Accepter 

gn = 2.113(4), g± = 1.970(5) 
(Ag = 0.143) 
FWHM ~ 30 mT 
9H = 2.085(3), gL = 2.003(3) 
(Ag = 0.082) 
FWHM ~ 25 mT 
gH = 2.058(3), gx = 2.018(3) 
(Ag = 0.040) 
FWHM ~ 26 mT 

"Determined from SIMS. 

gL = 1.970(5). This line is attributed to the shallow Mg 
acceptors based on the identical spectral dependencies of 
the ODMR and PL [14]. To the best of our knowledge, 
this represents the first observation of magnetic reson- 
ance associated with shallow acceptors in GaN. Overall, 
the resonance parameters of these shallow donors and 
Mg acceptors serve as an important benchmark for com- 
parison with those obtained on the broad 2.8 and 3.2 eV 
PL emission bands discussed shortly. 

The 0-anisotropy (i.e., Ag = gn - gL = 0.143) for the 
shallow Mg acceptors is the largest found to date for any 
acceptor in GaN. However, this result differs significantly 
from the effective mass-like character that one may ex- 
pect based on the high degree of g-anisotropy (i.e., 
011 ~ 2-4, g± ~ 0) observed for several shallow acceptors 
in bulk 6H-SiC [15] and CdS [16], semiconductors with 
similar hexagonal symmetry, valence band parameters, 
and shallow acceptor binding energies. The gr-tensor may 
reflect a symmetry-lowering local distortion of the Mg 
shallow acceptors as proposed recently by Malyshev et 
al. [17]. This can arise, for example, from local strain 
fields associated with the grain boundaries and/or that are 
generated from the size difference between the substitu- 
tional Mg atoms and the host Ga atoms they replace [18]. 

The ODMR on the 2.8 and 3.2 eV PL bands reveals 
similar donor-like resonances with g^ ~ 1.960(2) and 
g± ~ 1.955(2) and FWHM ~ 17 mT. Most notably, these 
features can still be ascribed to shallow states as found on 
the 3.27 eV SD-SA recombination. The small shift of the 
^-values towards 2 (i.e., shift of the resonance to lower 
magnetic fields) and the broadening can be accounted for 
by an increase in exchange interaction [19] due to the 
reduced average donor-acceptor pair separation in these 
more heavily doped samples. The influence of the ex- 
change interaction on the donors is demonstrated from 
the ODMR obtained on the emission from sample No. 
2 as a function of microwave modulation frequency (vmod) 

780 820 860 900 
MAGNETIC FIELD (mT) 

Fig. 3. ODMR spectra obtained on the 3.2 eV PL band from 
Mg-doped GaN sample No. 2 for several microwave modula- 
tion frequencies (vmod). The thin solid lines are fits to the spectra 
with vmod = 700 Hz and 10 kHz as described in the text. The 
individual components are shown as the dashed curves. The 
dashed line indicates the position of the EM donor resonance at 
low vmod. 

with B 45° from c (see Fig. 3). In particular, the donor 
resonance broadens and shifts to lower field (i.e., higher 
g-values) with a change in vmod from 700 Hz to 10 kHz. 
This behavior reflects an increase in the donor/acceptor 
exchange as closer pairs (with shorter recombination 
times) are emphasized with increasing modulation fre- 
quency. Fits made to the spectra using Gaussian and 
Lorentzian line shapes yield g-values of 1.955(2) and 
1.961(2) and linewidths of 15 and 19 mT for vmod = 
700 Hz and 10 kHz, respectively.1 

1 These fits reveal a similar broadening behavior for the Mg- 
related acceptor resonance but only ~ i of the expected 9-shift. 
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Distinct acceptor-like resonances with FWHM of 
~ 26 mT are found on the 3.2 eV PL with gtl = 2.085(3) 

and gL = 2.003(3) and on the 2.8 eV PL with g{l = 2.058(3) 
and g± = 2.018(3). Several groups have reported such 
features on similar emission from Mg-doped GaN 
[13,20,21]. A comparison of these g-values with those 
observed on the 3.27 eV SD-SA band reveal a shift to- 
wards g = 2 and a monotonic decrease in the anisotropy 
from 0.143 to 0.040.2 Combined with the shift of the PL 
energies and evidence for shallow donors from the 
ODMR, this behavior can be attributed to a deepening of 
the binding energy for the Mg-related centers. Alterna- 
tively, electric fields associated with large potential fluc- 
tuations that have been proposed to play a role in recom- 
bination from highly doped and compensated GaN films 
[3] can also produce a shift of the PL to lower energy and 
distortions at the Mg sites (resulting in further reductions 
of the g-anisotropy). In particular, this may account for 
the change in the acceptor ODMR found on the 3.2 eV 
PL band from sample No. 2. One expects a continuous 
shift of the PL bands to lower energy with increasing Mg 
concentration for such a mechanism. However, broad PL 
bands at discrete energies between 2.4 and 3.2 eV have 
been typically reported for GaN films doped > 1 x 
1019cm-3 [3,4,9]. We suggest that Mg-related com- 
plexes, more likely to form in heavily doped GaN sam- 
ples such as film No. 3, with levels in the lower half of the 
band gap may be responsible for these unique PL bands 
and the deep character of the acceptor ODMR. More 
work needs to be done to support this hypothesis. We 
note that in order to be consistent with the deep donor to 
shallow acceptor recombination model [3-5], the 
ODMR on the 2.8 eV PL would have to be described by 
an alternate mechanism such as a two-step process in- 
volving spin-dependent capture followed by radiative 
recombination. 

4. Summary 

PL and ODMR have been performed on three GaN 
epitaxial layers doped with Mg from 2.5 x 1018 to 
5.0 x 1019 cm-3. Strong shallow donor-shallow acceptor 
recombination at 3.27 eV and several LO phonon rep- 
licas are found from the lowest-doped sample while 
broad emission bands at 2.8 and 3.2 eV are observed 
from the more heavily doped films. ODMR reveals evid- 
ence for effective-mass shallow donors whose resonance 
parameters in the higher-doped films are modified due to 

2 The donor/acceptor exchange interaction invoked to explain 
the shift of the donor ^-values for samples No. 2 and 3 can only 
account for 10-20% of the shifts observed for the Mg-related 
acceptor ^-values. 

donor/acceptor exchange. In addition, Mg-related accep- 
tors with unique g-tensors are found, including the first 
magnetic resonance of Mg shallow acceptors in GaN. 
More work is needed to better understand the nature of 
these acceptors. 
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Abstract 

Electrical properties of Mg doped GaN epilayers grown by metalorganic chemical vapor deposition were investigated 
using photocapacitance measurements. Annealing at different temperatures gave gradual activation of Mg-acceptors in 
samples taken from the same as-grown wafer. The samples exhibit a clear persistent photocapacitance at low temper- 
atures. Measurements of the photocapacitance as a function of excitation energy show the presence of energy levels at 1.1 
and 1.9 eV from the valence band. The concentration of both traps increases with the temperature and duration of the 
annealing. We show that the traps are metastable and conclude that they are related to the Mg doping. Our results 
support the hypothesis that the PPC observed in GaN: Mg originates from these metastable deep Mg-related 
centers. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN: Mg; PPC; Deep defects; Photocapacitance 

The success in obtaining hole conductivity in GaN 
through Mg doping has opened the door to III-V ni- 
tride-based optoelectronic devices [1,2]. However, crys- 
tallography defects and impurities can be detrimental to 
the performance of the devices. Understanding and con- 
trol of defects and p-type conduction in these materials 
remain one of the major obstacles to the device efforts. 
Recently, persistent photoconductivity (PPC) has been 
reported in n-type as well as p-type GaN [3-6]. Persist- 
ent photoconductivity is an increase of the conductivity 
in the material upon illumination, which persists for long 
time after the photoexcitation is terminated. PPC has 
been observed in other materials, the best known 
example being the GaAlAs system, where the effect is 
caused by the metastable DX centers [7,8]. However, the 
reasons for the PPC in GaN are not well understood. It 
has been suggested that it may involve a relaxation of Mg 
acceptors [4,9], or native defects in GaN [5]. In this 
paper we report results from photocapacitance measure- 
ments performed on Mg doped GaN: Mg. We show that 

»Corresponding author. Fax: + 354-552-8911. 
E-mail address: seghier@raunvis.hi.is (D. Seghier) 

there is a persistent photocapacitance at low temper- 
atures. Measurements of the photocapacitance versus the 
photon energy show the presence of two energy levels at 
1.1 and 1.9 eV from the valence band which we attribute 
to the Mg doping. We show that the PPC in our samples 
is associated with the metastability of the corresponding 
defects. 

The GaN: Mg epilayers were grown by the EMCORE 
corporation using metalorganic chemical vapor depos- 
ition (MOCVD) on C-plane sapphire substrates. The Mg 
concentration of the films is around 2-5 x 1019 cm-3. We 
annealed two as-grown samples under flowing N2. Sam- 
ple 1 was annealed at 500°C for 1 min which resulted in a 
net acceptor concentration of iVa — NA = 3 x 1016 cm-3, 
while sample 2 was annealed at 800°C for 20 min which 
gave iVa — Nä = lxl017cm~3. The measurements 
were conducted on Schottky devices made by evapor- 
ating Au on 2 um thick layers of the annealed GaN: Mg 
epilayers. Ohmic contacts were made by melting In 
on the front face of the GaN layer. A 100 W Xe 
lamp was used as the photoexcitation light source. 
Samples were illuminated on the gold contact. In order 
to ensure the same initial conditions of each set of 
data obtained under different conditions, the system 
was always allowed to warm up to 350 K after each 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00407-X 
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measurement, then cooled down in darkness. Different 
filters were used for selective spectral illumination of the 
samples with photon energies below the band gap of 
GaN. The same light flux was used for different excita- 
tion wavelengths. 

Fig. 1 shows capacitance transients from a Schottky 
diode on sample 1. The diode was cooled down under 
zero bias and then measured at 80 K after illumination 
with different wavelengths. As can be seen from curve a in 
Fig. 1, there is an insignificant change in the photo- 
capacitance for photon energies below about 0.9 eV. For 
photon energy around 1.5 eV, as shown in curve b in 
Fig. 1, the capacitance increases during illumination, and 
reaches a saturation value within the illumination time. 
When the light is turned off the capacitance decreases 
a little for a few seconds but thereafter it follows a very 
slow transient. The transient is slow enough that the 
capacitance virtually reaches a steady value which is 
higher than the dark value. If the sample is maintained at 
low temperature, the capacitance remains at this new 
value for a very long time. Similar results were obtained 
for sample 2. We conclude that there is a persistent 
photocapacitance in our samples. Curve c in Fig. 1 shows 
the behavior of the capacitance when the sample is il- 
luminated with light of photon energy 2.5 eV. The 
capacitance increases more during illumination than in 
curve b. When the light is removed the capacitance again 
reaches a steady state at a higher value than in curve b. 
Thus, the 2.5 eV light induces additional persistent 
photocapacitance as compared with the 1.5 eV light. The 
same measurements were also performed at higher tem- 
peratures. We found that the decay rate of the capa- 
citance transients increases with temperature. 

Fig. 2 shows the dependence of the steady state photo- 
capacitance ACph on photon energy measured at 80 K in 
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Fig. 1. Photocapacitance transients at 80 K. ACph is the excess 
capacitance induced by illumination at (a) 0.9 eV (b) 1.5 eV and 
(c) 2.5 eV. 

Fig. 2. The dependence of the photocapacitance on the photon 
energy of the illumination light for (a) sample 1 and (b) sample 2. 

samples 1 and 2. ACph is defined as the excess capacitance 
induced by the illumination. The samples were cooled 
down in the dark prior to illumination. After the thermal 
equilibrium was reached, a slow scan of the photon 
energy (about 1 h) was performed, with the diode kept at 
zero bias. There is a step in the capacitance at around 
1.1 eV, and a second one more pronounced at around 
1.9 eV. After termination of the illumination in Fig. 2, the 
capacitance variation with time is similar to the one 
described in curve c of Fig. 1, a weak relatively fast initial 
decrease followed by a much longer transient. 

We interpret the increase of the capacitance upon 
illumination shown in Fig. 1 as the presence of deep 
energy levels in the band gap. In p-type samples the 
depletion region capacitance originates from the net elec- 
trical charge iVa — JVd which is negative in the absence of 
free holes. Illumination affects the net charge by changing 
the population of optically active deep levels in the band 
gap. If the net negative charge density increases there is 
a corresponding increase of the capacitance. Each level 
introduces a step in the photocapacitance excitation 
spectrum near its optical threshold energy. Two such 
steps are evident in Fig. 2. Therefore, we attribute the 
steps in Fig. 2 to deep centers, Tl at Ev + 1.1 eV and T2 
at Ev + 1.9 eV. This is in a general agreement with the 
literature [10] since several energy levels in this energy 
range have been observed in GaN. The height of each 
step of ACph in the spectrum of Fig. 2 is proportional to 
the concentration of the corresponding center. Since the 
capacitance increase due to T2 is larger than that of Tl, 
the concentration of T2 is higher that that of Tl. By 
comparing curves a and b in Fig. 2, measured in samples 
1 and 2, respectively, it is clear that the concentrations of 
both traps are higher in sample 2. 

As evident from Fig. 1, the photocapacitance induced 
by the ionization of the deep states does not return to its 
initial dark value when the light is turned off. Such 
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a remnant capacitance is typical of deep centers with 
a capture barrier such as the DX centers in III-V ternary 
materials [8]. Comparison of Fig. 2 and curve a in Fig. 
1 suggests that the increase in photocapacitance upon 
illumination with light of photon energy 1.5 eV is mainly 
due to ionization of Tl. Since the photocapacitance is 
persistent we conclude that Tl is a metastable state. After 
photoionization the free holes have to surmount an en- 
ergy barrier in order to be captured by the metastable 
centers. At low temperatures the free carries do not have 
enough energy to overcome this barrier, which explains 
the persistent increase in the conductivity and the 
capacitance. The photocapacitance observed under illu- 
mination with light of photon energy 2.5 eV can be at- 
tributed to the ionization of both Tl and T2. Also, from 
the fact that this photocapacitance is persistent, as can be 
seen in curve c of Fig. 1, we deduce that T2 is similarly 
metastable. The centers are presumably acceptors which 
become negatively charged upon photoexcitation. Per- 
sistent photoconductivity has already been reported in 
MBE- and MOCVD-grown GaN [3-6]. However, its 
origin is still unclear. Chen et al. [5] assigned the PPC 
observed in n-type MOCVD grown samples to intrinsic 
defects in the material rather than extrinsic dopants. Qiu 
and Pankove [3], on the other hand, attributed the PPC 
in n-type GaN to the Ga vacancy, whereas in p-type 
GaN: Mg they detected metastable defects with levels 
1.1, 1.4, and 2.04 eV above the valence band edge. It 
seems likely that the Tl and T2 centers are identical to 
these centers, although we do not see a separate step at 
1.4 eV in Fig. 2. In photoemission spectroscopy several 
defects in MOCVD-grown GaN : Mg with levels close to 
the Tl and T2 centers have been observed [10]. Johnson 
et al. [4] also observed PPC in MOCVD-grown 
GaN: Mg and suggested that it may be due to isolated 
Mg acceptors or H-Mg complexes. In both our samples, 
we have the same concentration of Mg. The two samples 
were annealed under different conditions which resulted 
in different concentrations of activated acceptors. In 
a separate paper [11], we reported the effect of annealing 
on the acceptor activation and discussed the nature of the 
compensation in the as-grown GaN : Mg samples. We 
concluded that there were a higher concentration of 
electrically active Mg acceptors in sample 2 than in 
sample 1. Fig. 2 shows that centers Tl and T2 are present 
in higher concentrations in sample 2 than in sample 1. 
Hence, it seems that they are activated by the annealing 
in the same way as the Mg-acceptors. We therefore 
suggest that the centers Tl and T2 are related to Mg, 

presumably in a different lattice site than the shallow 
acceptor. It appears that our results support the hypothe- 
sis that the PPC in GaN: Mg is related to complex 
defects involving Mg, and consequently contradict the 
possibility of the PPC originating from a Mg-H com- 
plex. In this case, one should observe a decrease in the 
density of Tl and T2 with annealing, during which the 
Mg-H complexes are likely to dissociate. 

In conclusion we annealed Mg doped MOCVD-grown 
GaN epilayers under different conditions obtaining 
a gradual increase of the acceptor concentration in the 
samples. A clear persistent photocapacitance was ob- 
served at low temperature. The dependence of the photo- 
capacitance on light energy shows the presence of energy 
levels at 1.1 and 1.9 eV above the valence band. Their 
concentrations increase with temperature and the dura- 
tion of the annealing which indicates that they originate 
from the Mg doping. We show that these centers are 
metastable and responsible for the PPC effect. Our re- 
sults support the hypothesis that the PPC observed in 
GaN: Mg originates from metastable deep centers re- 
lated to Mg. 
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Abstract 

Homoepitaxial GaN layers grown by MOVPE on a pre-treated GaN single crystal are almost strain-free, have very 
low defect densities and low impurity levels. These layers show strong, extraordinarily sharp photoluminescence spectra. 
Especially, the donor-(D°, X) and acceptor-(A°, X) bound excitons at « 3.471 eV and 3.465 eV, respectively, exhibit line 
widths of « 100 ueV, and ample fine structures can be resolved. For the (D°, X), complicated spectra are observed in the 
spectral region of two-electron-transitions and in the excited bound exciton state. For both (D°, X) and (A0, X), the 
respective bound exciton states belonging to all three valence bands are found. By variation of the sample temperature 
and excitation density, we separate the spectral features contributed by different impurities and reassign several lines in 
the band gap region. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; Photoluminescence; Bound excitons; Excited states 

1. Introduction 

Nominally undoped state-of-the-art gallium nitride 
typically contains an uncontrolled amount of donors in 
the mid-1016 cm"3-range, which is ascribed to extrinsic 
trace impurities like silicon or oxygen, or to intrinsic 
defects like gallium vacancies (see, e.g., Refs. [1] or [2]). 
These show up in low-temperature luminescence spectra 
as donor-bound excitons (D°, X) « 6 meV below the free 
exciton emission XA, both linked to the topmost 'A' 
valence band (VB). Simultaneously, compensating accep- 
tors of unidentified microscopic origin are present as 
well. The latter lead to the emission of acceptor-bound 
excitons (A0, X) « 12 meV below XA [3] or, in the case of 
incorporation of magnesium, to an (A0, X) with 
x 19 meV localization energy. Typically, the partial 

»Corresponding author.  Tel.:   ++49-731-502-6131; fax: 
+ + 49-731-502-6108. 

E-mail address: klaus.thonke@physik.uni-ulm.de (K. Thonke) 

compensation manifests itself also in the emission of 
broad donor-acceptor pair recombination bands (D°, 
A0) in the range between 2.5 and 3.3 eV. With the avail- 
ability of purer epitaxial layers, especially those grown on 
bulk crystals, sharper shallow dopant-related bound-ex- 
citon PL features with ample fine structure were ob- 
served [4,5]. We report here on extremely sharp (D°, X) 
and (A0, X) PL spectra measured on such a pure layer, 
and try to identify the numerous new spectral features. 

2. Experiment and results 

For this study a bulk single crystal prepared by the 
high-pressure high-temperature method was pre-treated 
by chemically assisted ion-beam etching (CAIBE) and 
overgrown by metal-organic vapor-phase epitaxy 
(MOVPE) with a 1.5 um thick layer with no intentional 
doping (for details see Ref. [6]). We performed high- 
resolution photoluminescence (PL) measurements on 
this layer of the sample over a wide temperature range 

0921-4526/99/S-see front matter C 
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Fig. 1. Low-temperature, high-resolution PL spectrum of the 
band-edge region of a homoepitaxial, undoped GaN layer. 

from 2 to 300 K. The sample was kept in a He gas- or 
fluid-cooled cryostat, and excited by a cw He-Cd laser 
(typically 10 mW on a sample spot of « 1 mm2). The 
emitted light was dispersed by a 2400 rules/mm grating 
mounted in a 1 m focal length monochromator, and 
detected either by a UV-optimized CCD camera using 
typically a resolution of « 200 ueV, or with a photomul- 
tiplier in cases where a higher resolution of « 30 ueV 
was needed. A low-pressure Hg-Cd lamp served as 
wavelength calibration standard. 

The PL spectra recorded at low temperature (see Fig. 
1) are dominated by extremely sharp bound exciton emis- 
sion lines at « 3.465 eV (A°,X) and at « 3.471 eV 
(D°, X) ('X' for brevity stands here for the ground state of 
an exciton with a hole from the A VB involved; full 
notation: 'XA

= 1'). Approximately 6 meV higher in energy, 
but one order of magnitude lower in its peak intensity, we 
detect the free exciton-polariton (EP) XA

=1 emission 
followed by the next valence band B related XJT1 peak. 
Between 3.49 and 3.5 eV follows a complicated group of 
at least four lines. In order to distinguish between EP 
related features and those due to bound excitons, high- 
resolution reflectance spectra were taken on the same 
sample spots [7]. In reflectance, only free exciton-polar- 
iton resonances can show up, since only these have 
enough density of states to contribute to the total permit- 
tivity. We observe there no counterparts to the two lower 
peaks of this group at 3.492 and 3.494 eV. In temperature 
dependent PL measurements, both vanish already 
around 30 K in parallel to the dominant (D°, XA

=1) 
ground state. The decrease of these two lower lines rela- 
tive to the broader peak at 3.4965 eV assigned to the 
XB

=
 
l EP corresponds to a thermal dissociation energy of 

« 6 meV, similar to the energy spacing of these sub- 
groups. Hence, we definitely can assign the lower two 
peaks to excited states of a donor bound exciton (D°, 
XA

=1). Eventually, the lowest peak could also contain 

a contribution of the ground state of the donor-bound 
exciton (D°, Xc= x) linked to the lowest C valence band. 

Obviously, the thermalization of all bound and free 
exciton emission states is hampered at low temperatures, 
since otherwise all excited states should emit some ten 
decades less efficiently than actually observed. This is 
a common feature for EPs being blocked at 'bottleneck 
states' of the exciton-polariton dispersion as observed 
earlier for CdS [8]: Below « 30 K the relaxation rates 
are extremely small and mainly governed by scattering 
processes at impurities. Since in the present sample the 
damping is very low as obvious from the shape of the 
reflectance peaks [7] and from the narrow line widths of 
the bound excitons in PL, these scattering mechanisms 
are expected to be rather inefficient. 

A more detailed view onto the region of the dominant 
bound exciton emission is depicted in Fig. 2. The ampli- 
tude of the two dominant lines depends to a certain 
degree on the sample spot: In the center part the (D°, X) 
line is by a factor of 2 higher, but towards the edges the 
(A0, X) line approaches a comparable strength. This fact 
proves the independence of the underlying emission pro- 
cesses. 

The narrowest emission signal is the line at 3.4655 eV 
marked as (A0, X), which is essentially Lorentzian in 
shape with a slight asymmetry towards the high-energy 
side. If one tries to fit this line with symmetric Lorentzian 
lines, at least three sub-components are needed. The less 
intense adjacent line 0.76 meV lower in energy is by 
a factor of 16.3 smaller, but shows after expansion with 
this factor exactly the same shape within uncertainty. We 
assume internal couplings within the (A0, X) complex, 
most presumably the hole-hole interaction, to be respon- 
sible for this substructure. The Lorentzian shape demon- 
strates that inhomogeneous strain broadening which 
would result in a Gaussian line shape plays only a minor 
role in this sample. From the full-width at half-maximum 
(FWHM) an effective (i.e. dominated mainly by Auger 
recombination) lifetime of 7 ps can be estimated. In 
time-resolved experiments typically 100-1000 ps are 
found [9] which are mainly governed by the slow feeding 
process from EP states. As typical for (A0, X) emissions, 
we find for this line an AJLO) phonon replica 91.8 meV 
towards lower energies. Although the (D°, X) is by a fac- 
tor of 2 stronger, the respective A^LO) replica is only 
« Ä of that of (A0, X). 

More complexities are contained in the (D°, X) region, 
where on both sides of the main line two weaker compo- 
nents are resolved, respectively. For an exact decomposi- 
tion even a sixth broader line at 3.4723 eV is necessary. 
(This shoulder can be seen also in Fig. 1.) The central 
intense line is of Lorentzian type, symmetric and very 
narrow. The same holds for the two peaks at 3.47054 and 
3.47200 eV (see Table 1), whereas the other two lines are 
somewhat broader. Again, the assignment remains large- 
ly unclear for the moment. We can rule out an isotope 
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Wavelength (nm) 
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Fig. 2. PL spectra of the (A0, X) (left) and (D°, X) (right) region at 2 K. Spacings of lines are given in meV. The lower set of traces on the 
right side shows a decomposition into six lines of Lorentzian type (see Table 1). (Ordinate scale compressed by a relative factor of 2 for 
the right part.) 

Table 1 
Parameters for the (A0, X^1) (upper two lines) and (D°, Xr1) 
(lower 6 lines) sub-components found by a line shape fit with 
Lorentzian lines as shown in Fig. 2. The main (A0, X^=') line was 
fitted with one Lorentzian with two different full-widths at 
half-maximum (FWHM) for the right and left half 

Energy (eV)      Relative line     Amplitude 
energy (meV)    (arb. units) 

FWHM (meV) 

3.46472 -0.76 0.026 0.037 + 0.059 
3.46548 = 0 0.426 0.035 + 0.058 

3.4700, -0.81 0.035 0.170 
3.47054 -0.34 0.102 0.088 
3.47088 = 0 0.906 0.106 
3.4714i + 0.52 0.050 0.175 
3.47200 + 1.12 0.016 0.106 
3.4723 + 1.5 0.022 1.06 

effect of a single silicon atom to account for the central 
plus the next two higher energy peaks, since the relative 
areas do not match the natural abundances of silicon 
isotopes. By variation of the excitation power over four 
decades, we find the two weak lines immediately adjacent 
to (D°, X) to scale with (A0, X), and at the same time the 
two subcomponents of (A0, X) retain their relative 
strength. Based on energy arguments, we tentatively as- 
cribe the line at 3.47054 to an acceptor bound exciton 
with one hole from the B VB: (A0, X%= 1). Both the (D°, X) 
and (A0, X) region are superimposed on broader, weak 
bands which we believe to be emitted from the underly- 
ing, less pure substrate (see Fig. 1). The substrate could 
still be excited via diffusion of long-lived EPs generated 
close to the surface region. 
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Fig. 3. PL spectrum of the two-electron-transition of the do- 
nor-bound exciton. The assignment of lines to different excited 
states of the donor electron after exciton annihilation are 
marked by lines. 

For the (D°, X) line, we find a 'two-electron'-replica, 
which is reduced in amplitude by a factor of « 100, but is 
still sharp (Fig. 3). In this recombination process the 
donor electron in the final state is excited from the donor 
Is ground state to the first excited 2s state. The (Is <-»• 2s) 
excitation energy is the spacing of this replica from 
(D°, X): 21.6 meV. If central cell corrections are neglect- 
ed, the binding energy ED of the donor involved can be 
calculated within the frame of the effective mass theory as 
I x 21.6 meV = 28.8 meV. This binding energy is com- 
monly attributed to silicon impurities. From the fact, that 
the next two-electron with excitation into higher donor 
states (3s, 4s) are indeed found as weaker signatures 



K. Kornitzer et al. /Physica B 273-274 (1999) 66-69 69 

within an error of less than + 0.5 meV, we expect central 
cell corrections to be small for this donor. 

For donor-bound excitons with a hole from the B VB 
involved, a corresponding pair of lines exist: the 
(D°,Xr1) main transition at 3.4743 eV and 21.3 meV 
lower in energy (at 3.4529 eV) the (D°,Xr1)2e- two- 
electron replica, both scaled with the same factor relative 
totheP^Xr^case. 

There is an ongoing dispute in literature about the 
assignment of the 3.4655 eV line: Arguments were ad- 
vanced, that this is not an (A0, X), but instead an exciton 
bound to an ionized donor (D+, X) instead [10]. Since we 
see this emission in nominally undoped (i.e. weakly n- 
type) GaN, and since the LO-phonon coupling is by at 
least a factor of 10 stronger than in the case of the (D°, X), 
we consider this assignment as very unlikely. Recent 
Zeeman measurements confirm the (A0, X) character 

[3]. 
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Abstract 

We have used low-energy electron-excited nanoscale-luminescence (LEEN) spectroscopy combined with ultrahigh 
vacuum (UHV) surface science techniques to probe deep level defect states at GaN free surfaces, metal-GaN contacts and 
GaN/InGaN quantum well interfaces. Employing energies as low as 100 eV and ranging up to 5 keV, we have been able 
to establish the local nature of these states and their spatial variation normal to the interface plane on an incremental 
10-20 nm scale. Coupled with surface science techniques, these measurements show that a variety of discrete deep levels 
form deep within the GaN band gap due to (a) native defects, (b) metal-induced bonding, (c) reaction products, and 
(d), in the case of GaN/InGaN heterostructures, local interface phase changes. These results suggest that deep levels are 
a common feature at GaN interfaces and hence can play an integral role in charge transfer and the formation of local 
dipoles at GaN heterostructures. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium nitride; Surfaces and interfaces; New experimental techniques 

1. Introduction 

Deep electronic states are of central importance in 
determining the bulk emissive and transport properties 
of GaN. Theoretical calculations and experimental 
measurements show that the bulk defect and impurity 
states have energy levels ranging across the band gap 
[1-4]. While considerable attention has focused on the 
trapping and recombination properties of such bulk deep 
levels, relatively little is known about the electronic states 
at GaN surfaces and interfaces. The presence of localized 
states at such boundaries can affect Schottky barrier 
formation and heterojunction band offsets. The 
nanometer-scale film thicknesses now being used in nu- 

* Corresponding author. Fax: (614) 688-4688. 
E-mail address: Brillson.l@osu.edu (L.J. Brillson) 

merous GaN heterostructures further amplifies the rela- 
tive importance of such interface electronic features. 

In this paper, we present evidence for a variety of 
discrete electronic states associated with GaN surfaces 
and interfaces. Such states are possible to identify and 
distinguish from bulk features with low-energy electron- 
excited nanoscale-luminescence (LEEN) spectroscopy. 
We have used the luminescence associated with optical 
transitions into or out of gap states in order to character- 
ize electronic features near interfaces. This requires 
the ability to: (a) excite free electron-hole pairs, (b) pro- 
duce such excitation near "buried" interfaces, and (c) vary 
this excitation in depth on a nanometer scale. These 
criteria are met by LEEN spectroscopy, which has 
already been applied to a wide variety of semiconduc- 
tor-semiconductor and semiconductor-metal interfaces 
[5,6]. 

Considerable research has shown the strong depend- 
ence of bulk deep levels in GaN on the specifics of growth 
and subsequent processing [7,8]. Additional electronic 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00409-3 
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states may reside near surfaces and interfaces due to 
chemical and morphological changes in the crystal. All 
these extrinsic features can degrade the near band edge 
(NBE) optical emission as well as transport properties. In 
this paper, we present evidence for discrete gap states at 
GaN surfaces, metal-GaN interfaces, and III-V nitride 
heterojunctions. Furthermore, the use of surface science 
techniques permits the chemical origin of extrinsic, near- 
surface states to be investigated. 

2. Experiment 

The LEEN experiment consists of a low-energy 
(0.1-5keV) electron beam impinging on a controlled 
surface in ultrahigh vacuum (UHV). The minority car- 
riers generated recombine either across the band gap 
(near band edge (NBE) radiation), through deep levels in 
the band gap, or via (nonradiative) phonon generation. 
The depth of excitation can be varied as a function of 
incident electron beam energy from a few nm to a few 
hundred nm over this energy range [9]. The incident 
electron beam produces a cascade of secondary electrons 
and, subsequently free electron-hole pairs. One can cal- 
culate the maximum range of penetration RB for the 
Everhart-Hoff relation [10] extending to low energies. 
The maximum electron-hole pair production of the elec- 
tron cascade occurs for values approximately one-third 
of these values. Thus, for example, a 1 keV electron beam 
produces a cascade of secondaries and generates elec- 
tron-hole pairs that extend 20 nm below the surface, 
peaking at ~ 6-7 nm. Photon emission is collected via 
IR-UV transmitting optics to photodetectors. This ex- 
perimental setup is described in previous publications 
[5,6]. 

3. Results and discussion 

Fig. 1 shows LEEN spectra for GaN grown by molecu- 
lar beam epitaxy (MBE) under different N deposition 
conditions. A biased electrode provided a means to de- 
flect ionized N atoms from the plasma source away from 
the growth surface. Fig. 1 shows dramatically different 
spectral features for GaN grown with different deflection 
voltages applied to the electrode. The "yellow" lumines- 
cence (YL) that dominates the MBE GaN grown without 
removing N ions decreases with increasing deflection 
voltage. Likewise, a shallow defect transition at 3.37 eV 
decreases as well. A deflection voltage of 700 V can 
achieve almost two orders of magnitude decrease in these 
peaks. Furthermore, the electron mobility more than 
doubles from a value of 300-640 cm2/V s from zero to the 
highest deflection voltage. These results indicate that the 
presence of N ions gives rise to yellow luminescence, 
which in turn corresponds to increased electron trapping 

Wavelength (nm) 
900 800 700  600    500       400 

H = 300 ■•— Iondef.=0V 

H = 500 -— Ion def. = 500 V 
H = 640 -— ion def. = 700 V 

2.0 2.5 3.0 

Photon Energy (eV) 

Fig. 1. LEEN spectra with 3.0 keV excitation energy of MBE- 
grown GaN versus ion deflection voltage. Increasing ion deflec- 
tion voltage suppresses the midgap and 3.37 eV luminescence. 

and reduced mobility. It should also be noted that this 
yellow luminescence is in fact comprised of at least three 
overlapping emission peaks centered at 1.75-1.8, 2.15, 
and 2.4 eV, rather than one broad peak distribution. 
Similar multiple peak structure in the YL energy range is 
evident in GaN grown by organometallic chemical vapor 
deposition (OMCVD) [4]. Finally, it should be noted 
that the emission spectra in Fig. 1 correspond to a total 
range of excitation RB of 90 nm - well below the free 
surface. Depth-dependent spectra (not shown) reveal that 
the yellow luminescence is relatively constant versus 
depth for the GaN grown without deflection. On the 
contrary, the GaN grown with N ions deflected 
shows YL increases by over an order of magnitude for 
near-surface excitation (< 1 keV corresponding to 
RB < 20 nm). This increased emission suggests either 
defects formed preferentially near the free GaN surface or 
the influence of residual N ions associated with the termi- 
nation of growth. 

Fig. 2 illustrates a Ga-related defect at the surface of 
a GaN specimen grown by metallorganic MBE 
(MOMBE). The as-grown specimen shows YL with 
intensity completely dominating the NBE peak for all 
penetration depths. After annealing at T > 1250°C, dra- 
matic new features appear, including a sharp (< 0.025 eV 
FWHM) peak at 1.81 eV and a broad (0.33 eV FWHM) 
peak centered at 1.66 eV. Similar emissions have been 
reported previously as "red luminescence" that appeared 
when excited via a broad C-excitation band [10]. Auger 
electron spectroscopy (AES) measurements of surface 
composition establish a > 10% decrease in the Ga/N 
ratio and a residual C and O concentration of 6% C and 
< 10% O. Depth-dependent spectra reveal that the 
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Fig. 2. LEEN spectra as a function of excitation energy and 
depth showing the near-surface features between 1.5 and 2.0 eV 
induced by 1250°C annealing. 
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Fig. 3. LEEN spectra as a function of excitation energy and 
depth for a bare and a Mg-covered GaN single crystal showing 
the new emissions induced by the metal overlayer plus high- 
temperature anneal. 

1.81 eV peak intensity decreases with deeper excitation. 
The sharpness of this feature, its near-surface location, 
and the decrease in relative Ga concentration together 
suggest emission either from a Ga-related nanostructure, 
e.g., Ga droplets, or a surface segregated impurity, e.g., Al 
or Cr. The broader feature corresponding to the Ga- 
deficient surface is at least 120 nm thick. The "bulk" 
nature of this emission suggests the formation of a defect 
complex associated with a Ga deficiency. Interestingly, 
this layer forms under high-temperature conditions usu- 
ally associated with preferential N desorption. The YL 
emission does not appear to increase under these condi- 
tions. Subsequent UHV deposition of a 1 nm Ga over- 
layer on this heat-treated surface reduces (but does not 
eliminate) the 1.66 eV peak and, to a lesser extent, the YL 
shoulder within the top 6-20 nm, further confirming the 
Ga-deficient nature of the lower energy feature. The 
contrast in behavior between these red luminescence 
features versus the YL indicates that different defects can 
become dominant recombination sites with different sur- 
face treatments near the free GaN surface. 

Defect formation also occurs at metal-GaN interfaces. 
Fig. 3 illustrates LEEN spectra taken at different depths 
below a bare, MBE-grown GaN surface versus that of 
a similar crystal coated with 30 monolayers (4.8 nm) of 
Mg [6]. This metal-GaN interface was formed by evap- 
oration in UHV on a LEED-ordered, MBE-grown sur- 
face, then annealed at 1000°C [11]. Fig. 3 shows broad, 
nearly featureless emission extending from ~ 3 to below 
1.4 eV and relatively uniform at all depths. In contrast 

the Mg-covered GaN shows a maximum in sub-gap 
emission at excitation depths of 3-6 nm. Despite the low 
signal intensities, this emission indicates peak features at 
1.4, 1.6, and 2.15 eV. Soft X-ray photoemission spectro- 
scopy (SXPS) measurement of the Fermi level movement 
for this same sample show that it stabilizes at 2.2 eV 
above the valence band (1.2 eV below the valence band) 
[12]. Interestingly, other metals on UHV-prepared n- 
type GaN surfaces are known to stabilize the Fermi level 
within a range of 2.0-2.6 eV [13]. This suggests that 
metal-induced states at the Mg-GaN interface play an 
active role in the Schottky barrier formation. However, 
the role of defects may not extend to all metal contacts 
with GaN. For example, Al-GaN interfaces annealed at 
1000°C in UHV result in a reacted interface layer rather 
than new defect formation [6]. 

New localized states are also present at GaN hetero- 
junctions. We obtained LEEN depth-dependent spectra 
from an InGaN quantum well "buried" 30 nm below the 
free GaN surface. These quantum well structures consis- 
ted of an InxGa!-xN layer (x = 0.14 or 0.28) with an 
average thickness of 2 nm. This layer was confined be- 
tween a 2 urn thick Si-doped (n = 3 x 1018 cm"3) GaN 
layer grown at 1050°C over a (0 0 0 1) sapphire substrate 
and a 30 nm GaN capping layer not intentionally doped 
and grown at roughly 800°C, the same growth temper- 
ature as the In^Ga^N layer [14]. The bowing para- 
meter calculations of In concentration due to McCluskey 
et al. [15] yield x values approximately one half of those 
extracted from a linear extrapolation between the GaN 
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Photon Energy (eV) 

Fig. 4. LEEN spectra versus incident beam energy and depth 
for a relatively In-rich InGaN quantum well confined buried 30 
nm below the GaN surface. At energies corresponding to depths 
just beyond the quantum well, new emission appears at 3.25 eV, 
corresponding to a localized electronic state at the deeper of the 
InGaN-GaN interfaces. 

and InN band gaps (Vegard's Law) [14]. Fig. 4 illustrates 
for beam energies below 1 keV, showing quantum well 
emission at 2.4 eV that increases relative to the GaN 
NBE peak. This relative increase corresponds to an in- 
creasing penetration of the electron beam and an increase 
in minority carriers reaching the quantum well region. 
The quantum well versus NBE ratio reaches a maximum 
at 1 keV and corresponds to excitation of free elec- 
tron-hole pairs peaking at depths of ~ 6-7 nm and 
ranging down to ~ 20 nm, followed by hole diffusion to 
the quantum well with a diffusion length LD < 25-28 nm. 
The latter was extracted from a fit to the onset of quan- 
tum well emission in a x = 0.14 InxGai_xN layer that 
exhibited a similar ratio maximum at 750 eV [16]. 

In addition to the quantum well and NBE emissions, 
a new emission feature appears at 3.25 eV at excitation 
voltages above 1.25 eV. The intensity of this feature rises 
rapidly with increasing voltage, reaching a maximum 
relative to both the quantum well and NBE emissions at 
2.0 keV. With further voltage increases, LEEN spectra 
show a decrease and disappearance of this 3.25 eV fea- 
ture. The appearance of this feature at energies corre- 
sponding to the quantum well indicates that its location 
lies close to that of the quantum well. On the other hand, 
the 3.25 and 2.7 eV features have different depth depend- 
ences, indicating that the former is not a quantum well 
emission per se, but rather emission from a region localiz- 

ed near the quantum well. That it reaches a maximum 
relative intensity at voltages above the voltage at which 
the quantum well is maximum suggests that this localiza- 
tion is at or near the deeper quantum well interface. The 
line shape of the 3.25 eV peak is relatively unchanged 
with increasing energy. Researchers have found a nearly 
identical peak feature at 3.26 eV due to the NBE of cubic 
GaN [5]. Even the lower energy side bands in the LEEN 
spectra agree with the phonon replicas identified with the 
cubic phase emission. The formation of cubic GaN in 
a thin, interfacial region at the deeper quantum well 
interface is not unexpected, given the low temperature 
used to begin the InGaN growth and the relatively high 
In concentration, both of which could induce stacking 
faults, known to promote nucleation of cubic phase 
growth [17]. A new quantum well emission is a less likely 
explanation for this localized feature, given the difference 
in depth dependence of the quantum well versus 3.25 eV 
emission intensities. Phase segregation is also a less 
plausible explanation, given the lack of an even more 
In-rich peak emission at lower energies lower than 2.4 eV 
but above the InN band gap (e.g., 1.8 eV) [18]. Finally, 
transmission electron microscopy (TEM) images of the 
higher versus lower In concentration quantum well 
showed more complex lattice structure near the interface. 
Thus, the most likely origin for the "buried" interface 
feature is emission from a nanometer - scale layer of cubic 
GaN near the InGaN/GaN buffer layer interface due to 
the change in growth temperature and composition. 

4. Discussion 

The results presented above demonstrate that several 
types of localized electronic states can occur at GaN 
surfaces and interfaces. The deep level energies of these 
states appear at a wide range of energies across the GaN 
band gap. Incorporation of N ions in an MBE-grown 
film is shown to induce "yellow" luminescence features at 
multiple energies and with intensities that increase to- 
ward the free surface. The dependence of this intensity on 
the extent of ionized N incorporation suggests that point 
defects alone are not sufficient to account for YL emis- 
sion. Other extrinsic parameters such as H incorporation 
may be required to account for the ion-dependent results. 
High-temperature annealing yields Ga-deficient surfaces 
and new features distinct from the YL emission. The 
correspondence of this luminescence with features asso- 
ciated with C doping suggests that changes in the near- 
surface C impurity bonding can alter the electrical activ- 
ity of surface trap states. C redistribution in GaN is not 
expected even for higher temperatures (i.e., 1450°C) [19]. 
The lack of any increase in YL luminescence with a de- 
crease in near-surface Ga suggests that more than Ga 
vacancies [1,2] are needed to account for this common 
defect feature. Mg-GaN Schottky barriers induce a set of 
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"buried" interface features localized at the intimate con- 
tact on a nanoscale with energies at and below that of 
"yellow" luminescence. The correspondence of the defect 
energies with the range of UHV Fermi level stabilization 
energies suggests that defects induced by GaN metalliz- 
ation play a significant role in Schottky barrier forma- 
tion. Finally, we have observed localized states of an 
entirely different nature at heterojunction interfaces be- 
tween GaN and InGaN. LEEN spectroscopy clearly 
highlights the localized nature of these states and pro- 
vides strong evidence for cubic phase formation on 
a nanometer scale. The emission from such a cubic "inter- 
phase" is quite close to the band offset calculated for 
a "quantum-like region of zinc-blende material" sur- 
rounded by wurtzite GaN [20]. The change in electronic 
structure at all these "buried" GaN interfaces and free 
surfaces has until now not been available. Despite the 
highly localized nature of these states, it is possible to 
associate their energies with those of defects reported for 
bulk GaN. The results provided in this paper show that 
a complete understanding of surface recombination, 
charge transport across Schottky barriers, and hetero- 
junction barrier confinement involving GaN surfaces and 
interfaces requires a determination of the extrinsic elec- 
tronic states present at these junctions. 

5. Conclusions 

Low-energy electron-excited nanoscale-luminescence 
spectra demonstrate the ability to detect new electronic 
structure at GaN surfaces and interfaces. These results 
provide evidence for discrete native defect states across 
the band gap. Furthermore, both the free surface and 
heterointerface states display a strong dependence on 
growth techniques and specific chemical interactions. By 
feeding back to the growth process, this characterization 
provides a new approach to monitor and minimize local- 
ized deep levels at Schottky barriers and heterojunctions. 
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Abstract 

The yellow luminescence of n-type GaN has been studied with selective excitation using a combination of Ar+-ion and 
dye lasers. Narrower structures whose peak energies follow the excitation photon energy over the width of the yellow 
luminescence have been observed. Unlike the yellow luminescence excited by the above band gap excitations, these fine 
structures exhibit thermal activated quenching behavior. We propose that these fine structures are due to emission 
occurring at complexes of shallow donors and deep acceptors which can be resonantly excited by photons with energies 
below the band gap. The activation energy deduced from their intensity is that for delocalization of electrons out of the 
complexes. Our results therefore suggest that there is more than one recombination channel (usually assumed to be due 
to distant donor-acceptor pairs) to the yellow luminescence in GaN. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium nitride; Yellow luminescence; Selective excitation; Donor-acceptor pair complexes 

In spite of the many technological advances in gallium 
nitride (GaN), one basic question concerning the origin 
of the ubiquitous yellow luminescence (YL) band remains 
unanswered. Many competing explanations for its origin 
have been proposed, including transitions from shallow- 
donor to deep-acceptor [1-6], shallow-donor to deep- 
donor [7,8], and deep-donor to shallow-acceptor [9], 
Even within these models, there are disagreements as to 
whether the YL originates from distant donor-acceptor 
pairs [10] (DAPs), or from localized DAP complexes 
[11]. 

One difficulty in studying the YL is its very large 
bandwidth (~0.5 eV). The technique of selective excita- 
tion (in which the incident laser is tuned to resonate with 
the emission) has become a well-established method to 

* Corresponding author. 5721 San Diego St. 3, El Cerrito, CA 
94530, USA. Tel.: + 1-510-642-8761; fax: + 1-510-643-8497. 

E-mail address: colton@socrates.berkeley.edu (J.S. Colton) 

resolve fine structures within broad spectra as a result of 
inhomogeneous broadening. It has been applied success- 
fully to materials, including ZnSe [12], CdSe [13], por- 
ous Si [14], Ge microcrystals [15], and most recently 
GalnN [16]. In this paper we use an Ar+-ion laser as well 
as a continuously tunable dye laser to vary the exciting 
energy over the YL photon energies between 2.1 and 
2.7 eV. We have observed several fine structures which 
we have attributed to emission from resonantly excited 
donor-acceptor complexes. This emission also differs 
from the "traditionally" excited YL (with incident photo- 
ns having energy greater than the GaN band gap, 
£; > Es) in its temperature dependence, by exhibiting 
thermal quenching at temperatures above ~ 150 K. Our 
results suggest that there is more than one channel re- 
sponsible for the YL. While the commonly observed YL 
using E; > Eg may involve distant donor-acceptor pair 
recombination, under resonant excitation the YL mainly 
originates from donor-acceptor complexes. 

We have observed the same fine structures in selective- 
ly excited YL of three GaN samples. One is a 2.65 um 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00410-X 
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GaN film grown on sapphire by MOCVD, while two are 
bulk samples grown under high pressure. The film was 
heavily n-doped with Si (n « 5 x 1018 cm"3). Although 
the bulk samples were not intentionally doped, they also 
had high carrier concentrations (n « 5 x 1019 cm"3), 
most likely due to oxygen donors. Other details on their 
preparation and properties can be found elsewhere [17]. 
The photoluminescence (PL) spectra were excited by 
three lasers: a 50 mW HeCd laser at 325 nm (3.814 eV) 
for above band gap excitation, an Ar+-ion laser with 
discrete laser lines between 2.4 and 2.7 eV, and a continu- 
ously tunable Coumarin 540 dye with output between 2.1 
and 2.35 eV. The PL signal was analyzed with a SPEX 
double spectrometer and detected with a cooled GaAs 
photomultiplier tube and photon-counting system. 

Fig. 1 compares the above-band gap-excited PL 
(£; > Eg) with a resonantly excited YL in a bulk sample 
measured at 12 K. The smaller peak involving band gap 
recombination at 3.5 eV in the former spectra is not of 
interest to us. In that spectra, the broad band centered at 
2.3 eV, with a line width of about 500 meV, is an example 
of the usual YL in GaN. When excited resonantly, how- 
ever, at least three narrower peaks, each having line 
widths of ~ 100 meV, become observable. For example, 
Fig. 1 shows excitation by the 2.541 eV Ar+-ion line. By 
deconvoluting the resonantly excited YL spectra into 
a sum of Lorentzians (the solid and broken curves shown 
in the inset of Fig. 2 are, respectively, an experimental 
spectrum along with its fit), we can track their emission 
energies as a function of excitation photon energy E{. We 
find that these peaks appear to "follow" the excitation 
laser energy, in that their emission energies EYL are 
linearly dependent on £j. This is shown in Fig. 2(a) and 
(b). We have labeled these narrower peaks observed un- 
der resonant excitation as A, B', B, B" and C and their 
energy shifts from the incident photon energy (i.e. 
E; - EYL) are equal, respectively, to 40,170,200,240 and 
370 meV (with uncertainties of + 10 meV). The thin film 

Bulk GaN sample 

T = 12K 

- E," 3.815 eV 

E, = 2.541 eV 

Yellow Luminescence Bandgap Recombination 

1.4    1.6    1.8    2.0    2.2    2.4    2.6    2.8    3.0    3.2    3.4    3.6   3.8 
Emission Energy (eV) 

Fig. 1. Comparison of the 12 K yellow luminescence of a bulk 
GaN sample between above-gap excitation (solid curve) and 
selective excitation (broken curve). 

2.2       2.3       2.4       2.5       2.6 
Excitation Energy (eV) 

2.7 

Fig. 2. Summary of the emission peak energies observed in the 
12 K photoluminescence spectra of (a) bulk GaN sample and 
(b) GaN film, when excited by below the band gap photons of 
energies varying between 2.2 and 2.7 eV. Inset: examples of 
typical below band gap PL spectra in both bulk and thin film 
GaN, in this case excited at 2.471 eV. The broken curves repres- 
ent a deconvolution of the experimental (solid curve) spectrum 
into a sum of Lorentzians. The peaks labeled "IF" in the inset of 
(b) are caused by interference fringes and are not plotted in the 
peak energy summary. The energies of peaks A, B, and C, are 40, 
200, and 370 meV below the laser line, respectively. 

sample shows additional peaks due to interference, 
labeled as IF in Fig. 2(b) inset, which are excluded from 
Fig. 2(b). The IF peaks can be easily distinguished from 
the YL peaks by noting that their energies do not change 
with £;. The results from all three samples essentially 
agree within experimental uncertainties. The exceptions 
are that the finer structures B' and B" are not as clearly 
resolved in one bulk sample as in the other. Also, in the 
bulk samples peak A has a slightly larger £; — £YL of 
50 + 10 meV. Otherwise the similarities in these results 
in GaN samples grown by two completely different 
methods is a strong indication that similar defects are 
involved in their resonantly excited emission. Moreover, 
the observations that these narrower peaks are only seen 
when excited in resonance with the YL, and that their 
intensity tends to decrease strongly as the excitation 
energy decreases below ~2.35 eV, suggest that these 
peaks are related to the YL emission. 
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activated temperature dependence, given by 

-0.7        -0.6        -0.5        -0.4        -0.3        -0.2 

Energy Shift (AeV) 

-0.1       o.o 

Fig. 3. Photoluminescence of selectively excited bulk GaN 
sample for various temperatures between 20 K (top spectrum) 
and 250 K (bottom spectrum). Inset: Arrhenius plot of the inten- 
sities of the peaks A, B, and C. By fitting the experimental points 
to Eq. (1) (broken curves), activation energies of 65, 57, and 
73 meV ( + 10 meV) are obtained for peaks A, B, and C, respec- 
tively. 

The selectively excited YL differs markedly from the 
Et > Eg excited YL in its temperature dependence. One 
distinctive feature of the E{ > Eg YL noted in previous 
publications has been its lack of a dependence on temper- 
ature [10,18]. Fig. 3 shows the selectively excited YL 
spectra (£, = 2.471 eV) of a bulk sample measured for 
several temperatures (T) plotted on the same intensity 
scale. A large thermal quenching effect is evident for 
T above ~ 150 K. In addition to thermal quenching, all 
the peaks exhibit significant broadening so that fine 
structures are more difficult to discern at room temper- 
ature. The inset of Fig. 3 show an Arrhenius plot of the 
integrated intensities I of the three peaks A, B and C. The 
experimental points have been fit with the following 
formula: 

/ = Jo 
1 + Be~EA/knT (1) 

with three adjustable parameters: Io,EA, and B. This 
equation has been derived by assuming a simple 2-level 
rate model: 

dN2 

~dT 
G-- 

N, N2 

Trad 
(2) 

where N2 is the population of the upper state (assumed 
to be proportional to the intensity I), G is the excitation 
rate, and rrad and Tnonrad are the radiative and non- 
radiative times for relaxing back into the lower (ground) 
state, respectively. Eq. (1) is obtained as the steady-state 
solution (i.e. <±N2/dT = 0) if we assume that G and 
Trad are not dependent on temperature and Tnonrad has an 

1 
= Ae~E*lk',T. 

tnonrad 
(3) 

Here, £A is the activation energy for an electron in level 
N2 to recombine non-radiatively and A is the non-radi- 
ative recombination rate. Thus, I0 = Gxrrad and 
B = A x Trad (i.e., B = the ratio of non-radiative to radi- 
ative recombination efficiency). By fitting the experi- 
mental points in Fig. 3 with Eq. (1), we obtained for peaks 
A, B, and C the activation energies of 67, 57, and 73 meV 
(with uncertainties of + 10 meV), respectively. 

So far, several groups have presented evidence that the 
YL is due to recombination of shallow donors with deep 
acceptors, most likely isolated Ga vacancies. Based on 
this model we find it difficult to explain at least two 
aspects of our selectively excited YL: (1) given the high 
donor concentrations in our samples (above the Mott 
critical density), there should be large amount of free 
electrons present which could recombine with the photo- 
excited deep acceptors to produce YL as broad as in the 
JEJ > Eg case, and (2) the temperature dependence of the 
selectively excited YL should be no different than that of 
above-gap excitation. In the following sections we shall 
elaborate on these two points further. 

The luminescence spectra of distant donor-acceptor 
pairs or DAPs (i.e., isolated donors and isolated accep- 
tors not forming complexes) is known to be in- 
homogeneously broadened due to the dependence on 
emission energy on pair separation distance [19]. Selec- 
tive excitation of ZnSe [12] and CdSe [13] has shown 
that narrow structures can be observed from DAP by 
removing the inhomogeneous broadening via resonant 
excitation of DAPs separated by a specific distance, de- 
termined by the excitation photon energy. However, in 
degenerate n-type samples, such as the GaN used in our 
study, the donors will form an impurity band and there 
will always be free electrons and neutral donors which 
can recombine with all photoexcited holes on the accep- 
tors. As a result, if the YL is produced only by distant 
DAPs, the emission process would not necessarily in- 
volve the same donors as in the excitation process, and 
there would be no narrowing of the YL under selective 
excitation. In order to explain our results we therefore 
propose an alternate model in which radiative recombi- 
nation of the resonantly excited YL takes place only at 
donor-acceptor complexes. It has already been suggested 
by both theoretical [3,20] and experimental [11,21] 
groups that the YL of GaN originates from complexes, or 
clusters, of shallow donor and deep acceptor pairs. How- 
ever, within this model of donor-acceptor complexes, it is 
still necessary to assume that there is a large in- 
homogeneous broadening, since we are able to selectively 
excite the complexes over a large range of energies. At 
this point it is not clear as to its origin of this large 
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broadening. One can speculate that this may arise from 
variations in the distance or arrangement between the 
donor and acceptor within the complexes, or from vari- 
ations in their surroundings. Further work is necessary to 
determine the microscopic structure of these complexes. 

We find that the fine structures in the selectively excit- 
ed YL actually still have rather large widths of ~ 0.1 eV. 
These large widths presumably result from homogeneous 
broadening. The origin of this broadening at low temper- 
atures is most likely from the strong electron-phonon 
interaction which is often present in strongly localized 
defects. In fact, we attribute the peak A found in the 
resonantly excited YL to a phonon side-band of the 
donor-acceptor complex recombination. The origin of 
narrower peaks in the resonantly excited YL can in 
general be explained by (a) relaxation of photoexcited 
electrons and/or holes within the complex by emission of 
a phonon or (b) the complex being photo excited into 
a higher-energy electronic state, followed by relaxation 
into the ground state before emission. The former process 
most likely accounts for peak A since its energy shift of 
around 40 meV lies within the range of vibrational fre- 
quencies of GaN. On the other hand, the energy shifts of 
over 200 meV for peaks B and C are too high for one 
phonon modes. However, these energies are plausible for 
excited electronic states associated with a deep acceptor. 
We, therefore, tentatively attributed B and C to excited 
electronic states of the donor-acceptor complexes. 

Nevertheless, our results must be reconciled with those 
of YL excited by E{ > Es. Recently, the YL in GaN has 
been found to exhibit a "blue-shift" with excitation inten- 
sity [10]. These and other experiments have suggested 
that YL is due to recombination between spatially separ- 
ated donors and acceptors. It is also necessary to develop 
a model which explains the different temperature de- 
pendence between the selectively excited and above-band 
gap excited YL. To account for all these experimental 
results, we propose that there may be multiple recombi- 
nation channels which can contribute to the YL in GaN. 
In addition to recombination between the donor-accep- 
tor complexes, there must also be recombination involv- 
ing spatially separated or distant donors and acceptors 
pairs. In Table 1 we have listed a few other possible 
channels in addition to the two already mentioned. 
Whether a single channel is dominant will depend on 
many factors, such as: is the YL selectively excited (which 
tends to favor DAP complexes), or excited by above- 
band gap radiation (distant DAP pair recombination 
becomes possible), or excited strongly by high-power 
density light (not only distant DAP recombination will 
be possible but also free-to-bound and inter-complex 
recombination can occur). The possible recombination 
channels depends also on the sample doping and temper- 
ature. A highly doped sample will contain more isolated 
donors and hence tend to favor distant DAP recombina- 
tion. On the other hand, extended defects may attract 

Table 1 
Various possible recombination channels contributing to the 
YL in GaN 

Possible YL recombination channel Name of channel 

1. Donor (complex)-acceptor (same DAP complex 
complex) 

2. Donor (complex)-acceptor (different Inter-complex 
complex) 

3. Donor (isolated)-acceptor (isolated) Distant DAP 
4. Free electron-acceptor (complex or Free-to-bound 

isolated) 
5. Donor (isolated)-acceptor (complex) "Hybrid complex" 
6. Donor (complex)-acceptor (isolated) "Hybrid complex" 

more DAP complexes leading to stronger recombination 
at complexes. In fact, one group has reported a correla- 
tion between the strength of YL and dislocation density 
leading to their conclusion that the YL involves DAP 
complexes. 

The existence of more than one recombination channel 
responsible for the YL is a key to understand why its 
thermal properties depend on the excitation method. For 
example, when a highly n-doped GaN sample is strongly 
excited by photons above the band gap, the large concen- 
tration of free electrons generated tends to favor recom- 
bination via distant DAPs or even free-to-bound 
transitions. This recombination channel is not expected 
to be strongly dependent on temperature. On the other 
hand, during resonant excitation only a small number of 
DAP complexes will be selectively excited. Electrons can 
then be thermally excited out of these complexes. Once 
delocalized, these electrons will have higher probabilities 
of being annihilated non-radiatively. This process can 
lead to strong thermal quenching. Within our model, the 
measured activation energies of around 57-73 meV rep- 
resent, therefore, the depth of traps localizing the electron 
in the DAP complexes. The holes are expected to be 
bound much more strongly to the deep acceptors. 

In conclusion, we have been able to resolve fine struc- 
tures in selectively excited YL of GaN samples. Unlike 
the YL excited by above band gap radiation, the selec- 
tively excited YL exhibits strong thermal quenching. Our 
results suggest that selectively excited YL involves re- 
combination at donor-acceptor pair complexes, while 
the YL excited by above band gap radiation is dominated 
in most cases by recombination of distant donor and 
acceptor pairs. 
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Abstract 

Transient behavior of the 2.3, 2.9 and 3.27 eV photoluminescence (PL) bands in undoped GaN is studied. A non- 
exponential decay of PL intensity is observed for all three bands after pulsed excitation at low temperature. Transition 
rates were measured for the three bands. Quantitative analysis of the PL decay indicates that all three bands are 
associated with donor acceptor pair (DAP) transitions involving a shallow donor and three acceptor states of different 
origins. The transition rate decreases with decreasing band energy or increasing thermal ionization energy of the 
acceptor. © 1999 Elsevier Science B.V. All rights reserved. 
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The nature and identity of point defects in GaN are 
still not well understood. This is especially the case for 
deep defects in undoped material. The yellow lumines- 
cence (YL), a broad band centered at around 2.2-2.3 eV 
has attracted considerable attention since it is universally 
present in the spectrum of undoped samples. Two princi- 
pal recombination mechanisms for the YL band have 
been originally suggested: shallow donor-deep acceptor 
transition [1] and deep donor-shallow acceptor 
transition [2]. Later, various experiments, such as ap- 
plication of hydrostatic pressure [3], comparison studies 
of PL and photocapacitance [4] or surface photovoltage 
[5] confirmed that YL is related to transitions from 
a shallow donor or from the conduction band to a deep 
acceptor. The nature of the deep defect for this band is 
not established, however candidates such as the nitrogen 
antisite [3] gallium vacancy or its complexes with shal- 
low donors [6,7] or carbon [1,8] have been suggested. 
Another defect-related PL band in undoped wurtzite 
GaN is observed with a zero-phonon line at about 
3.27 eV followed by a set of LO phonon replicas. It is 

* Corresponding author. Fax: + 1-804-828-4269. 
E-mail address: mreshchi@saturn.vcu.edu (M.A. Reshchikov) 
1 Permanent address: Ioffe Physical-Technical Inst., St.-Peter- 
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attributed to the inter-impurity transition involving 
a shallow donor and a shallow acceptor (SDA) [9]. 
Attribution of this band to the DAP transition is univer- 
sally accepted. However, PL spectra corresponding to 
transitions from the shallow donor and from the conduc- 
tion band to the same acceptor are very similar due to 
weak localization of electrons, and the predominance of 
one or the other mechanism depends on the sample 
(concentration of impurities) and experimental condi- 
tions (temperature, excitation intensity). In addition to 
these two bands, a blue luminescence (BL), a broad band 
with a maximum at about 2.9 eV is often observed in PL 
and cathodoluminescence (CL) spectra of undoped and 
Si-doped GaN [10-16]. CL images showed that defects 
responsible for the BL dominate in regions with weak 
near band edge luminescence [10-12]. Intensity of the 
BL, as well as YL band, varied in time under irradiation 
by electrons [13] or photons [14]. Transient behavior 
was explained by electromigration of ions [13] and by 
the metastability of the BL related defect [14]. BL in 
undoped GaN was related to VGa [14], to transition 
from ON to multiply hydrogenated VGa [13] and to 
transition between deep donor VNMg and shallow accep- 
tor Mg [15]. The aim of this work is to elucidate the 
mechanism of the electron transition giving rise to the BL 
in undoped GaN and compare to that of the other PL 
bands. Our transient PL results give evidence that in 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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pure undoped GaN at low temperature the defect PL 
bands are related to optical transitions involving a shal- 
low donor and a series of acceptor states. 

For the optical studies, wurtzite GaN layers about 
2 um thick that were grown by metal organic vapor- 
phase epitaxy on c-plane of sapphire were used. Concen- 
tration of free electrons and their mobility, obtained from 
the Hall measurements at room temperature (RT), varied 

the    ranges    of    lO^-lO1 "3     and    270- 
500 cm2V~* s"1, respectively. PL was excited either with 
a continuous-wave He-Cd laser (photon energy 3.81 eV) 
or a pulsed nitrogen laser (4 ns pulses with repetition 
20 Hz and photon energy 3.68 eV) and analyzed with 
a SPEX grating monochromator with Hamamatsu 
photomultiplier tube R928. Neutral density filters were 
used to attenuate the excitation density. The pump den- 
sity was in the range 10" 3-l W/cm2 for continuous wave 
excitation and 102-104 W/cm2 for pulsed excitation. The 
temperature of a sample was varied from 15 to 300 K 
using a closed-cycle cryostat. 

In all the samples studied, the low-temperature 
steady-state PL spectrum near the band edge involved 
a rich exciton structure with the most intense peak at 
about 3.480 eV (3-8 meV wide), which has been at- 
tributed to an exciton bound to a shallow donor. Peak 
intensities of defect PL bands varied from sample to 
sample. For detailed study we measured samples simulta- 
neously exhibiting three defect PL bands: YL, BL and 
SDA (Fig. 1). With increasing temperature, the integrated 
intensity of all defect bands increased up to 1.5 times in 
the range 15-100 K for a low excitation rate. We at- 
tribute this increase to the capture of holes released from 
the exciton dissociation by the acceptors responsible for 
the PL bands. The SDA PL band is quenched in the 
temperature range 120-180 K with a thermal activation 
energy of 0.17-0.19 eV. Quenching of the BL band begins 
at 200 K with a thermal activation energy of about 
0.38 eV [16]. We attribute the quenching to the thermal- 
ization of holes from the acceptors to the valence band. 

Transient PL measurements at 15 K showed that the 
luminescence decay is  nonexponential for all  defect 
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Fig. 2. Intensity decay of the YL (2.2 eV), BL (2.9 eV) and SDA 
(3.27 eV) bands at 15 K for the sample # RK82. The curves are 
calculated using Eq. (2) with parameters shown in the Table 1. 
Solid curves are the best fits with unknown Wmax and ND, 
dashed curves are the best fits with unknown Wmix and 
JVD = n(295 K). 

bands. The intensity decay curves for the three PL bands 
are shown in Fig. 2. The instantaneous lifetime of PL 
changes from several microseconds to milliseconds. 
Nonexponential decay is expected for DAP recombina- 
tion and can be explained in terms of a recombination 
model whereby an electron on a donor recombines with 
a nonequilibrium hole bound to an acceptor. In this case, 
the radiative recombination rate W is not constant but 
depends exponentially on separation between donor and 
acceptor R [17]: 

1R 
W(R) = Wm^txp[  (1) 

where WmEX is the transition probability in the limit 
R -* 0 and aD is the Bohr radius for donor (the Bohr 
radius for acceptor, aA, is much smaller). It is evident 
from Eq.(l) that the lifetime of the bound hole, T = W'1, 
is much longer for distant pairs than for close ones. Thus, 
this results in an increase of instantaneous lifetime of the 
measured PL with the time delay. The transient PL 
depends on the detailed spatial distribution of pairs. 
Thomas et al. have previously treated the PL intensity 
decay in case of random distribution of DAP [18]. The 
intensity is given by 

I(t) oc iVDexp 4TTJVD 
{e-wm-i)R2dR 

W(R)e-w(R)<R2 dR, (2) 

Fig. 1. PL spectrum for three GaN samples at 15 K. The inset 
shows the near band edge spectrum region. 

provided that ND»NA, where JVD and NA are concen- 
trations of bound electrons and holes on donors and 
acceptors, respectively. Eq. (2) assumes that most of do- 
nors are neutral, and that there are no charged donors 
between donor and acceptor in a pair. This is valid in 
the case of low compensation ratio or at high excitation 
rate. 
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The donor concentration was estimated from the Hall 
effect measurements in the temperature range 77-320 K. 
We have found that a shallow donor with activation 
energy of 10-27 meV is dominant in the samples studied. 
Estimates showed that its concentration is close to the 
room-temperature free electrons concentration, however 
the exact determination of the donor concentration is 
hampered by the unknown degree of compensation. We 
assumed that at low temperature the SDA, BL and YL 
bands are related to transitions from the same shallow 
donor to three different acceptors and that differences in 
the transient decay are due to different electron-capture 
cross-section of the acceptors. The possible effect of the 
electron-phonon coupling on transition rate has been 
neglected. The value of aD for the shallow donor is 
calculated to be 24 A for an electron effective mass of 
0.22 m0 and a static dielectric constant of 9.8 [19]. 

The results of the best fit of the transient PL by Eq. (2) 
are shown in Fig. 2 and in the Table 1 with ND and 
Wmzx as fitting parameters. The fitting would be slightly 
different if the parameter NB is taken equal to the RT 
concentration of free electrons (shown by dashed curves 
in Fig. 2 and in brackets in Table 1). Despite the uncer- 
tainty in iVD, the excellent fit of the PL decay to Eq. (2) 
for three bands with minimal number of fitting para- 
meters supports the attribution of these bands to 
transitions from the same shallow donor to acceptors 
with different electron-capture cross-sections. 

As seen in Table 1, the value of Wmax increases with 
increasing PL band peak energy. The simplest explana- 
tion for this fact is that the Bohr radii of the acceptors 
(aA) are different. Indeed, the maximum rate of the DAP 
transitions in the effective mass approximation upon 
neglecting many-body effects is given by [20] 

W rr IT = 64^ (3) 

co (A «4.5xl08ft)s_1 for GaN). The value of aA is 
related to the ionization energy of an acceptor, EA, and in 
the effective mass approximation is given as [21] 

aA 
h 

yßm^Ef, 
(4) 

where the parameter A depends on optical properties 
of  the   semiconductor   and   on   the   photon   energy 

where mh is the effective mass of holes in the valence band 
(mh = 0.75mo was taken after Ref. [22]). For thermal 
ionization energies of the acceptors, 0.86, 0.38 and 
0.20 eV, taken for the YL, BL and SDA bands, respec- 
tively [1,16,9], the calculated Bohr radii are 2.4, 3.6 and 
5.0 A, respectively, according to Eq. (4). Taking 
aD = 24 Ä and A = 4.5 x 108 co s"1 with co = 2.3, 2.9 and 
3.27 eV for the YL, BL and SDA, from Eq. (3) one can 
estimate the values of Wmax for these PL bands. The 
calculated values are listed in Table 1. A qualitative 
agreement between the transition rates predicted by 
Eq. (3) and the experimental values found from fitting 
Eq. (2) for Wmax for three PL bands is evident. This 
agreement is consistent with the fact that the deeper the 
acceptor, the smaller the size of its wave function and the 
lower the transition rate. The observed difference be- 
tween measured and calculated rates increases with 
depth of acceptor and presumably arises from utilization 
of the effective mass approximation for calculation of the 
Bohr radius for deep acceptors, as well as from neglecting 
the many-body effects. Indeed, if the acceptors respon- 
sible for the YL and BL involve a gallium vacancy and 
hence are multiply charged [6], the transition probability 
will be considerably reduced due to repulsive character of 
the negatively charged acceptors. Note that the values of 
Wmax, found in this work, differ from the previously 
reported values for the YL (2.5 x 107 s'1) [23] and SDA 
(3xl07s_1)[9]. 

To support the findings that the shallow donor is 
involved in all DAP-type transitions in our samples, the 
PL spectra at different time delay were measured (Fig. 3). 
No difference is found between the steady state PL 
and transient PL spectra for a small time delay. With 

Table 1 
Parameters obtained from PL decay measurements by fitting with Eq. (2) 

Sample # Wmz% (MHz) Wmax (MHz) WmiI (MHz) ND (1017cm~3) n(1017cm-3) 
for the 2.3 eV for the 2.9 eV for the 3.27 eV from the Hall 
band band band data at RT 

RK82 1.5 (0.6)" 15 (3)" 500 (60)" 2 5.5 
RK83 1.5 (0.8)" 19 (6)" 750 (50)" 3 6.6 
RK120 2.0 (1.2)" 18 (10)" 500 (100)" 0.4 1.8 
RK170 1.4 (0.8)" 25 (6)" 550 (60)" 1 2.85 
Average 1.6 (0.85)a 19 (6.2)" 575 (68)" 
Calculated 65 270 860 
from Eq. (3) 

"The fit with ND = n (295 K). 
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GaN # RK83 
T = 15K 

2.4 2.8 3.2 
Photon Energy (eV) 

3.6 

Fig. 3. Steady-state PL spectrum (solid curve) and transient PL 
spectrum (points) at time delays 1CT6, 10~5 and 10""4s for the 
sample #RK83 at 15 K. 

increasing time delay, relative intensities of the PL bands 
change, but no shift or change in the band shape is 
observed within the experimental accuracy < 30 meV. 
PL bands originating from the DAP-type transitions 
involving deep donors are expected to red-shift signifi- 
cantly with time delay [18,20]. This results from the 
faster recombination of the close pairs, which contribute 
to the high-energy side of the band due to stronger 
Coulomb interaction. The deeper the donor, the larger 
shift is possible but it still remains below the value of 
ionization energy of the donor [20]. The absence of 
a noticeable shift of the bands with the time delay indi- 
cates that only shallow donors are involved. Lack of 
variation in the band shape with time delay is consistent 
with our previous assumption that the electron-phonon 
coupling does not affect the transition rate. 

In conclusion, we have studied the transient behavior 
of a series of PL bands with maxima at 2.3,2.9,3.27 eV in 
undoped GaN. A non-exponential transient decay is ob- 
served for all three bands. Good agreement between 
theoretical model for luminescence decay of Thomas 
et al. [18] for DAP-type transitions and experimental 
results indicates that these PL bands involve DAP-type 
transitions with the same shallow donor but different 
acceptor centers. The lower the peak photon energy of 
the PL band, the slower its intensity decay, which reflects 
an increase of the hole localization for deeper acceptors. 

Possible multiple charge states of deep acceptors, pre- 
sumably enhance this tendency. 

Acknowledgements 

This work was supported by the National Science 
Foundation through the GOALI Program, under grant 
number ECS-9705134. 

References 

[1] T. Ogino, M. Aoki, Jap. J. Appl. Phys. 19 (1980) 2395. 
[2] E.R. Glaser et al., Phys. Rev. B 51 (1995) 13 326. 
[3] T. Suski et al, Appl. Phys. Lett. 67 (1995) 2188. 
[4] E. Calleja et al, Phys. Rev. B 55 (1997) 4689. 
[5] I. Shalish et al, Phys. Rev. B 59 (1999) 9748. 
[6] J. Neugebauer, CG. Van de Walle, Appl. Phys. Lett. 69 

(1996) 503. 
[7] T. Mattila, R.M. Nieminen, Phys. Rev. B  55 (1997) 

9571. 
[8] R. Zhang, T.F. Kuech, Appl. Phys. Lett. 72 (1998) 1611. 
[9] R. Dingle, M. Ilegems, Sol. St. Comm. 9 (1971) 175. 

[10] A. Cremades et al. Mat. Sei. and Eng. B 42 (1996) 230. 
[11] M. Herrera Zaldivar et al, J. Appl. Phys. 83 (1998) 462. 
[12] C. Trager-Cowan et al, Appl. Phys.  Lett.  68 (1996) 

355. 
[13] M. Toth, K. Fleisher, M.R. Phillips, Phys. Rev. B 59 (1999) 

1575. 
[14] S.J. Xu, G. Li, S.J. Chula, X.C. Wang, W. Wang, Appl. 

Phys. Lett. 72 (1998) 2451. 
[15] U. Kaufmann et al, Phys. Rev. B 59 (1999) 5561. 
[16] M. A. Reshchikov, F. Shahedipour, R. Y. Korotkov, M. P. 

Ulmer, B. W. Wessels, unpublished. 
[17] F.E. Williams, J. Phys. Chem. Solids 12 (1960) 265. 
[18] D.G. Thomas, J.J. Hopfield, W.M. Augustyniak, Phys. 

Rev. 140 (1965) A202. 
[19] W.J. Moore, J.A. Freitas Jr, R.J. Molnar, Phys. Rev. B 56 

(1997) 12073. 
[20] A.P. Levanyuk, V.V. Osipov, Sov. Phys. Usp. 24 (1981) 

187. 
[21] A. G Milnes Deep impurities in Semiconductors, A Wiley 

Interscience Publ, New-York, 1973, p. 6. 
[22] D. Volm et al, Phys. Rev. B 53 (1996) 16543. 
[23] D.M. Hofmann et al, Phys. Rev. B 52 (1995) 16702. 



ELSEVIER Physica B 273-274 (1999) 84-87 

PHYSICA 
www.elsevier.com/Iocate/physb 

Defect introduction in epitaxially grown n-GAN during 
electron beam deposition of Ru schottky contacts 

F.D. Aureta'*, S.A. Goodman*, G. Myburga, F.K. Koschnickb, J.-M. Spaethb, 
B. Beaumont0, P. Gibartc 

"Department of Physics, University of Pretoria, Pretoria 0002, South Africa 
^Fachbereich Physik, Universität GH Paderborn, Paderborn, Germany 

CCRHEA-CNRS Valbonne, France 

Abstract 

We have used deep-level transient spectroscopy (DLTS) to study the electrical properties of defects introduced in 
epitaxial n-GaN during electron beam (EB) deposition of Ru Schottky contacts. DLTS revealed that EB deposition 
introduces at least two defects, Eel and Ee2, with energy levels at Ec - (0.19 ± 0.01) eV and Ec - (0.92 + 0.04) eV, 
respectively, in the band gap. The defect Eel has a similar signature as a radiation induced defect in GaN, speculated to 
be the VN. The concentrations of Eel and Ee2 both decrease away from the interface into the GaN. The concentration of 
Ee2, the more prominent of the two defects, is estimated as about 1016 cm-3 at the GaN surface. The effect of the EB 
deposition induced defects on the current-voltage characteristics of the Schottky contacts thus formed is to introduce 
recombination and generation components to the reverse and forward currents, respectively. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: GaN; Electron beam metallization; DLTS; Defects 

1. Introduction 

Gallium nitride is a direct wide band-gap semiconduc- 
tor which has unique applications in blue, green and 
ultraviolet light emitting diodes, detectors and blue lasers 
[1]. Because of its low thermal generation rates and high 
breakdown fields, an inherent property of wide bandgap 
semiconductors, it has also recently been shown that 
GaN is important in the field of high temperature and 
power electronics [2]. One of the critical processing steps 
during the fabrication of these devices is metallisation. 
The method chosen to deposit metal has to fulfil several 
requirements, including the ability to evaporate high 
melting point metals and that it should not introduce 
defects in the semiconductor. This latter requirement is 

* Corresponding author. Tel: + 27-12-420-2684; fax:  + 27- 
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particularly important for depletion layer based devices, 
such as metal-semiconductor field effect transistors and 
photodetectors. Defects that are introduced during me- 
tallisation processes of semiconductors have, amongst 
others, been shown to give rise to poor rectification 
quality of Schottky barrier diodes (SBDs), for example, 
a reduction in the free carrier concentration below the 
gate and high dark currents. 

Sputter deposition is the metallisation method that 
yields the best metal adhesion to semiconductors and is 
also useful to deposit stoichiometric compounds [3]. 
However, it has been shown that it introduces defects at 
and below the surface of semiconductors, including GaN 
[4], which result in SBDs with poor rectification proper- 
ties. Electron beam (EB) deposition, on the other hand, is 
widely used in the semiconductor industry, in particular 
where high melting point metals have to be evaporated. 
Also, for EB deposition it has been shown that, unless 
proper care is taken, stray particles originating in the 
region of the filament or molten metal can introduce 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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defects at and below the semiconductor surface which 
result in SBDs with degraded rectification properties 
[5-7]. Using deep-level transient spectroscopy (DLTS) 
[8], it was shown that, in the case of GaAs, this barrier 
height alteration was accompanied by the introduction of 
defects with discrete levels as well as continuous energy 
distributions in the band gap, at and below the semicon- 
ductor surface [9]. No studies pertaining to EB-induced 
defects in GaN have yet been reported. 

In this paper we report the characteristics, determined 
by DLTS, of defects introduced in epitaxially grown 
GaN during EB deposition of Ru Schottky contacts 
thereon. Ru is the least expensive member of the plati- 
num group metals, it is chemically inert and it has been 
successfully employed to fabricate high-quality Schottky 
and ohmic contacts to GaAs [10]. We show that EB 
deposition introduces at least two defects with energy 
levels at (0.19 + 0.01) and (0.92 + 0.04) eV below the con- 
duction band. 

2. Experimental procedure 

For this study we used n-type GaN with a free carrier 
density of (2-3) x 1016 cm-3, grown by organo-metallic 
vapour-phase epitaxy (OMVPE) on sapphire substrates. 
Before contact fabrication, the samples were cleaned by 
first boiling them in aqua-regia and rinsing in de-ionised 
water, and then degreasing them by boiling in trich- 
loroethylene followed by rinsing in boiling isopropanol 
and thereafter in de-ionised water. Finally, the samples 
were dipped in HC1: H20 (1:1) for 10 s. After this clean- 
ing, Ti/Al/Ni/Au (150/2200/400/500 A) ohmic contacts 
[11] were fabricated on the GaN and annealed at 500°C 
for 5 min in Ar. Prior to Schottky barrier diode (SBD) 
fabrication, the samples were again degreased and dipped 
in an HC1: H20 (1:1) solution. Following this, circular 
Ru Schottky contacts, 0.6 mm in diameter and 50 nm 
thick, were evaporated on the GaN by EB deposition 
through a metal contact mask, as close as possible to the 
ohmic contact to minimise series resistance. EB depos- 
ition was performed at a pressure of 2 x 10 ~6 mbar at 
a deposition rate of 0.01 nms-1 without shielding the 
GaN, and at a rate of 0.05 nm s_1 whilst shielding the 
GaN from stray particles originating at the filament or 
molten metal. For control purposes, Au SBDs were resis- 
tively deposited next to the EB deposited SBDs. 

Current-voltage (I-V) measurements were used to as- 
sess the quality of the Schottky contacts while the EB 
deposition induced defects were characterised by DLTS 
using a Stanford Research lock-in amplifier (model 
SR830) which facilitated measurements at a pulse fre- 
quency in the mHz range. The energy level, ET, in the 
bandgap and apparent capture cross section, <ra, of a de- 
fect (the combination of which is referred to as its DLTS 
"signature") were calculated from DLTS Arrhenius plots 

of T2/e versus 1/T, where e is the emission rate at 
a temperature T. 

3. Results and discussion 

I-V measurements (Fig. 1) revealed that for unshielded 
EB deposited SBDs (curves (b)), the current at a 1 V 
reverse bias is 2xlO~9A. These characteristics are 
poorer than those of the resistively deposited Au diodes 
(curves (a)), but much better than those of a sputter 
deposited contact (curves (d)) on the same sample. The 
forward log (i) versus V characteristics of the unshielded 
EB deposited diodes are linear only between 10"8 and 
10 ~5 A. In this region the ideality factor and barrier 
height, calculated assuming thermionic emision,  are 
1.07 + 0.02 and 1.00 + 0.02 eV, respectively. From the 
shapes of curves (b) it is evident that in the low-current 
region recombination-generation (RG) currents domin- 
ate, whereas in the high-current region the series resist- 
ance limits the current. These I-V measurements confirm 
that, as for GaAs [5,6], EB deposition of Schottky con- 
tacts on n-GaN, without shielding it from stray particles 
originating at the filament, yields diodes with non-ideal 
rectification characteristics. Curve (c) in Fig. 1 was re- 
corded from a diode that was shielded from the filament 
when metallizing at a deposition rate of 0.05 nm s_1. It is 
clear that it has superior rectification properties. Its 
ideality factor and barrier height are 1.08 + 0.01 and 
1.08 + 0.02 eV, respectively. No significant evidence of 
RG currents can be seen. 

From a comparison of curves (b) and (c) in Fig. 1 
it is clear that shielding the GaN from the filament and 

Fig. 1. I-V characteristics of resistively deposited Au contacts 
(curve (a)), EB deposited Ru contacts (curves (b) and (c)) and 
sputter deposited Au contacts SBDs (curve (d)) on n-GaN. "F" 
and "R" refer to the forward and reverse characteristics, respec- 
tively. Curves (b) and (c) are for contacts deposited at 
0.01 nms-1 without shielding, and at 0.05 nm s_1 with shielding. 
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depositing at higher rates, markedly improves the diode 
quality. This can be understood in that the GaN is 
exposed to energetic particles originating from, amongst 
others, a region close to the filament. These particles 
cause damage at and below the surface and this damage 
leads to the transport of charge by mechanisms in addi- 
tion to thermionic emission, e.g. RG currents. When 
shielded from the filament and depositing at a high rate, 
the exposure of the surface to energetic particles origin- 
ating at the filament is minimal and thus the defects that 
give rise to RG currents are few. On the other hand, when 
depositing without shielding the GaN from the filament 
and when depositing at a low rate, the total particle dose on 
the GaN is higher and therefore more defects are intro- 
duced which, in turn, cause poorer I-V characteristics. 

Fig. 2 depicts the DLTS spectra of control (resistively 
deposited) and EB-deposited diodes. Curve (a) shows 
that the control sample contained two defects, labelled 
E02 and E05, with energy levels at 0.27 + 0.01 and 
0.61 + 0.02 eV below the conduction band, respectively 
[14]. These have been correlated with as-grown defects 
reported by Hacke et al. in n-GaN grown by hydride 
vapour-phase epitaxy [12] and by Götz et al. in 
MOCVD-grown GaN [13]. Curves (b) and (c) in 
Fig. 2 show that after EB deposition, defects labelled Eel 
and Ee2 are detected. Note that in curves (b) and (c) the 
peak height of Ee2 has been reduced by a factor of ten 
with respect to that of Eel. The energy and apparent 
capture cross section of Eel, as determined from Fig. 3, 
are (0.19 ± 0.01) eV and (1.2 + 0.2) x 10"15 cm2, respec- 
tively, while for Ee2 these parameters are (0.92 + 0.04) eV 
and (7.9 + 2) x 10"14 cm2, respectively. As can be seen 
from Fig. 3, the DLTS signature of Eel matches that of 
ER3 well. ER3 is introduced in n-GaN during high 

100 200 300 400 

Temperature (K) 

Fig. 2. Curve (a): DLTS spectrum of resistively deposited SBD 
on epitaxial n-GaN. Curves (b) and (c): DLTS spectra recorded 
from the EB deposited Schottky contact without and with shield- 
ing, respectively, using a filling pulse frequencies of 46 and 
0.1 Hz, as indicated. All spectra were recorded using a filling 
pulse width of 0.2 ms and amplitude of 1.6 V, superimposed on 
a quiescent reverse bias of 1 V. 

0.00 0.05 0.10 0.15 0.20 

Depth below junction (microns) 

Fig. 3. DLTS Arrhenius plots of defects in as-grown and par- 
ticle-processed epitaxial n-GaN. Open circles and triangles are 
for the defects present before and after EB deposition, respec- 
tively. Solid and broken lines without symbols are for defects 
characterised by other authors for irradiated [16] and unir- 
radiated [13] epitaxial n-GaN, respectively. 

energy ( > MeV) proton [14] and He-ion irradiation 
[15]. ER3, in turn, is thought to be the same as a defect, 
labelled E, with a level at Ec — 0.18 eV, observed by 
Fang et al. [16] after MeV electron irradiation of MBE- 
grown GaN. These authors pointed out that, should the 
capture cross section of this defect be temperature ac- 
tivated, then its actual position in the band gap may be 
close to that of 7N (Ec - 0.07) [16], and on these 
grounds suggested that E (i.e. also the ER3) is the VN. 
However, no firm identification has yet been made. 
The energy level of the major EB deposition-induced 
defect, Ee2, is similar to that of ER5, as yet unidentified, 
introduced during high-energy particle irradiation of 
GaN [17]. 

The depth distributions of Eel and Ee2 for unshielded 
deposited SBDs were calculated using the constant bias 
variable pulse DLTS technique. By applying a reverse 
bias of 1 V and increasing the pulse in steps of 0.1 V, 
a region up to 0.17 um below the interface could be 
probed. Fig. 4 shows that within this region the con- 
centration of the prominent defect, Ee2, decreases 
from about lxl016cm~3 just below the interface to 
1 x 1015 cm"3 at 0.06 urn into the GaN. Clearly, it will 
significantly reduce the free carrier concentration directly 
below the Ru/GaN junction. Fig. 4 also shows that the 
concentration of Eel decreases from 2 x 1013 cm"3 just 
below the interface to 5 x 1011 cm"3 at 0.17 urn into the 
GaN. The concentration of Eel is too low to significantly 
affect the GaN free carrier concentration. For shielded 
diodes deposited at 0.05 nm s~1 the concentration of Ee2 
is estimated (from (Fig. 2)) as about 4-5 times less than 
for unshielded diodes. The concentration of Eel (Fig. 2) is 
even more reduced than that of Ee2 with shielding and 
increased deposition rate. 

When speculating on the origin of defects introduced 
during EB deposition, the different types of particles 
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Fig. 4. DLTS depth profiles of defects in as-grown n-GaN 
before EB deposition (E02), and after EB deposition without 
shielding (Eel and Ee2) of Ru SBDs. 

SBDs deposited at 0.01 nm s_1, is estimated to be about 
1016 cm-3. The concentrations of both these defects de- 
crease when shielding the sample and when increasing the 
deposition rate. Eel has a similar DLTS signature as the 
E and ER3 defects, introduced in epitaxial GaN by 
high-energy (MeV) electron, proton and He-ion irradia- 
tion, speculated to be related to nitrogen vacancy, VN. 
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Abstract 

We calculate isotropic hyperfine interactions for various paramagnetic defects in silicon and GaN. For s-like defect 
states the incorporation of GGA corrections in spherically symmetric geometry does not lead to significant changes, 
whereas for 3d transition metal defects the GGAs remove most of the deficits of the LSDA treatment only if an additional 
empirical correction is introduced. Possible reasons for the necessity of this correction are discussed. © 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 

The density functional theory (DFT) is widely used for 
self-consistent calculations of the electronic ground states 
of atoms, molecules, and solids. In this theory only the 
exchange-correlation energy must be approximated 
which is a functional of the spin density contribution. Up 
to now, all ab-initio calculations for the electronic struc- 
ture of deep defects in semiconductors make use of the 
local spin density approximation (LSDA) which has pro- 
ved to result in quite accurate total energies. In the 
LSDA the exchange-correlation energy functional is re- 
placed by a local function of the local spin densities. This 
would be exact for homogeneous systems, but the re- 
quirement of a homogeneous spin density is not even 
approximately fulfilled for solid-state systems and is most 
strongly violated in the core regions near the nuclei. 
Thus, any improvement to the rather crude LSDA by 
gradient corrections should also influence hyperfine in- 
teraction data which are determined by the spin densities 
in this region. 

Generalized gradient approximations (GGAs) are 
known to improve global results of the LSDA like total 
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energies [1], but are often expected to fail in improving 
local quantities [2]. Recently, however, Battocletti et al. 
[3] presenting hyperfine field calculations for ferromag- 
netic metals using various parametrizations of GGAs 
obtained better agreement with the experimental data, 
but only in a statistical sense. 

2. Computation of hyperfine interactions 

We have self-consistently calculated the electronic 
structure of paramagnetic defects in silicon and GaN 
using the LMTO-ASA-Green's function method [4]. The 
ASA implies that only the spherically symmetric part of 
the densities is used to calculate a radial potential V(r) for 
solving the Dirac equation in scalar relativistic approxi- 
mation. In its present form, the method does not allow to 
include lattice relaxations. In principle, the LMTO-ASA 
method yields accurate information about the spatial 
distribution of the particle and magnetization densities, 
especially in the regions near the nuclei. Therefore, it is 
possible to calculate the hyperfine interaction (HFI) for 
the magnetic moments of the electrons with that of the 
nuclei. 

In a relativistic treatment, the isotropic part of the HFI 
(the Fermi-contact term) is due to the magnetization 
density averaged over the Thomson sphere (a sphere of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Table 1 
Calculated isotropic HFI (in MHz) broken up into core (acore) 
and valence band state (avb) contributions for the LSDA par- 
ametrization of Perdew and Wang [9-11]. Corresponding ex- 
perimental data are also given 

Si:Al?„r Si: Feinl GaN:Mnöa Si:Cdä 

Exp. 1320a 20.9" 209.9° 64.7d 

LSDA 1370 -13.3 - 105.1 -15.3 
«vb 1360 11.0 72.8 5.6 
"core 10 -24.3 - 177.9 -9.7 

aNiklas et al. [13]. 
"Greulich-Weber et al. [14]. 
'Baranov et al. [15]. 
dNäser et al. [6]. 

Fig. 1. Contour plot of the total magnetization density for 
isolated Fe;~, in silicon in a (110) plane. 

the Thomson radius rTh = ze2/(mc2), which is about 20 
times the nuclear radius). 

In Table 1, theoretical hyperfine values calculated in 
LSDA are given for various paramagnetic defects. 

AlfnJ" in silicon represents a typical s-like defect state. 
As is shown in a recent review [5], for this class of defects 
the isotropic hyperfine interaction compares very well 
with the experimental value with differences in the range 
of a few percent. 

Besides the vacancy, Cdst is one of the rare p-like 
defect states observed in EPR and ENDOR. For this 
unambigously identified defect the calculated isotropic 
HFI is 9.7 MHz only - about a factor of six smaller than 
the 64.7 MHz value observed experimentally by Näser et 
al. [6]. 

Fe?nt in silicon (see Fig. 1) and MnGa in GaN are 
typical 3d transition metal (TM) point defects which have 
been extensively investigated since the pioneering work 

of Ludwig and Woodbury [7]. As can be observed quite 
generally [8], the calculated LSDA-values are by about 
a factor of two smaller than the corresponding experi- 
mental values. This discrepancy is nearly proportional to 
the core hyperfine fields (see also Table 1). This suggests 
that the core polarization is not treated in a satisfactory 
way within the LSDA as already assumed by Blügel et al. 
[16] and by Ebert et al. [17]. 

3. Gradient corrections to the LSDA 

Generalized gradient approximations (GGAs) can be 
interpreted as an attempt to resume the complete gradi- 
ent expansion of the exchange-correlation energy func- 
tional (e.g. the exchange part) as well as possible by the 
form 

TGGAr„-i = W n-e];DA(n)F(s)d3r   with 5 = 
\Vn\_ 

2kv,n (1) 

which allows to derive an analytic expression for the 
exchange potential Vx = öEx/ön, which is needed for 
self-consistent numerical calculations: 

V°GA = V)?A-(-F- 
4l3 

tdF 

s ds 

d/ldF 

ds\s ds 

where 

t = - 
1    V2n 

(2/cF)2  n 

and 

1    Vn • V|Vn| 

(2feF 

(2) 

(3) 

(4) 

For the correlation part similar expressions are valid 
[16]. It is the restriction to the reduced gradient s as 
a single nonlocal variable which makes the concept of 
GGAs so interesting for numerical calculations. At the 
same time F(s) is the source of problems. 

The semilocal form of £GGA[n] is still too restrictive to 
reproduce all features of an exact functional. E.g., it is not 
possible to optimize F(s) in order to produce both correct 
exchange energies (PW91 [18], PBE96 [19]) and ex- 
change potentials (EV93 [20]) simultaneously. Thus, F(s) 
is not uniquely defined (see also Fig. 2) and it is not 
surprising that no unique picture for the validity of vari- 
ous GGAs has emerged. Therefore, we have to apply 
different parametrizations in order to obtain more in- 
formation about the promises and limitations of GGAs 
when calculating the HFI for paramagnetic defects. 

The results of our calculations in the spherically sym- 
metric ASA geometry are compiled in Table 2. As already 
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enhanced s (empirically corrected) 
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reduced gradient s 

Fig. 2. Plot of the various parametrizations of GGA used for 
self-consistent calculations. Note the quite different behaviour 
for high values of s. 

Fig. 3. Empirically enhancement of the reduced gradient s by 
about 20% in the range of the Mn-3d valence electrons for the 
Mnö0 defect in GaN. 

Table 2 
Calculated isotropic HFI (in MHz) for various parametrizations 
of GGAs and LSDAs (LSDAa: Perdew, Wang [9-11]; LSDA": 
Ceperley, Alder [12]). The corresponding experimental data are 
also given 

Si:Al?„r Si:Feinl GaN living Si:Cdst 

Exp. 1320 20.9 209.9 64.7 
LSDAa 1370 -13.3 - 105.1 -15.3 
LSDAb 1365 -15.2 -98.9 -4.2 
LM83 1394 -12.6 -97.1 — 
PW86 1435 -12.1 -38.0 — 
PW91 1379 -11.4 -83.3 -2.5 
EV93 1285 -17.6 - 110.7 — 
PBE96 1359 -11.5 -85.6 -2.7 

expected above, the results for different GGA parametr- 
izations are by no means equivalent. 

The parametrization of Engel and Vosko (EV93) im- 
proves the HFI predictions for the interstitials in Si and 
for Mnöa in GaN but the changes are small and compa- 
rable with differences between various LSDA parametr- 
izations [9-12]. Unfortunately EV93 completely fails to 
predict the existence of the Cd^ charge state in silicon, 
a state that has been unambigously observed in EPR 
measurements. 

There are only minimal differences between the predic- 
tions using the PW91 and the PBE96 parametrization, 
since both parametrizations are analytical fits to the 
same numerical GGA [21]. Unfortunately, their use does 
not increase the modulus of the calculated HFI para- 
meters with respect to results using the LSDA. In con- 
trast, the discrepancy between theoretical and experi- 
mental values is even increased. The same is also ob- 
served for the exchange-only parametrizations LM83 
[22] and PW86 [23]. 

Obviously, GGA corrections in the ASA treatment 
do not improve the LSDA predictions of hyperfine fields 
for paramagnetic defects, not even in a statistical sense 
as was observed by Battocletti et al. for ferromagnetic 
metals [3]. 

There are several possible sources for the still remain- 
ing discrepancies. First of all, for 3d TM defect states in 
semiconductors the core state and the valence band con- 
tributions to the HFI do not have the same sign. Thus, 
the simultaneous increase in modulus of both contribu- 
tions of the HFI, which has also been observed in fer- 
romagnetic metals, does not lead to significant changes in 
the total HFI. 

Usually, the spin densities of paramagnetic defects in 
semiconductors are significantly more nonspherical (see 
Fig. 1) than those of ferromagnetic metals. Whereas the 
assumption of spherically symmetric densities is unprob- 
lematic in the LSDA, the only nonlocal variable |Vn| and 
thereby s of all GGAs is always underestimated if the 
nonspherical parts of the densities are ignored 

|V«| ~dr)   + \7ösJ   + 
1     dn 

r sin 3 dcp 
> 

(5) 

In order to investigate whether a moderate increase (by 
about 20 %) of the reduced gradient s can improve the 
theoretical HFI, we simulate a full potential calculation 
by empirically enhancing the reduced gradient s for the 
valence electron densities (see Fig. 3), in order to get 
a more realistic exchange-correlation potential to be used 
in the self-consistent calculations. The corresponding re- 
sults are compiled in Table 3. 

Generally, this correction increases the modulus of the 
isotropic HFI parameters and eliminates the discrepan- 
cies between theory and experiment for 3d TM defects if 
the reduced gradient is increased by 20 % for the case of 
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Table 3 
Calculated isotropic HFI (in MHz) for various parametrizations 
of GGAs with corrected reduced gradient s. Corresponding data 
for LSDA [9-11] and experimental values are also given 

Si:Al?nr Si: Feint GaN:Mn5a Si:Cdst 

Exp. 1320 20.9 209.9 64.7 
LSDA 1370 -13.3 - 105.1 -9.7 
PW91 1337 -22.4 - 171.2 -5.4 
EV93 1265 -25.8 - 181.5 — 
PBE96 1316 -27.9 - 228.5 -5.8 

the parametrizations PW91 and PBE96, whereas in 
EV93 even a correction by five percent would suffice to 
this aim. Unfortunately, this enhancement of s does not 
remove the other main failure of the EV93 parametriz- 
ation — the exclusion of an existing Cdsl defect in silicon 
which is unambigously identified in EPR measurement. 
In contrast, EV93 leads to even lower lying single particle 
energy levels. 

However, it seems promising that full potential GGA 
calculations give rise to significantly higher HFI para- 
meters. In principle, this assumption is supported by 
results from Becke [24,25] who has performed full poten- 
tial linear augmented plane wave (FPLAPW) calcu- 
lations using a GGA parametrization equivalent to 
PBE96, but with empirical coefficients. The calculated 
magnetic moments in ferromagnetic metals are closer to 
experiment than those calculated in the muffin-tin ap- 
proximation by Battocletti et al. [3]. These latter authors 
considered it unlikely that FP calculations have also 
a strong impact on HFI parameters, an assumption 
which must be questioned in the light of our present 
results for paramagnetic defects. 

Cds1; in silicon obviously presents a different case. For 
this defect, we assume at the moment that the neglect of 
lattice relaxations is the main reason for the striking 
discrepancy between experimental and calculated HFI 
by about a factor of six. 

Of course, the influence of lattice relaxations cannot be 
ruled out for the 3d TM defects as well. We plan to 
calculate the relative importance of nonspherical correc- 

tions without empirical components and lattice relax- 
ations of paramagnetic defects in semiconductors. 
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Abstract 

We show that a deep level, the ESI, introduced in n-GaN by sputter-deposition of gold Schottky contacts exhibits 
metastable-like behaviour during temperature cycling between 55 and 250 K. The ESI has an energy level 0.22 + 0.02 eV 
below the conduction band. We provide some evidence that indicates that the defect responsible for the ESI has a second 
energy level, the ESI*, and that the metastable behaviour of the ESI may be due to negative-U ordering of these two 
energy levels. Furthermore, field effect measurements indicate that the ESI level has a donor character, while the ESI* 
level is probably an acceptor. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; DLTS; Sputter deposition 

1. Introduction 

Gallium nitride, a direct, wide band-gap semiconduc- 
tor, has a number of unique applications including blue, 
green and ultraviolet light emitting diodes, blue lasers, 
detectors and high temperature and power electronics 
devices [1,2]. An essential step in device manufacture is 
the deposition of a metal film that has to form ohmic or 
Schottky contacts to the semiconductor. This metal film 
is frequently deposited by means of sputter deposition. 
This technique has the advantage that it facilitates the 
stoichiometric deposition of compounds as well as the 
deposition of metals with a high melting point. In addi- 
tion, sputter-deposited layers exhibit far better adhesion 
compared to layers deposited by other methods [3]. The 
main disadvantage of sputter deposition is that it in- 
volves energetic particles that may damage the crystal 
lattice and produce defects at and below the surface of the 

* Corresponding author. Tel.: + 27-12-420-2684; fax:  + 27- 
12-362-5288. 

E-mail address: fauret@scientia.up.ac.za (F.D. Auret) 

semiconductor [4]. In many cases these defects give rise 
to energy levels in the semiconductor band gap which are 
electrically active and may act as trapping or recombina- 
tion levels. These defects can be observed by means of 
deep level transient spectroscopy (DLTS) [5]. 

Some defects in semiconductors exhibit charge state 
controlled metastable behaviour. That is, they can exist 
in different configurations, with the stable configuration 
depending on the charge state of the defect [6]. Such 
charge state controlled metastability allows for the re- 
versible introduction and removal of defects in 
a semiconductor, and leads to a number of interesting 
phenomena, for instance the number and energy of the 
deep levels observed in a sample may depend on the bias 
conditions under which the sample was cooled. The 
metastability of defects is also of technologically import- 
ance, since the presence of a metastable defect in a device 
may lead to electrical properties that depend on the 
history of the sample, thus leading to unreliable device 
characteristics. 

In this paper we discuss some of the metastable prop- 
erties of defects introduced in n-GaN during sputter 
deposition of Au Schottky contacts. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00414-7 
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2. Experimental procedure 3. Results and discussion 

We used epitaxial n-GaN grown by organo-metallic 
vapour-phase epitaxy (OMVPE), with a free carrier 
density of 2-3xl016cm~3 as determined by 
capacitance-voltage {CV) measurements. The samples 
were cleaned [7] by boiling them in aqua-regia. 
After rinsing the samples in de-ionized water, the 
samples were degreased in boiling trichloroethylene 
followed by rinsing in boiling isopropanol and in 
de-ionized water. Finally, the samples were dipped 
in a 50% HC1 solution for 10 s. Ohmic contacts, consist- 
ing of 150 Ä/2 200 Ä/400 A/500 A layers of Ti/Al/Ni/Au 
[8], were deposited by means of electron beam evapor- 
ation and annealed at 500°C for 5 min in Ar. The 
samples were again degreased and dipped in a 50% 
HC1 solution before deposition of the Schottky con- 
tacts. The Schottky contacts, 0.5 mm in diameter and 
1 urn thick were sputter-deposited on the GaN through 
a metal contact mask [9]. For control purposes, Au 
SBDs were resistively deposited next to the sputter 
deposited SBDs. 

The defects were characterized by means of a lock-in 
amplifier (LIA) based DLTS system, using a Boonton 
7200 capacitance meter and a Stanford Research 
model SR830 LIA, which facilitates transient analysis 
at pulse frequencies as low as a few mHz. In order to 
measure single-shot events, an isothermal DLTS 
system was used. In this system, the capacitance 
transient from the Boonton 7200 was captured by an 
HP 3458 A multimeter and processed by a microcom- 
puter. This isothermal DLTS system also allowed the 
measurement of DLTS transients lasting as long as 
a couple of hours. Therefore, it was possible to observe 
defects at temperatures much lower than those at which 
they are commonly observed by an LIA-based DLTS 
system. 

The energy level in the band gap, ET, and the appar- 
ent capture cross section an of the defect (collectively 
known as the defect's 'signature'), were calculated from 
Arrhenius plots of T2/e versus 1/T, where e is the 
emission rate at temperature T. 

In order to allow for measurements with short 
(down to 50 ns) filling pulses, a set of reed relays were 
used to connect the sample directly to the pulse gener- 
ator and to disconnect the capacitance meter from the 
sample. To ensure that the sample was not inadver- 
tently exposed to a filling pulse care was taken to ensure 
that the capacitance meter was only disconnected 
after the pulse generator was connected to the sample 
and no more contact-bounce was observed. Special 
precautions were taken to avoid any pulses being 
applied to the sample prior to the measurements. The 
absence of filling pulses was confirmed by monitoring 
the voltage across the samples with a fast (200 MHz) 
storage oscilloscope. 

The DLTS spectra of the resistively deposited control 
sample as well as the sputter-deposited diodes are shown 
in Fig. 1 curves (a) and (b), respectively. The energy levels 
and apparent capture cross sections of the sputter-in- 
duced defects are summarized in Table 1 [10]. 

Fig. 2 illustrates the metastable properties exhibited by 
the ESI defect. Both curves (a) and (b) were recorded after 
cooling the sample under reverse bias. However, before 
curve (a) was recorded, the sample was exposed to a for- 
ward bias of 0.35 V. This forward bias pulse seems to 
reversibly remove the ESI and ES2 defects. Both defects 
could be re-introduced by heating the sample under 
reverse bias to over 150 K. Further investigation using 
the isothermal DLTS system, showed that the height of 
the ESI defect was decreased by an increase in the length 
of the filling pulse. This is contrary to the usual case, 
where an increase in the length of the filling pulse in- 
creases the height of the DLTS peak. It seems therefore 
that the capture of an electron in some way decreases the 
height of the ESI. 

150 200 250 

Temperature (K) 

Fig. 1. DLTS spectrum of a resistively deposited control SBD 
(curve (a)) and a sputter deposited Schottky barrier (curve (b)) on 
epitaxial GaN (Vv = 1.2 V, tp = 0.2 ms,/= 46 Hz). 

Table 1 
Electronic properties of sputter deposition induced defects in 
epitaxial n-GaN 

Defect £T <?a 1 peak 

label (eV) (cm2) (K) 

ESO — — — 
ESI 0.22 + 0.02 6.5 + 2.0x10" -16 <120 
ES2 0.30 + 0.01 4.4 + 1.0x10" -14 157 
ES3 0.40 + 0.01 3.3 + 1.0x10" -13 192 
ES4 0.45 ± 0.10 8.1+2.0x10" -16 249 

"Peak temperature at a lock-in amplifier frequency of 46 Hz, 
i.e. a decay time constant of 9.23 ms. 
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Fig. 2. DLTS spectra of a sputter deposited Schottky contact 
using V, = 1.0 V, Vp = 1.35 V,/= 0.22 Hz. Curve (a) was re- 
corded after cooling under reverse bias, while curve (b) was 
recorded after application of 0.35 V forward bias at 60 K. 

One possible explanation for this behaviour is a phe- 
nomenon known as negative-U [11]. According to this 
explanation, the ESI defect is one energy level of a defect 
that has two energy levels in the band gap (i.e. the defect 
can trap two electrons). If the defect has already captured 
one electron, the second electron the defect captures 
would be repelled by coulomb interactions with the first 
electron. This implies that the second electron should be 
less tightly bound than the first electron. This difference 
in binding energy is referred to as U, and is usually 
positive. However, in some defects, there may be some 
interaction with the lattice that causes the second elec- 
tron to be more tightly bound than the first, i.e. U is 
negative. A classical case in which negative-U properties 
have been demonstrated is the boron interstitial in silicon 
[12]. 

In the case of the ESI deep level, the short (50 ns) filling 
pulse is just long enough to fill the defect with one 
electron. After the defect has captured one electron, the 
capture cross section of the defect decreases dramatically, 
due to the change in the charge state of the defect. 
Therefore, the defect will not capture another electron as 
easily as it captured the first. After the filling pulse, the 
electron is easily emitted and gives rise to the ESI peak 
observed in the DLTS spectrum. 

If a long filling pulse is applied, the defect will capture 
a second electron. However, due to the negative-U order- 
ing of these two energy levels, the second electron to be 
captured is more tightly bound than the first. Therefore 
this electron is emitted at a significantly lower rate than 
the first, and should give rise to another defect level with 
a lower emission rate, which we shall refer to as the ESI*. 
The first electron to be emitted is now rapidly followed 
by the emission of a second electron to be emitted (since 
the second electron is more weakly bound than the first). 
This implies that the ESI* should have twice the height 
of the ESI. 

If a filling pulse with a length falling between the two 
extremes is applied, some of the defects will have cap- 
tured a single electron, while others will have captured 
two electrons. Emission from these defects will give rise 
to both the ESI and the ESI* DLTS peaks. It follows 
from the above argument that the heights of the peaks 
should be related by 

2 x [ESI] + [ESI*] = constant. (1) 

In order to investigate the possibility of the ESI belong- 
ing to a defect having negative-U properties, an attempt 
was made to look for evidence of a second energy level. 
Further investigations with the isothermal DLTS system 
showed that, as the peak due to the ESI disappeared, 
a second peak with a much lower emission rate appeared. 
This second peak will be referred to as the ESI*. The 
isothermal DLTS spectrum obtained for the ESI and 
ESI* after the application of different filling pulses is 
shown in Fig. 3. Here it can be clearly seen that the height 
of the ESI* (peak at 1000 s) increases as the height of the 
ESI (peak at 0.6 s) decreases. 

In order to confirm the relationship predicted by Eq. 
(1), the charge involved in each of the DLTS peaks was 
estimated by measuring the change in capacitance asso- 
ciated with each of the peaks. Fig. 4 shows this 
capacitance change for both peaks as a function of filling 
pulse length. Also shown is the value of 2x[ESl] + 
[ESI*], which is approximately constant. The systematic 
deviation observed should still be investigated further, 
but it could be due to the field dependence of the emis- 
sion rate or an inaccurate determining of the baseline 
position of partly overlapping peaks in Fig. 3. 

In order to obtain some further insight into the proper- 
ties of the ESI and the ESI*, the field dependence of the 
emission rate from these defects was determined. This 
property is frequently used to estimate the shape of the 
potential well of a defect and to distinguish between 

Transformation' 
pulse 

Fig. 3. Isothermal DLTS spectra obtained after the application 
of filling pulses with different lengths. Note that the height of the 
ESI peak (at 0.6 s) decreases as that of the ESI' (at 1000 s) 
increases. (V, = - 1 V, Vp = 1.5 V, T = 100 K). 
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Us) 

Fig. 4. Capacitance change associated with the ESI and the 
ESI* after the application of different filling pules. The third 
curve corresponds to 2 x [ESI] + [ESI*]. 

4. Conclusions 

We have reported some of the transformational prop- 
erties of a sputter-induced metastable defect in n-GaN. 
The unusual transformational properties of the defect 
can be explained by assuming that the defect has two 
energy levels in the band gap, ESI and ESI*, with nega- 
tive-U ordering. The ESI level is the same level that was 
previously reported in n-GaN with an energy level 
0.22 + 0.02 eV below the conduction band. We have used 
field effect measurements to show that this level is prob- 
ably a donor. In contrast to the ESI, emission from the 
ESI* is much less sensitive to the electric field. It is 
therefore speculated that the ESI* is an acceptor. 
Although the evidence for the negative-U properties of 
this defect is not conclusive, it is hoped that further 
investigation could provide a definite answer. 

•     ES1 
»     ES1* 
   3D Poole Frenkel fitted to ES1 data 

0.001 

7 8 9 10 11 12 13 14 

Electric Field (MV m"1) 

Fig. 5. Field dependence of the emission rate from the ESI and 
ESI* defects as determined by means of isothermal DLTS at 
100 K. 

donor and acceptor levels [13]. The results of these 
measurements are shown in Fig. 5, which shows that 
the emission from the ESI is strongly field dependent 
while the emission from the ESI* is much less dependent 
on the electric field. 

If it is assumed that the field enhanced emission from 
the ESI and ESI* is due to the Poole-Frenkel lowering 
of the barrier height, it follows that the potential well of 
the ESI has to be much wider than that of the ESI*. 
A more quantitative approach can be followed by fitting 
the theoretical curve for the Poole-Frenkel field 
enhanced emission from a Coulombic well [13] to the 
field dependent emission data obtained for the ESI (see 
Fig. 5). The excellent fit obtained indicates that the field 
enhanced emission from the ESI is consistent with the 
Poole-Frenkel emission from a three-dimensional 
coulombic well, and therefore the ESI is probably a do- 
nor. The weak dependence of the emission from the ESI* 
on the electric field, combined with the lower capture 
cross section, indicates that the ESI* is probably an 
acceptor. 
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Abstract 

lllmCd and 112Cd ions have been implanted into GaN. With photoluminescence spectroscopy and perturbed yy 
angular correlation spectroscopy (PAC) the reduction of implantation damage and the optical activation of the implants 
have been observed as a function of annealing temperature using different annealing methods. The use of N2 or NH3 

atmosphere during annealing allows temperatures up to 1323 and 1373 K, respectively, but above 1200 K a strong loss of 
Cd from the GaN has been observed. Annealing GaN together with elementary Al forms a protective layer on the GaN 
surface allowing annealing temperatures up to 1570 K for 10 min. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 61.72V; 78.55.CR; 76.80.+ Y 

Keywords: GaN; Ion implantation; Annealing; Photoluminescence; PAC 

1. Introduction 

The advantage of doping semiconductors by ion im- 
plantation is the control of concentration, depth and 
lateral distribution of the dopants. However, ion im- 
plantation is always accompanied by structural damage 
to the crystal requiring thermal annealing to achieve 
electrical activation of the dopants. The reconstruction of 
the GaN lattice with a melting point of about 2800 K [1] 
requires annealing temperatures up to 1900 K and an 
external N2 overpressure of several GPa to suppress the 
decomposition of the GaN due to the loss of N. It has 
been shown by RBS measurements [2] that a significant 
amount of damage remains in the material after anneal- 
ing at 1370 K under N2 atmosphere. On the other hand, 
implanted Zn acceptors have been efficiently optically 
activated by annealing at 1720 K under a N2 overpres- 

sure of 1.6 GPa [3]. For the production of GaN-based 
devices it is necessary to have a practicable annealing 
technique which efficiently activates the implanted 
atoms. Several procedures for thermal processing of GaN 
have been investigated and were recently reviewed by 
Pearton et al. [4]. We report on the observation of 
implantation-induced defects and their annealing using 
the perturbed yy angular correlation spectroscopy (PAC) 
[5]. This technique probes the immediate vicinity of 
a suitable radioactive dopant, lllmCd in this case. 
In a previous work, PAC has been used to study the 
annealing of the implantation-induced damage after im- 
plantation of the group-Ill element nlIn [6]. Here, we 
report on the annealing of Cd-implanted GaN under N2, 
NH3, and Al atmosphere. The achieved optical proper- 
ties have been checked by photoluminescence spectro- 
scopy (PL). 

* Corresponding author. Tel: + 49-7531-883865; fax: +49- 
7531-883090. 

E-mail address: manfred.deicher@uni-konstanz.de 
(M. Deicher) 

2. Experimental details 

The GaN samples used were epitaxial layers grown on 
AIN/c-sapphire by metal organic vapor-phase epitaxy 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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(MOVPE) purchased from CREE Research or obtained 
from Hewlett-Packard Optoelectronics Division. For the 
PAC measurements the samples were doped by ion im- 
plantation (60keV, 5 x 1011 ions/cm2) at room temper- 
ature with 11 lmCd at the ISOLDE mass separator facility 
at CERN (Geneva). For the PL experiments, the samples 
have been implanted with stable 112Cd (60 keV, 1 x 1011 

- 1 x 1014 ions/cm2). The implantation energy of 60 keV 
corresponds to a calculated depth distribution [7] of the 
implanted Cd ions centered at 190 A below the surface 
with a width of 75 A, i.e. the implanted dose range corres- 
ponds to mean Cd concentrations between 
5 x 1016 cm-3 and 5 x 1019 cm-3. To serve as reference, 
a part of each sample was not implanted. The samples 
were annealed for 10 min in sealed quartz ampoules 
either under N2 or NH3 atmosphere or in vacuum to- 
gether with elementary Al up to 1623 K. The PAC tech- 
nique [5] is sensitive to electric field gradients (EFG) 
present at the site of the probe atom, in our case lllmCd 
(t1/2 = 48 min). An EFG causes a three-fold hyperfine 
splitting of an excited state of the lnCd nuclei. This 
splitting is observed by PAC and is characteristic for the 
defects in the immediate neighborhood of the probe 
atom. The EFG is described by the quadrupole coupling 
constant ve = eQVzz/h{Q denotes the nuclear quadru- 
pole moment, Vzz the largest component of the diagonal- 
ized EFG tensor) and the asymmetry parameter r\. These 
quantities are unique for each defect and both, the sym- 
metry of a formed probe-atom-defect complex and the 
fraction of probe atoms involved in this complex, can be 
determined from the characteristic modulation of the 
PAC spectrum R(t). A damping of the observed modula- 
tion due to the superposition of different EFGs caused by 
the presence of different defect configurations is de- 
scribed by the width AvQ assuming a Lorentzian distribu- 
tion of these EFGs. All spectra have been recorded at 
room temperature with the c-axis of the GaN layer either 
oriented in the detector plane with an angle of 45° be- 
tween two detectors or perpendicular to the detector 
plane. The photoluminescence (PL) experiments were 
carried out at 4.2 K using a He-flow-cryostat. 
The luminescence was excited by the 325 nm line of a 
HeCd laser. The luminescence was dispersed using 
a 0.75 m grating monochromator and detected with a 
photomultiplier. 

3. Results and discussion 

Fig. la shows a PAC spectrum R(t) recorded directly 
after the implantation of lllmCd. The relaxation of the 
PAC signal within a few ns is caused by the superposition 
of many different EFGs. This is a clear sign for the 
presence of highly defective regions around all Cd atoms. 
These defect structures cause different EFGs and lead to 
the observed strong damping of the spectrum. These 
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Fig. 1. PAC spectra recorded for GaN implanted with lllmCd 
ions (5 x 1011 cm-2, 60 keV): (a) as implanted, after annealing 
under N2 atmosphere (b) or NH3 atmosphere (c) at 873, 1323, 
and 1373 K for 10 min. 

defects act as non-radiative recombination centers and 
reduce strongly the total PL intensity observed from the 
implanted region of the sample. Increasing the implanted 
Cd dose to 1014 ions/cm2 reduces the overall PL inten- 
sity to about 1% compared to an unimplanted sample. 
Immediately after the implantation no Cd-related 
luminescence is observable. Fig. lb and c show PAC 
spectra recorded after different annealing steps under 
N2 pressure (1 bar at 295 K) and NH3 flow, respectively. 
Annealing at 873 K results in a partial recovery of the 
damage. Now, 60% of the lllmCd atoms are exposed to 
an EFG with vQ = 6.0(5) MHz which exhibits a large 
damping (Ave = 5 MHz). Increasing the annealing tem- 
perature to 1323 K continuously reduces this damping. 
For annealing under N2 atmosphere, raising the anneal- 
ing temperature to 1373 K drastically changes the spec- 
trum: The unique EFG with vQ = 6.0 MHz is no longer 
observed and the spectrum looks similar to the one 
recorded directly after the implantation (Fig. la). This is 
an indication that the surface starts to decompose via the 
loss of N leading to a high concentration of defects in the 
GaN lattice reaching the depth where the implanted ions 
are located. This decomposition is shifted to higher an- 
nealing temperatures (above 1373 K) by the presence of 
NH3 (Fig. lc). The EFG characterized by ve = 6.0 MHz 
is axially symmetric (t] = 0) and its symmetry axis is 
oriented along the c-axis of the hexagonal structure 
of GaN. Both the symmetry and the small value of 
this EFG favors its association with the intrinsic EFG 
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detected by probe atoms located on Ga lattice sites with 
a defect-free nearest surrounding. This has been shown in 
an earlier work [6] observing the same EFG using the 
isotope lxlIn which should occupy Ga lattice sites in 
GaN and is supported by emission channeling measure- 
ments [8] which show that at least 90% of the implanted 
11'In atoms occupy substitutional lattice sites. In Fig. 2, 
the results for annealing under N2 (filled symbols) and 
NH3 (open symbols) are summarized. Annealing above 
600 K leads to an increase of the fraction of lllmCd 
atoms with no defects in the immediate neighborhood 
(Fig. 2a). At 770 K, about 60% of the probe atoms 
observe the intrinsic lattice EFG but the rather broad 
distribution of about AvQ = 5 MHz (Fig. 2b) indicates 
that more distant defects are still present. As shown in 
Fig. 2b, the width of this distribution becomes more 
narrow with increasing annealing temperatures indicat- 
ing a further removal of defects. After annealing between 
873 and 1323 K, 60% of the lllmCd atoms reside on 
almost unperturbed lattice sites characterized by a min- 
imum of the damping of AvQ « 1 MHz associated with 
vQ = 6 MHz. This residual damping may be caused by 
the remaining implantation damage or dislocations pres- 
ent in the layer. Using NH3 allows annealing temper- 
atures up to 1373 K resulting in a further reduction of the 
damping Ave. But even at these temperatures 40% of the 
implanted ions reside in highly perturbed surroundings. 
This is consistent with results obtained by RBS measure- 
ments and XTM images [2] of Si-implanted GaN which 
show the presence of implantation-induced defects and 
an electrical activation of about 50% of the dopants at 
these annealing temperatures. In Fig. 3, PL spectra of 
GaN implanted with 112Cd (lxl012cmT2) recorded 
after annealing under NH3 between 1000 and 1373 K are 
shown. For each annealing step the PL spectrum of an 
unimplanted part of the sample ("reference", dotted line) 
is shown. With increasing annealing temperature the 
concentration of non-radiative recombination centers 
decreases which is visible in the increase of the intensities 
of the transitions due to the donor-bound excitons (DX) 
and its phonon replicas (DX-LO, DX-2LO) which finally 
reach about 50% of the reference spectrum after anneal- 
ing at 1373 K. At this temperature, the decomposition of 
the GaN surface already starts. This is expressed by 
a vanishing of the oscillations on the yellow luminescence 
(YL) located around 2.2 eV which are caused by 
Fabry-Perot interferences between the GaN/sapphire in- 
terface and the GaN surface. Increasing the annealing 
temperature to 1423 K destroys the GaN layer. The 
luminescence band centered at 2.7 eV and the transitions 
at 3.341, 3.328, and 3.272 eV were attributed to centers 
involving Cd (Fig. 3). The identification of these 
transitions is discussed in detail by Stötzler et al. [9]. 
Implanting radioactive isotopes makes it easy to follow 
up losses of the implanted species during annealing via 
detecting the radioactivity in the sample before and after 

1500 

600   900   1200  1500 

annealing temperature (K) 

Fig. 2. Fraction of lllmCd on substitutional Ga lattice sites in 
GaN (a) and the damping of the observed EFG (b) as a function 
of the annealing temperature for annealing under N2 (closed 
symbols) and NH3 atmosphere (open symbols). 
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Fig. 3. PL spectra recorded for GaN implanted with 112Cd 
(1 x 1012 cm"2) after annealing under NH3 between 1000 and 
1373 K. The dotted curves show spectra recorded for a non- 
implanted part of the sample. 

each annealing step. Fig. 4 shows the loss of implanted 
lllmCd atoms after annealing under N2 and NH3 atmo- 
sphere. After annealing for 10 min at 1323 K, about 75% 
of the Cd atoms have left the GaN sample. Increasing the 
annealing temperature to 1373 K results in a loss of more 
than 95% of the Cd atoms. This dramatic loss is less 
pronounced in the PL spectra shown in Fig. 3. It can be 
seen by comparing the intensities of the transitions re- 
lated to donor-bound excitons (DX) and Cd, especially 
between 1323 and 1373 K. The observed PL intensities 
due to Cd transitions involve only Cd atoms which are 
optically active. This fraction of optically active Cd 
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Fig. 4. Loss of Cd atoms out of GaN as a function of the 
annealing temperature and annealing under N2 or NH3 atmo- 
sphere. 

atoms increases due to annealing whereas the total num- 
ber of Cd atoms decreases due to out-diffusion. This is 
plausible because diffusion is enhanced by the presence of 
defects, especially vacancies. Therefore, optically inactive 
Cd atoms residing in highly defective regions leave the 
sample preferentially. Above 1300 K the observed de- 
composition of the surface may also contribute to the 
loss of lllmCd. 

Another possibility to protect the GaN surface during 
high-temperature annealing is either the use of a protec- 
tive layer like sputtered A1N [10,11] or the addition of 
nitrides like A1N or InN to supply an overpressure of 
N2 during the annealing [4]. In the following, we present 
evidence for an alternative approach by adding elemen- 
tary Al to the evacuated quartz ampoule containing the 
GaN sample. Fig. 5 shows PL spectra of GaN implanted 
with 112Cd (3 x 1012 cm-2, 60 keV) after using this pro- 
cedure for annealing at 1473 and 1573 K for 10 min. The 
PL spectra show that the GaN layer is still intact and 
strong Cd bands are visible. Obviously, due to the vapor 
pressure of Al at these temperatures, a protective layer 
has formed on the GaN surface which effectively sup- 
presses both the loss of N and of Cd. The existence of 
such a layer is visible in PL via a band normally not 
observed in GaN. Etching the sample with aqueous 
KOH at 360 K removes this layer. The samples appear 
optically smooth and the total PL intensity almost 
approaches the intensity of the non-implanted reference. 
Annealing above 1600 K destroys the GaN layer as can be 
seen by the drastic reduction of the observed PL intensity. 
The chemical nature of the layer formed on the GaN 
surface is not known up to now, it may consist of a thin 
A1N layer. XPS studies are on the way to clarify this 
question. This cheap and fast procedure may open the 
possibility to enhance the annealing of ion-implanted GaN. 

4. Summary and conclusions 

Using PAC and PL spectroscopy, the annealing of 
GaN implanted with Cd has been studied via both its 

340 400 500      600   700 800 
wavelength (nm) 

Fig. 5. Photoluminescence spectra recorded after annealing of 
Cd-implanted GaN(3 x 1012 cm-2,60 keV) at 1473 and 1573 K. 
The dotted curves show spectra recorded for a non-implanted 
part of the sample. 

structural and optical properties. Annealing under N2 or 
NH3 atmosphere leads to a partial structural and optical 
recovery but is accompanied by a strong loss of Cd at 
annealing temperatures above 1200 K. First promising 
results have been presented using elementary Al during 
annealing of GaN which forms a protective layer and 
allows annealing temperatures up to 1600 K. The chem- 
ical nature of this layer has to be determined in future 
experiments. Future work will also focus on the anneal- 
ing behavior of GaN implanted with increasing doses 
and also the electrical properties will be determined using 
the same samples for all techniques. 
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Abstract 

Formation and annealing of radiation-induced defects in doped and nominally undoped n-GaN are investigated by 
means of electrical measurements and Raman spectroscopy. The production rate of defects turned out to be dependent 
on the dopant concentration. This suggests that at least one kind of native defects is involved in impurity-defect 
interactions at room temperature. Two prominent stages of defect annealing are revealed. The annealing processes at 
T > 100°C are associated with mobile native defects. A considerable fraction of radiation defects is still present in the 
materials after annealing to T > 750°C. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium nitride; Irradiation; Defect interaction 

1. Introduction 

It is well known that a great deal of information on 
defect behavior and properties in silicon and binary com- 
pounds, first of all in GaAs and GaP, has been gained 
from radiation experiments. In actual fact, irradiation of 
a semiconductor with fast electrons or gamma rays at 
energies of a few MeV provides a convenient tool for 
producing of native defects due to elastic displacement of 
host atoms. Annealing studies of irradiated semiconductors 
allow one to investigate important effects associated with 
mobile native defects and impurity-defect interactions. 

The purpose of the present work is to study changes in 
the electrical and optical properties of wurtzite GaN 
layers with radiation-induced point defects. 

2. Experimental 

GaN layers of n-type were grown by the MOCVD 
technique using sapphire substrates. There were two 

* Corresponding author. Tel.:   + 7-812-247-9952; fax:   + 7- 
812-247-1017. 

E-mail address: emtsev@pop.ioffe.rssi.ru (V.V. Emtsev) 

groups of samples provided by two producers. The 
samples from the first group were two-layer structures of 
wurtzite GaN. The lower layer of a thickness of about 
2   urn   was   doped   with   Si   in   concentrations   of 
1 x 1018-3 x 1018cm~3. The growth process has been 
finished with deposition of another layer of undoped 
GaN. The undoped layer was about 0.1 um thick. The 
samples from the second group were nominally undoped. 
Their thickness was about 4 urn. The electron concentra- 
tion  at  room  temperature  varied  from  7 x 1016  to 
2 x 1017cm"3. The mobility of charge carriers was about 
600 cm2/(V s). 

The samples were subjected to 60Co gamma-irradia- 
tion at 8°C. In the case of 60Co gamma rays the primary 
defects in GaN are introduced by means of the Compton 
electrons of a mean energy of about 700 keV, i.e. most of 
the produced defects are expected to be simple and 
point-like. The irradiated samples were then isochroni- 
cally annealed up to T = 750°C in steps of T = 100°C 
and t = 20 min. Electrical data and Raman spectra were 
recorded for the samples under study prior to and after 
gamma-irradiation as well as at all annealing steps. 

Hall effect and conductivity measurements were taken 
by the Van der Pauw technique over a temperature 
range of 78-300 K. The electrical measurements furnish 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00416-0 
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information on the electron concentration and mobility 
vs. temperature, i.e. n(T) and ju(T), respectively. 

Raman scattering measurements were carried out at 
room temperature. The Ar+ laser (X = 488 nm) was used 
for excitation. The scattered radiation was analyzed 
with a help of a double grating monochromator connec- 
ted to the computerized systems for scanning and data 
registration. Analysis of Raman data permits one to 
estimate the concentration and mobility of charge car- 
riers in n-GaN; see for instance Ref. [1,2]. In this way we 
used the Raman spectroscopy as an independent source 
of information. This is especially useful in the case of 
a two-layer n-GaN structure, since the information can 
be gained separately for both layers. 

3. Results and discussion 

3.1. Irradiation of n-GaN 

Let us first discuss the data obtained for the doped 
n-GaN. As can be seen from Fig. 1, the electron concen- 
tration over the entire temperature range studied in- 
creases in the course of gamma irradiation. This effect is 
also confirmed by Raman spectroscopy; see Fig. 2. In 
general, this observation is similar to that reported 
earlier for lightly doped n-GaN irradiated with fast elec- 
trons at 0.9 MeV [3]. Owing to the fact that the damage 
factors for fast electron and gamma irradiation are differ- 
ent the rates of change of the electron concentration in 
doped n-GaN differ substantially in both cases, about 
1 and (0.01-0.04) cm-1, respectively. However, there are 
reasons to believe that the rate of radiation-induced 
donors should be substantially higher than that given 
above. Actually, from Fig. 3 it is evident that the electron 
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Fig. 1. Temperature dependence of the electron concentration 
in the doped n-GaN in the initial state (open circles), after 
gamma irradiation (black squares) and isochronal annealing at 
T = 250°C (black triangles), T = 550°C (black circles), and 
T = 750°C (open triangles). Irradiation dose # = 1.34 x 
10I9cm-2. 
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Fig. 2. Experimental Raman spectra and fitting curves for n- 
GaN: Si in the region of the coupled plasmon-LO phonon 
modes with higher eigenfrequencies. Spectra: 1, initial; 2, after 
gamma irradiation; 3, annealing at T = 250°C; 4, annealing at 
T = 550°C; 5, annealing at T = 750°C. Irradiation dose 
<Z> = 1.34xl019cm-2. 

Temperature, K 

Fig. 3. Temperature dependence of the electron mobility in the 
doped n-GaN in the initial state (open circles), after gamma- 
irradiation (black squares) and isochronal annealing at 
T = 250°C (black triangles), T = 550°C (black circles), and 
T = 750°C (open triangles). Irradiation dose 
0 = 1.34 x 1019cm~2. The corresponding n(T) curves for this 
sample are shown in Fig. 1. 

mobility in the n-GaN drops in the course of gamma 
irradiation. Strikingly, this decrease turned out to be 
much stronger as could be expected from the added 
concentration of charge carriers, presumably equal to the 
added concentration of scattering centers; cf. Ref. [4]. It 
is also true for electron-irradiated n-GaN [3]. Most 
likely, the effect stems from the appearance of very effec- 
tive scattering centers, i.e. multiply charged acceptors in 
n-GaN. This, in turn, means that the added concentra- 
tion of electrons in the irradiated n-GaN is only a small 
fraction of radiation-induced donors mostly compen- 
sated by the multiple acceptors. Taking into account that 
the Fermi level in the n-GaN at T < 300 K is in close 
proximity to the conduction band one can conclude that 
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the donors in question are very shallow or even in the 
conduction band; see also below. 

Among the electrically active components of Frenkel 
pairs in n-GaN, close attention has to be given to the 
vacancies on both sublattices, VN (shallow donors) and 
VQI (triple deep acceptors); see for instance Refs. [5-8]. 
Nothing is known about activation energies for migra- 
tion of native point defects in this material. If the native 
defects are immobile at room temperature a simple inter- 
pretation of the experimental observation may be pos- 
sible assuming that the production rate of VQI is slightly 
less than one-third of the production rate of VN . In this 
case the net effect in the n-GaN samples at the same 
irradiation dose should be the same, independent of the 
initial dopant concentration, provided that all the pri- 
mary defects retain their charge states. However, the 
experimental data are not consistent with this model. The 
defect production rate drops significantly with decreasing 
dopant concentration; see also Ref. [3]. In an extreme 
case, for the undoped samples from the second group, 
the n(T) curves display some features different from what 
is observed for the doped n-GaN after irradiation; cf. 
Figs. 1 and 4. 

The effect appears to be associated with silicon impu- 
rity atoms or background impurities (oxygen, carbon, 
etc.) if their introduction in GaN is somehow correlated 
with the silicon doping. In other words, in such a case at 
least one of the components of Frenkel pairs should be 
mobile at room temperature. The mobile defects can be 
trapped by impurity atoms, thus forming impurity- 
related complexes. In view of poor identification of native 
defects in GaN any modeling of radiation-induced pro- 
cesses could be speculative at this stage. Additional in- 
formation on the defect behaviour can be gained from 
annealing studies. 

3.2. Annealing studies 

Some experimental curves n(T) and ß(T) for the doped 
n-GaN subjected to irradiation with subsequent anneal- 
ing are shown in Figs. 1 and 3, respectively. Fig. 5 dis- 
plays the annealing curves over the entire temperature 
range. As is seen from this figure, there is a good correla- 
tion between the electrical and optical data for the sam- 
ples from the first group. Moreover, the annealing of 
defects in the undoped samples from the second group 
turned out to be similar in many respects, so we will 
discuss the question in general terms. 

Surprisingly, the electron concentration still increases 
just at the beginning of annealing. This reverse annealing 
stage takes place up to T « 300°C; see Figs. 1 and 4. The 
effect is profound, so in the doped n-GaN the added 
concentration of charge carriers can be as large as 60% 
compared to the initial electron concentration; see Fig. 1. 
Further annealing revealed a broad stage ranging from 
T « 300°C to 550°C. Over this temperature interval the 
concentration of charge carriers gradually reduced and it 
completely recovered at T « 550°C. The mobility of 
charge carriers also returned to the initial value; see 
Fig. 3. Interestingly, the EL3 ODMR spectrum, possibly 
associated with gallium-related defects, disappears in the 
temperature interval from T ta 300°C to 400°C [9] and, 
therefore, the contribution of these defects to the broad 
annealing stage at T > 250°C may be taken into consid- 
eration, too. 

Despite the seemingly complete recovery of n{T) and 
fi(T), the annealing at T > 550°C showed that a con- 
siderable fraction of radiation defects electrically neutral 
in the n-GaN survives. Actually, a new reverse annealing 
stage at  T« 650°C and its rapid disappearance at 

1000/T, K"1 

Fig. 4. Temperature dependence of the electron concentration 
in the undoped n-GaN in the initial state (open circles), after 
gamma-irradiation (crosses) and isochronal annealing at 
T = 300°C (black triangles). Irradiation dose # = 1.18 x 
1019cm"2. 

Fig. 5. Isochronal annealing of the irradiated n-GaN. Irradia- 
tion dose <2> = 1.34 x 1019cm-2. Electron concentration at room 
temperature: electrical measurements (black circles); optical 
measurements on the doped (black squares) and undoped (open 
squares) layers. Electron mobility at room temperature: electri- 
cal measurements (open circles); optical measurements on the 
doped (black triangles) and undoped (open triangles) layers. 
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T « 750°C are evident from Fig. 5. Two characteristic 
features of the defect annealing may be pertinent to note. 
First, the peak concentrations of charge carriers at both 
reverse annealing stages T « 300°C and 650°C were 
found to be nearly equal to one another. Second, after the 
annealing at T x 750°C the presence of radiation defects 
in the n-GaN is still observable, since both n(T) and /i(T) 
are far from being recovered. The changes in the electron 
concentration upon annealing were found to be very 
similar for all the samples studied, whereas the mobility 
data differ somewhat in detail from the annealing pro- 
cesses in n-GaN layers with decreasing silicon concentra- 
tion. Because of this, in drawing conclusions we lean 
mostly on the concentration data. 

A considerable increase in the electron concentration 
is observed at two annealing stages starting from 
T > 100°C and 550°C, respectively. This provides strong 
support to the conclusion that the reverse annealing is 
related to the migration of native defects and their com- 
plexing with impurities rather than to annihilation of 
primary defects. The added concentration of shallow 
donors is estimated to be a few 1018 cm"3 for the n-GaN 
with higher silicon concentrations. In such a case, the 
production rate of primary defects involved in the donor 
formation is close to 0.1 cm"1, in accordance with the 
conclusion given above for the irradiated n-GaN. Up to 
now there is no information on the threshold energy of 
elastic displacement of host atoms in GaN. Additional 
radiation experiments are needed to shed new light on 
the problems discussed. 

4. Conclusions 

The observed changes in the concentration and mobil- 
ity of charge carriers in n-GaN as a result of gamma 
irradiation at room temperature can be explained in 
terms of the formation of multiply charged acceptors. 
The data presented furnish evidence that at least one of 

the components of Frenkel pairs is mobile at room tem- 
perature. 

The annealing processes appear to be complex. Two 
prominent stages of reverse annealing of defects with 
shallow donor states are observed at T > 100°C. In 
the course of annealing, the mobile native defects can 
be trapped by impurities, first of all by silicon and 
oxygen. Based on the shallow donor concentration at 
the reverse annealing stages, the estimated production 
rate of primary defects in gamma-irradiated n-GaN is 
about 0.1cm"1, in contrast to the production rate of 
0.03 cm"1 or less, simply determined from the added 
concentration of charge carriers in materials subjected to 
irradiation. 
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Abstract 

Broad photoluminescence bands with maxima at 2.2, 2.5 and 2.9 eV in undoped GaN are studied. The bands are 
related to three deep acceptors, which are characterized by strong electron-phonon coupling. Vibrational properties of 
the defects are reported. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Broad bands are often present in emission and absorp- 
tion spectra of deep defects in semiconductors that are 
generally attributed to a strong electron-phonon interac- 
tion typical for deep localized centers [1-3]. Emission 
spectra of deep defects in ZnS [4], GaAs [5], GaP [6] 
and GaN [7] have been successfully described in terms of 
the one-dimensional configuration coordinate (CC) 
model, despite its simplicity. In undoped GaN, a broad 
photoluminescence (PL) band with a peak near 2.2 eV 
(yellow band) is universally observed [7-9]. Ogino and 
Aoki attributed this band to optical transitions from 
a shallow donor to a deep acceptor and explained its 
large width and temperature behavior using the CC 
model [7]. However, the broadening of the yellow 
luminescence has been also attributed to a broad distri- 
bution of closely spaced acceptor states [8,9]. Other 
broad bands have been observed in the luminescence 
spectrum of GaN whose properties have not been char- 
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ing/VCU, 601 W. Main str., Richmond, VA 23284-3072, USA. 
Fax: + 1-804-828-4269. 
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1 Permanent   address:   Ioffe   Physical-Technical   Institute, 

St.-Petersburg 194021, Russia. 

acterized. A broad band with a maximum near 2.9 eV 
(blue band) is often present in both PL and cath- 
odoluminescence spectra of undoped GaN [10-15]. It is 
attributed to transitions from either the conduction band 
or a shallow donor to a deep acceptor, which is tentative- 
ly related to the Ga vacancy or its complex [13-15]. 
Some of our samples revealed a broad band with a max- 
imum at about 2.5 eV (green band) [16]. In this work we 
show that the luminescence properties of the yellow, 
green and blue bands in undoped GaN are similar and 
can be best described by the CC model for defects with 
strong electron-phonon interaction. 

2. Aspects of the configuration coordinate model [1-4] 

The characteristic luminescence of the broad bands 
can be described by the CC model, which is shown in 
Fig. 1. Adiabatic potentials represent the total potential 
energy (electronic and nuclear) of the defect. The equilib- 
rium positions of the ground and excited states are 
displaced from one another and the displacement R0 is 
a measure of the electron-lattice coupling. In the simplest 
case the electronic state interacts with a single localized 
vibrational mode of frequency a>0- For generality, the 
phonon frequencies in the ground and excited states are 
assumed to be different, <xi% and a>l, respectively. At low 
temperatures (kT <? hof0) optical transitions take place 
from the zero vibrational level and the maximum of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Configuration coordinate diagram. 

emission (£max) corresponds to transition AB shown in 
Fig. 1. After emitting a photon, the system relaxes to the 
zero level of the ground state by emitting several 
phonons with an energy ha% into the crystal. 

The shape of the PL band depends on hof0 and the 
Huang-Rhys factor S, which may be different for absorp- 
tion and emission, Sab and Sem, yet there is a relation 
between these values: 

ticol' 
(1) 

In case of strong electron-phonon coupling (S g> 1), 
S represents the mean number of the emitted phonons for 
each act of the photon absorption or emission. The larger 
S, the wider the band and the less resolved are transitions 
corresponding to different vibration levels. The full-width 
at half-maximum (FWHM, or W) of the PL band de- 
pends on temperature, T, and in the CC model is given 
by 

W(T) = W(0) /coth 
hcoe

0\ 

2kTj 

= (v/8ln2 
Smha>l -(£ (2) 

At high temperatures the bandwidth is proportional to 
T1/2 and at low temperatures it is temperature indepen- 
dent. Thus, it is possible to find W(0) and ha>% from the 
temperature dependence of the FWHM of PL band. If 
position of the zero-phonon line (E0) is known, one can 
estimate the quantity (ha>lSem) with the accuracy of 
0M> 

ha>lSem = (E0 - £max) + fyiwl 

« (E0 - £max) + tycol (3) 

and then find parameters hm%, Sem and Sab using Eqs. (1) 
and (2). 

3. Experiment 

For PL studies, GaN layers with thickness about 2 urn 
were grown by metal-organic vapor phase epitaxy onto 
c-plane sapphire. Concentration of free electrons and 
their mobility, obtained from the room-temperature Hall 
effect, are 1017-1018 cm-3 and 100-500 cm2 V"1 s"1, 
respectively. PL was excited with 325 nm line of a cw 
He-Cd laser. The excitation density was varied from 
2 x 10"5 to 10 W/cm2 by means of neutral density filters. 
PL signal was dispersed by a 0.75 m Spex grating mono- 
chromator and detected by a Hamamatsu photomultip- 
lier tube (PMT) and a photon-counting system. All PL 
spectra were corrected to account the spectral sensitivity 
of the PMT. The sample temperature was varied from 13 
to 380 K in a closed cycle helium cryostat and up to 
600 K using a heating stage. 

4. Results and discussion 

We have studied the PL spectra from more than 50 
undoped GaN samples. The 2.2 and 2.9 eV bands are 
present in almost all samples, however their intensities 
vary. The 2.5 eV band has only been observed in two 
samples. The spectra of these three PL bands are shown 
in Fig. 2. The width of the bands was independent of 
excitation intensity and shape of the bands was the same 
in a large set of samples. These observations indicate that 
the PL bands in studied samples correspond to single 
point defects, rather than to a set of unresolved defects. 
The good quality of the samples is supported by intense 
near band-edge emission (FWHM in the range 
3-10 meV) with rich fine structure. 

With increasing temperature, integrated intensities of 
the PL bands are thermally quenched with activation 
energies (£A) of about 0.38,0.58 and 0.85 eV, respectively, 
for the 2.9,2.5 and 2.2 eV bands (Fig. 3). We attribute this 
quenching to thermalization of holes from the acceptor 
level to the valence band. All three PL bands blue-shifted 
with increasing excitation intensity from 7 to 20meV 
suggesting that at low temperature these bands involve 
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Fig. 2. PL spectrum of undoped GaN samples at T = 15 K. 
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Fig. 4. Shift of the PL band maximum with temperature. 

transitions from a shallow donor to three different accep- 
tors. Furthermore, the nonexponential decay of PL after 
pulsed excitation, observed for the yellow and blue bands 
[17], also implies donor-acceptor type transition. Note 
that the weakly bound electron on the shallow donor has 
almost no effect on position of atoms composing the 
defect and, hence, position and shape of adiabatic poten- 
tials should be the same for transitions from the conduc- 
tion band and from the shallow donor to a deep acceptor. 
Distribution in the Coulomb interaction for pairs with 
different separation can also be ignored since it should be 
of the order of the donor ionization energy, which is 
much smaller than the observed broadening of the bands. 

Temperature dependencies of the position and shape 
of the PL bands were studied over the range 15-380 K. 
Temperature-induced shift of the PL bands is different 
from the gap width variation (Fig. 4), which is typical for 
defects with strong electron-phonon coupling [4]. The 
positions of band maximum at low-temperature limit, 
£max(0), are 2.21, 2.51 and 2.88 eV, respectively, for the 
yellow, green and blue PL. Fig. 5 shows temperature 
dependencies of the FWHM of the 2.2,2.5 and 2.9 eV PL 
bands. The experimental data for all studied PL bands 
are well described by Eq. (2) for parameters W(0) and 
haf0 listed in captions of Fig. 5. Note that for the yellow 
band these parameters are slightly different from those 
found by Ogino and Aoki (430 and 40 meV) [7]. How- 
ever, our results are consistent with the data of Kim et al. 
on YL, which attest also that the vibrational character- 
istics of the defect are invariant with hydrostatic pressure 
applied [18]. 

i 
5 

300 

Fig. 5. Temperature dependence of FWHM for three PL bands. 
The solid curves are fit by Eq. (4) with the following parameters: 
W(0) = 380 (1); 390 (2); 340 (3) meV. Äcoe

0 = 52 (1); 40 (2); 43 
(3) meV. 
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Fig. 6. Fine structure of the 2.9 eV PL band at T = 15 K. 

At low temperature, we have observed a fine structure 
on the high-energy side of the 2.9 eV band, associated 
with local and lattice phonons (Fig. 6). An analysis of the 
spectra from many samples has shown that the fine 
structure is formed by superposition of two series of 
sharp peaks [15]. First peak at 3.098 eV is attributed to 
the zero-phonon transition for the 2.9 eV band. Its rep- 
licas at the energy multiples of 36 + 1 meV are attributed 
to transitions involving the local vibration mode of the 
acceptor. Repetition of this set over 91 meV is due to 
coupling with lattice phonons. Using the above-deduced 
parameters W(0), E0, £max(0) and hm'0 for the 2.9 eV 
band we have calculated the parameters hco%, Sab and 
Sem from Eqs. (l)-(3), which are 60 meV, 3.0 and 4.2 and 
respectively. The value of ha>l is consistent with the data 
measured from the fine structure of the PL band at low 
temperature. Indeed, contribution of the local (36 meV) 

and lattice (91 meV) phonons into the bandwidth is com- 
parable and, hence, an effective phonon energy obtained 
from the band broadening may be expected to be some- 
thing average. The calculated Huang-Rhys factor is con- 
sistent with the shape of the band. Thus, the magnitude 
Sem = 4.2 roughly correlates with the mean number of 
emitted phonons, which is 2.4 or 6 if solely lattice LO or 
defect local modes are considered. It is interesting to note 
that simplification Sab = Sem, commonly accepted for 
calculation of quantity S from equation similar to Eq. (2) 
[3], leads to a large discrepancy, if the vibrational 
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Table 1 
Parameters of broad PL bands in undoped GaN 

PL band £*„(0) EA Eo Sab Sem ha>l hw% 
(eV) (eV) (eV) (meV) (meV) 

Yellow 2.21 0.85 2.64a 8.0 8.4 52 55 
Green 2.51 0.58 3.0 + 0.05 9.5 + 2 11+2 40 46 + 3 
Blue 2.88 0.38 3.098 3.0 4.2 43 60 

"After Ref. [7]. 

frequencies in the ground and excited states are actually 
different. So, assuming Sab = Ssm = S, one would obtain 
S = 11.3 from Eq. (2), which is inconsistent with the 
asymmetric shape of the 2.9 eV PL band. In contrast, the 
2.2 and 2.5 eV bands have almost Gaussian shape, which 
implies stronger electron-phonon coupling (larger value 
of S). For the yellow band, taking E0 = 2.64 eV from Ref. 
[7] and using the derived values of W(0) and hco% in this 
work, we obtain Sab = 8.0, Sem = 8.4 and ha>% = 55 meV. 
For the green band the value of E0 was roughly esti- 
mated as 3.0 ± 0.05 eV from the analysis of the band 
shape. This results in Sab = 9.5 + 2, Sem = 11 + 2 and 
hcol =46 + 3 meV for this band. The obtained para- 
meters of deep defects are given in Table 1. 

Our results are consistent with association of broad 
PL bands in undoped GaN to a gallium vacancy and/or 
complexes involving it. Native acceptors, such as VGa or 
its complexes with Si, O and H are likely to be formed in 
the growth of n-type GaN [19]. Similar behavior of the 
"self-activated" luminescence in ZnS and GaAs, at- 
tributed to complexes including a cation vacancy [4,5], 
supports this. 

5. Conclusions 

We have studied broad PL bands with maxima at 2.2, 
2.5 and 2.9 eV in undoped GaN epitaxial layers. We 
attribute these bands to optical transitions from a shal- 
low donor (or conduction band) to three deep acceptors. 
Optical transitions are characterized by strong electron- 
phonon coupling responsible for the large width of the PL 
bands. Vibrational characteristics of the defects are found. 
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Abstract 

Vibrational modes in O-doped GaN have been observed at 544 cm"1 in Raman spectroscopy. Under perturbation of 
large hydrostatic pressure the mode appears as a set of three different lines Ch ...3 whose relative intensities change by 
pressure. A switching between the modes occurs near 10 and 20 GPa and is found to correlate with the electron capture 
process to the DX-like state of O. We employ a simple oscillator model to predict the vibrational frequencies of 0N. 
A localization energy of 23 cm"1 with respect to the optical phonon band is predicted. This is in reasonable agreement 
with the observed vibrational frequencies. Therefore, we assign the Q modes to the local vibration of O on N site in GaN. 
Modes Q1...3 are tentatively assigned to three different charge states of the O defect center. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Local vibration mode; Oxygen in GaN; DX-center 

1. Introduction 

Exciting opportunities for new optoelectronic devices 
with high-frequency, high-power, and high-temperature 
performance are arising with the development of wide 
band-gap group-Ill nitrides [1-3]. As in most semicon- 
ductor systems [4] the practical development of group- 
Ill nitrides (GaN in particular) is closely linked to the 
control of defects, dopants, and impurities. In the case of 
thin film epitaxy the lack of lattice-matched substrates 
required the development of suitable buffer layer tech- 
niques to achieve of high crystalline quality [1,3]. In 
addition, precursor purification and successful acceptor 
activation were essential steps in the development of the 
system [3]. Much attention has been paid to the prob- 
lems of the structural defects and the acceptor activation; 

* Corresponding author. Tel.:  + 81-52-832-1151; fax:  + 81- 
52-832-1244. 

E-mail address: wetzel@meijo-u.ac.jp (C. Wetzel) 

the donors have been less well studied. For example only 
recently has the role of O been clarified [5-8]. In contrast 
to Ge, Si, GaAs, and GaP, O in GaN turns out to be 
a highly effective donor and in the form of water is easily 
delivered (sometimes unintentionally) in large quantities 
during vapor phase growth with the ammonia precursor 
[9]. Furthermore, O is a difficult-to-avoid contaminant 
in high-vacuum systems. A role of O as a deep donor in 
irradiated GaN has also been reported [10]. 

Concerning electronic properties we recently identi- 
fied a DX-like behavior of O, where its donor level 
converts into a deep gap state above a critical pressure 
of 20 GPa [5,11,12,8]. The free carrier concentra- 
tion was measured via the phonon-plasmon coupling 
[11] of the GaN Ax (LO) mode. The application of 
hydrostatic pressure to GaN is analogous with alloying 
in Al^Gax-xN, and we predicted that O should convert 
to a deep donor for x > 0.40. Recently these findings 
have been confirmed by both theory [6] and in transport 
experiments [7]. In the present work we focus on the 
vibrational properties of GaN: O under hydrostatic pres- 
sure perturbation. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00418-4 
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2. Experimental 

Epitaxial samples of GaN: O were grown by hydride 
vapor-phase epitaxy on c-plane sapphire at thicknesses 
of 20 um [13]. O doping was achieved by water vapor. 
The concentration of typical donor-type dopants is 
O:iVD=2.0xl019 cm"3, Si:JVD = 3.0x 1017 cm"3. 
Free electron concentration are JVel = 3.5 x 1019 cm"3 at 
a mobility of 90 cm2/Vs. Non-resonant Raman spectro- 
scopy was performed using 100 mW of the 476.5 and 
514.4 nm lines of an Ar ion laser. Scattering light was 
analyzed in either a single or a triple grating Raman 
spectrometer. Large pressure was applied by means of 
Mao-Bell-type diamond anvil cells using nitrogen as 
a pressure medium. All data were taken at room temper- 
ature. 

3. Impurity modes in the linear chain model 

The phonon dispersion in GaN has been calculated 
recently in first principles calculations [14,15]. For the 
purpose of impurity studies, however, a linear chain of 
springs and masses equivalent to its constituent nuclei 
has proven to be a suitable and descriptive model [16]. 
For example, such models have also been used to de- 
scribe the effects of isotopical purification on the GaN 
phonon spectrum [17]. For our purpose, we consider the 
hexagonal basal plane of wurtzite GaN. In an approxi- 
mation, we treat three bonds of the bonding tetrahedron 
as coplanar leading to a regular hexagonal mesh of 
coplanar lattice sites. A linear chain can be defined along 
any high symmetry axis with alternating masses of 69Ga, 
ffloa = 69 amu, and 14N, mN = 14 amu (solid line). To 
account for the alternating bonding angles we introduce 
two effective constants kt and k2 {k1 >k2) of Hooke 
springs connecting adjacent nuclei. Imposing a superla- 
ttice on the Ga-N chain by such alternating spring con- 
stants induces an additional zone folding in reciprocal 
space. Consequently, Eigenvalues of modes in F are pro- 
portional to mal'2, mü1'2, and (l/mGa + l/mN)1/2, which 
can be identified as the E2 (low), E1; and E2 (high) 
phonon modes.1 The respective longitudinal vibration 
modes are depicted in Fig. 1(a). The two parameters of 
the system, k-^ and k2, were adjusted to reproduce the 
two energies of E2 (low) (v = 144 cm"1) and E2 (high) 
(v = 570 cm"1). As a test a third value for Ei, v = 555 
cm"1, was derived which closely coincides with the ex- 
perimental Ex (TO) mode and indicates the suitability of 
the model. The large ratio of mGJm^ leads to a narrow 
optical phonon band and a large splitting of acoustical 
and optical phonons. 

The role of O impurities on the N-site is studied in the 
same model by replacing one mass of 14 amu by the mass 
of 16 amu. This constitutes the case of isoelectronic 
doping, where the additional charge of O is neglected. 
The modified phonon modes and the mode associated 
with the O impurity are shown in Fig. 1(b). The O mode 
is limited to the two nearest neighbors on either side and 
strongly resembles the modal behavior of E2 (high). In 
the larger vicinity of the impurity the amplitudes e and 
consequently the transition probability oc e2 of E2 (high) 
and Ei phonons is strongly reduced. In turn the ampli- 
tude of the O atom is very strong and leads to 
a (£O/2E2 )2 ~ 220-fold increased transition probability 
with respect to the E2 (high) mode in the unperturbed 
system. For a linear chain of 256 atoms the phonon 
dispersion including the one ON impurity equivalent to 
a doping concentration of 0.4 at% was calculated leading 
to the density of states in Fig. 2 (the inset sketches the 
considered chain). The O mode appears as gap mode 23 
cm-1 below the optical phonon band extending from 

- . E2I0W 

(a) 

N Ga N Ga N Ga N Ga N Ga 
*1  *2 *1  *2 *1  *2 *1  to *1 

in-basal plane Coordinate (b) 

Ga Ga Ga Ga Ga Ga Ga 

in-basal plane Coordinate 

Fig. 1. Relative amplitudes of the atoms in a linear chain model 
for undoped GaN (a), and for GaN: O (b). In the doped case, the 
O-related mode draws much of the amplitudes from the phonon 
modes. 
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Fig. 2. Density of basal plane phonon modes in GaN in the 
linear chain model including one ON impurity. An O-related gap 
mode appears with localization energy of 23 cm"1. 
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Ex to E2 (high). Despite the small fraction of the O- 
related mode in the phonon density of states, becasue of 
its large oscillation amplitude it may be observable in 
experiment. 

4. Raman spectra under hydrostatic pressure 

A Raman spectrum of the GaN: O sample in z(x, — )z 
forward scattering in the range of the optical phonons is 
shown in Fig. 3. According to the selection rules in wur- 
tzite Ax (LO), and E2 (high and low) are allowed in this 
geometry and we identify E2 (high) at 567 cm-1. The 
peaks at 532 and 559 cm"1 are assigned to the Ax (TO) 
and Ex (TO), respectively. Their observation in this ge- 
ometry is due to their coupling to the free electron plas- 
mon due to the high electron concentration in the 
sample. An additional mode Q appears at 544 cm"1; this 
mode is only seen in highly O-doped material in z(x, — )z 
or z{x, — )z scattering. We cannot directly fit our phonon 
DOS in Fig. 2 to the data because modes of Ax symmetry 
are not considered in the model. The experiment indi- 
cates a smooth background continuum between the Ax 
(TO) mode and the considered Ex-E2 band. The narrow 
line shape of the g-mode, however, allows it to be distin- 
guished clearly from the continuum. 

Phonon quasi-modes in the range between Ex (TO) 
and Ax (TO) have been observed in GaN previously [18]. 
By observing scattering under a large variation of angle 
of incidence, the different branches of the phonon disper- 
sion could be explored. Under these conditions a coexist- 
ence of the bare and the quasi modes could not be 
observed. Furthermore, due to its mixed nature, the quasi 
mode never appeared as the narrowest line. Therefore, we 
do not believe that the Q peak in our case is due to 
a quasi phonon mode has to be excluded in our case. 
Instead, we propose that the mode Q be associated with 
the O impurity substituting on the N-site in GaN. The 
small discrepancy in calculated localization (23 cm"1) 
and the experimental observation (559-544 cm-1 = 15 
cm-1) is likely to be related to the insufficient treatment 
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Raman Shift (1/cm) 

Fig. 3. Raman spectrum in the phonon range of GaN in forward 
scattering. The Ej (TO) and E2 (high) phonon modes form 
a narrow band. A mode Q appears with effective localization 
with respect to this band. 
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Fig. 4. (a) Raman spectra of GaN: O under variable hydrostatic 
pressure. Besides a pressure stiffening of phonon modes, Qx, Q2, 
and Q3 appear with variable localization energy and intensities; 
(b) Phonon and Q-mode energies as a function of pressure. 
A significantly different behavior is observed for phonon mode 
E2 and Q1...3. 

of the charge state of the defect center in the present 
model [19]. 

Under application of large hydrostatic pressure, 
a more complex picture evolves. Spectra are shown in 
Fig. 4(a) and peak energies are graphed versus pressure 
in Fig. 4(b) (this data includes other O-doped samples 
reported elsewhere [19]. Mode Q appears as a set of 
three modes each of which shifts at a slightly smaller 
slope than E2. As seen in Fig. 4(a) at a pressure of 10 GPa 
the second mode gains in intensity and at 21 GPa the 
third one prevails (labeled Q1; Q2, and Q3, respectively). 

5. Discussion 

The mode switching between Q1; Q2, and Q3 has 
strong parallels with the previously reported freeze-out 
[20] of the electron concentration in GaN: O under large 
hydrostatic pressure. This freeze-out was identified with 
the transformation of the O impurity states from a shal- 
low donor to a DX-like center at pressures of 20 GPa [5]. 
This transition pressure closely coincides with the second 
mode switching step from Q2 to Q3 and could be due to 
the electron capture to the O impurity. A slight depend- 
ence of the impurity vibrational mode with the electronic 
charge state has previously been reported for Si in InP 
[21]. It is therefore also plausible that the step from 
Qx to Q2 at 10 GPa is also caused by a charge trapping 
process of the O impurity. The results of a previously 
developed model [11] that calculates the pressure behav- 
ior of the + /0 electron capture level of the defect and 
GaN the band edges are shown in Fig. 5. For a free 
electron concentration of Nel = 3.5 x 1019 cm"3 the 
Fermi level meets the expected defect level near 10 GPa. 
This supports our claim that the Qx~Q2 mode switching 
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Fig. 5. Model of the theoretical pressure dependence of band 
gap, Fermi energy, and different charge states of the O DX-like 
donor states. The shown pressure slope of DX~ is an interpola- 
tion of the theoretical results in Ref. [6]. The different steps in 
the localization energy of Q closely corresponds to the crossings 
of the donor levels with the Fermi edge and the conduction band 
edge, respectively. 

at ambient conditions originates in in-basal plane vibra- 
tions of substitutional O on N site in GaN. 

Acknowledgements 

The authors thank E.E. Haller and P.Y. Yu for the use 
of their pressure equipment. This work was supported by 
JSPS Research for the Future Program in the Area of 
Atomic Scale Surface and Interface Dynamics under the 
project of 'Dynamic Process and Control of the Buffer 
Layer at the Interface in a Highly Mismatched System'. 
Work at Berkeley Lab was supported by the Director, 
Office of Energy Research, Office of Basic Energy 
Sciences, Division of Materials Sciences, of the US De- 
partment of Energy under Contract No. DE-AC03- 
76SF00098. 

is caused by a charge trapping process at the O defect. 
Altogether, we observe three pressure ranges separated 
by two charge capture thresholds. This leads to the 
conclusion that three different charge states of the O de- 
fect should be involved. 

Detailed theoretical models have been developed for 
the pressure behavior of O in GaN as well as the equiva- 
lent situation in AlGaN alloys [6]. According to these 
results the shallow donor state of O transforms into 
a DX-like center for pressures beyond 18 GPa. Accom- 
panied by a large lattice relaxation of the O impurity two 
electrons can be trapped to a DX-center. In contrast to 
the present experimental observation of three different 
states in this process, theory has so far only identified the 
D+ and the DX~~ state. The fact that we count three 
different charge states strongly supports the models of 
a negatively charged DX " state. Again, our results can be 
converted to AlGaN alloys where O vibration modes 
should indicate the charge state of the DX-state. 

6. Conclusion 

In vibrational spectra of GaN: O we observed a local 
mode at 544 cm-1 that show a strong correlation with 
the electron freeze-out dynamics to O induced DX-like 
centers in GaN under large hydrostatic pressure. In 
a model calculation, we find that O substituting on the 
N site should induce a strong gap mode in this energy 
range. Pressure-dependent variations indicate the pres- 
ence of three different charge states of the defect. We 
conclude that the observed vibration mode at 544 cm "l 
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Abstract 

We investigate the electronic structures of n-type O-doped and p-type C-doped A1N crystals with wurtzite structures 
based on ab initio electronic band-structure calculations. We find the strongly localized impurity states for p-type 
C-doped A1N compared with that for n-type O-doped A1N. For the materials design to fabricate high-conductive p-type 
C-doped A1N, we study the effects of oxygen incorporation on p-type C-doped A1N. We verify the delocalization of the 
impurity states for p-type A1N : (2C and O) with a decrease in the Madelung energy. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: A1N; Oxygen; Carbon; p-type 

1. Introduction 

Wide-band gap semiconductors, GaN with a band gap 
of 3.4 eV and A1N with a band gap of 6.2 eV, are one of 
great interest for various applications in the blue and 
ultraviolet wavelength. For both A1N and GaN crystals, 
oxygen is a common impurity and the extent of O incor- 
poration has substantial effects on the electric and optical 
properties. 

In our previous work, we proposed a materials design, 
"codoping method", for the fabrication of low-resistivity 
p-type GaN using Be or Mg species as acceptors and 
oxygen as reactive donors based on ab initio electronic 
band-structure calculations [1-3]. Our prediction was 
verified by the experiments conducted by the German 
group [4]. The main effects of the oxygen codoping are as 
follows: (1) to increase the solubility of the acceptors 
with a decrease in the Madelung energy; (2) to lower 
the acceptor levels in the band gap due to the strong 
attractive  interaction  between  the  oxygen  and  the 

♦Corresponding author. Fax: + 81-88-757-2120. 
E-mail address: yamateko@ele.kochi-tech.ac.jp (T. Yamamoto) 

acceptors; (3) to increase the hole mobility due to the 
short-range dipole-like scattering mechanism. We note 
that A1N seems to present an extreme case with respect to 
oxygen incorporation compared to GaN, because of the 
possibility of several percent O incorporation [5]. On the 
other hand, several authors reported that C implantation 
in A1N produces no shallow acceptors [6]. In such a case, 
the impurity level in the band gap for carbon-doped A1N 
crystals is a key parameter to be controlled for the 
fabrication of high-conductive p-type A1N crystals. 

The aim of this work is to investigate the effects of 
O incorporation on A1N: C crystals based on ab initio 
electronic-structure calculations. In addition, we propose 
materials design for the fabrication of high-conductive 
p-type A1N crystals. 

2. Methodology 

The results of our band structure calculations for A1N 
doped with O or C species are based on the local-density 
treatment of electronic exchange and correlation [7-9] 
and on the augmented-spherical-wave (ASW) [10] for- 
malism. The Brillouin-zone integration was carried out 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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for 24-fc points in an irreducible wedge. The Madelung 
energy, which reflects the long-range electrostatic inter- 
actions in the system, was assumed to be restricted to a 
sum over monopoles. For valence electrons, we employed 
the outermost s and p orbitals for all atoms under consid- 
eration. 

We studied the crystal structure of doped A1N under 
periodic boundary conditions by generating supercells 
having 32 atoms that contain the object of interest as 
follows: (1) for A1N doped with O species (A1N: ON), we 
replace one of the 16 sites of N atoms by an O atom site 
in model supercells; (2) for A1N doped with C species 
(A1N: CA1), we replace one of the 16 sites of Al atoms by 
a C atom site; (3) for A1N doped with C species 
(A1N: CN), we replace one of the 16 sites of N atoms by 
a C atom site; (4) for A1N: (2CN and ON), we replace two 
of the 16 sites of the N atoms by C sites and one of the 
remaining N sites by the O site. 

3. Results and discussion 

We show the total density of states (DOS) of undoped 
A1N in Fig. 1(a) as the reference standard and the total 
DOS of A1N: ON crystals in Fig. 1(b) and of A1N: CN in 
Fig. 1(c). Energy is measured relative to the Fermi level 
(£F). The arrows in Fig. l(a)-(c) show N 2s band. 

In Fig. 1(a), we find that while the mixing between 
N 2p and Al 3s orbitals shifts the center of gravity of the 
local DOS at the N sites towards lower-energy regions, 
charge transfers from Al 3p to N 2s and 2p give rise to the 
shift of Al 3p levels towards higher-energy regions above 
EF. From the ionic characteristics of the chemical bonds 
in A1N, the Madelung energy is a key parameter to 
indicate a change in the stability of the ionic charge 
distributions caused by n or p-type doping. We verified 

Q   30 [ (c) C ■ W L A P-type   - 

\JrM A: 
-16    -12    -8.0   -4.0    0.0     4.0    8.0 

Energy (eV) 

Fig. 1. Total DOS of (a) undoped, (b) O-doped and (c) C-doped 
A1N crystals. 

Fig. 2. Crystal structure of p-type A1N doped with 2CN and ON. 

The closed circle denotes N and the circle with dot denotes Al. 

from ab initio total energy calculations that n-type dop- 
ing using C species as donors, Al-substitution species, 
causes an almost 17.0 eV increase in the Madelung en- 
ergy compared with p-type doping using C as acceptors, 
N-substitution species [11]. This indicates that C species 
will substitute for N, which is very reasonable consider- 
ing the electronegativity and covalent radii estimated in 
the crystal with tetrahedral coordinates. Thus, we focus 
on carbon, N-substitution species, in this study. 

Fig. 1(b) and (c) show that the conduction type of O- 
and C-doped A1N crystals is n- and p-type, respectively. 
For n-type A1N : ON, we find that the strong attractive 
potential causes the shift of the weight of the impurity 
states, especially, s states at the O sites, towards lower- 
energy regions, resulting in a sharp DOS peak near at 
— 12.0 eV below EF. This gives rise to localized impurity 

states at O sites for n-type A1N : ON crystals, in contrast 
to ON in GaN [1-3,12,13]. 

A comparison of DOS near the top of the valence band 
between undoped A1N in Fig. 1(a) and p-type A1N: CN in 
Fig. 1(c) shows the substantial localization of the impu- 
rity states for A1N : CN due to the strong repulsive poten- 
tial, resulting in a shift of the weight of C p states towards 
higher-energy regions. We find that the changes in the 
Madelung energy, compared with those for undoped 
A1N, for n-type A1N: ON and for p-type A1N: CN are 
a 2.09 decrease and a 6.64 eV increase, respectively. The 
above findings indicate that it is very difficult to fabricate 
p-type A1N using C species. 

We investigate the effects of O incorporation on the 
electronic structures of p-type A1N: 2CN. We determined 
crystal structure of p-type A1N : (2CN and ON) under the 
condition that the total energy is minimized. We show 
the crystal structure of p-type codoped A1N: (2CN and 
ON) in Fig. 2. Total-energy calculations show that the 
formation of the complex including C-Al-O-Al-C is 
energetically favorable. In addition, O incorporation, or 
O-codoping, causes a 1.22 eV decrease in the Madelung 
energy compared with O-free p-type A1N: 2CN. We pres- 
ent the carbon-site decomposed DOS near £F of p-type 
A1N: CN in Fig. 3(a) and p-type A1N: (2CN and ON) in 
Fig. 3(b). We note that the two crystals mentioned above 
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Fig. 3. Carbon-site decomposed DOS of p-type A1N (a) doped 
with C alone and (b) codoped with 2C and O. 

have the same number of holes generated at the top of the 
valence band. Fig. 3(a) and (b) show that O-incorpora- 
tion causes the delocalization of the impurity states near 
the top of the valence band, resulting in the lowered 
acceptor levels in the band gap compared with p-type 
A1N doped with C alone. 

4. Conclusions 

We have investigated the effects of O-incorporation on 
the electronic structure and the Madelung energy on 
p-type A1N: CN crystals based on ab initio electronic- 

structure calculations. We find that O-codoping in p- 
type A1N : CN causes the delocalization of impurity states 
of the acceptors with a decrease in the Madelung energy. 
We predict that codoping of C and O species is a very 
effective method for the fabrication of low-resistivity p- 
type A1N crystals. This awaits experimental verification. 
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Abstract 

Muon nuclear-quadrupole level-crossing resonances (QLCR) and zero-field muon spin depolarization functions are 
identified for negatively charged muonium (Mu~) centers in wurtzite-structured GaN.The QLCR spectra imply that 
Mu" occupies interstitial locations next to Ga atoms, consistent with the two inequivalent Ga anti-bonding sites. Mu" 
related depolarization shows an increase in average dipolar fields near 200 K and indicates motion above 500 K. 
Transitions suggested by relaxation features are briefly discussed. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Hydrogen is an important impurity in gallium nitride, 
as in other semiconductors, primarily because it interacts 
strongly with other defects forming complexes which 
modify the electrical activity [1]. The same interactions 
which make hydrogen important also make the study of 
isolated hydrogen impurities difficult. We have been in- 
vestigating the very light, short-lived pseudo-isotope of 
hydrogen known as muonium, Mu = [|i+,e~]. Muo- 
nium is formed when positive muons are implanted into 
the host material, and because the mean muon lifetime is 
only 2.2 us, Mu nearly always occurs as an isolated defect 
center. The muon mass is only 1/9 th that of a proton, 
thus one expects large isotope and quantum effects to be 
important when inferring properties of hydrogen impu- 
rities from experimental results on muonium. Despite 
these complications, in the absence of experimental in- 
formation directly on hydrogen, a great deal of qualitat- 
ive information can be obtained from study of the Mu 
analogue. In situations where localization and quantum 
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tunneling are important, significant differences between 
Mu and H must be kept in mind, particularly when 
translating parameters related to motion. 

For diamond and zincblende materials in which pre- 
vious studies of muonium in semiconductors have taken 
place, Mu occupies two different sites and occurs in three 
charge states. The bond-centered (BC) configuration is 
stable for positively charged centers. The other site is 
centered in the tetrahedral (T) interstitial region, and 
is stable for Mu". Theory places the potential energy 
minimum off-center at anti-bonding (AB) sites within this 
region. Mu° can occur in both sites and the stable loca- 
tion is material dependent. Extensive results [2,3] for Mu 
in the cubic structures transfer most directly to zin- 
cblende GaN, but also provide an excellent background 
for investigation of Mu in hexagonal GaN. The wurtzite 
structure has two inequivalent bonds, thus two different 
BC sites, two ABGa sites, and two ABN locations. This 
structure does not have a T-site with a single type of 
nearest neighbor as is found in the zincblende structure, 
however there is a tightly confined cage region with four 
atoms of each type nearly equidistant from the center. 
Sites labelled AB" lie within this cage and have Mu-Ga 
or Mu-N 'bonds' along the c-axis. Each atom also has 
three AB1 sites directed away from the cage at ~ 70° to 
the c-axis. Locations within the cage should have higher 
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energies than those outside due to spatial confinement. 
Three equivalent AB1 sites associated with different 
atoms are closely spaced within the c-axis channels pro- 
viding an easy path for local motion, while the channels 
themselves are likely paths for diffusive motion. Theoret- 
ical studies of the structure of H/Mu defects in GaN 
[4-6] disagree on the most stable configurations for the 
neutral and positive charge states, yielding either BC or 
ABN for Mu+ and either BC or ABGa for Mu° with other 
possible locations [7] in the c-axis channels for an 
atomic-like neutral state. Most of these calculations 
agree that Mu~ should be stable at ABGa locations. 

This contribution presents preliminary experimental 
results for the Mu~ center. Although less uncertainty 
surrounds the expected Mu" location than for the other 
two charge states, Mu" was studied initially because 
GaN samples of sufficient thickness for efficient muon 
implantation were available with the common n-type 
electrical characteristics. The results we present here are 
from two n-type GaN films grown by HVPE. One is 
nominally undoped and has a mid-1016cm"3 electron 
concentration. The second sample is doped with Si to 
produce an n-type concentration of ~ 1018cm"3. The 
spectral features associated with Mu- states are essen- 
tially identical for the two samples; however, there are 
differences in other observed states and relative ampli- 
tudes, as well as in several relaxation features. 

2. Experimental methods 

We have used three of the standard muon spin re- 
search (uSR) techniques in this study. Muon production 
from pion decay and ordinary beam collection methods 
result in ~ 100% spin-polarized muon beams. In a typi- 
cal uSR measurement, information on the time evolution 
of the muon polarization following implantation is ex- 
tracted from the measured asymmetry in positron emis- 
sion rates resulting from parity violation in the muon 
decay. The 'surface' muon beams used in this work have 
a momentum of ~29MeV/c (4.1 MeV energy) and the 
spin polarization is opposite to the momentum. The films 
on which these data were taken are approximately 
150 um thick and have areas of 2-3 cm2, satisfying basic 
dimensional requirements for efficient implantation. 

When a magnetic field is applied transverse to the 
initial polarization, the muon spin precesses at a fre- 
quency characteristic of the specific muonium state. For 
diamagnetic states including Mu+ and Mu" this is at the 
muon's Larmor frequency of 135.5 MHz/T. Applied 
fields of 6-10 mT were used to determine the total dia- 
magnetic fractions. This signal includes any muons stop- 
ped in the sample holder; however, both samples show a 
weakly relaxing diamagnetic precession signal account- 
ing for 40 - 60% of the muons at low and intermediate 
temperatures. The missing fractions imply that a signifi- 

cant number form Mu° centers which are not yet fully 
characterized. Two other techniques which probe the 
resonant and non-resonant cross relaxation between the 
muon and neighboring nuclei provide more easily dis- 
tinguished signatures of different diamagnetic Mu 
states. Non-resonant dipolar interactions control the 
time evolution of the polarization in zero applied field. In 
a material such as GaN where the host nuclei all have 
dipole moments, each site has randomly oriented local 
fields of a characteristic strength. The resulting Kubo- 
Toyabe (K-T) depolarization function for a stationary 
diamagnetic Mu center is characterized by a width para- 
meter A, which is related to the mean dipolar field 
strength and provides a site signature. When Mu* 
centers begin to hop among equivalent sites, the dynamic 
K-T derived from a strong collision model [8] is very 
sensitive to slow muon motion and the site-to-site hop 
rate becomes an additional parameter. Zero-field de- 
polarization data for this study were obtained using the 
EMU spectrometer at the ISIS Facility of the Rutherford 
Appleton Laboratory in the UK. Finally, the resonant 
interactions involve quantum state mixing to avoid acci- 
dental degeneracy. In our specific situation, the quantum 
states are combined spin states for the muon and a 
neighboring nucleus. When the quadrupolar splitting of 
nuclear levels matches the muon Zeeman splitting, en- 
ergy-conserving mutual spin-flips occur mixing the two 
muon spin states, thus reducing the polarization. This 
form of avoided level crossing is known as quadrupolar 
level-crossing resonance (QLCR). The muon Zeeman 
splitting is tuned by a weak magnetic field applied paral- 
lel to the polarization and stepped through the relevant 
range. The resulting spectrum is sensitive to the electric 
field gradient at the neighboring nucleus, which is domin- 
ated by effects from the muon and oriented along the 
muon-nucleus direction. QLCR data show the quadru- 
ple characteristics of the nucleus thereby identifying the 
neighbor. QLCR spectra were obtained using the M20 
beamline at TRIUMF in Vancouver, Canada. 

3. Results and discussion 

Both the zero-field depolarization data and QLCR 
spectra from the n-type GaN films show evidence of 
several different muonium centers, making detailed an- 
alysis somewhat tricky. However, a number of important 
conclusions can already be drawn from preliminary analy- 
sis. We have identified the QLCR spectra and zero-field 
depolarization associated with Mu" states. The n-type 
nature and concentration of these films imply that Mu" 
states are likely to occur. Secondly, the QLCR spectra 
appear identical in the two samples and relaxation para- 
meters are nearly the same, implying an isolated Mu 
center. Finally, zero-field features assigned to Mu" do 
not occur in a small compensated sample. 
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Fig. 1. The QLCR spectra for diamagnetic Mu states in (un- 
doped) n-type GaN at 295 K is dominated by lines for Ga 
neighbors of Mu"; site assignments are as noted. 

We begin with a discussion of the QLCR spectra 
obtained with the magnetic field applied along the c-axis. 
A quadratic background and zero-field peak that is un- 
related to QLCR were removed from the raw data to 
produce the results shown in Fig. 1. This spectrum, char- 
acteristic of the room temperature results, is clearly dom- 
inated by two strong, nearly identical features at 10 and 
16mT. The position ratio is extremely close to that 
expected for Ga nuclei where the ratio of quadrupole mo- 
ments for the two I = 3/2 isotopes is Ö(69)/g(71) = 
1.589. This alone might be sufficient to claim that these 
features represent a Ga neighbor; however, the amplitude 
ratio is also close to that expected from the product of 
natural abundance and dipole moment for the two Ga 
isotopes. The unresolved internal structure must be 
examined to obtain more detailed information. There is 
clearly a partially resolved smaller line on the high field 
side of each large resonance, and the central shape is not 
symmetric. Lorentzian lines were assumed in a prelimi- 
nary six-line analysis. The displayed fit used a single 
width applied to all lines, while each amplitude, the 
position ratio, and the three higher-field positions were 
also free. The position ratio was 1.611 for this spectrum. 
Other constraints and the second sample yield similar 
results, differing mainly in exact positions and relative 
amplitudes for the satellites. 

Comparison with simulated spectra [3] for various 
angles between the field and the Mu-nucleus direction 
provides insight into site assignments. A strong single 
line per isotope only comes from a bond direction paral- 
lel to the field (c-axis). The amplitude ratio and splitting 
for the satellites are consistent with the simulation for 
70°, although neither is especially sensitive. Interestingly, 
the central line represents only about half as many 
muons as the satellites, and the field gradient for the 
satellites is slightly larger. These observations suggest 
that the subfeatures are from different sites. We therefore 

100 150 200        250        300        350 

Temperature     (K) 

Fig. 2. The static Kubo-Toyabe linewidth A (a) and component 
amplitudes (b) from a two-signal fit to zero-field data on 
GaN:Si show a transition resulting in Mu" at AB"a sites. 

assign the central line to Mu" at AB"a sites by the 
on-axis orientation, and assign the satellite lines to Mu" 
at off-axis AB'Ga positions. The conclusion of separate 
sites is reinforced by spectra below 200 K where the 
central line is missing, but lines always occur at the 
satellite positions, implying that ABoa is occupied. Addi- 
tional low-temperature lines do not have the Ga signa- 
ture and may be Mu+ near N atoms, but need to be 
confirmed in p-type material. 

Fig. 2 summarizes preliminary zero-field results from 
a two-component fit, using a static Kubo-Toyabe and 
a weakly relaxing Gaussian. Both signals almost cer- 
tainly result from more than one Mu state, and we are 
attempting to separate these contributions in a more 
complicated fit based on the preliminary conclusions. 
The static K-T linewidth A increases just below 200 K 
(Fig. 2a), correlating well with the onset of AB{Ja QLCR 
lines. Along with the absence of a similar K-T signal in 
a compensated sample, this allows the Kubo-Toyabe 
component to be assigned to Mu" states. A is essentially 
the same for the two films at low temperatures where 
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Fig. 3. Site-averaged hop rates for Mu from the dynamic 
Kubo-Toyabe component in zero-field data for undoped GaN 
yield an activation energy of 0.98 eV for 500-800 K. 

only one site is occupied; therefore, we assign the average 
value of A = 192 kHz to Mu- at off-axis ABGa sites. The 
K-T signal above 200 K is a composite of the two sites, 
giving somewhat different A values for the two films. The 
temperature variation of the amplitudes are shown in 
Fig. 2b. A transition into the Mu" K-T component is 
seen near the linewidth increase. The Gaussian amplitude 
decreases starting at a lower temperature and the data 
suggest two steps. Fits shown in Fig. 2b yield preliminary 
estimates for the transition energies of roughly 0.18 and 
0.33 eV with large errors from the Gaussian decrease, and 
~ 0.20 eV for the increase in K-T amplitude related to 

Mu". Assuming the step in A (Fig. 2a) properly reflects 
the transition into ABGa sites, one obtains about 0.30 eV. 
Correlation between the two-step Gaussian decrease and 
the two measurements of Mu" growth, suggest that the 
lower-temperature step might increase the ABGa occupa- 
tion while the higher-temperature transition may result 
in ABÖa states. 

Finally, Fig. 3 presents an important high-temperature 
zero-field result regarding motion of Mu" states. When 
the Mu" component is fit to the dynamic K-T function 
as a single signal, an activation energy ~ 1.0 eV is ob- 
tained for both samples. This value is likely to change 
when the data are fit to two separate K-T functions. 
Additional transitions between 600 and 800 K place 
nearly all muons into the mobile Mu" state at the highest 
temperatures. Details are different for the two samples. 
The lower concentration film has an exponentially relax- 
ing component in the zero-field data not present in the 
Si-doped sample. Correlation with the transverse- 
field missing fraction suggests that this signal is from Mu° 
states. The exponential rate constant diverges near 600 K, 
indicating a transition out of that state. Above 600 K 
about 10% of implanted muons show the relaxation 

signature of rapid cyclic charge-state transitions in that 
sample. These differences strongly suggest that Mu" dom- 
inates in the higher concentration sample, while Mu° is 
more important at lower n-type concentrations, fully con- 
sistent with general expectations. 

Overall, initial uSR results in n-type GaN are consistent 
with a model in which the stable Mu" site is at the 
location we label as AB'Ga. This Mu" state is mobile above 
about 500K. Additional Mu" states are formed 
at AB'öa sites within the more confined region of the 
GaN wurtzite structure for T > 150 K, most likely via e" 
capture by a Mu center already trapped in the cage. 
Muonium centers in high concentration n-type samples 
appear to undergo a series of transitions leading to the 
mobile Mu" state at sufficiently high temperatures. Be- 
cause of differences in the way H and Mu are introduced, 
we expect that only those aspects of this work which are 
related to Mu" in its more stable ABGa site are appli- 
cable to hydrogen. 

In conclusion, we have identified the QLCR spectra and 
zero-field muon spin depolarization components asso- 
ciated with Mu" defect centers in wurtzite-structured 
GaN. Initial fits to these data provide preliminary charac- 
terization of the sites and dynamic properties of Mu" and 
suggest a model that is generally consistent with theoret- 
ical expectations. The occupation of ABGa sites by Mu" is 
verified by the QLCR spectra. A second round of fits to 
the zero-field data based on the emerging model will yield 
more realistic parameters characterizing Mu" motion in 
GaN and the dynamics of transitions leading to the ob- 
served Mu" states. 
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Abstract 

GaN bulk crystals compensated with Mg exhibit a strong yellow photoluminescence (PL) band. However, optically 
detected magnetic resonance (ODMR) experiments show that the microscopic origin of this luminescence is completely 
different from the one observed in n-type GaN. The ODMR spectra of GaNMg bulk crystals are dominated 
by a fine-structure-split pair of lines. At magnetic field orientations between 45 and 60° from the c-axis, additional 
substructure on these peaks is resolved, characterized by a splitting of 14 mT, and tentatively assigned to a superhyper- 
fine interaction. Additionally a half-field resonance split by 50 up to 70 mT is detected. The spectra are described by an 
electron-hole pair located at a close donor-acceptor pair. Axial donor and acceptor ^-values of gen = gel = 1.83, 
0h|l =2.18, and ghL = 2.22 are found. The exchange interaction can be described by an axial fine-structure tensor with 
Du = 0.18 cm-1 and D± = 0.09 cm-1. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium nitride; Excitons; Optically detected magnetic resonance 

1. Introduction 

Most of the optically detected magnetic resonance 
(ODMR) experiments performed so far on the various 
photoluminescence (PL) bands of GaN show struc- 
tureless inhomogeniously broadened lines [1,2] which do 
not allow the identification of the microscopic structure 
of the defects involved, with the notable exception of 
recent experiments on electron irradiated GaN [3,4]. In 
contrast, the ODMR of the yellow luminescence in Mg- 
compensated GaN bulk crystals exhibits finestructure 
due to optically excited donor-acceptor pairs. For a par- 
ticular crystal orientation an additionally resolved hy- 
perfine splitting is found. In this paper we summarize our 
experimental results and present a tentative model for the 
underlying complex. 

2. Experimental background 

The Mg-doped GaN bulk crystals (2x3 mm typical 
sample size) investigated by PL and ODMR were grown 
using a high-pressure high-temperature process [5]. 
Average Mg and O concentrations for these samples are 
of the order of 5 x 1019 cm-3 [6] leading to compensated 
material. PL at 5 K was excited by the 351 nm line of an 
Ar+-ion laser at power densities of ~ 1 W/cm2. The 
emission was analyzed with a 0.8-m double-grating spec- 
trometer and detected with a GaAs photomultiplier. 
ODMR was measured at 34 GHz. Photoexcitation 
power densities near 1 W/cm2 and microwave modula- 
tion frequencies of 1 kHz gave the best signal-to-noise 
ratio. 

* Corresponding author. Tel.: + 49-89-289-12755; fax: + 49- 
89-289-12737. 

E-mail address: Martin.Bayerl@wsi.tum.de (M.W. Bayerl) 

3. Results and discussion 

The photoluminescence of the GaNMg crystals is 
shown in Fig. 1. The samples exhibit a blue emission 
band, characteristic for Mg-doped material, as well as 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. PL spectra of Mg-doped GaN bulk crystals. 

yellow and red emission, the latter having been observed 
of Mg-Si codoped and Mg-doped GaN [7,8]. For the 
as-grown samples, the yellow emission from the Ga-face 
(smooth surface morphology) is considerably weaker 
than from the N-face (rough surface) [9]. Elastic recoil 
detection experiments show an inhomogeneous incorpo- 
ration of oxygen into the crystals [6]. The oxygen con- 
centration is a factor of two higher at the N-face, which 
suggests that oxygen is involved in the origin of the 
yellow luminescence. Upon annealing for 1 h at 1400°C 
and 12 kbar N2 pressure, the intensity of the blue band 
increases dramatically while the yellow and red emission 
is reduced. Still, the Ga-face has a stronger blue and 
weaker yellow and red PL compared to the N-face. 

ODMR experiments on the yellow luminescence of 
both surfaces from all samples show similar results. How- 
ever, here we will only present spectra of the as-grown 
material since this gave the best signal-to-noise ratio. The 
angular dependence of the ODMR is shown in Fig. 2. 
For a crystal orientation Blc, the spectrum is dominated 
by a broad central feature consisting of two luminescence 
enhancing gaussian-shaped lines which are 80-100 mT 
wide and separated by 180 mT. In the high- and low-field 
wings, two additional resonances appear which are ap- 
proximately 10-20 times weaker than the central lines. 
However, the intensity ratio of the two high-field lines is 
similar to that of the two low-field lines suggesting 
a common origin of the four constituents. Rotating the 

w 
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Magnetic Field [mT] 

Fig. 2. Angular dependence of the 34 GHz ODMR spectra of 
the yellow PL from the as-grown crystals. For easier identifica- 
tion of the weak high- and low-field lines, the spectrum for B 60° 
from the c-axis has been magnified additionally. 

sample to B\\c, the two central resonances move together 
whereas the positions of the resonances in the wings seem 
to be fixed, at least up to angles of B 30° from c. Upon 
further rotation, strongly anisotropic features appear on 
both sides of the spectrum. As these lines have a slightly 
different phase with respect to the microwave power 
modulation than the previously discussed resonances, 
they probably have a different origin. Due to the experi- 
mental setup, these defect states could be located at the 
sample edge which is illuminated dominantly under this 
orientation. Note that the narrow dip at ~ 1.24 T in all 
the spectra arises from the well known effective-mass 
donor state with g « 1.95 [1] which is involved in a shunt 
process to this yellow luminescence band. 

At angles between 60° and 45° from c additional sub- 
structure is resolved on the two central peaks (Fig. 3). 
Two sets consisting of more than 10 lines with an equal 
spacing of 13-14 mT are superimposed on the domina- 
ting central resonances. We tentatively assign these lines 
to a superhyperfine interaction with the nearest-neighbor 
shell of atoms. The hyperfine splitting due to 14N atoms 
is expected to be comparatively small because of the 
small nuclear gn -value of 0.4038. This is supported by 
the line width of 14-16 mT of the deep defect found in 
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Fig. 3. Hyperfine structure on the central resonances after sub- 
traction of a Gaussian line fit. 

the ODMR of the yellow luminescence of n-GaN which 
is thought to arise from unresolved hyperfine splitting 
[1] most likely due to interaction with 14N neighbors as 
the dominant defect in n-type GaN was calculated to be 
a VGa-0 complex [10]. Therefore, a more likely explana- 
tion is hyperfine interaction with Ga neighbors 
(g„ = 1.344 and 1.708 for 69Ga and 71Ga resp.). To ac- 
count for the observed number of lines at least three 
equivalent Ga atoms (nuclear spin / = f) have to be 
considered. Another interesting point is the integral 
intensity of the hyperfine lines which adds up to about 
5% of the underlying resonances. This could indicate 
that the isotope causing the hyperfine splitting has 
a natural abundance of a few percent. Candidates are 
29Si (/ = i; natural abundance 4.67%) and more likely 
25Mg (/ = 1; n.a. 10.00%). Further analysis is currently 
being performed. 

In addition, at least two resonances are observed in the 
angular dependence of the half-field region around 0.6 T 
(shown in Fig. 4). These lines are quite symmetrically split 
around g = 4.06 by ~ 50 mT for Blc and ~ 70 mT for 
B\\c. The angular dependence of the half-field splittings is 
opposite to that of the dominant full-field lines, but again 
the resonance at lower field is more intense than the 
corresponding resonance at higher field. 

A summary of the peak positions derived from Fig. 1 is 
given in Fig. 5. The full squares represent the strong 
center resonances and their weaker companions in the 
tails of the spectra originating from the bulk states. The 
line positions of the defects thought to arise from the 
sample edge are represented by the open circles. The 
observation of half-field lines implies the presence of 
a finestructure-split triplet or higher-spin system. Thus, 
as a first model we describe the observed behavior of the 
main resonances (full squares) by a close donor-acceptor 
pair with an S = \ electron localized at the donor site and 
a J = 2 hole localized at the acceptor site. Such a spin- 
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Fig. 4. Half-field ODMR spectra of the yellow PL from as- 
grown crystals. The spectra consist of at least two lines. 
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Fig. 5. Fit of the resonance positions of the donor-acceptor 
pairs (full squares). The open circles denote resonance positions 
assigned to defects located at the sample edge. 

like hole is typical for deep acceptors [11]. The electron 
and hole are coupled via an axially symmetric finestruc- 
ture tensor. The result of the fit is given by the lines in 
Fig. 5. This model is able to describe the resonance 
positions correctly. It also correctly predicts that the 
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Table 1 
Comparison of the parameters used to describe the fit and recent 
magnetoluminescence results [12,13] 

Fit Magnetoluminescence 

ffe|| 1.83 SeD'JTH 1.87 
0e± 1.83 9eD°Xl 1.87 

01.11 2.18 9c/sx\\ 2-1                    ffhA-ATH 2.3 

9h± 2.22 9sA'X± 2.1           gA-x± 2.1 

J>ll 0.18 cm"1 

D± 0.09 cm"1 

lines can be well described in terms of line positions, 
relative amplitudes and angular dependence using the 
model of a strongly fine-structure-coupled donor-accep- 
tor pair. This pair is tentatively assigned to a Mg-O 
complex. At orientations of the crystal with B between 
60° and 45° from the c-axis hyperfine splitting of a high- 
spin system with a separation of 14 mT is resolved. 
Additionally, a split half-field resonance is found for all 
orientations. 
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lower field transitions are more intense than the high- 
field transitions, partially due to difference in the thermal 
occupation number. Finally, the center lines are expected 
to be stronger by a factor of ~ 6 compared to the outer 
resonances, while a ratio of 10-20 is observed experi- 
mentally. The parameters used for the fit are given in 
Table 1. The obtained g-values vary significantly from 
the effective-mass donor and magnesium acceptor g- 
values reported in previous ODMR experiments [1,2]. 
However, these experiments were performed on p-type 
material which has only a weak electron-hole coupling in 
contrast to the highly compensated samples studied here 
with a strongly coupled electron-hole system typical for 
donor or acceptor bound excitons. Similar g-factors in- 
deed have been observed in recent magnetoluminescence 
experiments on bound excitons in GaN [12,13]. 

So far, the local symmetry of the complex giving rise to 
the hyperfine splitting was not taken into account. As- 
suming a substitutional donor-acceptor pair on the in- 
equivalent nearest-neighbor Ga and N pair-sites leads to 
a broadening of the calculated lines rather than to the 
introduction of additional lines with a different angular 
dependence. This behavior could be the reason for the 
large line widths of 60-100 mT. The high concentrations 
of both Mg and O in the samples and their affinity to Ga 
and N sites, respectively, lead us to tentatively assign the 
origin of the ODMR to a Mg-O complex. However, the 
splitting of the half-field resonance and the hyperfine- 
split lines cannot be accounted for by this simple model 
and require further investigation. 

4. Summary 

ODMR on the yellow luminescence of highly Mg- 
compensated GaN bulk crystals exhibits new resonance 
features. The spectra are dominated by a fine-structure- 
split pair of lines accompanied by weaker lines on the 
high- and low-field tails of the spectra. This quartet of 

We thank B.K. Meyer and his group for help with the 
simulations. This work was supported by the Deutsche 
Forschungsgemeinschaft. 

References 

[1] E.R. Glaser, T.A. Kennedy, K. Doverspike, L.B. Rowland, 
D.K. Gaskill, J.A. Freitas Jr., M. Asif Khan, D.T. Olson, 
J.N. Kuznia, D.K. Wickenden, Phys. Rev. B 51 (1995) 
13 326. 

[2] M. Kunzer, U. Kaufmann, K. Maier, J. Schneider, 
N. Herres, I. Akasaki, H. Amano, Mater. Sei. Forum 
143-147 (1994) 87. 

[3] C. Bozdog, H. Przybylinska, G.D. Watkins, V. Härle, 
M. Kamp, R.J. Molnar, A.E. Wickenden, D.D. Koleske, 
R.L. Henry, Phys. Rev. B 59 (1999) 12479. 

[4] M. Linde, S.J. Uftring, G.D. Watkins, V. Härle, F. Scholz, 
Phys. Rev. B 55 (1997) R10177. 

[5] S. Porowski, I. Grzegory, in: S.J. Pearton (Ed.), GaN and 
Related Materials, Vol. 2, Gordon and Breach, Amster- 
dam, 1997, p. 295. 

[6] L. Görgens, private communication. 
[7] M.W. Bayerl, M.S. Brandt, E.R. Glaser, A.E. Wickenden, 

D.D. Koleske, R.L. Henry, M. Stutzmann, Phys. Stat. Sol. 
B, accepted for publication. 

[8] U. Kaufmann, M. Kunzer, H. Obloh, M. Maier, Ch. Manz, 
A. Ramakrishnan, B. Santic, Phys. Rev. B 59 (1999) 5561. 

[9] M.    Bockowski,    I.    Grzegory,    S.    Krukowski,    M. 
Leszczynski, E. Litwin-Staszewska, B. Lucznik, G. Nowak, 
T.  Suski, H. Teisseyre, J.L. Weyher, M. Wroblewski, 
S. Porowski, 1998, unpublished. 

[10] J. Neugebauer, CG. Van de Walle, Appl. Phys. Lett. 69 
(1996) 503. 

[11] For a review see W.M. Chen, B. Monemar, M. Godlewski, 
Defect and Diffusion Forum 62/63 (1989) 133. 

[12] R. Stepniewski, A. Wysmolek, M. Potemski, 
J. Lusakowski, K. Korona, K. Pakula, J.M. Baranowski, 
G. Martinez, P. Wyder, I. Grzegory, S. Porowski, Phys. 
Stat. Sol. B 210 (1998) 373. 

[13] A. Wysmolek, M. Potemski, R. Stepniewski, 
J. Lusakowski, K. Pakula, J.M. Baranowski, G. Martinez, 
P. Wyder, I. Grzegory, S. Porowski, Phys. Stat. Sol. B, to 
be published. 



Physica B 273-274 (1999) 124-129 

PHYSICA 
www.elsevier.com/locate/physb 

Ordering in bulk GaN : Mg samples: defects caused 
by Mg doping 

Z. Liliental-Webera'*, M. Benamaraa, W. Swidera, J. Washburna, I. Grzegoryb, 
S. Porowskib, R.D. Dupuisc, CJ. Eitingc 

"Lawrence Berkeley National Laboratory, m/s 62/203, 1 Cyclotron Road, Berkeley, CA 94720, USA 
bHigh Pressure Research Center "Unipress",   Polish Academy of Sciences, Warsaw, Poland 

"The University of Texas at Austin, Microelectronics Research Center, PRC/MER 1.606 D-R9900, Austin TX 78712-1100, USA 

Abstract 

Transmission electron microscopy studies show evidence of spontaneous ordering in Mg-doped, bulk GaN crystals 
grown by a high-pressure and high-temperature process. The ordering consists of Mg-rich planar defects on basal planes 
separated by 10.4 nm and occurs only for growth in the N to Ga polar direction (0 0 0 T N polarity). These planar defects 
show characteristics of inversion domains and have a ^[110 0] + c/2 shift vector. These monolayers are polytypoids. 
A model for these defects is suggested. No similar defects are formed on the opposite site of the crystal (Ga to N polar 
direction), where the growth rate is an order of magnitude faster compared to the growth with N-polarity, but pyramidal 
and rectangular defects, empty inside (pinholes) are observed. The same types of defects seen for the two growth polarities 
in the bulk crystals were also observed in MOCVD grown GaN samples with Mg delta doping. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Mg doping; Ordering; Polytypoids; Polarity; Pinholes; Nanotubes 

1. Introduction 

In order to use GaN for electronic devices, p-n junc- 
tions need to be formed in this material. N-type GaN can 
easily be grown, but obtaining p-doping is more difficult. 
The most commonly used p-dopant is Mg. However, 
high hole concentrations can only be obtained after ther- 
mal annealing [1,2] which leads to the dissociation of 
Mg-H complexes. Material made using this process has 
been used to fabricate light emitting diodes (LEDs) [2] 
and lasers [3]. Despite this success, many aspects of 
Mg-doping in GaN are still not understood. We report 
here evidence that, under certain growth conditions, Mg 
causes the formation of several different types of defects 
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depending on the growth polarity. For growth with N- 
polarity, planar defects, Mg-rich, form a superlattice-like 
array typical for polytypoids. Growth with Ga-polarity 
leads to the formation of pyramidal and rectangular 
defects; pinholes that are empty inside. These different 
types of defects, planar for growth with N-polarity, and 
three-dimensional for growth with Ga-polarity, were ob- 
served in bulk GaN: Mg as well as in heteroepitaxial 
samples grown on sapphire by metal-organic-chemical- 
vapor-deposition (MOCVD) with the delta doping 
method. 

2. Experimental 

Three different types of samples were studied: bulk 
samples, MOCVD samples with Mg delta doping and 
MOCVD samples doped with Mg throughout the layer 
(p-i-n structure). The bulk Mg-doped GaN crystals were 
grown by the high nitrogen pressure method [4] from 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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a solution of liquid gallium containing 0.1-0.5 at% Mg 
[5]. They were grown at 1500-1600°C, with a N2 pres- 
sure of 15 kbars for 100-150 h. P-type conductivity was 
not achieved but all crystals were highly resistive. 

The Mg delta-doped structures were grown at 1030°C 
by MOCVD at 200 Torr in a hydrogen (H2) ambient 
using trimethylgallium (TMGa) and ammonia (NH3). 
Cp2 Mg was used as the Mg precursor. The superstruc- 
ture of a 130-period GaN/Mg delta doped layer consisted 
of 104 A-thick layers of GaN, each followed by a 15 s 
exposure of Cp2Mg. During the Cp2Mg exposure, the 
TMGa was vented, but the NH3 and H2 remained flow- 
ing into the chamber. Following the superlattice growth, 
the temperature was lowered to 850°C, the ambient was 
switched to nitrogen only, and a 10 min in situ anneal 
was performed to dissociate the Mg-H complexes and 
activate the Mg atoms [6]. 

The p-i-n structures were also grown by MOCVD 
at the same temperature (1030°C) but with contin- 
uous Cp2Mg exposure and only slightly higher growth 
rate (5.5 A/s) as compared to (5.3 A/s) used for delta 
doping. The same annealing at 850°C for 10 min was 
performed. 

All crystals have been studied using transmission elec- 
tron microscopy (TEM). Dopant concentration and im- 
purity levels were determined using secondary ion mass 
spectrometry (SIMS) and energy dispersive X-ray spec- 
troscopy (EDX). Cross-section samples were prepared 
along the [1T 0 0] direction for convergent beam 
electron diffraction (CBED) in order to determine crystal 
polarity and along the [112 0] direction for high- 
resolution cross-section studies (HREM). 

3. Results 

3.1. Bulk crystal growing with N-polarity 

123 nm 

Fig. 1. Cross-section TEM micrograph showing GaN : Mg bulk 
sample: (a) shows an area near the surface with N-polarity and 
(b) near the opposite surface grown with Ga-polarity. Note the 
different types of defects formed for different growth polarity. 
The damage visible at the crystal edge for growth with Ga 
polarity was introduced by mechano-chemical etching and can- 
not be removed chemically; Experimental (c) and simulated (d) 
CBED patterns together with the atom arrangement (e) along 
the c-axis for polarity determination. 

% r. 

fetfe 
ffiäöM 

Bf 

Fig. 1 shows cross-sectional TEM micrographs from 
the the bulk sample together with a ball model indicating 
crystal polarity determined by CBED. It can be seen that 
the upper and lower parts of the crystal are different in 
respect to the types of defect formed. This clearly shows 
that growth is very different for the two opposite crystal 
polarities. High-resolution images taken from the upper 
(0 0 0 T) side of the crystal (shown in Fig. 1) indicate the 
presence of planar defects (Fig. 2a). Every 10.4 nm (20 
c-lattice parameters) a monolayer with an enhanced con- 
trast was detected creating an equidistant layer structure 
which extended from the sample surface to a depth of 
a few micrometers, only about 10% of the sample thick- 
ness indicating a much smaller growth rate for the sur- 
face with N-polarity. This structure can be thought of as 
a monolayer thick quantum-well structure. The structure 
maintains its c-plane coherence along the whole length of 
the plate-shaped crystals (about 8 mm). Selective area 

Fig. 2. (a) Higher magnification of the subsurface area grown 
with N polarity showing periodic arrangement of planar defects, 
(b) Diffraction pattern obtained from planar defects. Note satel- 
lite diffraction spots dividing (0 0 01) into 20 equal spacings. 

diffraction pattern (SAD) show that the formation of 
these regularly spaced planar defects leads to additional 
diffraction spots dividing the (0 0 0 1) lattice distance 
into 20 equal parts which corresponds to a 0.52 x 
20 = 10.4 nm distance between the monolayers in real 
space (Fig. 2b). Our earlier studies of these defects show 
that these monolayers have a ^[1 T 0 0] + c/2 displace- 
ment vector [7,8] characteristic of a stacking fault. How- 
ever, a splitting of the (0 0 01) and (0 0 0 3) reflections 
indicates that these defects contain inversion domain 
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Fig. 3. SIMS measurements on the crystal surface with Ga and 
N polarity. 

boundaries (IDBs). This was also confirmed by a multi- 
beam dark field image obtained from the [112 0] zone 
axis. By placing either a (0 0 0 1) or a (0 0 0 T) diffracted 
beam on the zone axis with a small objective aperture, 
reverse contrast on the defects was obtained. The con- 
trast was symmetric on the defect edges, e.g. white-white 
or dark-dark and not asymmetric white-dark or 
dark-white as would be expected from stacking faults 
[9]. Both these observations, splitting of forbidden reflec- 
tions and especially the reverse contrast for + g of a po- 
lar reciprocal lattice vector indicate the presence of IDBs. 

EDX analysis [8] with an electron beam size of the 
order of 1 nm which was placed either on the defect or in 
the area between these defects confirmed that these 
planar defects are Mg rich. SIMS studies show a constant 
Mg distribution at the level of 6 x 1019 cm-3 on both 
sides of the bulk sample (Fig. 3) with only a slight in- 
crease at the surface with N polarity to 2 x 1020 cm-3. 
A high impurity level was also found in these samples. 
The oxygen concentration was 2.5 x 1019 cm-3, [C] 
« 1.5 x 1017 cm"3 and [Si]  x4x 1016 cm"3. 

The ordering close to the N polarity surface was not 
observed in all crystals studied. In some of them thick 
layers of regular hexagonal material were present, and 
some of them had no ordering at all. This suggests that 
the ordered structures form only for certain critical 
growth conditions. 

3.2. Bulk crystals grown with Ga-polarity 

The Ga-polarity side of the bulk crystals had a com- 
pletely different defect structure as shown in Figs. (lb). 
The defects appear in [1 1 2 0] cross-section TEM micro- 
graphs as triangular features with a base on (0 0 0 1) 
c-planes and six {1 1 2 2} side facets. All these triangles 
were oriented in a direction with the base closest and 
parallel to the sample surface with Ga-polarity, e.g. from 
the triangle tip to the base a long bond direction along 

Fig. 4. Defects formed in the bulk crystal area grown with Ga 
polarity, (a) pyramidal defect and (b) rectangular defect. Note 
lighter contrast inside the defects indicating different sample 
thickness and contrast modulation due to Mg segregation at the 
base of the pyramidal defect. 

0 

200 nm 

Fig. 5. Plan-view micrograph of the pyramidal defects. 

the c-axis is from Ga to N. No additional diffraction 
spots (or satellite spots) were observed on this side of the 
crystal. Some modulation of contrast is observed on the 
bases of these triangular figures (Fig. 4a). Especially for 
these areas some enhancement of Mg concentration is 
observed. 

Studies in plan-view configuration confirm that these 
defects are pyramids and that they are empty inside 
(Fig. 5). A change from dark to white contrast can be 
observed depending on whether the defect is located on 
a thickness fringe or between fringes. However, CBED 
studies applied for these defects (using a small beam size 
of 1.7 nm) show a change of symmetry from six-fold, 
obtained in the matrix, to very low symmetry (Fig. 6). 
This observation suggests that some reconstruction has 
occured on the internal surfaces of these pinholes prob- 
ably caused by Mg segregation. The dimensions of the 
largest defects are in the range 100 nm (the measured 
length of their bases) and the smallest are about 3-5 nm. 
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Fig. 6. Convergent beam electron diffraction taken in plan-view: 
(a) from the matrix, (b) on the defect. Note very low symmetry of 
the pattern obtained on the defect suggesting some surface 
reconstructions with different symmetry than the matrix. 

The density of these defects is in the range of 
2.5 x 109cm"2. A second type of hollow defect (empty 
inside) was observed in cross-section samples: a rectangu- 
lar defect delineated by a cubic layer on top and bottom 
basal planes (Fig. 4b).The different types of defects ob- 
served on the crystal sides grown with N or with Ga- 
polarity are likely to be associated with different surface 
reconstructions and different positions within the unit 
cell where the Mg atoms are located. 

These different types of defects formed for growth with 
different polarities have been observed initially in bulk 
crystals doped with Mg [7,8], where many crystals are 
grown during a single growth run, and the precise growth 
condition for each particular crystal is rather indetermi- 
nate. Therefore, experiments were also carried on 
heteroepitaxial samples grown by MOCVD, where 
growth conditions can be controlled for each crystal. 

3.3. Mg-delta-doped GaN samples grown by MOCVD 

TEM studies on cross-section Mg-delta-doped sam- 
ples also show both types of defects formed for the two 
opposite polarities in bulk GaN : Mg, e.g. planar defects 
(polytypoids) which were characteristic for the growth 
with N-polarity and pyramidal and rectangular pinholes 
observed in the bulk GaN : Mg grown with Ga-polarity 
(Fig. 7a). This figure shows that growth of about 150 nm 
thickness above the buffer layer did not lead to any 
visible change in defect arrangement compared to un- 
doped samples [10]. However, in the following layer, 
about 200 nm thick, planar defects, like those in bulk 
crystals grown with N-polarity were observed (Fig. 7b). 
In the layer following these planar defects, a high density 
( ~ 1010 cm"2) of triangular and rectangular defects like 
those observed in bulk crystals grown with Ga polarity 
was observed. SIMS analysis shows (Fig. 8) that much 
smaller Mg concentration was observed at the beginning 
of growth (7 x 1018 cm-3), despite the fact that Mg delta 
doping was performed at each 104 A through all of the 
sample. Mg concentration steadily increased to the level 
of 1 x 1019 cm"3 and then in the area with planar defects 

Fig. 7. (a) Micrograph showing cross-section sample grown by 
MOCVD with Mg delta doping. A part of the area marked by 
arrows is shown in (b) with planar defects similar to those 
observed in bulk samples grown with N-polarity. Note that 
above this area triangular and rectangular defects, similar to 
those in bulk samples for growth with Ga polarity, are formed. 
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Fig. 8. SIMS measurements obtained from a MOCVD sample 
with Mg delta doping. A higher Mg concentration was 
measured in the area where planar defects were formed, similar 
to those observed in the bulk GaN samples grown with Ga 
polarity. 

it reached 4 x 1019 cm-3. At the layer thickness at which 
the hollow defects (rectangular and triangular) were for- 
med, the Mg concentration dropped again to 
2 x 1019 atoms/cm3 and stayed almost constant with 
a slow increase to reach a concentration of 4 x 1019 cm-3 

at the sample surface. No Mg fluctuation was observed, 
suggesting that detection of delta doping is beyond the 
resolution of the SIMS method. Impurity levels in 
this sample were very low showing carbon and oxygen 
concentrations on the level of 4-5 x 1016 cm-3 (three 
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orders of magnitude lower than in the bulk samples), 
therefore, defects which were formed in these crystals 
must be caused by the Mg presence. The different defects 
formed in different parts of the layer suggest that 
during the MOCVD growth there are changes in growth 
polarity. 

3.4. Continuous Mg-doped GaN samples grown by MOCVD 

A minor change of growth conditions using the same 
MOCVD method, where Mg was supplied continuously 
and where a slightly higher growth rate was applied, did 
not lead to the formation of the previously described 
planar or three-dimensional defects. No changes of crys- 
tal polarity were observed, despite the fact that the aver- 
age Mg concentration was at the same level as in the 
delta doped samples and the growth temperature was 
also the same. Therefore, it is not surprising that not all 
bulk samples showed ordering, since some deviations in 
composition, temperature or growth rate can be expected 
from crystal to crystal. 

4. Discussion 

Recent calculations by Bungaro et al. [11] show 
that the Mg arrangement on the GaN subsurface layer 
is dependent on crystal growth polarity and on the 
environment in which the crystal is growing (N-rich 
conditions versus Ga-rich conditions). For a Ga-polarity 
surface in a N-rich environment Mg would substitute Ga 
sites (MgGa) and a Ga atom would be shifted to the 
surface. It is also expected that growth with Ga-polarity 
would be more favorable than growth with N-polarity. 
This is consistent with our studies which show much 
faster growth on the surface with Ga polarity. For a N- 
polar surface under N-rich conditions, the most stable 
configuration would be a complex consisting of a GaH3 

together with MgH3 (H3-center of the hexagonal atom 
arrangement). 

Ordering observed in GaN: Mg for growth with 
N-polarity appears to be similar to the polytypoids for- 
med in A1N rich in oxygen, or in Mg-Al-N-O-Si com- 
pounds [12-15]. Different types of polytypoids were ob- 
served depending on the M/X ratio (M-metal and X- 
nonmetal). The smaller the ratio, the longer the period of 
a poly type [12]. In all these samples, the oxygen concen- 
tration was at a level close to 1 at% or higher [12-15]. In 
our bulk samples, the oxygen concentration was high, 
but only in the range of 5 x 1019 cm-3. However, in the 
samples with Mg delta doping, the oxygen concentration 
was only at the level of 5xl016cm~3, therefore, the 
polytypoids which are formed in our GaN : Mg samples 
are not oxygen related. It is anticipated that they must 
be caused by the Mg presence, which was confirmed 
by EDX studies [8]. Our experimental observations 

1/3[1100] 

Fig. 9. Proposed models for the planar defects observed in bulk 
GaN: Mg samples formed for growth with N-polarity. The 
vertical lines indicate the shift of ^[1 TOO], (a) Mg four-fold 
coordinated and (b) Mg-six-fold coordinated. It is expected that 
some Ga atoms might remain also in this layer since Mg concen- 
tration in the sample is rather low. Some N atoms can also be 
substituted by oxygen or by N-vacancies to provide charge 
neutrality and stabilize this defect. 

show that planar defects formed for growth with N- 
polarity, show the shift of ^[110 0] + c/2 and contain an 
inversion. 

Two possible models are proposed for the planar de- 
fect. Both models are shown in Fig. 9. The model shown 
in Fig. 9a would require Mg to be four-coordinated and 
the model shown in Fig. 9b would require Mg to be six 
coordinated, similar to what is observed in A1N : O [15]. 
Since the Mg concentration in these layers is rather low, 
it is expected that this is not a pure Mg layer but rather is 
mixed with Ga. For both models the ^[1 T 0 0] + c/2 
shift would be observed, however, six-coordinated Mg 
was not observed in these samples by X-ray studies [16]. 
Therefore, four-coordinated Mg is more likely. Since 
crystalline Mg has a lattice parameters (a = 0.32 nm and 
c = 0.52nm) very similar to GaN (a = 0.318 nm and 
c = 0.517 nm), it explains why no change of the lattice 
parameter across the defect was detected in contrast 
to octahedrally coordinated oxygen in A1N: O [13-15]. 
It is also very likely that some N atoms surrounding a 
Mg-rich layer are substituted by oxygen atoms, in order 
to stabilize this defect and obtain the lowest possible 
formation energy. In order to verify this model the energy 
of such a defect needs to be calculated. Image simulations 
will be performed to compare the experimental and cal- 
culated image contrast of the defect. 

5. Summary 

In summary, this TEM study shows that ordered Mg- 
rich planar defects can be formed in Mg-doped GaN 
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crystals during growth in the N polar direction. These 
defects were formed in both bulk GaN samples as well in 
the MOCVD grown samples. Especially in the MOCVD 
grown samples a slightly higher Mg concentration was 
observed in the area with the planar defects. Regular 
spacing of these defects with a separation of only 10.4 nm 
was observed. This "microsuperlattice" leads to satellite 
diffraction spots dividing the (0 0 01) reciprocal lattice 
distance into 20 parts. A model for this defect was pro- 
posed. 

A different type of defects is formed for growth with Ga 
polarity. The presence of Mg leads to formation of hol- 
low defects in the form of pyramids and rectangular 
defects with surface reconstruction due to Mg segrega- 
tion. This indicates that Mg segregating on particular 
planes can prevent further growth. These defects were 
observed in the majority of bulk GaN samples but also in 
Mg delta-doped samples grown by MOCVD. An ex- 
tremely interesting observation in this study that de- 
serves further investigation, is that in the MOCVD layers 
grown under similar conditions and with similar Mg 
concentration, but where Mg is introduced continuously 
rather than using the delta doping process, none of these 
defects were formed. Since growth of MOCVD layers can 
be better controlled than bulk growth this can lead to 
better understanding of the role of Mg in GaN structures. 
Optimum growth conditions can then be identified to 
obtain active dopant as needed for p-type conductivity 
and which avoid formation of defects. 
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Abstract 

A possible structure for inversion domain boundaries lying in the {1 1 2 0} planes of wurtzite materials is presented. 
The formation energy of this defect is calculated for GaN using the local density approximation and first-principles 
pseudopotentials. The structure is generated by switching the chemical identity of Ga and N on one side of a (1 12 0) 
plane followed by a translation R = ^[0 0 0 1]. The resulting model, denoted IDB*-{1 1 2 0}, contains no Ga-Ga or N-N 
bonds. The translation vector R generating IDB*-{1 12 0} is the same as that generating the IDB*-{1 010} model 
determined previously for the (1 0 1 0) inversion domain boundary in GaN. Therefore, inversion domains extending 
along the c-axis may be enclosed by a mixture of IDB*-{1 0 10} and IDB*-{1 12 0} boundaries without the need for 
additional dislocations. The predicted formation energy (29 meV/A2) of the IDB*-{1 12 0} boundary is greater by 
4 meV/A2 than that of the IDB*-{1 010} boundary. This higher energy is attributed to a greater density of fourfold rings 
on the (112 0) boundary. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 61.72.Nn 

Keywords: GaN; IDB; Defect; Extended; Inversion; Domain; Boundary; Energy 

1. Introduction 

Growth of GaN on sapphire results in a complicated 
microstructure near the interface. Because of the chem- 
ical dissimilarity and the lattice mismatch (both laterally 
and vertically) between GaN and sapphire, the growth is 
three dimensional, and the initial stage of growth is the 
formation of a high density of islands. Adjacent islands 
will not necessarily be in registry with one another, and 
so the coalescence of the islands gives rise to stacking 
errors accommodated by the formation of dislocations 
and planar defects such as stacking faults and inversion 
domain boundaries. There is considerable interest in 
these defects and their effect on the optoelectronic prop- 
erties of GaN-based devices (light-emitting diodes and 
lasers) that are grown on sapphire. 

A large number of transmission electron microscopy 
studies have been performed to characterize dislocations 
and planar defects in GaN [1-17]. The most common 
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types of threading dislocations are the pure edge disloca- 
tion, with a Burgers vector b = ^[1 1 2 0], and the mixed 
dislocation, with b = 1[1 1 2 3]. A lattice image of an 
edge dislocation was recently reported by Xin et al. [4]. 
Based on this image, the core structure of this defect is 
thought to be comprised of a line of nearest neighbor 
pairs of threefold coordinated Ga and N atoms extending 
in the [0 0 01] direction, similar to the structure of the 
GaN(l 010) surface [18]. Computations performed by 
Eisner et al. [19] suggest that such a dislocation would 
not be electrically active. However, such a dislocation 
could still be spatially correlated with non-radiative re- 
combination events if impurities or native point defects 
would segregate to the core and induce states in the gap. 
Dislocations of mixed character (b = i[l 1 2 3]), are also 
present in epitaxial GaN films, but little is known about 
the core structure of such defects. The question of 
whether a pure screw dislocation, with * = [0 0 0 1], 
would have a filled or empty core has been investigated, 
[3,5,6]. Theoretical studies indicate that, in the absence 
of impurities, the equilibrium radius of an open core is 
less than ~ 3 A. [19,20]. The energy cost of forming the 
internal GaN(l 010) surfaces of the nanopipe outweighs 
the energy benefit of strain reduction when the nanopipe 
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radius is greater than a few Angstroms. Thus, 
the presence in a few instances of open core screw dislo- 
cations (nanopipes) having radii on the order of 10 nm is 
probably due to the presence of impurity segregation to 
the internal surfaces or to growth kinetics. 

There has also been progress in the identification of 
some of the planar defects as well as determinations of 
their atomic structure. For example, a stacking fault lying 
in the {1 12 0} prism planes in GaN has been accounted 
for in terms of a structural model originally proposed by 
Drum for A1N [21]. This model is characterized by the 
fault displacement vector Ä = i[1011]. This vector 
agrees with the fault vector reported by Lee et al. [7] for 
a fault observed in GaN grown on sapphire and by Xin 
et al. [8] for a fault observed in GaN grown on 
GaP(l 1 1). Such faults also occur in GaN and A1N 
grown on SiC(0 0 0 1) and A1203 (0 0 01) [9,10]. The 
model of Drum has received strong support from a first- 
principles total energy calculation [22] which has shown 
it to be energetically favorable with respect to a compet- 
ing, kinetically accessible, fault with R = i[2 0 2 3]. The 
planar fault with R = \\10 2 3] is an example of a stack- 
ing mismatch boundary, and differs from the Drum 
structure by a rigid translation in the [1 01 0] direction 
by 0.9 A. The total energy calculation shows that the 
additional translation required to form the 
R = i[l 0 1 0] stacking fault is energetically favorable. 

A second example of successful defect identification is 
the inversion domain boundary that is observed on the 
{1010} planes. The IDB*-{1 010} model [23] is ob- 
tained by switching the chemical identity of atoms on one 
side of a (10 10) plane followed by translation of the 
inverted region by R = i[0 0 01]. The translation elimin- 
ates the Ga-Ga and N-N bonds that would otherwise be 
present. This results in a very stable domain boundary 
having a formation energy cost of only 25 meV/A2. Simu- 
lations [11,12] of high-resolution electron microscopy 
images that employ the IDB*-{1 010} model are consis- 
tent with the experimental images. A recent quantitative 
analysis of the structure employing convergent beam 
electron diffraction [13] also establishes the validity of 
this structure. 

Almost all of the previous work on inversion domain 
boundaries in GaN has focussed on the part of the 
boundary that lies in the (1 0 1 0) plane. However, there is 
some evidence that inversion domains extending in the 
[0 0 0 1] direction may exist with some part of their 
prismatic boundaries lying on the {1 12 0} planes in 
ECR-MBE material [14]. Domains of irregular shape 
have also been observed in plan-view TEM images of 
high-quality MOCVD GaN [13,15]. 

In this paper total energy calculations for an IDB lying 
on the {1 12 0} planes are reported. The proposed model 
is generated by a translation vector that is identical to 
that generating the boundary on the {1 0 1 0} planes, and 
has an energy cost of formation that is just slightly 

greater than that of the {1010} boundary. These two 
features of the structure appear to be consistent with 
the existence of inversion domains enclosed by bound- 
aries lying primarily, but not invariably, on the {1010} 
plane. 

2. Calculations 

We have performed total energy calculations for inver- 
sion domain boundaries using the plane-wave 
pseudopotential method and the local density approxi- 
mation. The calculation method and pseudopotentials 
utilized here have been employed previously in calcu- 
lations for GaN surfaces and extended defects 
[18,20,22,23]. The plane wave cutoff employed in the 
calculations is 60 Ry and the Ga 3d orbitals are included 
in the valence band. The domain boundary is modeled 
using a unit cell that contains 40 atoms. The cell is 
elongated in the [12 1 0] direction: each cell contains 
two faults with five planes of atoms between the faults. 
The structure is periodic along the two orthogonal vec- 
tors c = [0 0 0 1] and 3p = [1 0 1 0]o with repeat dis- 
tances of c = 5.18A and 3p = 5.49A. The formation 
energy for the fault is Eform = l/2(£ - Ebuik) where E is 
the total energy of a cell containing two equivalent faults 
and £bulk is the energy of a bulk system with the same 
number of atoms. The domain wall energy is equal to 
Eform/A where A = 28.44 A2 is the area of the periodic 
unit cell of the boundary in the (1210) plane. 

3. Results and discussion 

The atomic positions are determined by energy minim- 
ization starting from an initial structure that corresponds 
to a switching of the chemical identity of the atoms on 
one side of the boundary plane followed by a rigid 
translation of these atoms by R = i[0 0 0 1]. The result- 
ing structure contains no wrong bonds or dangling 
bonds. A ball-and-stick representation of the boundary 
structure is shown in Fig. 1. Careful examination of this 
figure reveals the presence of fourfold and eightfold rings 
of bonds across the boundary. A schematic model of the 
boundary is shown in Fig. 2. Note that the sets of atoms 
(1-2-3-4) and (5-6-7-8) each form a four-membered ring 
of bonds. However, the set (1-2-7-8) does not form such 
a ring because atom 1 is not bonded to atom 8. The 
smallest bond lengths are approximately 1.90 A and the 
largest are 1.98 A. The bonds between atoms 1-2, 3-4, 
5-6, and 7-8 are almost identical to the bulk bond length 
in GaN, 1.94 A. The largest deviations from the tetrahed- 
ral bond angle corresponds to the ~ 90° bond angles in 
the fourfold rings. All other bond angles are within 10 
degrees of the tetrahedral angle. Calculations of the 
Kohn-Sham eigenvalue spectrum for the IDB*-{1 12 0} 



132 J.E. Northrup IPhysica B 273-274 (1999) 130-133 

Fig. 1. This figure is a ball-and-stick representation of the IDB- 
{112 0} model. The structure shown contains six (112 0) 
planes of atoms. Three of these planes are to the left of the 
boundary and three planes are to the right. Examination of the 
structure reveals the existence of fourfold and eightfold rings of 
bonds that cross the boundary. Note that the polarity of the 
material on the left is inverted with respect to the polarity on the 
right. Large(small) circles represent Ga (N). 

[0001] 

IDB*-{1120} 

Fig. 2. Schematic representation of the inversion domain 
boundary on the (112 0) plane. The sets (1-2-3-4) and 
(5-6-7-8) form fourfold rings. The set (1-2-a-b-c-d-e-f) forms 
an eightfold ring. The sets (1-2-7-8) and (5-6-c-d) do not form 
rings. 

model do not indicate the presence of electronic states 
inside the band gap. 

The calculated formation energy for the IDB*- 
{1 12 0} model is equal to 0.83 eV/cell corresponding to 
a domain wall energy equal to 29 meV/A2. This energy is 
only slightly higher than that of the IDB*-(1 010) 
boundary, 25 meV/A2 [23]. The low energy of these 
boundaries is attributed to the absence of wrong bonds 

and dangling bonds and the presence of a modest 
amount of strain. For perspective we point out that the 
energies of basal plane stacking faults [24,25] are typi- 
cally only ~ 1 meV/A2 while the energies of the (1 0 1_ 0) 
and (112 0) surfaces are ~ 120 meV/A2 [18]. 

Given that the energy of the IDB*-{1 1 2 0} boundary 
is only slightly greater than that of the {101 0} bound- 
ary it seems plausible that closed domains could exist 
with boundaries on both sets of planes. The ratio of the 
domain wall energies for the IDB*-(1010) and the 
IDB*-(1 12 0) is quite close to the ratio of the planar 
density of the fourfold rings of bonds in the two bound- 
aries. The ratio of fourfold ring density is 1.15 while the 
ratio of the domain wall energies is 1.16. Thus the lower 
energy of the (1 0 1. 0) boundary is attributable to a re- 
duced density of strained bonds rather than to a differ- 
ence in the local bonding energetics. The situation is 
somewhat analogous to the difference between the ener- 
gies of the (10 10) and (112 0) surfaces: The reduced 
density of Ga and N dangling bonds on the (1010) 
surface leads to a lower energy for this surface [18]. 

In a recent paper Eisner et al. presented theoretical 
work on domain boundaries in the {1 12 0} plane [26]. 
They performed total energy calculations within a self- 
consistent tight binding approximation for several types 
of domain boundaries, but not the IDB*-{1 12 0} model 
that we have presented here. Instead, they considered 
a model for an IDB on the {1 1 2 0} plane characterized 
by a displacement vector of R = \\_\ 0 1 0]. This model 
was initially suggested by Rouviere et al. [12]. Eisner 
et al. obtained a formation energy of 122 meV/A2 and 
attributed this very high formation energy to large devi- 
ations from tetrahedral coordination at the boundary. 
This energy is, of course, much greater than the value we 
have obtained for the IDB*-{1 12 0} boundary. Because 
the IDB*-{1 12 0} boundary would be kinetically access- 
ible1 to a system initially forming an Ä=^[1010] 
boundary, it seems unlikely that a boundary with 
R = i[l 0_1 0] would be present over large areas. 

In summary, we have presented a possible model for 
an inversion domain boundary on the {1 12 0} planes of 
GaN. The model should also be applicable to other 
materials (e.g. 2H-SiC and A1N). The formation energy 
for this boundary was found to be slightly higher than 
that of the IDB*-{1 0 10} model. The model can account 
for the existence of closed inversion domains observed in 
GaN having some segments of their boundary on 
{112 0} planes. 

1 One should keep in mind that in addition to the domain wall 
energy global kinetic constraints play an important role in 
determining the atomic structure of a boundary. These kinetic 
hindrances make it possible for the crystal to exhibit more than 
one type of planar defect on a given plane. 
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Abstract 

Dislocations in crystalline powder of hexagonal GaN intentionally deformed by crushing were examined by transmis- 
sion electron microscopy (TEM) in order to see if the recombination enhanced dislocation glide (REDG) effect is present 
in this solid. It was found that dislocations with a Burgers vector of a-type (a/3<l 1 2 0» on the (0 0 01) basal plane and 
a {1 T 0 n] pyramidal plane exhibit glide motion at room temperature under the influence of the electron beam used for 
TEM observations. From a quantitative comparison with the thermal mobility of basal dislocations empirically 
predicted for h-GaN, the authors concluded that the dislocation glides arose from the REDG effect induced by electronic 
excitation due to the TEM electron beam irradiation. Some implications of the results were discussed. © 1999 Elsevier 
Science B.V. All rights reserved. 

PACS: 61.70. - r; 61.70.Je; 61.80.Fe; 71.55.Fr 

Keywords: Gallium nitride; Dislocation glide; Electronic excitation; Transmission electron microscopy 

1. Introduction 

Recent successful development of blue-light-emitting 
devices based on GaN or InGaN crystals is largely due to 
the innocuous nature of dislocations in this compound. 
Unlike the conventional photonic material such as GaAs 
and GaP, the presence of dislocations in an extremely 
high density does not much reduce the efficiency of light 
emission [1] and does not lead to rapid degradation in 
the dislocation multiplication mode [2]. These facts are 
surprising because the recombination enhanced disloca- 
tion glide (REDG) effect [3], which is a cause of the 
dislocation multiplication that is enhanced by minority 

♦Corresponding author. Tel.:  + 81-3-5841-6851; fax:  +81- 
3-5689-8268. 

E-mail address: maeda@exp.t.u-tokyo.ac.jp (K. Maeda) 

carrier injection, has a tendency to become pronounced 
in widegap semiconductors. 

One of the requisite conditions for the REDG effect 
to arise is the non-radiative recombination activity of 
the dislocations. Sugahara et al. [4] reported that 
individual dislocations in hexagonal (h-) GaN thin 
films grown on sapphire substrates are observed in dark 
contrasts in cathodoluminescence (CL) microscopy, 
which indicates that the dislocations act as non-radiative 
centers. However, these dislocations are those grown- 
in that were introduced during thin film growth at 
high temperatures and hence may be decorated with 
impurities and point defects, which could conceal the 
intrinsic nature of fresh dislocations. A more recent 
work done by Zaldivar et al. [5] showed that CL inten- 
sity is quenched in dislocated regions generated by 
micro-indentation at room temperature, which 
strongly suggests that the dislocations in the fresh state 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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as well act as non-radiative centers. Nevertheless, the 
lack of one-to-one correspondence between the dark 
contrasts and individual dislocations leaves the question 
above still open. 

For the dislocation glide motion in GaN, Rocher and 
Jacob mentioned in their old paper [6] that dislocations 
in h-GaN grown on a sapphire substrate were observed 
to move during transmission electron microscopic 
(TEM) observations, though the details were not given in 
the short report. In order to clarify whether the REDG 
effect is really present or not, we have carried out TEM 
experiments using the electron beam as a source of elec- 
tron-hole generation in the sample. We found that some 
of the dislocations introduced by intentional mechanical 
damage, hence believed to be fresh, really exhibit glide 
movement at room temperature. Experiments with inter- 
rupted electron beam irradiation revealed that the dislo- 
cation glides are induced reversibly by the electron beam. 
The effect was confirmed for dislocations on the basal 
slip plane and those on a pyramidal plane, but the magni- 
tude of the effect depended on the dislocation type. 

2. Experimental procedures 

The samples used were single-crystalline powder of 
hexagonal (wurtzite) GaN (99.9%) purchased from 
Wako Chemicals Inc. The powder was crashed in an 
agate mortar at room temperature to introduce fresh 
dislocations and simultaneously to prepare thin speci- 
mens for TEM observations [7]. The specimens sus- 
pended upon a collodion mesh were examined at room 
temperature by either JEM-2010 (JEOL) or H-9000 
(Hitachi) both operated at 200 kV with an electron beam 
density of the order of 103 A/m2. Dislocation motion 
imaged by a TV camera was recorded by a video tape 
recorder. No intentional stress was applied to specimens 
during observations. When dislocations were isolated 
and remained in the crystal after they exhibited glides, 
the standard gb analysis was performed to determine 
the Burgers vector. 

3. Experimental results 

The majority of the dislocations were stable during 
TEM observations, but some of them exhibited evident 
movement. Although most of those dislocations were 
densely tangled prohibiting comprehensive analysis, rela- 
tively detailed investigation was possible in the following 
two cases. 

3.1. Basal dislocation 

Fig. 1 shows a sequence of TV images that demon- 
strates shrinkage of a dislocation loop during TEM ob- 

servation with a beam current density of 5 x 103 A/m2. 
The dislocation motion was smooth and viscous which 
indicates that the dislocation glide is controlled by the 
Peierls mechanism. A notable fact is that the segment 
A running from top to bottom in Fig. 1(f) had a larger 
mobility than the segment A' with the opposite sign that 
exhibited no movement. The similar difference in mobil- 
ity was recognized between the segments B and B' 
(Fig. 1(g)) with dislocation signs opposite to each other. 
Electron diffraction experiments indicated that the slip 
took place on the basal plane. In this specific sample, 
a direct analysis of the Burgers vector of that dislocation 
was not possible for the loop shrunk completely. How- 
ever, among possible Burgers vectors, that are limited to 
the a/3<l 1 2 0> type (a-type) on the basal plane in wur- 
tzite structures, b = a/3[ 1 1 2 0] is most likely because in 
other cases, b = a/3[2 T T 0] and b = a/3[T 2 T 0], the 
mobility difference between the segments A and A' and 
the segments B and B' cannot be explained since in both 
cases these segments would both be of screw character 
and therefore there would be no reason for the mobility 
to differ from each other as observed. The validity of the 
above assignment is supported by the fact that the Bur- 
gers vector of the dislocations around the annihilated 
loop, determined by the g ■ b analysis, are all identical to 
b = a/3 [11 2 0]. The mobility difference between the seg- 
ments of opposite signs can be accounted for by the 
polarity-dependent behavior of a- and ß-dislocations 
commonly observed in compound semiconductors [8], 
though the absolute polarity could not be determined in 
the present study. 

Fig. 2 shows the displacement of the screw segment 
C and that of the 60° segment A in Fig. 1 and their 
velocity plotted as a function of elapsed time. Except for 
the final stage in which the movement was accelerated 
due to the mutual attraction of the segment B and B', the 
velocity of the screw segment was kept at an almost 
constant level of ~ 5 x 10~9 m/s. The velocity of the 60° 
segment was of the similar order as the screw part. 

The resolved shear stress x acting locally on moving 
dislocation segments may be evaluated from the disloca- 
tion curvature p according to the relation [9] 

G\b\/p (1) 

where G is the shear modulus. Fig. 3 shows the time 
variation of the curvature of the segment C. The stress 
level evaluated by (1) was almost constant around 
~ 100 MPa, consistent with the constancy of the dislo- 

cation velocity. 

3.2. Pyramidal dislocation 

Fig. 4 presents a sequence of dislocation motion ob- 
served in a different sample that contained a dislocation 
line segment D penetrating the thin film. To see the 
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20nm 

Fig. 1. A VTR image sequence showing shrinkage of a dislocation loop on the (0 0 01) basal plane in h-GaN. The solid arrow indicates 
the Burgers vector b = a/3[l 12 0] which is judged to be most likely from circumstantial evidences (see the text for the detail). Note the 
mobility difference between segments A and A and between B and B'. Note also that segment C advances in both concave ((a) and (b)) 
and convex ((d)-(f)) shapes. 

irradiation effects of the TEM electron beam, a beam of 
7 x 103 A/m2 was switched off between images (f) and (g). 
As can be clearly seen in Fig. 5 plotting dislocation 
displacement with respect to time, the dislocation came 
to complete rest on interruption of electron beam irradia- 

tion and resumed its motion immediately after the ir- 
radiation was restarted. 

The g-b analysis revealed that the Burgers vector of 
the dislocation is of a-type. The surface slip trace T left 
behind the dislocation passage is normal to the [0 0 01] 
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Fig. 2. The temporal variation of displacement and glide velo- 
city of the screw segment C and the 60° segment A in Fig. 1. 
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Fig. 3. The temporal variation of the curvature of the screw 
segment C. The time scale is the same as in Fig. 2. 

c-axis, which indicates that the dislocation segment is not 
on the basal plane but on a pyramidal {1 T 0 n} plane. The 
dislocation observed is therefore of a mixed character. 

4. Discussion 

The dislocation motion observed in the present study 
is evidently induced by irradiation of electron beam. 
A straightforward evidence in the pyramidal slip is pro- 
vided by Fig. 5 in which dislocation mobility increases 
concomitant with electron beam irradiation. Although 
the evidence is not so direct as in the pyramidal slip, the 
basal dislocations became mobile only after we started 
TEM observations. To the authors' knowledge, there has 
been no report on direct measurements of thermal mobil- 
ity of dislocations in h-GaN. The basal slip in wurtzite 
structures should not differ much from the slip on {1 1 1} 
planes in zincblende and diamond structures. Also wur- 
tzite GaN is not an exception in that the basal disloca- 
tions are dissociated into Shockley partials [7] as in 
other semiconductors. Empirically the dislocation velo- 
city in covalent semiconductors depends on temperature 
T and stress x in the form 

V = Axm expl Q_ 
kT 

(2) 

where m is a numerical constant of 1-1.5 [10], and k the 
Boltzman constant. The pre-factor Axm is of the order of 
10*-106 m/s [10] at, e.g., x ~ 100 MPa. The literature 
accumulated for various semiconductors of zincblende 
and diamond structures shows that there is a good cor- 
relation as Q ~ 0.3 Gbl [3] between the glide activation 
energy Q and a material parameter Gbl where bp is the 
Burgers vector of the partial dislocations. The value of 
Q in GaN inferred from this correlation is ~ 4 eV while 
a different correlation with band gap energies yields 
a lower value of ~ 2 eV [11]. Whichever the case, if we 
try to explain the observed magnitude of dislocation 
velocity (of the order of 10~9m/s at a shear stress of 
~ 100 MPa) by electron-beam heating of the sample, we 

have to assume a temperature rise as high as 600-1400°C, 
which is totally unacceptable for the beam-current 
density (5 x 103 A/m2) used in the present study. 
Similar reversible enhancement of dislocation velocity 
by TEM electron beam was never found in GaAs [12], 
ZnS [13], 6H-SiC [14] crystals. Thus, like these 
crystals, the most reasonable interpretation of the 
enhancement of dislocation mobility in GaN is the 
REDG effect. 

The REDG effect could arise from enhancement in 
two different processes constituting the Peierls mecha- 
nism, kink-pair formation and kink migration. In 
the early stage of the movement of the screw segment 
C (Fig. 1 (a) and (b)) the dislocation is seen to proceed 
in a concave shape. Since the dislocation motion in 
such a concave motion is achieved by kink migration 
only, this fact indicates that the electronic enhance- 
ment takes place in the kink migration process. In 
the images that follow (Fig. l(c)-(f)), the segment is 
seen to advance in a convex form. Since such a motion 
requires kink-pair formation, this behavior tells that the 
kink-pair formation is also enhanced by electron beam 
irradiation. 

Another inference from the present results is that, if the 
electron-stimulated effect is brought about by the recom- 
bination enhanced defect reaction mechanism [15,16] 
(the phonon-kick model), the moving dislocations, that 
should be undecorated, act as non-radiative recombina- 
tion centers. This is consistent with the report by 
Zaldivar et al. [5] on CL quenching in indented crystals. 
The dislocations that have been found to glide are basal 
dislocations and pyramidal dislocations both having the 
Burgers vector of a-type. The absence of the irradiation 
effects on the 60° segments A' and B' in Fig. 1 might 
indicate that these dislocations are electronically in- 
active. However, this interpretation is unlikely because, if 
the 30°-partials (either a- or ß-type) common to 60° 
dislocations and screw dislocations were inactive so that 
they are unaffected by electron irradiation, the enhance- 
ment would not arise in the screw segments since the 
unstimulated component would retard glides of the per- 
fect dislocations. 
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20nm 

Fig. 4. A VTR image sequence showing glide of a dislocation segement D on a pyramidal {1 1 0 n} plane in h-GaN. The electron beam 
was switched off between the frames (f) and (g). 
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Abstract 

Experimental results show that the room-temperature carrier mobility in bulk layers of undoped or Si-doped GaN 
grown by LP-MOVPE on sapphire substrate shows a sudden increase as soon as the carrier density exceeds a critical 
value of about 1018 cm"3. We show that such a behavior can be theoretically reproduced by assuming that the columnar 
structure (i.e. the dislocation microstructure) is responsible for internal electronic barriers. © 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Position of the problem 

In the present state of the art, the GaN MOVPE 
growth on sapphire substrates leads to the appearance of 
columnar cells separated by walls mainly built from 
threading dislocations, some of them being also random- 
ly distributed within the cells. In this paper we present a 
theoretical analysis of the role of this particular micro- 
structure on the free carrier mobility. For the description 
of the dislocation effects, we consider their individual 
scattering potentials (core charge, strain fields) as well as 
their spatial distribution (dislocation walls). 

We have measured the evolution of the Hall mobility 
and carrier density on several undoped and Si-doped 
GaN layers grown by low-pressure MOVPE on C-plane 
sapphire substrates using the two-steps procedure de- 
scribed in Ref. [1]. Silane was used as the dopant precur- 
sor. The carrier density measured at room temperature 
was found to increase linearly with the silane flow and to 

* Corresponding author. Tel.: + 33-3-20-43-48-67; fax: + 33- 
3-20-43-65-91. 
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vary between 1017 and 1019cm"3 [2]. As shown in 
Fig. 1, the corresponding Hall mobility versus the carrier 
density, at room temperature, exhibits a surprising be- 
havior consisting of a low-mobility regime as long as the 
carrier density remains lower than typically 1018cm"3 

followed by a sudden increase within a factor which may 
reach 20 in some samples. To our best knowledge, such 
a behavior has not yet been reported. Mobility versus 
temperature has been respectively measured on samples 
belonging to either the low or the high mobility regime 
[3]. Most of the samples exhibit a two-channels conduct- 
ivity. Fig. 2 shows the temperature dependence of the 
mobility contribution in the conduction band. 

Parallely, the defect microstructure has been in- 
vestigated for both kind of samples by TEM observa- 
tions. As shown Figs. 3a and b, plane views perpendicular 
to the growth direction exhibit a columnar structure 
as usually reported. The dislocation distribution for 
both specimens is almost the same. They are generated 
at the interface and thread throughout the layer. We 
note, however, that the cell boundaries observed in un- 
doped crystals are "well" shaped (well-marked contrasts) 
and that the various cells are more or less dislocation 
free. On the other hand, cell boundaries present in 
strongly doped materials look more "diffuse" and the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Room-temperature carrier mobility versus the carrier 
density. 
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Fig. 2. Carrier mobility versus temperature: triangles: 
«300 K = 3 x 1018cm~3, squares: n30o K = 1-6 x 1018 cm"3; 
circles n30o K = 6 x 1017 cm-3. 

various cells also contain randomly distributed indi- 
vidual dislocations. 

2. Theoretical analysis of transport 

In view to understand the particular free carrier mobil- 
ity behavior shown in Fig. 1, we have undertaken a theor- 
etical description of the transport properties. We show, in 
the following, that a classical approach including the 
various classical scattering centers is unable to reproduce 
Fig. 1. Instead, we conclude that the present experimental 
results are likely described if we also introduce the pres- 
ence of internal barriers leading to the modified mobility 
expression (4.1). Mainly, the present simulation of low- 

field transport properties is based on the use of the 
relaxation time approximation for solving Boltzmann's 
kinetic equation as long as scattering mechanisms are 
isotropic. It includes the standard scattering mechanisms 
like ionized impurities, acoustical and optical phonons, 
carrier-carrier scattering. However, anisotropic scatter- 
ing centers (dislocations) which are of interest in the 
present study, cannot be properly taken into account in 
such approaches. Instead, we have used the concept of 
collision time tensor proposed in Ref. [4] for dealing with 
such anisotropic scattering centers. We now detail the 
various dislocation scattering mechanisms which have 
been introduced in our simulation. 

Ab initio calculations unambiguously show that, in 
any studied semiconductor (see Ref. [5] for GaN), dislo- 
cation cores are strongly reconstructed and lead to band 
gaps which are generally free from deep states but which 
are systematically occupied by shallow states. These in- 
trinsic shallow bound states are likely connected with the 
long-range strain field binding potentials. They have 
been numerically determined, solving the envelop func- 
tion in the approximation of the effective mass [6]. In the 
particular case of GaN, these levels are found relatively 
deep and localized at 103 meV under the conduction 
band for threading dislocations whose lines are parallel 
to the c-axis. For other dislocation line orientations, the 
piezoelectric potential also has to be considered and 
leads to deeper ground states ranging between 150 and 
250 meV. Moreover, extrinsic deep states associated with 
reconstruction defects or with the impurities of the Cot- 
trell atmosphere may not be excluded. In any case, the 
dislocation traps are localized all along the dislocation 
line at very short distances from one another so that 
trapped carriers interact electrostatically. Their occupa- 
tion rate is then selfconsistently regulated. Such effects 
have been included in the present calculation following 
the method described in Ref. [7] for the evaluation of the 
dislocation occupation rate. 

There are mainly two ways by which dislocations act 
as scattering centers. As already noticed in the above 
section, the dislocation energy states, when filled, trans- 
form the defect into a charged line, the Coulomb poten- 
tial of which acts as a scattering potential. Note that this 
scattering mechanism corresponds to the only one which 
is generally considered in the recent papers concerning 
GaN [8,9]. The dislocation strain field acts against the 
free carrier motion through the deformation potential 
and the piezoelectric coupling. These interactions have 
been included in the present calculation and numerical 
results show that they lead to scattering effects of the 
same order of magnitude than those associated with the 
dislocation core charge. However, in the particular case 
of wurtzite structures, owing to the shape of the piezo- 
electric tensor, this last contribution vanishes for a-edge 
and c-screw dislocations, i.e. for the threading disloca- 
tions [10]. 
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Fig. 3. TEM plane views showing the columnar structure in undoped (a) and strongly Si-doped GaN. 

3. Discussion 

Our simulation program, at room temperature, in 
low-doped, uncompensated and dislocation-free GaN 
(ND = 1015 cm"3) results in mobility values ranging be- 
tween 1800 and 2200 cm-2 s_1 V-1, in a good agree- 
ment with most of the previous published values [8]. 
Then, the various attempts to reproduce theoretically our 
experimental results shown in Figs. 1 and 2 allow us to 
draw the following comments: 

• The full line shown in Fig. 2 demonstrates that good 
fits may always be done for the MOVPE samples 
chosen in the high-mobility regime. It is obtained by 
considering realistic parameter values for the sample 
represented by triangles: (i) a dislocation density of 
about 2x 1010cm"2 (TEM) characterized by an en- 
ergy level localized at 200 meV under the conduction 
band, (ii) a donor and acceptor density, respectively, 
equal to 8 x 1018 and 8 x 1017 cm-3 (values consistent 
with those deduced from SIMS measurements [2]). 
Numerical values unambiguously indicate that dislo- 
cation scattering dominates the low-temperature 
range and that the effect of the deformation potential is 
quite equivalent to that of the core charge potential. 
Thus, at first sight, it is possible to get a correct 
theoretical description of the mobility of strongly Si- 
doped GaN, by just considering that it is regulated by 
a pure diffusion process, mainly governed by classical 
scattering centers (ionized impurities, phonons and 
dislocations). 

• However, our simulation, based on a pure diffusion 
process, is unable to account for the low experimental 
values of the mobility found in the case of undoped 
materials, whatever the choice of the dislocation den- 

sity and energy level and/or even the compensation 
ratio. Moreover, calculating the mobility versus the 
carrier density at room temperature does not allow to 
reproduce the behavior shown in Fig. 1. 

Thus, assuming that the mobility is governed by 
a pure diffusion mechanism does not definitely allow 
to reproduce the experimental results observed in our 
MOVPE GaN materials. This suggests that some other 
mechanisms also control the mobility behavior. We 
note that the room-temperature effective density of 
states of the conduction band JVC is equal to 
1.9 x 1018cm"3 (for an effective mass equal to 0.2m0). 
Thus, Fig. 1 covers two situations where the electronic 
gas starts being non-degenerated and progressively be- 
comes fully degenerated. This implies that, at low dopant 
concentration, the carriers which participate in the 
conduction process are localized at the bottom of the 
conduction band. However, when the carrier density 
becomes larger than Nc, the carriers which participate in 
the conductivity are localized around the Fermi level 
EF which quickly goes far above the bottom of the 
conduction band. Thus, if some internal barriers are 
present in the material, as already suggested in Ref. [11], 
they would not be able to strongly affect the carrier 
mobility as long as the barrier height is lower than the 
location of the Fermi level. On the contrary, such barriers 
would instantaneously decrease the conductivity in the 
low carrier density regime. It is straightforward to show 
that, in the presence of a barrier whose transmission 
power is T(e), the apparent current density is obviously 
given by 

^app.j — 

e 

4K
3

 n 
T(ek) T0,j(k)vj(k) d3fc, (4.1) 
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Fig. 4. Carrier mobility versus carrier density, simulated in the 
presence of a barrier: Squares: fixed barrier height EB =0.15 eV; 
circles: variable barrier height EB = 0.19 eV for the low-mobility 
regime and EB = 0.13 eV for the high-mobility regime. 

leads to a better fit of the whole experimental behavior as 
shown by the curve with circle symbols. It is obtained 
attributing for the low-regime side, a barrier height of 
0.19 eV while this barrier height is chosen to be 0.13 eV in 
the high-mobility side. 

Thus, we conclude that the actual mobility behavior in 
columnar cell GaN materials is regulated by the presence 
of internal barriers probably associated by the particular 
dislocation microstructure arranged in the form of dislo- 
cation walls. The physical origin of such barriers may 
arise from the dislocation intrinsic properties themselves 
(strain fields, intrinsic states) as well as from exrinsic 
properties such as their impurity Cottrell atmosphere. 

where n is the carrier density and where the derivative of 
the/o Fermi-Dirac statistics has to be considered. TDJ is 
the component of the collision time tensor in the j- 
direction, Vj(k) is the k state carrier velocity in direction;'. 
Note that this last formula automatically accounts for 
both the thermal overcoming of the barrier and the 
tunneling possibility as soon as the barrier is sufficiently 
thin. Approximating the barrier by a squared potential, 
the theoretical mobility versus the free carrier density, 
deduced from Ref. (4.1) at room temperature, is shown in 
Fig. 4. The curve with "square" symbols is obtained 
considering a barrier with an identical height (0.15 eV 
above the bottom of the conduction band) for all the 
variously doped samples. The tunneling effect becomes 
noticeable when the barrier thickness falls below 10 nm 
and does not play a significant role in the present simula- 
tion. Mainly, our simulation displays the same features as 
those presented in Fig. 1. It clearly shows the existence of 
two mobility regimes versus the carrier density: (i) a low- 
mobility regime which slightly decreases with the carrier 
density, followed suddenly by a rapid increase after 
which the carrier mobility exactly behaves as if no inter- 
nal barriers were present in the material (same temper- 
ature dependence, same order of magnitude). There is no 
reason to attribute the same barrier height for any value 
of the dopant density. This may be argued by the fact that 
the boundaries surrounding the various cells are not 
strictly identical as shown by electron microscopy. Fur- 
thermore, for larger dopant densities, screening effects 
are more efficient and may modify the barrier height. 
Consequently, considering a variable height barrier, 
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Abstract 

In order to unambiguously identify the chemical nature of Cd and Ag related optical transitions in GaN, epitaxial 
GaN layers were implanted with the radioactive isotope ulAg which decays into stable 1MCd. This chemical 
transmutation was monitored by photoluminescence (PL) spectroscopy. Being an element specific property, the half-life 
of this decay was used to establish the chemical assignment of the optical transitions to a specific defect. We found that 
the Ag related transitions consist of a series of four single lines (1.610, 1.600, 1.594, and 1.573 eV), each accompanied by 
two phonon replicas separated by 63 meV. Cd produces two PL bands centered at 2.7 and 3.2 eV. Additional Cd-related 
single transitions at 3.341,3.328, and 3.249 eV have been observed. Exponential fits to the PL intensities yield half-lives of 
t% = (7.61 + 0.27) d and t\% = (7.60 + 0.27) d, respectively, in good agreement with the half-life of M1Ag of 7.45 d. 
© 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaN; Ion implantation; Ag; Cd; Photoluminescence; Doping 

1. Introduction 

During the last years, there has been great interest in 
the study of the wide band gap semiconductor GaN, 
mainly due to its potential applications in optoelec- 
tronics in the UV and blue spectral region. As one of the 
most powerful tools for investigating defects in semicon- 
ductors, photoluminescence spectroscopy (PL) has been 
used to determine defect levels in GaN. But an unequivo- 
cal chemical identification of luminescence centers is 
often difficult due to the chemical blindness of PL and 
therefore the assignment of a luminescent transition to an 
element specific defect is often controversial. One element 
specific property that can be used to identify defect levels 
is the nuclear lifetime of a radioactive isotope undergoing 
a chemical transmutation. If the questioned level is due to 
a defect in which the parent or daughter isotope is in- 

* Corresponding author. Tel: + 49-7531-883866; fax: +49- 
7531-883090. 
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volved the concentration of that defect will change with 
the characteristic time constant of the radioactive decay. 
This has been demonstrated for GaAs doped with radio- 
active mIn decaying to '"Cd, where ion implantation 
has been used for doping with the radioactive isotope 
and a quantitative link between PL intensity and defect 
concentration was obtained [1]. 

It has been established by PL that doping GaN with 
the group lib element Cd leads to a blue luminescence 
band centered between 2.64 and 2.85 eV [2-5]. Ilegems et 
al. [2] associate the Ix-transition at 3.455 eV (also found 
by Lagerstedt et al. [3]) with an exciton bound to a Cd 
acceptor on a Ga site. They also report on additional Cd 
related lines (3.441 eV, 3.427 eV) lowered by 14 and 
2x14 meV in energy relatively to the It -transition. In 
contrast to these results, only a blue Cd related lumines- 
cence band centered at 2.7 eV and in some cases an 
increased donor-acceptor-pair luminescence (DAP) at 
3.26 eV [4,5] have been observed in GaN doped with Cd 
by ion-implantation. Having an atomic radius compara- 
ble to Cd, Ag should occupy a Ga lattice site (AgGa) like 
Cd, and therefore act as double acceptor in GaN. Addi- 
tionally, transition metals are known to produce deep 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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levels in the midgap, which often act as very efficient 
recombination centers [6]. A deep luminescence band 
centered at 1.52 eV has been attributed to Ag related 
defects by Pankove et al. [4]. But due to the high intrinsic 
defect concentration in GaN [7], and the remaining 
implantation damage even after annealing, this assign- 
ments are not conclusive. The aim of the experiment 
presented here is to uniquely identify the bands created 
by Cd and Ag in GaN. 

2. Experimental details 

The GaN samples used were 1.5 urn epitaxial layers 
grown on AIN/c-sapphire by metal-organic vapor-phase 
epitaxy (MOVPE) purchased from CREE Research. The 
nominally undoped layers were n-type with a free carrier 
concentration less than 5 x 1016 cm-3. The samples were 
doped by ion implantation at room temperature with 
ulAg at the ISOLDE mass separator facility at CERN 
(Geneva). The implantation energy was 60 keV and a max- 
imum dose of 3 x 1012 ions/cm2 was used. To serve as 
reference, a part of the sample was not implanted. In 
order to reduce the implantation induced damage, the 
sample was annealed at 1270 K for 10 min in a sealed 
quartz ampoule with nitrogen gas at a pressure of about 
1 bar at room temperature. The isotope nlAg trans- 
mutes into stable lxlCd via a ß-decay with a half-life of 
7.45 d. Due to the radioactive decay the concentration of 
Ag decreases while the Cd concentration increases with 
time. Thus, the PL intensity of radiative transitions re- 
sulting from defects involving Ag or Cd atoms have to be 
correlated with the half-life of lnAg. 

The PL experiments were carried out at 4.2 K using 
a He flow cryostat. The luminescence was excited by the 
325 nm line of a HeCd laser with an excitation density 
of 160 Wem"2. The luminescence was dispersed using a 
0.75 m grating monochromator and detected with a 
cooled GaAs-photomultiplier. 

3. Results and discussion 

Fig. 1 shows the PL spectra recorded after ion im- 
plantation and annealing. All spectra were recorded 
within 68 d after the implantation. For clarity only 7 of 
the 20 recorded spectra are shown. To minimize the 
intensity variations due to the experimental limitations in 
matching the same sample spot and focusing reprod- 
ucibly onto the entrance slit of the monochromator it is 
necessary to normalize all spectra. In our case it is impor- 
tant to choose a transition for the normalization which 
PL intensity is independent from the Cd or Ag concen- 
tration. For this reason we normalize all spectra to the 
intensity of the yellow luminescence (YL) at 1.97 eV. 
In contrast to that a normalization to the I2 line for 
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Fig. 1. Photoluminescence spectra of 111Ag-doped GaN 
recorded at 4 K between 1 and 68 d after implantation and 
annealing. All spectra are normalized to the intensity of the 
yellow luminescence (YL) at 1.97 eV. 

example, is not suitable since this transition overlap with 
to the L transition which is believed to be Cd related 
[2,3]. 

The luminescence of the donor-bound exciton (I2 at 
3.471 eV) [8] and the transition labeled Ix at 3.395 eV 
and its LO phonon replica at 3.303 eV (Ix-LO) are ob- 
served in all spectra. The origin of the Ix line is not 
absolutely clear yet, but we do not observe any changes 
in the intensity of this transtion and we also observe this 
transitions in samples which are not implanted with Ag 
or Cd. In some samples the phonon replica I2-LO of the 
donor-bound exciton has been observed at the lower 
energy tail of this transition. At 2.2 eV the commonly 
observed yellow luminescence (YL) can be seen. The 
oscillations on the YL are due to Fabry-Perot interfer- 
ences between the GaN/sapphire interface and the GaN 
surface. The spectrum recorded one day after implanta- 
tion shows a strong PL band centered at 1.5 eV not 
present in the unimplanted reference part of the sample. 
Only weak luminescence between 2.4 and 3.3 eV can be 
observed. 

During the following 17 d, the PL intensity between 
2.7 and 3.2 eV is increasing while the intensity of the 
1.5 eV luminescence is decreasing continuously. After 70 d, 
no luminescence at 1.5 eV can be detected any more and 
no further increase of the two higher energetic PL bands 
can be observed. From this observations it is clear, that 
these bands decreasing and increasing in intensity with 
time have to be correlated with Ag or Cd, respectively. 
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Fig. 2. Normalized PL intensity of the Cd band (circles) and the 
Ag band (squares) in GaN as a function of time. The solid lines 
correspond to exponential fits to the data using Eqs. (1) and (2). 

The detailed spectral features of the PL bands described 
above will be discussed later (Figs. 3 and 4). In Fig. 2, the 
integral PL intensities of the Ag and Cd related PL bands 
are plotted as a function of time. The solid lines represent 
exponential fits to the data using the following fitting 
functions: 

IA*(t) = Ifre- In 2t/(i/2 

ICd(t) = 7gd(l - e -In 2t/t,ii\ 

(1) 

(2) 

These fits yield half-lives of t% = (7.60 + 0.21) d and 
ti/2 = (7.61 + 0.27), respectively, both in very good 
agreement with the nuclear half-life of 
111Ag(f1/2 = 7.45 d) [9]. Since nothing else changes in 
the 111Ag-doped sample but the decreasing Ag and the 
increasing Cd concentrations, the decreasing lumines- 
cence at 1.5 eV must be caused by recombination centers 
involving Ag. On the other hand, the two increasing 
PL bands centered at 2.7 and 3.2 eV have to involve 
Cd defects. Additionally, one must conclude that the 
involved defects contain only one Cd and Ag atom, 
respectively, since the intensities change exactly with the 
half-life of the radioactive decay. The involvement of 
more than one Ag or Cd atom in these defects would 
show up in slower time constants. The Ix line shows no 
changes in intensity during the whole measure period, so 
we conclude that this transition is not due to an exciton 
bound to the Cd acceptor in contrast to earlier assign- 
ments [2,3]. We want to point out, that this conclusion is 
not compelling. It may be possible that we are not able to 
distinguish between the Ag bound exciton and the Cd 
bound exciton if the energy difference is below our spec- 
tral resolution. 

Fig. 3 shows a blow-up of the Cd related luminescence 
recorded 68 d after the implantation. For comparison the 
spectrum taken 1 d after implantation is also shown. The 
blue luminescence band centered at 2.7 eV is clearly vis- 
ible, which has also been observed by several authors 
in Cd doped GaN [2-5,10]. Our results support the 
radiation mechanism proposed by Bergman et al. which 
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Fig. 3. Photoluminescence spectra of nlAg-doped GaN, re- 
corded at 4 K one day after implantation and annealing and 
after 68 d, when nearly all Ag ions have transmuted into Cd. 
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Fig. 4. Photoluminescence spectrum of111 Ag-doped GaN mea- 
sured at 4 K one day after implantation and annealing. 

assumes the emission is due to the substitutional CdGa 

single acceptor [10], since the recombination mechanism 
includes exactly one Cd atom. Additionally, the 
transition Cdx at (3.341 eV) and its LO phonon replica 
were found to be Cd related. We assume that the 
transitions Cd2 (3.328 eV) and Cd3 (3.272 eV) are also 
Cd related in spite of being poorly resolved in Fig. 3. We 
observe these transitions also in GaN implanted with 
stable Cd ions but the appearance and the intensity ratio 
between these three lines strongly depends on the sample 
quality. The line marked with Ix-LO corresponds to a 
phonon replica of the Ix transition discussed above and 
is also present in the PL spectrum of the unimplanted 
reference and thus not Cd related. 

Fig. 4 shows a blow-up of the 1.5 eV emission, re- 
corded one day after the implantation. Our results un- 
doubtedly confirm the assignment by Pankove et al. that 
this luminescence band is Ag-related [4]. Fig. 4 shows 
clearly, that the Ag-related luminescence consists of a 
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series of four single transitions. Each line is accompanied 
by two additional lines separated by 63 and 126 meV, 
respectively. We assume that these transitions are 
caused by TOL phonon replicas, although their energy 
has been determined to be 65.7 meV [11], but this 
value can be shifted by internal stress present in the 
GaN layer. Such shifts in energy have been observed by 
Kaschner et al. as a result of biaxial stress due to the 
incorporation of dopants [12]. As mentioned above, 
the blue emission results from a Cd atom at a Ga site. 
Since the recoil energy of the radioactive decay is 
much lower than the displacement energy of an atom 
from its lattice site (about 5 eV compared to 25 eV 
[13]) one can exclude a displacement of the Ag atom 
during its decay. As a consequence of that, also Ag is 
occupying a Ga site and therefore should act as a double 
acceptor. 

4. Conclusions 

In summary, using radioactive Ag isotopes we have 
proven that doping GaN with Ag produce a deep lumin- 
escence band centered at 1.52 eV, which is superimposed 
by four single transitions. Our results also confirm the 
assignments of the blue luminescence band centered at 
2.7 eV to a Cd related defect. Furthermore transitions at 
3.341, 3.328, and 3.272 eV were attributed to Cd. From 
the time dependence of the Ag and Cd related lumines- 
cence we conclude, that all recombination centers include 
exactly one Ag or Cd atom, respectively. 
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Abstract 

We describe the first stage of the evolution of CL spectra, intensity and dislocation contrast under low keV electron 
beam for ELO-GaN with a low dislocation density. The UV and yellow intensities are decreased by beam irradiation. We 
have observed a broadening of the UV peak towards low energies followed by a red shift. This is explained in terms of an 
electron beam activation of non-radiative centers which relax partially the compressive strain. The dislocation contrast is 
lowered, but the dislocations become more non-radiative. We suggest that dislocations are preferential ways for the flux 
of non-radiative centers from the coalescence boundaries to the bulk. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 61.72Ji; 61.72.Qq; 61.72.Ff; 77.84.Bv; 78.60.Hk 

Keywords: GaN; Dislocations; Cathodoluminescence 

1. Introduction 

Despite the presence of a high dislocation density 
(108-10locm~2), the band edge recombination in gal- 
lium nitride epilayers has a very large luminescence 
efficiency, compared to that exhibited by other III-V 
semiconducting compounds. So, in the past, dislocations 
in GaN have been thought not to be detrimental to the 
optical properties of this material. Only very recently, 
refutation of this statement came from cathodolumines- 
cence (CL) imaging experiments which evidenced that 
dislocations quench the band edge UV luminescence 
[1-4]. Such experiments are more easily done on epi- 
taxial laterally grown (ELO) GaN epilayers where the 
dislocation density is small enough (~107-108 cm"2) to 

»Corresponding author. Fax: + 33-3-20-43-65-91. 
E-mail address: brigitte.sieber@univ-lillel.fr (B. Sieber) 

allow spatially resolved CL imaging of dislocations [3-5]. 
On the other hand, an important pre-requisite to the 
development of gallium nitride as blue/UV lasers is the 
stability of its optical properties under photon and/or 
electron beam injection. But surprisingly, not many stud- 
ies have been devoted to this subject [6-8]. In this paper 
we report on the evolution, under electron beam injection, 
of the CL intensity of bulk GaN as well as of dislocation 
contrasts. In situ irradiations of an ELO GaN specimen 
were made in a Cambridge scanning electron microscope 
(SEM) at 90 K; CL plan-view experiments, performed in 
the same experimental conditions that beam injection, 
were used to follow the luminescence variations. 

2. Experimental 

The main results presented here have been obtained 
after electron irradiation of the specimen at 10 kV, which 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Monochromatic UV and yellow plan-view CL images of 
two stripes of the ELO GaN specimen, recorded at 90 K before 
irradiation. The vertical dark line located in the middle of both 
images corresponds to the GaN seed. The horizontal dark lines 
are bent dislocations which end up on the coalescence bound- 
aries. 

gives the best spatial resolution of CL images. The time 
dependence of the CL signal varies with the experimental 
conditions: lower accelerating beam voltages and larger 
beam currents lead to a faster evolution. We have found 
that, at 10 kV, a beam current of 10 nA is adequate to 
follow the first stage of the luminescence evolution, as 
well as to change the recombination properties of the 
material in a reasonable time, i.e. here after scanning 
a 54 um x 54 um area in 90 min. The specimen temper- 
ature was 90 K. Very similar results have been obtained 
at 5 K. The CL signal was collected by an Oxford mirror 
and detected by a GaAs photomultiplier. Plan-view CL 
spectra and monochromatic images were recorded after 
irradiation nearly every 10 min. The ELO specimen of 
GaN has been grown on a (0 0 0 1) sapphire substrate by 
MOVPE with a two-step process in a home-made verti- 
cal reactor at atmospheric pressure using trimethyl spe- 
cies and NH3. After the growth of a first GaN epilayer 
at 1080°C, on the sapphire substrate, a silicon nitride 
mask is deposited and stripe patterns are opened in this 
mask by photolithography to form a grating with 
a 10 um period and 5 um wide stripes typically. Stripes 
are aligned along [10-1 0]GaN- Then, GaN seeds in the 
form of pyramids are grown at 1040°C. The growth 
temperature is then raised up to 1120°C to favor lateral 
growth from the seeds. A 2 urn thick GaN cap layer is 
deposited on the fully coalesced structure. This two step 
method reduces the dislocation density to few 107 cm-2 

even above the seeds. The specimen is nominally un- 
doped, and the electron concentrations in the range 
5 x 1016-1017 cm"3. The extrinsic yellow band (YB) be- 
ing absent in the cap layer, we have studied a piece of the 

specimen which was thinned from 9 to about 7 um by 
ionic etching, in order to record the evolution of both the 
UV and yellow bands. 

3. Results 

3.1. CL mapping of two step ELO GaN 

Lateral bending of dislocations from the GaN seed 
during the ELO process is well evidenced in Fig. 1. The 
dislocations are imaged, in both UV and yellow CL 
images, as dark lines perpendicular to the stripe direc- 
tion. They end up on the coalescence boundary parallel 
to the stripe direction. A one-to-one correspondence be- 
tween the dislocations is found in the UV and in the 
yellow images. Furthermore, no luminescence associated 
with dislocations was observed at larger wavelengths, 
until 1.1 um. This evidences that they act as efficient 
non-radiative recombination centers. This observation 
definitely rules out the possibility that dislocations are at 
the origin of the yellow band. The spatial resolution of 
the CL images shows that they are surrounded by a cloud 
of non-radiative centers. Thus, dislocations are gettering 
centers for impurities and/or point defects. This is con- 
firmed by the large value of the dislocation contrasts 
which, before electron beam irradiation, are in the range 
20-50%. 

3.2. Evolution ofCL spectra and intensity under beam 
irradiation 

The CL spectra of GaN are modified by electron beam 
irradiation, whatever is the specimen temperature. The 
intensity of the UV peak, which corresponds to the decay 
of the free exciton, decreases by about 50% in the first 
20 mn, then broadens to lower energies, and red shifts by 
about 2 meV (Fig. 2). The full-width at half maximum 
increases from 25 meV initially to 33 meV after 90 min of 
irradiation. In parallel, the intensity of the yellow band 

355       360       365 
Wavelength (nm) 

Fig. 2. Evolution of the UV part of the CL spectrum under 
electron beam irradiation, performed at 10 kV with a beam 
current of 10 nA. The specimen temperature is 90 K. 
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Fig. 3. Plan-view CL images of the same area recorded at 
358 nm (a) before and (b) after 90 min irradiation. 

over the mask decreases by about a factor of 1.4, showing 
that there is no correlation between their effective evolu- 
tion. No extra peak was detected after irradiation. 

3.3. Evolution of dislocation contrast under beam 
irradiation 

Figs. 3 and 4 display monochromatic (k = 358 nm) CL 
images and semi-quantitative CL profiles recorded be- 
fore and after 90 min of irradiation. They show that (i) the 
CL contrast of dislocations is lowered by electron ir- 
radiation, due to the larger decrease of the bulk. Very few 
or no dislocations are visible anymore after 90 min of 
irradiation. In fact, remaining dislocations exhibit a 
higher electrical activity after irradiation (Fig. 4) (ii) in the 
coalescence boundaries, the CL intensity of the darkest 
areas increases whereas it decreases for the brightest 
areas. The CL intensity along the boundary becomes 
homogeneous and tends towards that of the material 
located around it. 

4. Discussion 

Mainly, our experimental results show that the CL 
intensity of the whole spectrum (UV and YB) decreases 
under beam injection. It was suggested in Ref. [9] that 
such a decrease, and more especially in the UV and blue 
range spectrum side, could be due to a carbon contami- 
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Fig. 4. Semi-quantitative CL line profiles, (a) Across disloca- 
tions (line D in Fig. 3), (b) along the coalescence boundary (line 
J in Fig. 3). The profiles have been recorded from the images 
taken with the same settings, and an offset line different from 
zero. 

nation of the surface which acts as an absorption layer in 
the blue range. In the light of our results, this mechanism 
may be ruled out since a C deposited layer would equiva- 
lently affect any contrasts observed in same (UV or blue 
side) monochromatic image. Instead, we observe that the 
CL intensity decreases less quickly over dislocation areas 
than in bulk regions and, moreover, that it increases in 

the darkest regions of the coalescence boundaries. We 
then conclude that the whole effect is not a C induced 
artefact, but corresponds either to the introduction of 
non-radiative centers which compete with any initial 
radiative mechanisms, or to the destruction of radiative 
paths. Owing to the small accelerating voltage of the 
electron beam and the low incident electron flux [7,8], 
the direct creation of Frenkel pairs may be ruled out. As 
a consequence, we conclude that (i) some electron/hole 
pairs recombination mechanisms or again (ii) the beam 
induced electric field (due to secondary electron emission 
and beam charge deposition) activate the diffusion of 
points defects or impurities initially present in the struc- 
ture. The activated displacement of initial point defects 
or impurities is particularly well supported in experi- 
ments where the degradation is obtained using a fixed 
position of the electron beam: a dark spot appears with 
time, surrounded by a brightest area. 

The broadening of the intrinsic UV peak (Fig. 2) re- 
flects that, within the area corresponding to the minority 
carrier generation volume, some spatial fluctuations of 
the band gap are induced by the incident electron beam. 
Parallely, the global red shift indicates that these fluctu- 
ations result into a strain relaxation. The material being 

initially in compression, it is likely that vacancy defects 
are necessarily involved in the process. Their activated 
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diffusion, which may also generate antisites, (i) may start 
breaking some initial complex defects in which they are 
involved (like VGa-Si, VGa-0 or again VGa-H) restitut- 
ing 'free vacancies' and (ii) may finally results into the 
formation of more elaborate defects, such as clusters or 
intrinsic dislocation loops, capable of strain relaxing the 
material. Both mechanisms result into the destruction of 
radiative paths (decomplexation) or in the appearance 
of non-radiative centers like dislocation loops which jus- 
tifies the CL decrease. 

As soon as the degradation is done in the scanning 
mode, it is observed that the whole areas between dislo- 
cations as well as the dislocations lose 'homogeneously' 
their UV and yellow luminescence. In this case, it is no 
more possible to evoke a redistribution of point defects 
initially distributed in the bulk. We therefore expect that 
some defects sources are also present in the structure. 
Obviously, such (vacancy) sources are naturally found in 
the coalescence boundaries which are probably made of 
vacuum areas, threading dislocations and impurities. 
Thus we expect that a flux of free vacancies is activated 
from the coalescence boundaries towards the material or, 
equivalently, a flux of matter is activated from the bulk 
towards these boundaries. This would explain why the 
luminescence recorded along the boundaries (Fig. 4a) 
decreases in the brightest areas while it increases in the 
darkest regions: the vacuum areas being progressively 
filled by matter and crystallographically reconstructed. 

The UV and yellow luminescence at dislocations also 
decreases, but in a smaller relative ratio than that of the 
bulk. We speculate that, since dislocations may only end 
at the free surfaces of the coalescent boundaries (i.e. 
vacuum areas), they may act as preferential ways for the 
flux of matter (some pipe diffusion) and constitute the 
easiest ways for the vacancies flux towards bulk regions. 
However, their defect atmosphere is already quite 
saturated by points defects so that they are preferentially 
emitted towards the bulk and used for its strain relax- 

ation. This would explain why their final contrasts be- 
come thinner. 

The previous speculations which imply that a distribu- 
tion of points defects more or less arranged in intrinsic 
dislocation loops or clusters is under investigation by 
transmission electron microscopy. 
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Abstract 

In this paper, we review the pivotal role that defects (in particular vacancy structures) play in driving the H-induced 
exfoliation of Si. We highlight the central role that infrared spectroscopy has played in delineating the microscopic details 
of the exfoliation process. We show that when the results of such spectroscopic studies are combined with those obtained 
using a variety of other experimental probes as well as ab initio quantum chemical cluster calculations, an unambiguous 
mechanistic picture emerges. Specifically we find that H-terminated vacancy structures drive the formation of internal 
surfaces into cracks where H2 is then evolved, resulting in the build-up of sufficient internal pressure to cause lift-off of the 
overlying Si. The role of coimplantation of He is also discussed. © 1999 Elsevier Science B.V. All rights reserved. 

1. Introduction 

In 1995, the SmartCut™ process was described in the 
general literature [1,2]. The method provides an elegant 
way to exfoliate a thin crystalline Si layer onto an oxi- 
dized silicon wafer, by means of mono-energetic H-ion 
implantation of a wafer, a bonding step to a support (or 
handle) wafer, and then subsequent annealing (Fig. 1). 
While it was known that a medium dose of H + ions 
(5x 1016/cm2) could lead to blistering, the central idea 
behind the SmartCut™ process is the realization that, 
with a support (e.g. another wafer), the blistering can be 
turned into a uniform exfoliation over the whole wafer 
surface with a thickness variation of only + 50 A. In so 
doing, the technique then becomes an ideal way to make 
silicon-on-insulator (SOI) wafers which are comprised of 
a thin crystalline film (500 A — 1 urn thickness) on top of 
a silicon dioxide layer grown on the handle wafer [3]. It 
combines the advantages of the two more traditional 
ways of manufacturing SOI wafers, the separation by 
implantation of oxygen (SIMOX) and bonded-and-etch 
back silicon-on-insulator (BESOI), without the draw- 
backs: buried oxide thickness limitation (<2000 A) for 
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SIMOX and poor SOI thickness uniformity (+ 5000 A) 
for BESOI [4]. 

As mentioned above, the SmartCut™ process depends 
critically on three steps: ion implantation, wafer joining, 
and annealing. The rapid development of this process to 
full production over the last five years can be largely 
attributed to an exquisite refinement of the implantation 
doses and conditions, the cleaning step prior to wafer 
joining and the rigorous annealing sequence. Its success 
is thus mostly due to excellent "engineering" rather than 
a thorough scientific understanding of the microscopic 
phenomena leading to exfoliation. The initial character- 
ization, based on transmission electron microscopy 
(TEM) images of the implanted region [1,5], revealed the 
presence of cracks in Si samples implanted with 1017 

H + /cm2 and annealed to 400-500°C, but the underly- 
ing physics and chemistry that led to the development of 
such internal cracks was completely unexplored. 

The purpose of this paper is to review the infrared 
spectroscopic studies of the thermal evolution of H- 
implanted Si wafers, along with complementary results 
from TEM, forward recoil scattering (FRS), atomic force 
microscopy (AFM) and mass spectrometry, that have 
been key in providing a mechanistic picture of the exfoli- 
ation process [6,7]. Along the way, it will be clear that 
a definitive assignment of the spectral features of 
H-defects in implanted/annealed silicon is critical. To 
this end, the importance of the many careful studies of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Schematic illustration of the commercial SmartCut™ 
process, in which an oxidized Si wafer is pre-implanted with H+, 
then joined to a second (handle) wafer and annealed, resulting in 
the direct formation of a high-quality SOI substrate. 

H-decorated interstitials and vacancies that have 
emerged over the last decade cannot be overestimated. 
However, it is important to note that the H-implantation 
conditions leading to exfoliation are drastically different 
from those used in the exhaustive H-induced defect stud- 
ies Bech Nielsen and coworkers [8,9]. In the latter, the 
implanted hydrogen is well isolated from other hydrogen 
by using a range of implantation energies (i.e. a range of 
different implantation depths). In contrast, to achieve 
exfoliation, it is critical that mono-energetic ions be used 
so as to achieve a local hydrogen density that is a couple 
of orders of magnitude higher than the hydrogen solubil- 
ity in silicon. As a result, the interaction among im- 
planted hydrogen atoms is significant, leading not only to 
defect agglomeration (key to exfoliation) and a tendency 
for H2 to evolve into void spaces but also to a strong 
inhomogeneous broadening of Si-H vibrational lines. 
This inhomogeneous broadening precludes the use of low 
temperature spectroscopy to sharpen the spectral lines 
and makes the assignment particularly challenging. Con- 
sequently, it has become necessary to extend the vibra- 
tional characterization to include not only the Si-H 
stretching modes but also the accompanying bending 
modes in order to make definitive assignments. We will 
therefore highlight our recent efforts to measure and 
calculate the bending vibrations of VHX vacancy defects 
in silicon. 

2. Exfoliation by H implantation 

The H-induced blistering of Si is, on first inspection 
(Fig. 2a), reminiscent of the well-known phenomenon of 
ion-implantation-induced blistering of metals under high 
implantation   doses   (1017-102Ocm~2).   However,   the 

mm 

Fig. 2. (a) Optical micrograph of surface of exfoliated sample 
(Mag: x 80); (b) Low-resolution and high-resolution cross-sec- 
tional TEM images of Si(l 0 0) implanted with 1 x 1017 H/cm2 

after annealing to 475°C. 

mechanism leading to the industrially viable process in 
silicon is in fact quite different; in metals, there is little 
chemical interaction between hydrogen and the lattice so 
that agglomeration of hydrogen depends solely on its 
diffusivity and solubility and can lead to high-pressure 
pockets (that lead to blistering) at low (ambient) temper- 
ature [10]. In silicon (and most semiconductors), hydro- 
gen forms a strong chemical bond with lattice atoms. The 
energy of the defective lattice can therefore be dramati- 
cally altered with the development of H-stabilized inter- 
nal structures. Thus, in addition to physical effects such 
as the generation of internal pressure, the chemistry of 
hydrogen with silicon plays an important role [6,7]. 

To underscore this point, it is informative to consider 
the number and type of cracks that develop under differ- 
ent implantation conditions. The defects originally cre- 
ated by H-implantation at room temperature evolve into 
internal surfaces (see Fig. 2b) that eventually join to form 
the macroscopic cracks leading to cooperative shearing 
of a Si layer. The spatial distribution of lattice damage 
closely follows the concentration profile of implanted 
hydrogen (i.e. spans the whole straggling region of several 
1000 A). Yet, upon exfoliation, the RMS roughness of the 
sheared layer is only 50-100 A, clearly indicating that the 
development of macroscopic cracks only occurs in a very 
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Fig. 3. Surface roughness measured by AFM over 
15 um x 15 um regions of exfoliated samples implanted with 
6xl016H/cm2 (top), lxl017H/cm2 (middle) and 
1.8 xl017H/cm2 (bottom). 

narrow region. Moreover, the RMS roughness decreases 
as the dose increases, as seen in Fig. 3, suggesting that the 
roughness arises from the intersection of H-terminated 
internal surfaces, such as the (1 1 1) and (1 0 0) planes 
identified by TEM [11] (Fig. 2b). 

Annealing constitutes an important step in the Sma- 
rtCut™ process for a number of reasons. Once the 
chemical activity of hydrogen is recognized, it is easy to 
understand that the degree of thermal activation will 
dictate the rate and extent to which the more energeti- 
cally favorable internal surfaces form. In addition an 
increase in temperature will increase the rate of hydrogen 
diffusion, thereby enhancing the probability of agglomer- 
ation of H and H2 in a reduced number of internal 
(vacancy-derived) traps. Consequently, the study of the 
thermal evolution of H-stabilized defects is central to any 

understanding of the exfoliation mechanism. The rest of 
this paper is therefore aimed at characterizing the H- 
induced defects and their thermal evolution into internal 
surfaces. 

3. Thermal evolution of H-implantation-induced defects 
in silicon 

The implantation of hydrogen into silicon has been 
extensively studied over the past four decades, using 
a wide variety of techniques such as TEM, IR, SIMS and 
electrical probes [12-17]. The vast majority of studies, 
however, were performed for doses well below 5 x 
1016 H/cm2, or for low local concentrations (i.e., non- 
interacting hydrogen). Above this dose the defect struc- 
tures become "superimposed", hindering resolution of 
the discrete Si-H species that are formed. Yet, it is this 
higher dose range (>5 x 1016 H/cm2), that has been 
shown to be essential to cause blistering and exfoliation. 
[5,6,11]. Consequently, understanding the microscopic 
mechanism of this process presents a formidable chal- 
lenge for which both the spectroscopic details and the 
macroscopic exfoliation process must be reconciled. 
A multifacetted experimental approach is clearly re- 
quired; we have employed infrared absorption spectro- 
scopy to probe the chemical nature of defects, as well as 
transmission electron microscopy (TEM) and atomic 
force microscopy (AFM) to uncover the physical struc- 
ture, forward recoil scattering (FRS) to directly measure 
the total hydrogen content, and mass spectrometry (MS) 
to determine the composition of the gas evolved during 
annealing [6,7,11]. 

Previous infrared absorption spectroscopy studies by 
Stein et al. [13,14], Johnson et al. [15] and Bech Nielsen 
and coworkers [8] of hydrogen-related defects in 
semiconductors have played an important role in under- 
standing the defect-based mechanism of exfoliation. In 
particular, the recent work of Bech Nielsen et al. [8] has 
made it possible to definitively identify a number of 
defect structures, by combining IR spectroscopy with 
selective isotopic substitution and uniaxial stressing. 
Some of these modes can be seen in the spectra of silicon 
implanted with higher local doses of hydrogen (Fig. 4). 
These spectra are typical of those reported in the litera- 
ture for low (2 x 1016 H/cm2 — does not exfoliate) and 
intermediate doses of hydrogen (6 x 1016 H/cm2 — ex- 
foliates), respectively [6,11]. In the as-implanted spectra, 
at least 12 discrete vibrational modes are observed in the 
Si-H stretching mode region, superimposed on a broad 
absorption band. The discrete features can be assigned to 
"point defects" (single Si vacancy or interstitial struc- 
tures) formed at the periphery of the implanted region, 
whereas the broad band is due to an inhomogeneous 
distribution of "multivacancy" defects (by analogy to 
hydrogenated amorphous silicon) occurring near the 
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Fig. 4. Multiple internal reflection IR spectra of the Si-H stretching modes of hydrogen implanted 3300 A into Si(l 0 0) at a dose of 
(a) 2 x 1016 H/cm2 (low dose) and (b) 6 x 1016 H/cm2 (intermediate dose) at (i) room temperature, and after annealing to (ii) 300°C, (iii) 
425°C, (iv) 500°C, (v) 550°C, and (vi) 650°C. The annealing was performed sequentially in vacuum (P ~ 1 x 10"8 Torr) for 30 min at each 
temperature (as for all other cases reviewed herein). 

peak of the implantation profile [6]. This broad band 
component is found to scale with the hydrogen dose (as 
does exfoliation efficiency) whilst the point defect contri- 
bution remains essentially constant with change in [H], 
underscoring the central role of the multivacancies on the 
exfoliation process. 

The nature of the point defects in the periphery is 
however still very relevant to a discussion of exfoliation 
because the higher H-concentration multivacancy region 
evolves into some of the same defect structures upon 
annealing. Drawing mostly from Bech Nielsen's work 
[8], the features at 2025, 2161/2182 and 2208 cm"1 are 
assigned to VH^ VH3 (or V2H6) and VH4, respectively. 
The remainder of the sharp spectral lines observed in the 
as-implanted samples can be similarly assigned either to 
the H| defect (1832, 2052 cm"1), H-terminated divacan- 
cies V2,3H (2066 cm"1), or hydrogenated interstitials, 
IH2 (1980 cm"1) [8,12]. 

The mechanism leading to the development of macro- 
scopic cracks within the H-implanted silicon region can 
be inferred by considering the thermal evolution of the 
above mono- and multi-vacancy modes. Looking first at 
the IR data for both the low and high dose samples (Fig. 
4a and b), we note that by 300°C, the most pronounced 
change (other than the loss of the relatively unstable 

Hj species) is the decrease in the concentration of hydro- 
genated multivacancies and the concomitant increase in 
the absorption of VH3]4 species. Between 300°C and 
425°C, complete attenuation of this multivacancy signa- 
ture occurs with a corresponding increase of VH34 

species, and the monovacancy VH and interstitial IH2 

defects disappear in the periphery. The two samples dif- 
ferentiate themselves upon subsequent annealing; for the 
higher dose sample, there is a continuous attenuation of 
the VH3,4 modes and a corresponding increase in ab- 
sorption at 2100-2120 cm""1 (Fig. 4b) whereas minimal 
growth of these latter features is observed for the lower 
dose (2x 1016H/cm2) sample (Fig. 4a). This frequency 
range is typical of that observed for extended H-termin- 
ated surfaces, with the 2104 and 2119 cm"1 features 
being suggestive of atomically rough, H-terminated inter- 
nal (1 0 0) surfaces. Above 550°C, rearrangement of these 
internal surfaces occurs, leaving atomically smooth 
(1 0 0) and (1 1 1) surfaces, with characteristic frequencies 
of 2098 and 2083 cm"1, respectively. Recent studies of 
the related bending modes have shown that the correct 
assignment of the 2104 cm"1 feature is in fact to a pertur- 
bed form of the same smooth monohydride reconstruc- 
ted surface (see later). Important confirmation of these 
assignments is provided by TEM images of the annealed 
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Fig. 5. Plot of the integrated hydrogen signal obtained using 
forward recoil scattering (FRS) and infrared (IR) absorption 
spectroscopy for H doses in the range 2 x 1016-1 x 1017 H/cm2. 

samples which show that the growth of extended (1 1 1) 
and (10 0) type defects occurs exactly coincident with the 
development of these IR "internal surface" features. 

Looking next at the FRS data together with a sum- 
mary of the thermal dependence of the IR absorption 
(Fig. 5), we see that there is no loss of hydrogen up to 
400°C, suggesting that the attenuation of the IR intensity 
(predominantly the broadband absorption) must be the 
result of conversion of bound Si-H into the IR inactive 
species, H2. The increase in the VH3>4 modes over the 
same temperature range indicates that transformation of 
both the mono- and multi-vacancy structure into such 
defects effectively competes with this molecular hydrogen 
production pathway, and it is these latter defects that 
couple (agglomerate) to produce the internal surfaces that 
are vital in order to trap the H2 so-formed, as discussed 
below. 

The observation that the growth of internal surface 
modes increases precisely at the temperatures at which 
surface blistering and flaking occur, and the absence of 
such blistering for the low H doses which do not develop 
high densities of internal surfaces, demonstrates the 
causal relationship between the two. Indeed, returning 
to the TEM images of the macro-crack that develops 
(Fig. 2), we know that the growth of H-passivated inter- 
nal surfaces is a precursor to macroscopic cracking. Fi- 
nally, mass spectrometry shows that H2 is liberated when 

the surface flakes [6], confirming that H2 accumulates in 
these internal surface (void) regions and acts as the 
source of internal pressure that drives exfoliation. 

The spectroscopic observation that the internal surfa- 
ces persist even after flaking (> 550°C, Fig. 4) is also clear 
from TEM images (Fig. 2) that show a multi-tiered defect 
structure above and below the macroscopic crack. These 
unconnected (1 0 0) and (1 1 1) internal surfaces that give 
rise to the residual IR absorption only disappear after 
annealing to 700°C as the silicon heals. It is unlikely, 
however, that complete healing of the crystalline Si 
matrix occurs until substantially higher temperatures, by 
analogy to the 1000°C anneal required for the observed 
closure of the interface between two H-terminated Si 
bonded wafers [18]. 

To this point we have demonstrated the fact that 
hydrogen plays both a chemical (dictating defect struc- 
tural evolution) and physical role (internal pressure) in 
the exfoliation process. The critical kinetic interplay of 
the two roles is highlighted by consideration of the low 
dose behavior: for H implantation at 2xl016H/cm2, 
FRS data indicate a similar fall-off in the H concentra- 
tion with temperature as is observed for the higher dose 
samples (6 x 1016 H/cm2), despite the absence of exfoli- 
ation. This is due to the insufficient density of internal 
surfaces (= traps for H2) at these low doses, which 
permits loss of H by out-diffusion away from the im- 
planted region as the temperature is raised, so that the 
internal pressurization does not occur to the necessary 
extent. Support for this model is provided by the ob- 
served accumulation of H2 at the bonded interface when 
such low dose samples are pre-joined to a support wafer 
[6]. 

The theoretical limit for the minimum H dose required 
can be evaluated by quantification of mass spectrometry 
data [6]. Approximately, 30% of the total hydrogen dose 
is released upon exfoliation in the form of molecular 
hydrogen, which is ~ an order of magnitude more than 
the amount of H decorating the surfaces of the macro- 
scopic crack that develops (e.g. 2 x (1 1 1) surfaces = 1 x 
1015 H/cm2). Therefore, these data suggest that at most 
2 x 1016 H/cm2 is needed for exfoliation if all the hydro- 
gen could be localized in one region. 

In order to test this hypothesis we have investigated 
the effect of coimplanting a second insoluble species on 
the required H dose for exfoliation. Interestingly, we find 
that if He is coimplanted with H, exfoliation can indeed 
take place even with a dose as low as 1 x 1016 H/cm2 

[19,20]. As outlined above, this suggests that H and He 
act in complementary ways with H chemically stabiliz- 
ing the internal surfaces and He providing the physical 
pressure necessary for exfoliation. However, a detailed 
investigation of the microscopic mechanism reveals an 
interplay between the two species wherein the presence 
of helium drives the reconversion of molecular H2 

into bound H that, in turn, enhances internal surface 
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formation, as described in the following. Both factors 
then serve to lower the hydrogen concentration necessary 
to achieve exfoliation. 

The potential roles of He as a source of damage and/or 
internal pressure were investigated using infrared spec- 
troscopy for samples implanted with H and He at the 

i i i i i i * i i i i i i i i i i i > i ■ ■ 
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Fig. 6. Multiple internal reflection spectra of H/He coimplanted samples as a function of annealing temperature; (a) room temperature 
and (c) after a 450°C anneal, (b) detailed annealing data set for sample (4). Sample (1) 1 x 1016 H/cm2 (depth = 0.3 um); 
(2) 1 x 1016 H/cm2 + 1 x 1016 He/cm2 (same depth = 0.3 um); (3) 1 x 1016 H/cm2 + 1 x 1016 He/cm2 (same depth = 0.3 um) + He 
annealed out; (4) 1 x 1016 H/cm2 (depth = 0.3 urn) + 1 x 1016 He/cm2 (depth = 0.8 urn); (5) 1 x 1016 H/cm2 

(depth = 0.3 um) + 1 x 1016 He/cm2 (depth = 0.8 urn) + He annealed out. 

Table 1 
Comparison of theoretical and experimental frequencies for vacency and surface structures 

Defect Theory" Experimentb 

Stretching Modes Bending Modes Stretching Modes Bending Modes 

Vacancies 

Surfaces 

VHC (2054) 

VH2 2114 
2146 

VH3 2166 
2197 

VH4 2206 

Si(l 1 1): H 

Si(l 0 0)-(2 x 

Si(l 0 0): H 

1) 2091 
2098 
2104 
2115 

(603) 
(614) 
598 
611 
654 
596 
634 
662 
637 

624 
640 
675 
895 

2025 

2125 
2144 

2164 
2188 

2219 

2084 
2065d 

2088 
2099 
2110 
2123 
2130 
2145 

595 
606 

-581 
611 
645 

-581 
638 
669 
633 

627 

619 
635 
656 
900 
668 
856 

"The theoretical values for the VH defect are given in parentheses due to increased uncertainty resultant from convergence difficulties in 
the calculation. 

""Experimental values for vacancies were taken from data in Fig. 9 or analogous data sets. 
'Different scaling procedures were used for the surface and defect species (see text). 
""Perturbed mode observed for two interacting surfaces. 
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same or different depths [21]. The role of damage was 
studied by similarly implanting He then diffusing it out 
(but maintaining the defect structure) prior to H im- 
plantation. The IR data (Fig. 6) clearly show that only the 
samples with He still present develop internal surfaces 
after the formation of a new intermediate. Initially, all the 
as-implanted silicon wafers (both with and without He 
coimplantation), are characterized by similar spectra 
with a broad band component and sharper features asso- 
ciated with H-decorated defects (Fig. 6a). However, upon 
a 450°C anneal (Fig. 6c), only the spectra in which He is 
still present (spectra 2 and 4) display a strong mode at 
2105 cm"1, characteristic of H-passivated internal surfa- 
ces. Interestingly, only these samples are observed to 
exfoliate. The fact that those samples in which the He was 
removed do not exfoliate indicates that damage is not 
responsible for the lower ion dose required for exfoliation 
of He/H coimplanted samples. Helium is therefore clearly 
taking an active role by providing the necessary internal 
pressure in the exfoliation process. 

The presence of He also facilitates the formation of 
internal surfaces via a novel intermediate species, as 

illustrated in Fig. 6b where the spectral evolution of one 
of the exfoliating samples is shown (with He coimplanted 
deeper than H). Around 350°C, a strong mode appears at 
2130 cm-1, much stronger than the well-established 
bands at 2160 and 2208 cm"1 assigned to VH3 and VH4, 
respectively. This feature is unique to the coimplanted 
samples and is clearly the immediate precursor to the 
development of extended internal surfaces (2105 cm-1 

mode). This mode has been assigned to "VH2-like" de- 
fects, based on its frequency (Table 1). However, both its 
width and center frequency are not in exact agreement 
with the isolated VH2 defect, suggesting that such VH2- 
like species are significantly perturbed. This is consistent 
with the proposed mechanism which involves reconver- 
sion of H2 to SiH as follows [21]: 

He + V + H2=>(He-VH2) 

with the He trapping within the hydrogenated divacancy 
that it helps form, thereby causing perturbation of the 
observed VH2 frequencies. 

An alternative scenario is that the VH2 defects are 
strongly interacting or reside close to the advancing front 
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Fig. 7. Polarization dependent multiple internal reflection IR spectra of H/He coimplanted Si(l 0 0) as a function of annealing 
temperature, (a) 1 x 1016 H/cm2 + 1 x 1016 He/cm2 (same depth = 0.3 am); (b) 1 x 1016 H/cm2 (depth = 0.3 um) + 1 x 1016 He/cm2 

(depth = 0.8 |xm). In each case, the spectra with the most intense absorption bands were obtained usingp-polarization ( ~ perpendicular 
to surface plane) and the lower intensity curves with s-polarization (parallel to surface plane). 
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of the expanding microcavities such that they cannot be 
thought of as true point defects. Some support for this 
conjecture is provided by the polarization dependence of 
the VH2 signature (Fig. 7). The 2133 cm-1 feature ob- 
served for the [H shallow, He deep] sample shows no 
polarization dependence (Fig. 7b); in contrast when 
H and He are implanted at the same depth the analogous 
feature shifts to 2127 cm"x and shows strong /»-polariza- 
tion (Fig. 7a). This observation is evidence for a more 
extended structure having formed (~ 10s of nm in size) so 
that an effective region of high dielectric contrast is 
formed in the Si substrate [22]. This argument is an 
extension of that demonstrated to be applicable for the 
interface formed between two bonded wafer surfaces [23] 
and also for internal surfaces in H-implanted Si [24]. The 
predicted polarization of such internal surfaces is clearly 
evident in the uppermost panels of Fig. 7, confirming that 
the He driven formation of VH2 enhances subsequent 
internal surface formation. 

To summarize the preceding, it is clear that in order to 
fully understand exfoliation, one must further delineate 
the formation and transformation of vacancy species into 
extended internal surfaces. In order to accomplish this 
a more complete spectroscopic characterization is re- 
quired as is a correct theoretical description of the nor- 
mal mode structure associated with each defect type. To 
this end we have extended our spectroscopic range to 
include the low-frequency Si-H bending modes, to pro- 
vide important additional 'checkpoints' for the results of 
ab initio quantum chemical cluster calculations. 

4. Silicon-hydrogen bending modes 

The study of the bending modes is much harder than 
for the related Si-H stretching modes as their frequencies 

overlap the silicon phonon and multi-phonon bands, so 
that one cannot use the long optical pathlengths intrinsic 
to the multiple internal reflection geometry. A single-pass 
transmission geometry [25,26] must be used and, in 
addition, the temperature and thickness of the sample 
and reference must be identical. Even when these experi- 
mental criteria are satisfied, the spread of the Si-H be- 
nding frequencies is smaller (~250 cm"1) than that for 
the stretching modes (~400 cm"1), making it more diffi- 
cult to distinguish various components. 

The overall appearance of the bending mode region is 
illustrated in Fig. 8. For this survey spectrum, with be- 
nding modes on the left and stretching modes on the 
right, a high implantation energy (1 MeV) and a medium 
dose (6x 1016 H/cm2) were used to lower the in- 
homogeneous broadening. In the bending mode region, 
the modes of interest lie between 550 and 820 cm"1, 
including a broad-band feature peaked at 650 cm"1. The 
rest of the spectrum includes the interstitial IH2 

(746 cm"1 with the corresponding stretch mode at 1980 
and 1990 cm"1) and the Hj (814 cm"1 with the corre- 
sponding stretch modes at 1832 and 2052 cm"1) [8]. 
The remainder of the bending modes have not been 
previously reported and therefore cannot be assigned 
without careful analysis of the thermal evolution in com- 
parison with the (known) stretching modes, and also with 
theoretical frequencies. We will start our discussion by 
considering the modes associated with the well-charac- 
terized vacancy defects, then consider the Si-H bending 
modes associated with the internal surfaces and finally 
address the issue of the 2120-2135 cm"1 feature observed 
in H/He coimplanted samples. 

The theoretical model we have employed is based on 
the well-documented B3LYP gradient-corrected density 
functional [27,28]. We start with a cluster containing 
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Fig. 8. Transmission IR spectra ((a) bending modes and (b) stretching modes) of H-implanted Si(l 0 0) at room temperature. The 
H dose is 6 x 1016 H/cm2 and the implantation energy is 1 MeV (15 um depth). 
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a tetrahedral core of 17 Si atoms (1 central Si + 4 first 
layeroSi + 12 second layer Si) with an Si-Si distance of 
2.35 A as in the bulk. The 36 exterior broken bonds of the 
cluster are terminated with hydrogens (Si-H = 1.48 A). 
The central Si atom is then removed to create a vacancy, 
and 1, 2, 3, or 4 hydrogens attached to the broken bonds 
in the central region to create the defects VH, VH2, VH3, 
and VH4, respectively. In order to obtain optimized 
geometries, the exterior hydrogens terminating the clus- 
ter are frozen and the 16 remaining Si atoms along with 
the central hydrogens are allowed to relax. The polarized 
6-31G** basis set (containing double-zeta valence Or- 
bitals + d-functions on Si + p-functions on H) was used 
for all the relaxing atoms while a 6-3IG basis set was 
used for the exterior frozen hydrogens [29]. The com- 
plete matrix of harmonic force constants and the asso- 
ciated normal modes were then evaluated for each defect, 
and the results are summarized in Table 1 (top panel). In 
general, the frequencies are overestimated substantially, 
particularly for the defects containing multiple hydro- 
gens in the vacancy region. This is partly because of 
neglect of anharmonicity but mostly due to the small size 
of the cluster which does not allow adequate relaxation 
from steric crowding. As a result, the stretching frequen- 
cies in particular tend to be increasingly overestimated as 
the number of hydrogens increases within the vacancy. 
For example, the stretching mode for the VH4 defect 
which has been well characterized experimentally 
(2221 cm"1) is overestimated by more than 200 cm-1. 
The bending frequencies are also overestimated, but by 
smaller amounts. All these effects are taken into account 
by scaling the frequencies (stretches and bends are 
treated separately) using a linear regression method to 
the observed frequencies at low temperatures (i.e. to 
reduce anharmonicity effects). The scaled values of the 
frequencies are also listed in Table 1. Full details of our 
scaling procedure will be discussed in a future publica- 
tion [24]. For comparison, the calculated stretching and 
bending frequencies of the monohydride and dihydride 
species on a Si(l 0 0)-2 x 1 surface are also listed in Table 
1. The scaling procedure for the surface modes involves 
a uniform shift (102 cm"1 for stretches and 35 cm"1 for 
bends) and has been discussed in previous publications 
[30]. 

The thermal evolution of both the bending and stretch- 
ing vibrations of Si(l 0 0) implanted with 6 x 1016 H/cm2 

at an energy of 1 MeV is summarized in Fig. 9. The data 
were collected with the sample held at low temperature 
(100 K) to minimize thermal broadening of the bands. In 
general, the evolution of the bending modes confirms the 
picture originally derived from the stretching mode be- 
havior. The broad band peaked at 620 cm"1 in Fig. 8 is 
strongly attenuated upon annealing (Fig. 9), as was the 
2000 cm"1 broad band in the stretching region. The 
frequency, breadth and thermal evolution of the bending 
modes is therefore consistent with a distribution of 
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Fig. 9. Transmission IR spectra ((a) bending modes and 
(b) stretching modes) as a function of annealing temperature for 
Si(10 0) implanted with 6xl016H/cm2 at 1 MeV (15 um 
depth); (i) 300°C anneal; (ii) 400°C; (iii) 500°C and (iv) 550°C. 
The data were taken at low temperature to reduce thermal 
broadening. 

monohydride multivacancies, similar to those occurring 
in hydrogenated amorphous silicon and in accord with 
previous work [6,7,11]. Now, if we follow through the 
thermal evolution of each vacancy species in turn and 
compare experimentally correlated frequencies with the- 
oretical calculation we find there is excellent agreement 
between the two. Starting with the VH4 defect, which has 
previously been shown to be definitively characterized by 
a Si-H stretching frequency at low T of ~ 2220 cm"1 

(cf. theory: 2206 cm"1), we find a similar temperature 
dependence in the bending mode at 633 cm"1, in very 
good   agreement   with   the   predicted   frequency   of 
637 cm"1. For VH3 the stretching modes occur at 2164 
and 2188 cm"1 and we find correlated bending modes at 
638 and 669, with the possibility of a third band at 
— 581 cm"1, which again compares favorably with the 
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calculated modes of 2166, 2197, 634 and 662 cm"1 with 
a weaker band at 596 cm"1. Finally, the mode at 
2125 cm"1 correlates with the 611 and 645 cm"1 features 
which are in good agreement with the calculated modes 
for VH2 at 2114, 611 and 654 cm"1, respectively. 

The first conclusion from the preceding analysis is that 
the modes observed at 617 and 2106 cm"1 that predomi- 
nate in the high-temperature limit cannot be attributed 
to a simple vacancy structure. Furthermore, the absence 
of related bending modes at 656 and ~ 900 cm"1 effec- 
tively precludes assignment to a (rough) Si(l 0 0) surface 
as had been previously proposed. A rough Si(l 0 0) sur- 
face contains dihydride SiH2, characterized by modes 
at 2105-2115 cm"1 (stretch), 656 cm"1 (bend) and 
910-920 cm"1 (scissor), and trihydride SiH3, character- 
ized by modes at 2120-2140 cm"1 (stretch) and 
850 cm"1 (deformation), with unresolved bending modes 
in the 620 cm"1 range [31]. 

The most likely interpretation of the 617/2106 cm"1 

pair is that they result from a monohydride-terminated 
reconstructed (2 x 1) Si(l 0 0) surface that is perturbed 
somewhat from the isolated surface frequency. This is 
illustrated in Fig. 10, where the transformation of these 
features is followed between 575 and 625°C. Starting with 
the high temperature data, the modes at 620, 634 and 
2099 are in good agreement with known frequencies for 
(1 0 0) surfaces [31]; confirming our prior assignment of 
internal surfaces. Similarly, the 626, 2064 and 2083 cm"1 

features are in excellent agreement with the known values 
for 2 mutually interacting monohydride terminated 
Si(l 1 1) surfaces (Table 1). Now, returning to the lower 
temperature 575°C data, the main (1 0 0) bending modes 
is observed as the stretching mode frequency shifts to 
2104 cm"1, strongly suggesting that the monohydride 

termination predominates at this temperature too. The 
possibility that the frequency perturbation from 
2099 -> 2104 cm"1 arises from direct interaction of the 
H's on the opposing surfaces can be refuted since such 
a dynamic coupling is known to lower the Si-H fre- 
quency [23]; the mode at 2064 cm"1 (reduced from 
2083 cm"1) for the two interacting (1 1 1) surfaces is 
quintessential in this regard. Interestingly, no shift in the 
bending mode frequency is observed to accompany this 
pronounced shift in (111) stretching frequency. 

Thus, the constancy of bending mode frequency and 
upshift of stretching mode frequency suggests that the 
high Si-H stretching mode frequency (2104/5 cm"1) is 
associated with a steric interaction with the overlying 
H2 gas. Indeed, it has been shown that the steric effect of 
inert gases such as He, Ar, Kr adsorbed on Si(l 1 1): H 
causes an 5-20 cm"1 increase in the Si-H stretching 
frequency [23], consistent with such an hypothesis. This 
steric interaction is then relieved as soon as the crack 
grows, as is the case at higher temperature and the fre- 
quency reverts to that of the unperturbed (1 0 0) surface. 
Clearly, such a conclusion represents a key additional 
piece of mechanistic information about the exfoliation 
process and could not have been arrived at by analysis of 
the stretching modes alone. 

Before proceeding we note, in passing, that the remain- 
ing two bending modes at 718 and 751 cm"1 exhibit a 
similar temperature dependence to the 1956 and 1965 
cm"1 stretching modes, and are therefore most likely due 
to hydrogenated interstitials (IHJ. These interstitials 
(which persist throughout the all-important 300-500°C 
temperature range) are distinct from IH2 as it has pos- 
sesses a characteristic stretching mode at 1980 cm"1, 
although a more precise assignment is lacking at this time. 

. , . .      , ....,....,...., . 

lxlO"3 

2099 

(b): 

(") rSh 
2104 

2°?° 2088/1 2117 

(i) • 

: , ■ 

500        550        600        650        700        750    1900    1950    2000    2050    2100    2150   2200 

Frequency (cm-1) 

Fig. 10. Transmission IR spectra ((a) bending modes and (b) stretching modes) for Si(l 0 0) implanted with 6 x 1016 H/cm2 at 75 keV 
(0.5 urn depth) after annealing to (i) 575°C and (ii) 625°C. 
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Finally, access to the lower-frequency bending modes 
is also important in the more complex study of He/H 
coimplantation. Specifically, the 2130 cm"1 mode could 
just as easily be assigned to the formation of trihydride 
on internal surfaces, as is the case for crystalline silicon 
hydrogenated by remote H plasma [32]. In the latter 
case, the observation of a mode at 850 cm"1 provided 
a positive identification of trihydride. The presence of 
this deformation mode is crucial because the SiH3 stretch 
frequency is known to vary from 2120 to 2150 cm"1 with 
its immediate environment and cannot therefore be 
reliably used by itself. In the present case, the deforma- 
tion mode is absent so that trihydride can be ruled out 
(data not shown). On the other hand, the spectra in the 
bending mode region are consistent with formation of 
a VH2 species, although superposition of other modes 
makes it impossible to make an incontrovertible assign- 
ment. In fact, the possibility exists that the unique 2120- 
2133 cm"1 spectral frequency observed is indicative of 
a more exotic vacancy structure, such as the recently 
proposed ring hexavacancy (V6H12) [33]. Such a species 
is expected to exhibit a very similar IR activity to VH2 

(symmetry, mode frequencies, etc.) and is a natural pre- 
cursor to extended surface formation, although clearly 
more detailed theoretical work is required to address this 
possibility. 

5. Conclusions 

In this paper, we have shown how IR spectroscopy can 
be used to uncover the important role that defects play in 
the exfoliation mechanism and have indicated future 
directions for characterizing the essential details of the 
process. For example, the ability to probe the lower- 
frequency bending and deformation modes of all H-sta- 
bilized defects within crystalline silicon will be necessary 
to arrive at a complete picture, particularly as more 
complex implantation conditions (e.g. with more than 
one species) are considered. In order to exploit the full 
potential of this new spectral region the development of 
a fingerprint map will be required. This can be achieved 
by combining first-principles calculations and extensive 
experiments, as was done for the stretching band region, 
with a good understanding of the effect of different per- 
turbations on the mode frequencies. In this way, the 
ability to distinguish more complex defects such as the 
'magic number' multivacancies should be possible in the 
near future. 
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Abstract 

The relative strengths of infrared active modes of H2, HD and D2, present as H2-Oj centres (vx and v2), or isolated 
molecules (v3) in Si pre-heat treated at 1300°C in a 50 : 50 mixture of H2 and D2 gases are reviewed. The effective charges 
»?(VIHH) and IJ(V2HH) are equal to J/(v1DD) and f/(v2DD), respectively, but i]{v3lm) = 0.08e is larger than r](v3Dt>) = 0.05e. The 
relative strengths of the three HD modes are smaller than expected by a factor of ~ 3. Possible reasons for this 
discrepancy, including isotopic exchange, are discussed. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 81.05.Cy; 67.80.Mg; 63.20.Pw 

Keywords: Silicon; Hydrogen Molecules; Dipole moments; Infra-red absorption 

1. Introduction 

Infrared (IR) active H2, HD and D2 molecules are 
detected in Czochralski (CZ) Si heated at 1300°C in 
mixtures of H2 and D2 gases, followed by a quench to 
300 K [1]. Sets of modes, labelled v1HH(3788.9cm-1), 
v1HD(3304.3 cm"1), v1DD(2775.4 cm"1) and v2HH(3731 cm"1), 
v2HD(3285.3 cm"1), v2DD(2716.0 cm"l) relating to H2-Oi 
pairs have strengths correlated with the paired O; ab- 
sorption at 1075 cm-1. Anneals at 50 s£ T < 150°C lead 
to increases of the integrated absorption coefficients 
(IA) of a third set of modes v3HH(3618 cm-1), 
v3HD(3264.8cm~1), v3DD(2642.5 cm-1) of isolated mol- 
ecules (v3), that had diffused away from Oj atoms: they 
are also present in float-zone (FZ) Si [2]. Measured 
effective charges r\ (dipole moment per unit displacement) 
are: J?(V1HH) = 0.07e ~ ^(v1DD) = 0.06e: (?(v2HH)=0.14e ~ 
'y(v2DD) = 0.17e:^v3HH) = 0.08e [2]: >/(1075) = 3.5e, 
where e is the electron charge. 

»Corresponding   author.   Tel:    +44-201-594-6666;   Fax: 
+ 44-207-581-3817. 

1 Deceased. 
E-mail address: r.newman@ic.ac.uk (R.C. Newman) 

Permeation measurements imply that H atoms diffuse 
into Si at T ~ 1200°C [3], with H2 formation during 
cooling. Concentration ratios of 1: 2 :1 are expected for 
[H2] : [HD] : [D2] for Si heated in H2(50%) and 
D2(50%) gases. If the modes of a set have the same »y, the 
expected IA ratios are 1:1.5 :0.5, since IA is propor- 
tional to r\2/ix (ß is the reduced mass of the molecule). 
Measured ratios for both the vt and v2 modes are 
1: 0.4 :0.4. IA (vHH): IA (vDD) is close to the prediction of 
1:0.5 but IA (v1HD) and IA (v2HD) are too small by 
a factor greater than 3. For v3HH : V3HD : v3DD, the IA 
ratios are 1: 0.2 :0.2 so that IA (v3DD) and IA (v3HD) are 
smaller than expected by factors of 2.5 and 7.5, respec- 
tively. We shall show that deuterium behaves in the same 
way as hydrogen but we find )?(v3DD) < JJ(V3HH), explain- 
ing the discrepancy of 2.5. We then discuss the remaining 
discrepancies of ~ 3 and 7.5. 

2. The pressure dependence of the solubilities of [H] 
and [D] in Si at 1300°C 

Samples with [B] = 1017 cm"3 were heated to 1300°C 
in mixtures of H2 and Ar, with H2 partial pressures 
p = 0.17,0.29,0.40,0.60 or 1.0 bar, or in D2 and Ar, with 
similar D2 partial pressures (Fig. 1). Measured values 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00436-6 
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Fig. 1. Plots of log[H-B] versus the logarithm of the partial 
pressure (log p) of H2 or D2 gas in which Si samples were heated 
at 1300°C. H2(A) and H2(B) refer to the present and our pre- 
vious [2] IR measurements, respectively. The average gradient 
of these lines is ~ 0.56. 

of IA (1904 cm-1), due to H-B pairs, increase to IA 
(1904MAX) during anneals at 175°C [4]. The known IR 
calibration for the H-B mode [4] allows IA (1904MAX) to 
be converted to [H-B]MAX that was equated to [H]MAX 

(Fig. 1). Measured values of IA (1390 cm-1) due to D-B 
absorption at 1390 cm-1 leads to [D-B]MAX, and hence 
[D]MAX for deuterated samples. [H]MAx and [D]MAX are 
consistent with SIMS measurements of [D] [5]. Plots of 
log[H(D) - B]MAX and log[D]SIMS versus log p (Fig. 1) 
yield lines with gradients of 0.48 + 0.07 (H)(IR), 
0.56 + 0.03 (D)(IR), 0.57 (D)(SIMS) and 0.57 (H)(IR), in 
agreement with 0.56 (H) found in the early permeation 
measurements [3]. 

3. The effective charge of the v3DD vibrational mode 

A CZ Si sample deuterated at 1300°C showed absorp- 
tion from D2-Oi pairs with IA (1075 = 0.12 cm-2) and 
the v3DD mode (D2) with IA(v3DD) = 6.4 x 10"4cm-2. 
Thirty minutes isochronal anneals at 50 ^ T < 150°C 
leads to a linear anti-correlation of the strengths of these 
modes (Fig. 2), and yields J?(V3DD) = 0.05( + 0.001)e, that 
is smaller than ^(v3HH) = 0.08( + 0.001)e [2]. The concen- 
trations, [H2]MAX and [D2]MAx of 2.6 xlO15 and 
3.0 x 1015 cm-3, derived from the values of r\ for samples 
heated in [H2] = [D2] lead to IA(v3HH): IA(v3DD) = 
1:0.2. Thus, the apparent discrepancy of 2.5 identified in 
Section 1 is explained. 

An Arrhenius plot Eq. (1) of the measurements is 
shown in Fig. 3. A£ is the D2-0; 

[D2-Oi]r/[v3DD]T = (<h/ff2)exp( + AE/kT), (1) 

0.1 0.2 0.3 

IA (1075 absorption) (cm"2) 

Fig. 2. The strengths (IA values) of the v3DD mode versus the 
strengths of the IR line at 1075 cm-1 from D2-Oj pairs, show- 
ing a linear reversible anti-correlation, leading to 
»7(V3DD) = 0.05e. Corresponding data for [H2-0;], shown for 
comparison, yield i7(v3HH) = 0.08e. 

•    hydrogen data 
V    deuterium data 

binding energy and gt and g2 relate to the number of 
configurations accessible to bound and isolated D2 mol- 
ecules [2]. The gradient yields A£ = 0.25 + 0.02 eV and 

2.6 2.8 3.0 

1000/7" (1C1) 

Fig. 3. An Arrhenius plot of [D2-Oi]r/[v3DD]r, yielding 
a binding energy of 0.25 eV for D2 molecules paired to 
bond-centred Oj atoms in Si. The intercept on the y-axis 
leads to a density of accessible sites for isolated molecules 
close to 5 x 1022 cm-3, corresponding to the density of 
interstitial lattice sites. Our previous data for [H2-Oi] 
are included for comparison [2]. 

gi/d2 is found from the y-axis intercept. We took gx = 
6xl018cm-3 [2] and obtained g2 = 7( + 8, -3)x 
1022 cm-3, the number density of interstitial lattice sites, 
5 x 1022 cm-3, multiplied by a small numerical factor. 
These values are close to A£ = 0.26 + 0.02 eV and 
g2 = 13( + 10, - 7) x 1022 cm-3 for hydrogenated Si 
[2]. Thus, both H2 and D2 molecules can access all 
interstitial lattice sites. 

4. Discussion 

In summary, the behaviour of D2 molecules is similar 
to that of H2 molecules. We find, (a) [H2] = [D2] for 
Vi,v2 and v3 centres present in samples heated in a 
50: 50 mixture of H2 and D2 gases; (b) IA(V1HD), IA(V2HD) 

and IA(v3HD) (compared with IA(v3DD)) are all smaller 
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than expected by a factor of ~ 3; (c) T/(V3DD) is smaller 
than (y(v3HH). We are unaware of such a difference, (c), for 
other isotopically related centres but, unusually, there is 
evidence that the dipole and molecular axes of v3 centres 
are not parallel [6,7], and so the molecular axes of H2, 
HD and D2 may all be different. Stress-alignment 
measurements of the v3HH mode [7] imply a static axis 
close to <0 01 > with the possibility of pairing of 
H2 molecules with an impurity. H2-Oi and D2-0; pairs 
may, however, have common axes due to the presence of 
the 0; atom. 

The v3HH and v3DD modes are also detected by Raman 
scattering for samples pre-heated at 150°C in a mixed 
H2 : D2 plasma [8]. Pairing with an impurity would re- 
quire its concentration to exceed ~ 1018 cm-3. This is 
difficult to understand but a second H2 molecule could 
be a candidate. We have considered but rejected the 
possibility that paired molecules are incorporated as 
2H2-Oj centres (rather than H2-Oj) [1] but we have 
found no evidence of pairing for v3 centres. Recent 
Raman measurements show that the v3HD mode is 
weaker than the H2 and D2 modes by a factor of ~ 10 
[9]. Since the polarizability of HD molecules is likely to 
be similar to those of H2 and D2 molecules, it is implied 
that [HD] is much smaller than expected. We therefore 
calculated the kinetics of H2, HD and D2 formation from 
H and D atoms with various initial conditions. As an 
example, we assumed that the diffusion coefficient DD of 
D-atoms is smaller than DH ( = 2x 10"6cm2 s"1 at 
400°C) [3] by a factor of Jl and that samples initially 
contained [H] (0.55%) and [D] (0.45%) but the value of 
[HD] was still closely equal to ([H2] + [D2]). Thus, 
reducing DD, and the value of [D], does not explain 
a low value of [HD]. 

We then supposed that [HD] might be reduced by 
isotopic exchange, i.e. 2HD->H2 +D2, since this re- 
duces the total zero-point energy by 135 cm"1. If 
[H2] = [D2] and it is presumed that HD and DH are 
equivalent, the equilibrium relation becomes 

[HD]/[H2] = 2 exp( - AEßkT). (2) 

At 100°C (kT = 260 cm"1) the ratio [HD]/[H2] = 1.54 
is too close to 2 to explain the small IAs of the HD 
modes. However, HD may not be equivalent to DH 
(splitting of the V3HD modes is not detected) due to a 
preferred sense of alignment in an interstitial site. If the 
pre-exponential factor of 2 in Eq. (2) is then omitted, 
[HD]/[H2] is reduced to 0.77 and the concentration 
ratios of 1: 0.77:1 lead to ratios of the IAs 1: 0.58 : 0.5, 
close to those measured for the vt and v2 modes. The 
ratios of the concentrations of the v3 modes would also 
be close to those predicted if rj(v3HD) were assumed to be 
equal to t]{v3DT)) = 0.05e, rather than ri(v3HH). Conse- 
quently, we calculated the rate at which HD-HD colli- 
sions would occur at 100°C, leading to their loss by local 

rebonding and assuming that a large barrier did not exist 
for the latter process. Second order kinetics with 
Z)(HD) = D(H2) = 7.5xlO"15cm2s"1 (see Ref. [10]) 
leads to d[HD]/df = 6 x 1010 s"1 at 373 K and equilib- 
rium would be reached in ~ 10 h. The time increases to 
~ 103 h at 300 K. This process of isotopic exchange 

could help explain the low values [HD] observed by IR 
absorption but it cannot explain the Raman results. 

The IR discrepancies for the HD modes would also be 
removed if correlated H-H and D-D pairs diffuse into Si 
at 1300°C ( ~ 70% of the hydrogen), as well as H- and D- 
atoms. A proposal for in-diffusion of molecules was made 
in Ref. [3] but it is difficult to reconcile this process with 
the pressure dependencies of H and D incorporation 
(Fig. 1). The situation is less clear for introduction of hy- 
drogen from a plasma at a much lower temperature. 

In summary, the effective charges of H2 and D2 mol- 
ecules paired with Oi atoms are equal but t]300 is smaller 
than fj3HH for isolated molecules. Small dipole moments 
of isolated and paired HD molecules or small reductions 
of [HD], by a factor of ~3, could explain the IR 
measurements. However, [v3HD] must be significantly 
reduced in relation to [V3HH] and [v3DD] to explain the 
Raman data. There are clearly on-going problems to be 
resolved. 
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Abstract 

We identify the acceptor levels (— /0) of the VH and V2 H defects in silicon from comparison of DLTS and EPR 
annealing data. The levels are very close to each other and close to the acceptor level of the PV defect (the E-center) as 
well. In order to separate them, we have applied the high-resolution technique of Laplace DLTS and compared the 
formation and annealing properties of defects generated by implantation of hydrogen or helium. We further applied 
Laplace DLTS in combination with uniaxial stress to study the acceptor level at Ec — Et = 0.31 eV previously assigned 
to a vacancy-hydrogen-oxygen defect. We find, in accordance with recent EPR measurements, that the defect displays 
orthorhombic-I symmetry and rule out that it contains two hydrogen atoms. The defect can be understood as a single 
hydrogen atom bound inside the A-center, the well-known VO defect of silicon, and we denote it VOH accordingly. The 
observed orthorhombic-I symmetry arises because the hydrogen atom (at T = 160 K) swiftly jumps among two 
equivalent sites across the (1 1 0) plane that contains the Si-O-Si bond. Previous studies have shown that hydrogenation 
of oxygen-rich electron-irradiated samples leads to the formation of VOH with simultaneous depletion of the A-center. 
Our structural data are in accordance with this dynamic behavior. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Hydrogen; Laplace DLTS; Uniaxial stress 

1. Introduction 

Defects involving light and chemical active impurity 
atoms generally give rise to one-electron states within the 
semiconductor band gap. This is true not least for hydro- 
gen for which several electrically active vacancy-related 
centers are expected to exist on the basis of electron 
paramagnetic resonance (EPR) and Fourier transform 
infrared (FTIR) data and theoretical results. The ability 
of hydrogen to be trapped at dangling bonds or even to 
break Si-Si bonds is well known. For instance, this oc- 

* Corresponding author. Fax: + 45-8612-0740. 
E-mail address: kbn@ifa.au.dk (K. Bonde Nielsen) 

curs when a hydrogen atom binds to a vacancy complex 
in silicon since it is energetically favorable to form a Si-H 
bond at the expense of breaking an elongated bond in 
these complexes. The strong Si-H bond does not give rise 
to one-electron states within the bandgap, and hence 
does not determine the electrical properties of the defect. 
These are determined largely by the combination of the 
spMike orbitals residing on the silicon neighbors to the 
vacant sites. A vacancy-hydrogen defect (V„H) will typi- 
cally contain a dangling bond with an unpaired electron 
or a lone pair in addition to the bond that has been 
saturated by hydrogen and may also contain elongated 
bonds forming bridges between Si-Si second neighbors. 
The electronic properties will be determined largely by 
the wavefunction of the dangling-bond electrons. This 
implies that V„H defects may be expected to give rise 
to families of very similar deep levels in silicon. As 
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prominent examples of the effect of the bond reconstruc- 
tion that occurs when hydrogen is incorporated in va- 
cancy centers we investigate the modification of the ac- 
ceptor levels of the monovacancy and divacancy. We find 
that the (0/ — ) levels of VH and V2H are indeed very 
similar and similar to that of the E-center (VP). We 
explain this by noting that the lone pair attached to the 
phosphorus donor is electronically inert and plays a role 
equivalent to that of the Si-H unit. We further examine 
the analogous level introduced when the vacancy-oxygen 
center (the A-center) traps a single hydrogen atom. 

2. Experimental method and details 

So far none of the deep levels reported in the literature 
as vacancy-hydrogen related has been unambiguously 
assigned to a specific defect structure. This lack of definite 
assignments may be connected with the very similar elec- 
tronic properties expected for these defects. Hence, their 
thermal emission properties may be difficult to discern by 
commonly used space-charge techniques like conven- 
tional deep-level transient spectroscopy (DLTS). In an 
attempt to separate the levels, we have taken advantage 
of the improved resolution offered by Laplace transform 
DLTS [1], which enabled us to separate the emission 
from similar centers and to follow their annealing behav- 
ior separately. This offers the possibility of correlating 
with the annealing of specific vacancy-hydrogen defects 
that have been structurally identified previously by EPR 
[2-4], and thereby identify the microstructure associated 
with the deep levels. Furthermore, from Laplace DLTS 
in combination with uniaxial stress the local symmetry of 
a center may be determined for direct comparison with 
FTIR and/or EPR data. We have applied mesa etched 
p+n diodes with the p+ layer grown epitaxially on 
8 £2 cm FZ silicon substrate and Schottky diodes on 
20 Q. cm CZ stress crystals. The diodes were implanted at 
or below room temperature with hydrogen or helium at 
equivalent (low) damage loads in order to distinguish 
between hydrogen-specific levels and intrinsic levels 
caused by the ion-beam damage. The implantation doses 
were chosen to generate the same number of primary 
vacancies at the end of range of the ions. The energies 
were chosen so that the range matched the middle of the 
depletion layer at 15 V reverse bias. The implantations 
were carried out at low temperature (60 K) and the sam- 
ples were subsequently annealed at 400 K under reverse 
bias to remove the E-center [5]. We also compared with 
data for electron-irradiated diodes. 

3. The VH and V2H centers 

The identification of two hydrogen-related centers by 
Laplace DLTS is illustrated in Fig. 1. Here we compare 
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V2(-/0) 

VH(-/0)      V2H(-/0) H                  l                 l 
V2(-/0) 

11   . 
i     i     i     i     i     i 
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Fig. 1. Comparison of Laplace DLTS spectra measured at 
225 K and displayed as function of the emission rate (eth). Lower 
plot: Hydrogen-implanted sample ( ~ 1010 cm"2), upper plot: 
Helium-implanted sample ( ~ 109 cm-2). The samples (FZ sili- 
con) have been implanted at 60 K and reverse-bias annealed at 
400 K. See Fig. 2 for the assignment of the emission-rate peaks 
to VH and V2H. 

spectra recorded with helium-implanted and hydrogen- 
implanted diodes. The Laplace transformed capacitance 
transients reveal three dominant peaks for the hydrogen- 
implanted sample and two for the helium-implanted sam- 
ple. One of the peaks is common to both samples and can 
be assigned to the acceptor level of the divacancy 
V2( — /0) as identified previously [6]. The position of the 
V2( — /0) peak has been confirmed by measurements on 
electron-irradiated samples. Prior to the annealing of the 
E-center at 400 K, the Laplace spectra of the electron- 
irradiated samples contained two separated but very 
close lying peaks; the E-center and V2( — /0). After the 
annealing only the V2( — /0) signal remained. The origin 
of the second of the main signals in the helium-implanted 
sample is unknown. It may possibly come from a more 
complex vacancy center formed as a result of the denser 
collision cascades of the He implantation. After the 400 K 
anneal two hydrogen-related signals remain, which we 
tentatively ascribe to VH and V2H as marked in the 
figure. We note that the V2H and the (removed) E-center 
have practically equal emission rates and that VH is 
identical to the previously reported E5 center [7]. 

In order to confirm our tentative assignments we car- 
ried out a simultaneous annealing study of the hydrogen- 
related signals including also the oxygen-related VOH 
signal discussed below, and compared the results with 
recent EPR annealing data. This comparison is depicted 
in Fig. 2. As can be seen from the figure a clear correla- 
tion exists between our annealing data and the EPR 
results. In both cases the same sequence of annealing 
steps is observed, and also the individual absolute 
transition temperatures agree well considering the fact 
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Fig. 2. Correlation of Laplace DLTS and EPR isochronal an- 
nealing data. The data points refer to emission peaks (see Fig. 1) 
and the smoothed curves to EPR data from Refs. [2-4]. The 
EPR data for VOH has been shifted slightly in temperature to 
comply with the 1 h annealing times applied in all other cases. 

that the implantation doses applied in the two kinds of 
measurements differ by more than three orders of magni- 
tude. This may indicate that the annealing of the indi- 
vidual centers is governed by thermal dissociation rather 
than migration or trapping. We assert that the annealing 
data confirm the assignment of the DLTS peaks sugges- 
ted in Fig. 1. For VH(0/ - ) and V2H(0/ - ), we obtain 
the activation enthalpies 0.443 and ~ 0.43 eV, respec- 
tively. These values are practically indistinguishable from 
those obtained for V2(0/ -) and PV(0/ - ). 

4. The VOH center 

The annealing series depicted in Fig. 2 include data for 
an oxygen-related center denoted VOH. This center is 
abundant in oxygen-rich samples implanted with pro- 
tons at low temperature when the samples are taken to 
room temperature under zero bias. The VOH center was 
originally studied in proton-implanted samples in Ref. 
[7] and ascribed to a vacancy-oxygen configuration 
partly saturated with hydrogen. The same center is for- 
med when the A-center is passivated [8]. It forms, for 
instance, by wet chemical etching of electron-irradiated 
samples and this process has recently been studied in 
detail [9,10]. In the previous works, the center with an 
activation enthalpy of 0.31 eV has been denoted E3 [7], 
NH1 [9], or E4 [10]. The effect of uniaxial-stress on the 
emission rate of VOH measured at 160 K is shown in 
Fig. 3. The observed pattern and intensity ratio of the 
stress-split components are characteristic for a center 
with orthorhombic-I symmetry. The recently identified 
EPR signal of the A-center binding a single hydrogen 
atom displays the same symmetry [4] at this measure- 
ment temperature considering the different time scales of 
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Fig. 3. Splitting of the Laplace DLTS emission-rate peak of 
VOH caused by uniaxial stress. Data for three different direc- 
tions of stress (<1 0 0>, <1 1 0>, and <1 1 1» obtained at 160 K 
with 20 fi cm n-type CZ samples are shown. The numbers as- 
signed to the individual peaks indicate the intensity ratios (nor- 
malized to the zero-stress intensity) expected for an orthorhom- 
bic center. The experimental relative intensities (summation over 
the number of equidistant data points in each peak) agree to 
within 10% with these numbers. For <1 1 0> stress the (4 + 1) 
component is unresolved. 

the measurements. On the basis of this and the correla- 
tion of the annealing behavior of the EPR and Laplace 
DLTS signals, we identify the VOH center with the 
A-center saturated by a single hydrogen atom. It has 
been suggested [10] that the VOH center contains two 
hydrogen atoms. This is at variance with our results. The 
low implantation dose (<10loH/cm2) makes it highly 
unlikely that hydrogen dimers should form below room 
temperature. In our experience, this requires at least ~ 4 
orders of magnitude higher doses. More importantly, the 
EPR signal, which correlates with our data, unambigu- 
ously reveals that the center contains only one hydrogen 
atom [4]. 

5. Concluding remarks 

From comparison with the available EPR data, we 
have ascribed specific vacancy-hydrogen defects to three 
deep acceptor states with similar properties. The electri- 
cal activity of all three centers can be understood in terms 
of characteristic and similar configurations of elongated- 
bond and dangling-bond orbitals as mentioned in the 
introduction. In particular for VH and V2H the elec- 
tronic structure should be extremely similar to that of 
the E-center, as confirmed by our results. The VOH level 
forms when a hydrogen atom breaks the elongated Si-Si 
bond in the VO-center, forms a Si-H bond, and leaves 
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a dangling-bond occupied by one or two electrons in the 
neutral or negative charge states, respectively. In the uni- 
axial-stress experiment, we observe orthorhombic-I sym- 
metry because the hydrogen atom and the dangling bond 
swiftly interchange positions at the temperature at which 
the data is recorded. This interpretation is quantitatively 
consistent with the observation by EPR [4] of a mon- 
oclinic-I to orthorhombic-I transition at low temperature. 
Thus, the observed orthorhombic-I symmetry does not 
imply that two hydrogen atoms saturate the VO center. 
Actually, we expect this defect (VOH2) to be electrically 
inactive since it does not possess any dangling bond. 
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Abstract 

New EPR spectrum, labeled Si-AA17, forms upon annealing at ^ 200°C in irradiated high-purity hydrogen- 
containing silicon and is stable up to ~ 450°C. The AA17 defect has D3d symmetry, electronic spin S = 1 and it is 
paramagnetic in a neutral charge state. An analysis of 29Si hf interaction has shown that 62% of the resonant wave 
function belongs to two equivalent silicon atoms. The magnitude of zero-field splitting (D = 16.8 MHz) indicates that the 
distance between two equivalent Si sites (spins) creating the S = 1 state is ~ 12 A along the <1 1 1> axis. Piezospectro- 
scopic measurements have also shown that vacancy-like defect should be sited between equivalent Si atoms. Tentative 
model of the defect is the {1 1 1} planar hexavacancy centered between two <1 1 1> dangling Si bonds separated by 
~ 12 A. Each of these dangling bonds is formed as a result of saturation of the nearest Si atom by one hydrogen. Si-AAl 

EPR spectrum associated with the formation of self-interstitial aggregates is observed simultaneously with the Si- 
AA17. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Hydrogen; Silicon; Defects formation; EPR 

1. Introduction 

The properties of hydrogen in crystalline silicon are 
extremely varied. For a long time hydrogen has been 
known to saturate dangling bonds at surface and grain 
boundaries, to passivate shallow impurities (such as 
boron, phosphorus, etc.), deep-level impurities and de- 
fects [1,2]. A number of hydrogen-related defects have 
been observed in silicon samples [3-5] after H-implanta- 
tion or introduction of H atoms by other ways. It has 
been recently discovered that unique planar defects (de- 
scribed as "platelets") over diameters of many tens of 
nanometers are created in {1 1 1} plane after hydrogen- 
ation of silicon and involve the coordinated formation of 
Si-H bond [6,7]. It has been suggested (from IR study) 
that two trigonal symmetry structures - di-hydrogen- 
saturated double vacancy layer and metastable di-hydro- 
gen complex double layer (Hf), are most preferable 
models for the platelet structures [8]. Results of theoret- 
ical investigations of the H-platelets are generally in 

»Corresponding author. Fax: + 7-3272-545-224. 
E-mail address: yuvg@satsun.sci.kz (Yu.V. Gorelkinskii) 

agreement with experimental data [9,10]. However, the 
formation mechanism of the H-platelets continues to be a 
puzzle and arouses applied and basic interest. 

In this paper, we present hydrogen-induced defect ex- 
tended along < 1 1 1 > axis, which was detected by electron 
paramagnetic resonance (EPR) in irradiated silicon. The 
defect, labeled Si-AA17, has trigonal (D3d) symmetry and 
spin S = 1. Characteristics of the AA17 EPR center allow 
to suggest that it can be considered as a precursor of 
platelets or microplatelets in silicon. 

2. Experimental procedures 

Samples used for our study were prepared from un- 
compensated high-purity, float-zone refined (FZ) silicon 
ingot with resistivity of ~ 3000 fi cm. Hydrogen was 
incorporated either by proton implantation or by ther- 
mal annealing of samples in the presence of water vapor. 
Implantation was carried out at the sample tempera- 
ture of ~ 300 K with starting proton energy of 30 MeV 
and dose corresponding to a concentration of ~ 1 x 
1017 H/cm3. Alternatively, "as-grown" samples were 
sealed in a quartz ampoule containing ~10"3ml of 
H20, annealed at 1250°C for 30 min, and then cooled 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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rapidly to room temperature. Then the samples were 
irradiated at room temperature either by 50 MeV a- 
particles or by 30 MeV protons (with no implantation) 
with dose of ~ 1 x 1016 cm"2. 

After implantation (irradiation) the crystals were cut 
into small samples suitable for EPR measurements (12 x 
1.4x0.5 mm3) with long dimension along the <1 1 0> 
direction. The measurements were performed on 37 GHz 
(Q-band) EPR spectrometer with 100 kHz magnetic field 
modulation at sample temperature of 77 K mainly in 
dispersion. 

3. Experimental results 

After implantation (irradiation), several known EPR 
spectra (P3, P6, A5 [11]) are detected. A new Si-AA17 
spectrum with low intensity is observed at sample tem- 
perature 77 K after brief illumination by white light. Heat 
treatment of sample at ~ 200-300°C for 20 min in- 
creases significantly the AA17 intensity and produces 
three known spectra: Si-Pi (pentavacancy) [12], Si-A3 
(tentatively is <1 1 1> planar tetravacancy) [13] and Si- 
AA1 (with C2v symmetry) which was previously identi- 
fied as hydrogen-induced double donor in a positive 
charge state and associated with self-interstitial aggrega- 
tion [3,14]. So these four defects are dominant in the 
sample upon annealing at 350°C. Illumination of sample 
at 77 K leads to generation of AA17 spectrum, increases 
the intensity of AA1 and significantly decreases intensity 
of PI and A3 (Fig. 1). It is important to note that AA17 
and AA1 spectra are observed in both the H-implanted 
and irradiated H-containing samples. However, in irra- 
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Fig. 1. EPR spectra of high-purity zone-refined silicon sample 
implanted with hydrogen (dose corresponding to 
~ lxl017H/cm3) upon annealing at 350°C for 20 min: (1) 

"as-annealed" (2) the sample was additionally annealed at 200°C 
for 1 h under stress of 150 MPa along <0 1 1> axis and then 
cooled to room temperature with stress on. Spectra were mea- 
sured under band-gap illumination at 77 K in dispersion. 
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Fig. 2. Intensity of the Si-AA17 spectrum (filled circles) and 
recovery of the stress-induced alignment of the defect (open 
circles) versus temperature of a 15 min isochronal annealing of 
hydrogen-implanted FZ-Si sample. 

diated hydrogen-free samples AA17 and AA1 spectra are 
absent while spectra characteristic of neutron or proton 
irradiation such as P3 (tetravacancy [15]) or following 
annealing PI and A3 are predominant ones. The AA17 
spectrum reaches the maximum intensity after annealing 
at ~ 350°C and disappears completely in the temper- 
ature range from 425°C to 450°C (Fig. 2). 

The AA17 spectrum can be described as arising from 
an anisotropic defect of trigonal symmetry with the spin- 
Hamiltonian 

H = ßBS-g-H + S-D-S + Y,IjAjS (1) 

with S = 1. The first term presents the electronic Zeeman 
interaction, the second term is the fine structure, and the 
last one the magnetic hyperfine interaction with 29Si 
nuclei. The spin-Hamiltonian parameters were found by 
fitting with the experimentally obtained spectrum and 
tabulated in Table 1. The positions of fine structure lines 
versus direction of magnetic field are shown in Fig. 3. 

A low-intensity pair of satellites on the AA17 spectrum 
were interpreted as arising from a strong hyperfine (hf) 
interaction with a 29Si isotope (7N = \, naturally abun- 
dant of ~ 4.7%). The intensity ratio of the hyperfine 
structure line to the corresponding central line is ~5%. 
It indicates that two silicon equivalent sites participate in 
the hf interaction. Therefore, the symmetry of the AA17 
defect is D3d. An analysis of the hf interaction was per- 
formed in terms of a one-electron wave function for 
unpaired electron which is a linear combination of 
atomic orbitals centered on the atoms near the defect 
[12,16]. Using values of |tA2(0)|3s = 31.5 x 1024 cm"3 and 
<r"3>3p = 16.1 x 1024 cm-3 previously obtained for sili- 
con [12], we have calculated that 62% of the spin wave 
function is located on the two equivalent silicon atoms, 
which has 91% 3p and 9% 3s character. The distribution 
of the wave function of the AA17 is thus characteristic of 
the dangling silicon bond in the vicinity of vacancy-like 
defect [16,17]. 
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Table 1 
Spin-Hamiltonian parameters of the Si-AA17 EPR center 

Term                     ||                                       1 

g                           2.0028 + 0.0003                2.0106 + 0.0003 
D (MHz)                 ± (33.6 + 0.5)                   + (16.8 ± 0.5) 
A (MHz)                 + (175 ± 2)                       ± (89 ± 2) 
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Fig. 3. Angular dependence of the Si-AA17 spectrum, with H in 
the (Oil) plane. Solid lines represent the fine structure and 
dashed lines the hyperfine structure from 29Si nuclei. The circles 
are experimental points; curves are computer fit using constants 
from Table 1. 

Distribution of the resonant wave function, electronic 
spin and D3d symmetry of the defect indicate unambigu- 
ously that there are two equivalent Si sites with broken 
bonds oriented along the <1 1 1> axis of symmetry of the 
AA17 defect. The distance between these two unpaired 
electrons (spins) can be determined from the magnitude 
of D-tensor (Table 1). Spin-orbit interaction cannot be 
a major origin of the fine structure of the AA17 spectrum 
because Dy observed is too less and is not proportional 
to Agij [18]. Therefore the D-tensor can be described as 
arising from interacting magnetic dipoles: 

DtJ = hld<Si ■ S2)/r3 - 3(SX • r) ■ (S2 ■ r)/r5}. (2) 

Our estimation of distance between interacting dipoles is 
from 12 to 13 A for the value D = 16.8 MHz of the AA17 
center and it is in good agreement with previous invest- 
igations of the magnitude dependence of zero-field split- 
ting versus distance between two dangling bonds of dif- 

Fig. 4. Tentative models of Si-AA17 EPR center: hexavacancy 
with two equivalent hydrogen atoms (a) and two vacancies 
saturated with six hydrogen atoms (b). 

ferent vacancy-like defects in silicon [15,17]. In silicon 
lattice the distances between equivalent sites along 
<11 1> axis are a, 3a, 5a, la, etc., where a is the bond 
length (2.35 A). The distance of ~ 12 A is in good agree- 
ment only with the value of 5a (11.75 A). The positions of 
dangling bonds resulting from experimental data are 
shown in Fig. 4. 

Stress-induced preferential alignment of the AA17 
center was also studied. The sample previously annealed 
at 350°C was subjected to uniaxial stress of 150 MPa 
along the <0 1 1> axis at ~ 200°C for 1 h and then the 
sample was cooled to room temperature with stress on. 
The stress was then removed and the sample placed in 
the EPR cavity for observation at 77 K. A considerable 
alignment of the AA17 spectrum (Fig. 1) indicates that 
defect can be reoriented at this temperature range 
(Fig. 2). Recovery from the stress-induced alignment was 
studied by a series of isothermal anneals. The activation 
energy required for transition from one equivalent posi- 
tion to other was determined to be E = (1.61 + 0.05) eV 
with a pre-exponential factor of 1/T = 1.8 x 1014 s~1. The 
activation energy for the reorientation is large and ex- 
ceeds those values of all known multiple-vacancy defects 
in irradiated silicon. The reason for this is the rearrange- 
ment of strong Si-H bonds at reorientation process of the 
AA17. 

The energy of a defect in an applied strain field can be 
written as 

E = E Bijsij> (3) 

where sy are the strain tensor components and B^ are the 
component of a "piezospectroscopic" tensor B [19]. For 
a center of trigonal symmetry, B has only two indepen- 
dent components. The procedure used to determine the 
B value has been described previously [20] in detail. In 
our case, we have measured the degree of equilibrium 
alignment n\\/n1 =1.9 under a stress of 150 MPa at 
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463 K and B = + 13.3 eV/(unit strain) was obtained. 
The positive sign and magnitude of B-component means 
that the defect has a large tensile strain field along its 
trigonal axis. Energy of the defect is lowered if stress 
along <1 1 1> axis and therefore defect prefers to align 
itself with g^ parallel to the stress direction. 

4. Discussion and model 

The experimental results obtained by means of EPR 
(g-and D-tensors) have shown that AA17 spectrum arises 
from trigonal symmetry defect with spin S = 1. Magni- 
tude of zero-field splitting (term D) of the AA17 indicates 
unambiguously that distance between two interacting 
spins ^dangling bonds) creating triplet (S = 1) state is 
~ 12 A along the <1 1 1> axis. Analysis of 29Si hyperfine 

interaction has shown that two equivalent Si atoms are 
involved in the structure of the AA17 center. Resonant 
wave function is mainly (~62%) localized in these Si 
atoms (A and B on Fig. 4). Equivalence of these two 
silicon atoms means that the symmetry of the AA17 
defect corresponds to D3d. Strong localization ( ~62%) 
and hybridization (9% 3s and 91% 3p) of resonant wave 
function are typical for dangling bonds in the vicinity of 
vacancy-like defect [17,19]. Piezospectroscopic measure- 
ments have also revealed (B = +13 eV/unit strain) that 
there should be more void space between interacting 
dipoles (spins) (in comparison with normal lattice), i.e. 
vacancy-like defect should be situated between A and B 
atoms. On the other hand, only a circlet of the six 
vacancy at hexagonal site (centered between A and 
B atoms) allows to retain the D3d symmetry of the defect. 
Therefore, the (1 1 1) planar hexavacancy situated be- 
tween dangling bonds at A and B silicon atoms (Fig. 4a) 
is the most probable candidate for vacancy-like defect 
involving the structure of the AA17 center. 

We note that among a variety of defects identified by 
means of EPR in irradiated silicon the hexavacancy has 
not been detected, so far. All stable above room temper- 
ature multivacancy-type defects such as di-vacancy 
(G6,G7 [21]) three vacancy (A4, [13]), tetravacancy (P3 
and A3 [13,15]) and pentavacancy (PI [12]) have been 
identified by EPR in electron, neutron or proton irra- 
diated silicon. These defects have a symmetry of g-tensor 
lower than D3d and, therefore, cannot be involved in the 
structure of AA17. However, recent [22,23] theoretical 
investigations have shown that {111} planar hexa- 
vacancy is the most stable amongst the multiple-vacancy 
defects in silicon. Another important conclusion follows 
from theoretical study that the hexavacancy in silicon is 
an electrically (and hence in EPR) inactive defect [23]. 
These theoretical conclusions are in agreement with the 
properties of the AA17 defects. 

In order to create spin-triplet (S = 1) state of the defect, 
the bonds between A-C and B-D atoms should be 

broken while dangling bonds at C and D atoms should 
be saturated (Fig. 4a). Hyperfine interaction with pro- 
ton^) was not detected in the AA17 spectrum. However 
the formation rate of the AA17 center reveals a strong 
dependence of hydrogen content in the sample. The 
AA17 spectrum dominates in hydrogen-implanted sam- 
ples as well as in samples soaked in hydrogen with 
subsequent irradiation while in hydrogen-free samples 
irradiated by protons or oe-particles the signal of AA17 is 
absent. Therefore, it is reasonable to propose that hydro- 
gen is involved in the structure of the defect. Again, in 
view of high (D3d) symmetry of AA17 it is logical to 
incorporate two equivalent hydrogen atoms located 
along [1 1 1] axis symmetrically to hexagonal site, i.e. at 
the anti-bonding or bonding positions at C and D atoms 
as shown in Fig. 4a. In both cases the bonds at A and 
B atoms should be broken to create S = 1 state. 

As an alternative to V6 H2 may be the defect of the two 
single vacancies (instead of C and D atoms on Fig. 4a) 
located on the same <1 1 1> axis symmetrically to hexa- 
hedral site. Three broken bonds of each vacancy were 
saturated by hydrogen atoms (Fig. 4b). A pair of the 
dangling bonds of two vacancy creates the paramagnetic 
state with S = 1. This model also completely satisfies the 
AA17 parameters (D3d-symmetry, distance of ~ 12 A, 
etc.). However, six H atoms per defect is too much for 
samples with relatively low H concentration ( < 1 x 
1016cm"3). Moreover, more problems with reorienta- 
tion of the defect appear. 

It is important to note that conditions of formation 
and temperature range of stability of the AA17 EPR 
center and luminescence B41 (1.1509 eV) center [24,25] 
are very similar. The B41 center arises in irradiated 
H-containing silicon from defect with D3d symmetry and 
two equivalent hydrogen atoms are incorporated in its 
structure [26,27]. Recently [28], on the basis of experi- 
mental data and theoretical ab inito cluster calculations 
the model of defect (V6H2) with D3d symmetry has been 
proposed for B41 center luminescence. Distinction be- 
tween models of AA17 EPR center (Fig. 4a) and the 
B41 luminescence center consists in location of hydrogen 
atoms. In the model of B41, the dangling bonds of silicon 
atoms A and B (Fig. 4a) are saturated by hydrogen. For 
the AA17 center dangling bonds at A and B atoms should 
be free to create a state with S = 1. Significant similarity 
between properties of B41 and AA17 (conditions of 
formation, D3d symmetry, region of stability, response on 
applied stress) strongly suggests that both spectra are 
derived from the same defect. Therefore, theoretical in- 
vestigations of the configuration similar to the model of 
AA17 (Fig. 4a) as well as ENDOR measurements are 
required to establish exact model. 

Model of AA17 (Fig. 4a) can be considered as a config- 
uration arising on early stage of nucleation and growth of 
platelets or as a micro-platelet with characteristic proper- 
ties such as a {1 1 1} vacancies layer and two inversely 
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situated Si-H bonds. Behavior of the AA17 intensity 
upon annealing (Fig. 2) correlates well with that of plate- 
lets [10,29]. Assuming first-order kinetics with a charac- 
teristic frequency factor of 1013 c"1 for disappearance of 
the AA17 spectrum, we obtain from annealing data (Fig. 
2) the activation energy of ~ 2.1 eV for the process. This 
value is in good agreement with data obtained from 
Raman spectroscopy study ( ~ 2.3 eV) of a stability of the 
H2 molecules possibly located in platelets [29]. 

Simultaneously with the AA17 the AA1 spectrum 
which derives from H-induced double donor in positive 
charge state is also dominated. Its structure associated 
with formation of self-interstitial aggregates «01 1> 
chain of <1 0 0> oriented self interstitial complexes [14]). 
Therefore, AA1 defect also may be considered as a pre- 
cursor of interstitial-type extended defects which recently 
[30] were observed by transmission electron microscopy 
in deuterium-implanted silicon. 

References 

[1] J.I. Pancove, N.M. Johnson (Eds.), Hydrogen in Semicon- 
ductors, Academic Press, San Diego, 1991. 

[2] S.J. Pearton, J.W. Corbett, M. Stavola, Hydrogen in Cry- 
stalline Semiconductors, Springer, Berlin, 1992. 

[3] Yu.V. Gorelkinskii, N.N. Nevinnyi, Physica B 170 (1991) 
155. 

[4] B.B. Nielsen, P. Johannesen, P. Stallinga, K.B. Nielsen, 
Phys. Rev. Lett. 79 (1997) 1507. 

[5] S.J. Uftring, M. Stavola, P.M. Williams, G.D. Watkins, 
Phys. Rev. B 51 (1995) 9612. 

[6] N.M. Johnson, F.A. Ponce, R.A. Street, R.J. Nemanich, 
Phys. Rev. B 35 (1987) 4166. 

[7] S. Muto, S. Takeda, M. Hirata, Mater. Sei. Forum 143-147 
(1994) 897. 

[8] J.N. Heyman, J.W. Ager, E.E. Haller, N.M. Johnson, J. 
Walker, CM. Doland, Phys. Rev. B 45 (1992) 13363. 

[9] CD. Van de Walle, P.J.H. Denteneer, Y. Bar-Yam, S.T. 
Pantelides, Phys. Rev. B 39 (1989) 10791. 

[10] S.B. Zhang, W.B. Jackson, Phys. Rev. B 43 (1991) 12142. 
[11] Y.H. Lee, P.R. Brosious, J.W. Corbett, Radiat. Effects 22 

(1974) 169. 
[12] Y.H. Lee, J.W. Corbett, Phys. Rev. B 8 (1973) 2810. 
[13] Y.H. Lee, J.W. Corbett, Phys. Rev. B 9 (1974) 4351. 
[14] Yu.V. Gorelkinskii, N.N. Nevinnyi, Kh.A. Abdullin, J. 

Appll. Phys. 84 (1998) 4847. 
[15] K.L. Brower, Radiat. Effects 8 (1971) 213. 
[16] G.D. Watkins, J.W. Corbett, Phys. Rev. 121 (1961) 1001. 
[17] Y.H. Lee, J.W. Corbett, Phys. Rev. 13 (1976) 2653. 
[18] M.H.L. Pryce, Proc. Phys. Soc. London A 63 (1950) 

25. 
[19] A.A. Kaplyanskii, Opt. Spektrosk. (USSR) 16 (1964) 

329. 
[20] G.D. Watkins, Phys. Rev. B 12 (1975) 5824. 
[21] G.D. Watkins, J.W. Corbett, Phys. Rev. 138 (1965) 

A543. 
[22] J.L. Hastings, S.K. Estreicher, P.A. Fedders, Phys. Rev. 

B 56 (1997) 10215. 
[23] S.K. Estreicher, J.L. Hastings, P.A. Fedders, Appl. Phys. 

Lett. 70 (1997) 432. 
[25] A.S. Kaminskii, E.V. Lavrov, V.A. Karasyuk, M.L.W. 

Thewalt, Phys. Rev. B 50 (1994) 7338. 
[24] A.S. Kaminskii, E.V. Lavrov, V.A. Karasyuk, M.L.W. 

Thewalt, Solid State Commun. 97 (1995) 137. 
[26] A.N. Safonov, E.C. Lightowlers, Mater. Sei. Eng. B 58 

(1999) 39. 
[27] A.N. Safonov, E.C. Lightowlers, G. Davies, Phys. Rev. 

B 56 (1997) R15517. 
[28] B. Hourahine, R, Jones, A.N. Safonov, S. Öberg, P.R. 

Briddon, S.K.Estrricher. Workshop on Hydrogen in 
Semiconductors April 15-16 Exeter, UK, 1999, p. 11; Pro- 
ceedings of E-MRS Spring Meeting, 1-4 June 1999, Stras- 
bourg, France, to be published. 

[29] A.W.R. Leitch, V.A. Alex, J. Weber, Mater. Sei. Forum 
258-263 (1997) 241. 

[30] S. Muto, S. Takeda, M. Hirata, Mater. Sei. Forum 196-201 
(1995) 1171. 



Physica B 273-274 (1999) 176-179 

PHYSICA 
www.elsevier.com/locate/physb 

Optically active hydrogen dimers in silicon 

B. Hourahine3'*, R. Jonesa, A.N. Safonovb, S. Öbergc, P.R. Briddond, 
S.K. Estreicher6 

"School of Physics, The University of Exeter, Stocker Road, Exeter EX4 4QL, UK 
^Department of Physics, University of Durham, South Road, Durham, DH1 3LE, UK 

"Department of Mathematics, University ofLuleh, Lulea S-97187, Sweden 
department of Physics, The University of Newcastle upon Tyne, Newcastle upon Tyne NE1 7RU, UK 

'Department of Physics, Texas Tech University, Lubbock, Texas 79409-1051, USA 

Abstract 

First-principles calculations are used to explore the structure and properties of several defects which are prominent 
luminescent centers in Si. The trigonal defects B41 and B}1; which are known to contain two hydrogen atoms in 
equivalent and inequivalent sites, respectively, are attributed to a hexavacancy containing two H atoms in different 
configurations. It is suggested that the J luminescence centers arises from a stable hexavacancy without hydrogen 
atoms. © 1999 Elsevier Science B.V. All rights reserved. 
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Hydrogen dimers were first suggested to exist in cry- 
stalline silicon in the form of molecules [1,2] sited at 
tetrahedral interstitial lattice positions. These molecules 
have subsequently been observed in hydrogen-soaked 
[3] and low-temperature plasma-treated silicon [4] (the 
substrate is held at ^ 150°C during exposure). Higher- 
temperature plasma treatment instead forms hydrogen 
molecules inside platelet or void-like structures in the 
subsurface region of the silicon [4,5]. 

There are several other di-hydrogen and multi-hydro- 
gen defects known to form complexes with native defects 
in implanted or irradiated silicon. A large number of 
vacancy-hydrogen complexes of the form VmH„ m = 1, 
n = 1 • • • 4; m = 2, n = 1 or 6, and m = 3 or 4 with n = 1 
have been identified in proton-implanted silicon [6,7]. 

Similarly, electron paramagnetic investigations of 
multi-vacancy centers in Si have identified Vi, V2 [8], 
V3, V4 and V5 [9]. The last has been correlated with the 
PI center and is a non-planar defect with Clh symmetry. 

* Corresponding author. Tel.: + 44-1392-264-198; fax: +44- 
1392-264-111. 

E-mail address: bh@excc.ex.ac.uk (B. Hourahine) 

The larger vacancy centers are formed in irradiated ma- 
terial when subjected to a heat treatment. Thus V5 is 
formed around 170°C and is stable until ~450°C. 

Photoluminescence (PL) has revealed a large number 
of centers in silicon which has been treated by in-diffu- 
sion of hydrogen at high temperatures with a subsequent 
irradiation and heat treatment [10]. These centers were 
produced by irradiation with 6 x 1017 cm"2 electrons, or 
1017cm"2 thermal neutrons, of silicon which has been 
soaked in hydrogen, followed by annealing at ~450°C. 

Recent Zeeman and uniaxial studies demonstrate that 
the PL centers which are produced by irradiation bind an 
exciton consisting of a electron in a deep ( — /0) level near 
£c with a loosely bound hole [11,12]. These defects have 
labels of the form BJZ, which specifies the exciton binding 
energy associated with the strongest PL line as xy.z meV. 
So for example B^ has an exciton binding energy of 
17.1 meV, and a strong PL line at 1.138 eV. In addition 
some of the transitions have specific names, such as the 
family of J-lines which are different exciton states of the 
B£o center giving a luminescence at around 1.108 eV 
[13,14]. 

Studies using H and D mixtures demonstrated that 
some of these centers contain two hydrogen atoms. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00439-l 



B. Hourahine et al. /' Physica B 273-274 (1999) 176-179 111 

Zeeman splitting studies have shown that Bf0, B41, and 
B71 possess trigonal symmetry. In the absence of experi- 
ments performed in an electric field, the question of 
whether the defects have a center of inversion has not 
been resolved. Bg0 does not possess any hydrogen atoms; 
B71 contains two inequivalent hydrogen atoms, and B41 

possesses two equivalent hydrogen atoms. The high sym- 
metry of these centers strongly restricts possible struc- 
tures of the defects, particularly in the case of B41, which 
although is usually reported as possessing C3v symmetry, 
actually requires the higher D3d, D3 or C3i symmetries 
to give equivalent sites for the two hydrogen atoms. 

There are few defect structures with such high sym- 
metry in silicon, since the complex must possess a prin- 
ciple three-fold rotational axis along one of the <111> 
directions. If the defect also possesses inversional sym- 
metry as required by the D3d and C3i point-groups, or 
three coplanar two-fold rotation axes as required by D3, 
then here are only two sites in the diamond lattice with 
such high symmetry at which the defect can sit. These are 
the bond-center and hexagonal lattice sites. The obvious 
structure, consisting of two anti-bonded hydrogen atoms 
attached to the pair of silicon atoms surrounding a bond- 
centered site must be discounted, since such a defects 
should be stable only at low temperatures. 

The combined requirements of creation by irradiation 
and high thermal stability point towards a multivacancy- 
hydrogen complex. A plausible candidate is a complex 
between V6 and hydrogen. 

V6 is expected to form in irradiated material which is 
heated. If the material contains hydrogen molecules these 
will readily react with V6 to form dimer structures, which 
in turn suggests that the hydrogen free Bg0 defect should 
be V6 itself. This is consistent with the strong preference 
this defect displays to align along [111] stress during 
formation [14], which is indicative of a vacancy center. 
Furthermore, this center appears to react with hydrogen 
to form B41 and B71 [15]. 

The defects considered were each constructed in a 
Si154H108 cluster centered on the hexagonal site. The 
wave function basis consisted of independent s and 
p Gaussian orbitals, with either four different exponents 
sited at each Si atom, or three at the H atoms of the 
dimers. A fixed linear combination of two Gaussian or- 
bitals was sited on the H atoms which terminated the 
cluster. In addition, two Gaussian functions were placed 
across every Si-Si bond and the Si-H bonds of the defects. 
The charge density was fitted with five independent Gaus- 
sian functions with different widths on each Si atom, and 
four (three) on the central (terminating) H atoms. Two 
extra Gaussian functions were placed at each bond center. 
All atoms, including the terminating H ones, were allowed 
to relax by a conjugate gradient method. The second 
derivatives of the energy were found for the H atoms and 
the Si atoms they were bonded to. Further details of the 
spin-polarized LDF method can be found in Ref. [16]. 

We firstly simulate V6 itself by removing the six atoms 
nearest to the hexagonal site. The resulting structure 
possesses D3d symmetry and strongly reconstructs on 
relaxation to form six new bonds of length 2.60 Ä be- 
tween the twelve dangling bonds as shown in Fig. la. The 
resulting structure and electronic Kohn-Sham levels, dis- 
play a well-defined band gap, which are consistent with 
previous calculations [17]. This defect possibly possesses 
states in the gap very near the conduction band, but it is 
difficult to decide whether such near-conduction levels 
are localized on the defect in cluster calculations. The 
character of the deepest of these shallow states is alg, and 
is anti-bonding to both the axial Si-Si bonds and the six 
reconstructed bonds. If the defect is identified with Bfo, 
then this state corresponds to the (—/0) 7"i level observed 
experimentally [11]. However, experimental measure- 
ment of the effect of an electrical field on this state would 
be required to confirm the proposed inversionally sym- 
metric defect. 

There are several potential models for B4i based on 
V6, but all these require the hydrogen atoms to be sited 
at equivalent positions on the three-fold axis of the de- 
fect. One possible model would be a hydrogen molecule 
aligned along [111] and sited at the center of inversion 
of the defect. Alternately the H-H bond could be broken 
and the atoms placed at anti-bonding sites to the axial 
Si-Si bonds, as in Fig. lb. A third possibility is that the 
hydrogen atoms are near the bond-centered sites within 
the axial Si-Si bonds. The second, anti-bonded structure 
is unstable and spontaneously relaxes back to the [111] 
aligned molecule structure. We calculate that the molecu- 
le itself is only metastable at the defect's center of inver- 
sion, and will dissociate with a barrier of 0.23 eV. It does 
this by breaking one of the reconstructed Si-Si bonds 
shown in Fig. la, to form two Si-H bonds, giving rise to 
a structure which is 1.76 eV lower in energy and of 
Clh symmetry as shown in Fig. lc. The third structure 
causes a further reconstruction of V6, by breaking the 
two axial Si-Si bonds and forming Si-H bonds. The two 
dangling Si bonds thus formed pair together in the 
middle of the defect, leaving the structure with D3d sym- 
metry (shown in Fig. Id). This reconstruction is energeti- 
cally very favorable, being 0.80 eV lower in energy than 
the Clh structure in Fig. lc. The KS levels of this defect 
again show evidence for a very shallow ( — /0) level, of 
symmetry alg consisting of a combination of anti-bond- 
ing states around the defect. There are two high-fre- 
quency modes related to the hydrogen in this structure, 
of symmetries Alg and A2u, which we find to lie at 2033 
and 2021 cm"1, respectively. This structure posses prop- 
erties consistent with B41. 

We now consider potential structures for B71. Again 
this structure requires a C3 axis, but due to the in- 
equivalent hydrogen atoms the symmetry of the defect 
must be of lower order, i.e. C3v or C3. If it is assumed that 
dangling silicon bonds are energetically unfeasible, there 
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Fig. 1. Schematic diagrams of V6 and related defects, (a) V6 displaying the six vacancy sites, and the subsequent reconstruction caused 
by them, (b) V6 plus two anti-bonding hydrogen atoms, (c) The structure formed by the dissociation of the H2 molecule, which breaks 
one of the reconstructed bonds, (d) The proposed B4[ structure is shown with the two equivalent hydrogen atom that force the further 
reconstruction of the two axial silicon atoms across the center of the defect, (e) The second proposed B^ structure with the two 
inequivalent hydrogen atoms arranged as in HJ. 

is an obvious structure which can be derived from the 
bond-centered model for B41. This defect consists of one 
hydrogen atom lying at a bond-centered site, and the 
other atom directly passivating the silicon atom which is 
displaced by the bond-centered H. There are two loca- 
tions on either side of the silicon atom at which the 
hydrogen might be positioned. If the hydrogen were 
placed on the side nearest the other H atom, this would 
bring the two atoms into close proximity and thus raise 
the energy of the defect, this suggest that the hydrogen is 
sited on the opposite side of the silicon atom as shown in 
Fig. le. The relative energies of these defects are 0.13 eV 
in favor of the structure with the hydrogen atoms on 
opposite sides of the silicon. The more stable structure, 
which is reminiscent of Hf [18], is 0.09 eV higher in 
energy than the Clh defect formed by the dissociation a 
hydrogen molecule inside V6. The KS levels again show 
evidence of a near conduction-band at state localized on 
the defect in both cases. Both of these models possess two 
high-frequency A± vibrational modes, lying at 2149 and 
2029 cm"1 for the structure with the two H atoms lying 
close together, or 2051 and 2010cm-1 for the hydrogen 
on opposite sides of the silicon. 

The dependence of the intensity of the PL due to 
Bf0 demonstrates that the exciton is thermally bound 

with an energy of 18 meV [19] and this can be taken to be 
the ionization energy of the hole. The exciton binding 
energy relative to a free electron and hole is the sum of 
48.0 meV and the free exciton binding energy of 
14.3 meV. From these results, we place the (—/0) level of 
V6 at£c -44.3 meV. 

In conclusion, we have shown that complexes between 
V6 and hydrogen have properties consistent with those 
of the photoluminescent B41 and B1! centers formed in 
irradiated silicon. We also suggest the J family of PL 
defects are due to the hydrogen-free hexavacancy. 
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Abstract 

Electron paramagnetic resonance measurements on proton- and deuteron-implanted silicon crystals reveal a new 
signal from a vacancy-type defect with spin S = i which is observable only in oxygen-rich material. The signal is strongly 
temperature-dependent, displaying monoclinic-J symmetry below 180 K and orthorhombic-J symmetry above 240 K in 
the proton-implanted samples. Resolved proton-hyperfine splittings show that a single hydrogen atom is located ~ 2.5 A 
from the silicon atom carrying the dangling bond. The observed properties, including the change of symmetry, allow an 
unambiguous identification of the signal with VOH°, the neutral charge state of the monovacancy-oxygen complex 
(known as the A center) binding one hydrogen atom. The hydrogen atom is observed to jump readily between two 
equivalent sites in the (1 1 0) mirror plane of the defect. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The passivation of oxygen-related defects in silicon is 
of great technological as well as theoretical interest. 
From our previous studies of vacancy-hydrogen defects 
[1-3], it is known that hydrogen forms strong covalent 
bonds with silicon, even when this requires the breaking 
of elongated Si-Si bonds. The monovacancy-oxygen de- 
fect VO, also known as the A center [4], contains an 
elongated Si-Si bond in the plane perpendicular to that 
of the Si-O-Si unit, and may therefore be expected to 
bind one or two hydrogen atoms, thus creating the de- 
fects VOH and VOH2. Pearton [5] observed that the 
deep level transient spectroscopy (DLTS) signal from VO 
decreased in intensity when the samples were exposed to 
either atomic or molecular hydrogen. However, the 
structure of the defects, into which VO is transformed 
when passivated by hydrogen, remains to be established 
experimentally. 

»Corresponding author. Tel.:   +45-8942-2899; fax:   + 45- 
8612-0740. 
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It is expected that the hydrogen atom in VOH0 (the 
neutral charge state) forms a strong covalent bond with 
one of the silicon atoms neighboring the vacancy that are 
not bonded to oxygen, whereas the remaining unsatisfied 
silicon orbital is left as a singly occupied dangling bond. 
Thus, the structure of VOH0 should resemble closely that 
of VH° [2] with the Si-O-Si unit taking the place of the 
elongated Si-Si bond, as found also by ab initio calcu- 
lations [6]. This expected structure is depicted in Fig. 1. 

In this paper we report the identification of VOH0 in 
proton-implanted silicon by electron paramagnetic res- 
onance (EPR). The observed properties, including the 
electron-spin distribution, the proton hyperfine interac- 
tion, and a thermally activated change of the effective 
symmetry, all agree with the model of VOH0. 

2. Experimental 

Samples grown by the Czochralski (CZ) and float zone 
(FZ) techniques were used. The CZ-samples were p-type 
with a boron concentration of ~ 1 x 1015 cm"3, and the 
FZ-samples were n-type with a phosphorus concentra- 
tion of ~ 9 x 1012 cm-3. The oxygen concentration was 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Expected structure of the VOH° complex, showing the 
position of the hydrogen atom (black) and the dangling bond in 
the (1 1 0) mirror plane, and the oxygen atom (hatched) bonded 
to the remaining two silicon atoms neighboring the vacancy. 

~ 6 x 1017 and ~ 5 x 1015 cm-3 in the CZ- and FZ- 
samples, respectively, whereas the concentration of other 
impurities, mainly carbon, was below 5x 1015 cm-3 in 
all samples. Slabs measuring 0.6 x 4 x 15 mm3 were cut 
with the large faces perpendicular to the (1 T 0) plane. 
After polishing, the large faces were implanted with pro- 
tons (or deuterons) through 0.2-mm (0.1-mm) aluminium 
at 37 (40) successive energies in the range from 11.0 to 
5.3 MeV (11.0-5.0 MeV). The dose implanted at each 
energy was calculated to ensure a uniform distribution of 
hydrogen throughout the sample, corresponding to 
a concentration of ~3xl017cm"3. During the im- 
plantation, the sample temperature was kept below 120 K. 
Subsequently, the samples were warmed to room temper- 
ature and etched lightly in nitric and hydrofluoric acid to 
remove surface defects that might be paramagnetic. 

A Bruker ESP300E spectrometer operating in absorp- 
tion mode at X band ( ~ 9.2 GHz) was used to record the 
EPR spectra. During measurements, the sample temper- 
ature was controlled with a Varian E-257 variable tem- 
perature device by means of a thermostatted flow of 
nitrogen gas. The temperature could be set in the range 
100-570 K and was monitored with one degree accuracy 
by means of a copper-constantan thermocouple. Further 
experimental details may be found in Ref. [3]. 

328.0      328.5      329.0      329.5      330.0 

Magnetic Field (mT) 

Fig. 2. EPR spectra from Czochralski-grown silicon implanted 
with protons (H) or deuterons (D), and recorded at low and high 
temperatures after heat treatment at 543 K. The stick diagrams 
depict the splittings from the hyperfine interactions with the two 
different hydrogen isotopes. 

while the lines from VOH° suffer only a small decrease in 
intensity. Therefore, the spectra presented here were re- 
corded after annealing at 543 K. Below, proton- and 
deuteron-implanted CZ-samples will be denoted Si: H 
and Si: D, respectively. 

A comparison of the spectra from Si: D and Si: H 
recorded with the magnetic field vector Ba along the 
[11 1] axis is shown in Fig. 2. At temperatures up to 
120 K, the spectra look as shown in the upper part of the 
figure. The difference between the spectra from Si: D and 
Si: H directly shows that hydrogen is involved in the 
defect. Five strong lines are observed in the Si: H spec- 
trum, four of which form two doublets originating from 
the hyperfine interaction with a single proton (nuclear 
spin JH = i). No splitting of the remaining strong line is 
observed. This indicates a strong anisotropy of the pro- 
ton-hyperfine interaction, which is confirmed by the 
angular variation of the line positions in the (1 T 0) plane 
(see Fig. 3, open circles). The solid curves represent the 
best fit to these data obtained with the spin Hamiltonian 

3. Results and discussion 

The EPR spectra from proton- and deuteron-im- 
planted CZ-samples contain the VH°, Sla, and Slh sig- 
nals observed previously in FZ-material [2,3]. In addi- 
tion, several intense lines are observed in the CZ-spectra, 
which are absent in the FZ-spectra, suggesting that they 
belong to an oxygen-related signal. Anticipating the 
identification made below, we denote this signal VOH°. 
Heat treatment at 543 K greatly simplifies the spectra by 
removing the lines from the VH°, Sla, and Slb signals, 

H = fiBSg-B0 +S-AH-IH - nNgHIH-B0, (1) 

with a monoclinic-7 g tensor and a monoclinic-J tensor 
AH describing the proton hyperfine interaction. ßB and 
ßN denote the Bohr and nuclear magneton, respectively, 
and gH denotes the g factor of the proton. The principal 
values of g and AH are listed in Table 1. The Si: D 
spectrum is also fully accounted for by Eq. (1), when AH 

is scaled by the ratio (0.154) between gH and gD and the 
nuclear spin of the deuteron JD = 1 is taken into account. 
However, the Si: D spectrum suffers from a heavy 
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Table 1 
Spin-Hamiltonian parameters for VOH° at 120 K and for its 
motionally averaged state, both measured at 360 K (g\m\ and 
4M and calculated from the low-temperature parameters 
{g[c\ and 4M) 

[001] [111] [110] 

Term X Y Z 0 

9 2.0084 2.0086 2.0013 39.2° 
4 -0.8 -0.3 15.2 1.0° 
4 -236 -236 -418 35.3° 

9\jn\ 2.0057 2.0087 2.0043 0.0° 
*M 2.0056 2.0086 2.0042 0.0° 
4M -0.6 -0.5 14.6 0.0° 

4M -0.8 -0.3 15.2 0.0° 

The principal axis Y is along the [1 T 0] axis, and X and 
Z span the (1 T 0) plane, so that Z makes the angle 0 with the 
[1 1 0] axis. Principal values of Aa and Asi are given in MHz. 
Limits of errors, ±0.0001; 4, ±0.3 MHz; 4, ±1.0 MHz. 

overlap with lines from weak unassigned signals. The 
stick diagram included in Fig. 2 represents the resonant 
field values of the allowed hyperfine signals. (AmH = 0) 
calculated from Eq. (1). AH is axial with its unique axis 
close to a <1 1 0> direction. The small isotropic compon- 
ent (4.7 MHz) indicates a near-vanishing electron-spin 
density at the proton. Consequently, the anisotropic 
component b may be ascribed to the dipole-dipole inter- 
action between the spins of the proton and the electron, 
considered as classical dipoles with separation R. From 
the observed value of b we obtain R = 2.5 A. 

As the temperature is increased above 120 K, the spectra 
from Si: H change: Some VOH° lines first broaden and 
then disappear at ~ 180 K, while others persist. Above 
240 K new lines emerge, which attain minimum line 
width at ~ 360 K. This temperature dependence is typi- 
cal for a motional narrowing process [7]. The angular 
dependence of the signal at 360 K (see Fig. 3, solid circles) 
corresponds to orthorhombic-J symmetry. These spec- 
tral changes may be explained as the result of thermally 
activated jumps between the two equivalent configura- 
tions of the monoclinic-J defect that have the same (1 1 0) 
mirror plane. When this is in-plane motion becomes 
sufficiently rapid, the effective symmetry necessarily 
changes to orthorhombic-7. The dashed curves in Fig. 3 
show the angular dependence of the motionally averaged 
signal, calculated (in the limit of infinite jump rate) from 
the low-temperature tensors g and AH. The good agree- 
ment with the measured line positions corroborates the 
interpretation of the motional effect. The principal values 
of g and 4 of the motionally averaged signal, calculated 
from the low-temperature values, are included in Table 1 
together with the corresponding values obtained from 
the best fit to the data at 360 K. As seen, the two sets of 
values are consistent within the limits of error. 

£   329.S 

CZ-Si:H 9.2400 GHz 

.   O120K             ^9^] 
• 360 K      j<7 

"v^H'ls 
'   ir .***"•"•■■•:*.. V/54 

J^° ^=^*®**^ 

i       i       i 

0 30 60 90 

Field Direction (degrees) 

Fig. 3. Angular variation in the (110) plane of the positions of 
the EPR lines belonging to VOHc. Open and filled circles 
represent the line positions measured in Si: H at low and high 
temperatures, respectively. Solid curves are calculated for 
a monoclinic-J defect with S = \ and the tensors g and 4 listed 
for VOH° in Table 1. Dashed curves represent an orthorhom- 
bic-I defect with S = \ and the tensors g and 4 calculated for 
the motionally averaged state of VOH° from the spin-Hamil- 
tonian parameters obtained at 120 K. 

Each of the main lines in the low-temperature spectra 
from Si: H and Si: D have a pair of satellites with an 
intensity of about 1:40 relative to the corresponding 
main line. Since the 29Si nucleus has J = i and is 4.67% 
abundant, we may ascribe these satellites to the hyperfine 
interaction with a 29Si nucleus occupying a single silicon 
site. The principal values of the axial tensor Asi describ- 
ing the splittings of these satellites are given in Table 1. 
Similar 29Si hyperfine satellites are observed at high 
temperatures. However, these have twice the relative 
intensity and about half the splittings of the low-temper- 
ature satellites, which shows that the averaged electron- 
spin density is now evenly divided among two equivalent 
silicon sites in the (1 1 0) mirror plane. 

All properties derived from the low-temperature 
VOH° signal are consistent with the model of VOH° 
sketched in Fig. 1: (i) the signal is seen only in oxygen-rich 
material, indicating that oxygen is involved in the defect, 
(ii) it has monoclinic-7 symmetry and displays hyperfine 
splittings from one proton, (iii) the tensors g and ASi are 
both typical of paramagnetic vacancy-defects, in which 
the unpaired electron is confined mainly to a single 
dangling-bond orbital [8], and (iv) the distance R = 
2.5 A, estimated from AH, agrees with the distance be- 
tween the hydrogen atom and the silicon atom carrying 
the dangling bond. Moreover, the observed change of the 
effective symmetry from monoclinic-7 to orthorhombic-J 
at 180-240 K is in full agreement with the model. Thus, 
the fact that the dangling bond jumps between just two 
silicon atoms lying in the (1 1 0) mirror plane, indicates 
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the presence of the strongly bound Si-O-Si unit. The 
motion implies an interchange of the positions of the 
hydrogen atom and the dangling bond. The participation 
of the hydrogen atom in this process was directly con- 
firmed by the observation of an isotope effect: in Si: D 
the change of the symmetry of the signal occurs at a sig- 
nificantly higher temperature than in Si: H. 

We conclude that the EPR signal described here arises 
from VOH°, the neutral charge state of an A center, in 
which a hydrogen atom satisfies one of the dangling bonds. 
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Abstract 

The local motion of hydrogen around carbon in n-type Si was studied by deep level transient spectroscopy (DLTS) 
under uniaxial compressive stress, combined with the technique of stress-induced alignment and subsequent relaxation. 
For the hydrogen-carbon (H-C) complex studied here, the hydrogen occupied the bond-centered site between silicon and 
carbon atoms. The H-C complex induced a donor level at 0.15 eV below the conduction band and was detected by DLTS 
as an electron trap. We have found that the compressive stress parallel to the C-H-Si bond raises the electronic energy of 
the bond. We have observed stress-induced alignment of the complex under <1 1 1> and <1 1 0> compressive stresses of 
1 GPa at 250-300 K and subsequent relaxation of the alignment after removing the stress. This behavior can be 
understood as the motion of hydrogen under the stress from a high-energy to a low-energy bond with respect to the stress 
direction and the subsequent relaxation motion of hydrogen via bond-to-bond jumps in the absence of stress. By 
controlling the charge state of the complex with and without applying reverse bias to the Schottky junction, we have 
found that hydrogen moves more easily in the neutral charge state. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si; Carbon; Hydrogen motion; Stress-induced alignment; Stress DLTS 

1. Introduction 

The properties of hydrogen in semiconductors have 
been studied for many years. One of the most well-known 
properties of hydrogen is the passivation of electrically 
active defects. Though various static properties of hydro- 
gen, such as electronic states and atomic configurations, 
have been studied extensively, its dynamic properties are 
not well known yet. It is difficult to experimentally ob- 
serve the motion of isolated hydrogen because of its high 
mobility and high reactivity to other defects in semicon- 
ductors. Recently, it has widely been recognized that 
hydrogen is easily incorporated into the active region of 
silicon devices during various device processes even at 
room temperature. Therefore, the understanding of dy- 
namic properties of hydrogen is important not only in 
basic researches but also from the viewpoint of applica- 
tions. 

»Corresponding author. Fax: + 81-86-251-8237. 
E-mail address: kamiura@elec.okayama-u.ac.jp (Y. Kamiura) 

We found that hydrogen, which was introduced into 
n-type silicon by chemical etching, formed a complex 
with a substitutional carbon atom. We have observed by 
DLTS technique that this hydrogen-carbon (H-C) com- 
plex acts as an electron trap with a donor level at 0.15 eV 
below the conduction band [1-5]. Recently, we have 
observed the stress-induced alignment of the H-C com- 
plex using the DLTS technique under uniaxial stress 
[6,7]. Since carbon is an isoelectronic impurity in Si, the 
study of the local motion of hydrogen around carbon is 
expected to provide important information about the 
motion of isolated hydrogen in silicon. In this paper, 
we report the results of the stress-induced alignment of 
the H-C complex and subsequent relaxation process 
after removing the stress, and discuss the local motion of 
hydrogen around carbon in silicon. 

2. Experimental procedure 

We used two n-type FZ silicon crystals, labeled FZ-P- 
10 and FZ-P-30, which had phosphorus densities of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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5.9 x 1014 and 1.7 x 1014 cm-3, respectively. These crys- 
tals contained carbon at a density of approximately 
1 x 1016 cm"3. Many samples were cut from the crystals 
into square pillars with dimensions of 1 x 1 x 6 mm3, the 
longest of which was parallel to the <1 1 1> or <1 1 0> 
direction. Hydrogen (deuterium) was injected into sam- 
ples by chemical etching (HN03 (DN03): HF = 10:1) 
before the fabrication of Schottky contacts, which were 
formed by vacuum evaporation of gold. Capacitance 
DLTS measurements were performed with a reverse bias 
of 5 V and a filling pulse of 5 V under uniaxial compres- 
sive stresses up to 1 GPa applied to the <1 1 1> or 
<1 1 0> direction. Subsequently, samples were prean- 
nealed at 70°C for 90 min with a reverse bias of 5 V 
applied to the Schottky junction. This step increased the 
density of the H-C complex and made its depth profile 
flat. In our experiments, this preannealed state was taken 
as the initial state where the stress-induced alignment of 
the complex was performed under a compressive stress 
along the <lll>or<110> direction. 

3. Results and discussion 

3.1. Lifting of orientational degeneracy 

In Fig. 1(a), the dashed-dotted curve is a DLTS spec- 
trum recorded without stress for a sample preannealed at 
70°C. In this spectrum, a single DLTS peak due to the 
H-C complex appears at 93 K. The solid curve is a spec- 
trum measured under a compressive stress of 1 GPa 
along the <1 1 0> direction. In this measurement, the 
stress was applied to the sample at 70 K, and was held 
during the DLTS run. The peak is split into two due to 
the lifting of orientational degeneracy of the complex, 
and is shifted toward lower temperature. Two dotted 
curves represent the fitting of two split peaks using the 
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Fig. 1. (a) DLTS spectra after preannealing at 70°C for 90 min 
with a reverse bias, VR = 5 V applied to the Schottky junction: 
the dashed-dotted curve is recorded without stress, the solid 
curve is measured under a stress of 1 GPa along the <1 1 0> 
direction and two dotted curves represent the fitting of two split 
peaks using the usual DLTS function, (b) Model of the atomic 
configuration of the hydrogen-carbon complex in Si. 

usual DLTS function, indicating that their intensity ratio 
was 1:1. In a preliminary paper, we reported that the 
DLTS peak of the complex was split into two under the 
<1 1 1> stress with an intensity ratio of 1: 3, which was 
the ratio of the low-temperature to high-temperature 
peak [6,7]. We observed no splitting under <1 0 0> stress. 
From these results, we determined that the symmetry of 
the H-C complex is C3V, and proposed a structural 
model, where a hydrogen atom occupied a bond-centered 
(BC) site between carbon and silicon atoms [Fig. 1(b)]. 
This model is consistent with the results of recent theoret- 
ical calculations [8-11]. Our results for the peak splitting 
under the <1 1 1> stress indicates that the applied stress 
induces the energy of one configuration of the complex, 
whose <1 1 1> symmetry axis along the C-H-Si bond is 
parallel to the <1 1 1> stress, to become higher than that 
of the other three configurations among four equivalent 
<1 1 1> orientations of the symmetry axis. This means 
that the compressive stress component parallel to the 
symmetry axis raises the energy of the C-H-Si bond, 
suggesting its anti-bonding nature. This result is also 
consistent with the theoretical calculations. In Fig. 1(b), 
the energy of the two bonds with an angle of 35° to the 
<1 1 0> stress direction is higher than that of the other 
two bonds perpendicular to the stress direction. In Fig. 
1(a), the low-temperature peak arises from the former 
bonds and the high-temperature peak arises from the 
latter bonds. 

3.2. Stress-induced alignment 

The lifting of orientational degeneracy due to uniaxial 
stresses causes the hydrogen atom to jump from a high- 
energy to a low-energy bond to orient the symmetry axis 
of the complex toward the lowest-energy direction, pro- 
vided that the temperature is high enough for hydrogen 
to move. This is called the stress-induced alignment of the 
H-C complex, and changes its DLTS peak from a split 
one to a single one. Such a change in the DLTS spectrum 
was actually observed in our experiments. The low-tem- 
perature peak decayed and simultaneously the high-tem- 
perature peak grew at 250 K under a <1 1 1> stress of 
1 GPa. This clearly proves that a hydrogen atom jumps 
from one higher-energy bond parallel to the stress direc- 
tion to the other three lower-energy bonds with an angle 
of 70° to the stress direction. 

Fig. 2(a) shows the results of experiments on stress- 
induced alignment of the complex at 250 K under 
a <1 1 0> stress of 1 GPa without reverse bias, VK, ap- 
plied to the Schottky junction. It is seen in the figure that 
the low-temperature peak decays and simultaneously the 
high-temperature peak grows. This indicates that a hy- 
drogen atom jumps from the two high-energy bonds with 
an angle of 35° to the stress direction to the other two 
low-energy bonds perpendicular to the stress direction. 
During this annealing, about 70% of H-C complexes 
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Fig. 2. Change of DLTS spectrum in the process of stress- 
induced alignment under a compressive stress of 1 GPa along 
the <1 1 0> direction, (a) at 250 K with VR = 0 V, and (b) at 
300 K with VR = 5 V. 
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Fig. 3. Changes of DLTS spectra due to isochronal annealing to 
cause the relaxation from the alignment after removing the 
stress, (a) for 15 min at each temperature with VR = 0 V, and 
(b) for 30 min at each temperature with VR = 1V. 

were in the neutral charge state, and the rest were posit- 
ively charged. To determine which of the charge states 
favors the stress-induced alignment, a reverse bias was 
applied to the Schottky junction during the stress-in- 
duced alignment to make the charge state of the complex 
completely positive. The results of our experiments in- 
dicated that stress-induced alignment did not occur at all 
during the annealing at 250 K for 60 min with a reverse 
bias of 5 V applied to the junction under a stress of 
1 GPa along the <1 1 0> direction. Under such a reverse 
bias condition, the stress-induced alignment occurred at 
a higher temperature of 300 K, as shown in Fig. 2(b). 
Obviously, the alignment is suppressed by the applica- 
tion of reverse bias, indicating that stress-induced align- 
ment occurs preferentially in the neutral charge state. 
This means that hydrogen moves more easily in the 
neutral charge state, at least under the compressive stress. 

3.3. Relaxation of alignment 

Fig. 3 shows the results of isochronal annealing in the 
relaxation process of stress-induced alignment after re- 
moving the stress. Again, the charge state of the H-C 
complex was controlled with and without the application 
of reverse bias to the Schottky junction. Fig. 3(a) shows 
the changes of the DLTS spectra due to isochronal an- 
nealing under no reverse bias, where about 70% of H-C 
complexes are in the neutral charge state and the rest are 
positively charged. The solid curve represents the spec- 
trum just after the stress-induced alignment was com- 
pleted at 250 K for 150 min. This spectrum shows nearly 
a single peak, the fitting of which indicates that about 
70% of the H-C complexes originally oriented along the 
high-energy direction are aligned in the low-energy direc- 
tion to yield the high-temperature DLTS peak. Isochro- 
nal annealing up to 280 K caused this peak to decay and 
the low-temperature peak to grow until the intensities of 
both peaks became the same. Since four BC sites around 
carbon are equivalent during this annealing without 
stress, the result of Fig. 3(a) can be explained as the loss of 
stress-induced alignment due to random jumps of hydro- 
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Fig. 4. Isothermal annealing at 270 K under no stress to cause 
the relaxation from the stress-induced alignment at 290 K for 
10 min. The ordinate represents degree of alignment, D = 
(JVj — N2)/(N1 + N2), where iVj and N2 are trap densities 
corresponding to high- and low-temperature DLTS peaks, re- 
spectively. Open squares represent the relaxation of the H-C 
complex and filled squares represent that of the D-C complex. 

gen from bond to bond to recover the initial random 
orientations of the complex. These random jumps of 
hydrogen were greatly suppressed by the application of 
reverse bias of 7 V, as shown in Fig. 3(b). Under this bias 
condition, all of the H-C complexes were in the positive 
charge state. Therefore, we have reached the conclusion 
that under no stress hydrogen also moves more easily in 
the neutral charge state. 

We have performed isothermal annealing experiments 
to check the effect of isotopic substitution of deuterium 
for hydrogen on the relaxation rate of stress-induced 
alignment of the H-C complex. Deuterium was intro- 
duced by chemical etching using deuterated nitric acid, 
and we observed that the DLTS peak due the 
deuterium-carbon (D-C) complex was the same as that 
of the H-C complex. Fig. 4 shows the results of isother- 
mal annealing at 270 K under no stress after stress- 
induced alignment at 290 K for 10 min, which caused 
approximately 50% of the H-C complexes and the D-C 
complexes to become aligned. The ordinate represents 
the degree of alignment, D, defined by the equation, 
D = {Nx - N2)/{N1 + N2), where Nx and N2 are trap 
densities corresponding to the high- and low-temper- 
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ature DLTS peaks, respectively. When all of the H-C 
complexes are aligned in the low-energy state responsible 
for the high-temperature peak, D is equal to unity, and 
when the relaxation of alignment is completely finished, 
D is equal to zero. Fig. 4 shows that the relaxation rate is 
lower by a factor of 0.6 for the D-C complex than that of 
the H-C complex. Since the relaxation rate is propor- 
tional to the jump rate of hydrogen (deuterium), the 
result of Fig. 4 proves that the relaxation of alignment of 
the H-C complex is certainly due to the motion of a hy- 
drogen atom. 

4. Conclusions 

We have observed the stress-induced alignment and 
subsequent relaxation processes of the H-C complex in 
silicon by the DLTS technique under uniaxial compres- 
sive stresses along <1 1 1> and <1 1 0> directions. These 
two processes are due to hydrogen jumps from BC site to 
BC site around carbon with and without stress, respec- 
tively. By controlling the charge state of the complex with 
and without applying reverse bias to the Schottky junc- 
tion, we have found that the motion of hydrogen is 
greatly influenced by the charge state of the complex and 

hydrogen moves more easily in the neutral charge 
state. 
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Abstract 

The Raman line of a new hydrogen molecule at approximately 3820 cm"1 has been observed for the first time in silicon 
after Si+ ion implantation with proper doses, followed by hydrogen atom treatment. The assignment was confirmed by 
isotope shifts to 2770 cm"1 for D2 molecule and to 3353 cm"1 for HD molecule. Both the ion-dose dependence and 
hydrogenation-temperature dependence of the Raman intensity of the H2 molecules correlate with those of the intensity 
of peaks of Si-H stretching observed at 1957 + 1.8 cm"1 and at approximately 2185 and 2210 cm"1. We propose a 
model where the hydrogen molecule corresponding to the 3820 cm"1 vibrational line is trapped in or adjacent to small 
H-terminated multivacancies. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Hydrogen molecules; H-terminated multivacancies; Raman scattering 

1. Introduction 

Existence of hydrogen molecules H2 in crystalline 
semiconductors had been predicted by many theoretical 
calculation, but had not been detected for a long time in 
crystalline semiconductors. Since the first observation of 
H2 in crystalline silicon (Si) in 1996 [1], it has attracted 
much experimental and theoretical attention. So far two 
kinds of H2 without impurities have been clarified in 
crystalline silicon; i.e., hydrogen molecules in platelets 
(4158 cm"1) (let us denote it as type I; H2(I)) and Td 

interstitial sites (3601 cm"1) (let us denote it as type II; 
H2(II)) that have been observed by Raman scattering 
[1,2] and IR [3] measurements. On the other hand, 
infrared (IR) absorption measurements at low temper- 
atures indicated that two IR lines (at 3788.9 and 
3730.8 cm"1) have been assigned as H2 located at sites 
adjacent to interstitial oxygen atoms [3,4]. 

Several theoretical calculations [5-7] predict that 
H2 in the valence electron's "sea" of crystalline silicon 

* Corresponding author. Tel.:  + 81-298-53-5272; fax:  +81- 
298-53-7440. 

E-mail address: murakami@ims.tsukuba.ac.jp (K. Murakami) 

shows the downshift in the vibration frequency due to the 
charge redistribution in H2 and/or between H2 and the 
surrounding Si bonds. The difference in the vibrational 
frequencies of the two Raman lines, H2(I) and H2(II), is 
accounted for in terms of different interactions with the 
surroundings in different trapping environments; plate- 
lets and Td sites are the two extremes in terms of the size. 
It is reasonable to expect a third vibrational frequency 
for H2 that exists stably in a trap of a medium size or in 
the vicinity of Si-H bonds whose wave function is more 
localized than that of Si-Si bonds. Such medium-sized 
traps with H-terminated wall can be created by ion 
implantation into crystalline silicon [8,9] followed by 
hydrogenation. 

In the present study we succeeded in observing H2 

trapped by multivacancies in silicon using Raman scat- 
tering spectroscopy. The vibrational frequency of the 
H2 trapped by multivacancies was found to be between 
those of H2(I) and H2(II). 

2. Ion implantation and experiments 

There is a possibility that hydrogen molecules are 
effectively formed and incorporated in some types of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00442-l 
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multivacancies in silicon. Multivacancies were introduc- 
ed into silicon in a controlled manner by means of Si+ 

ion implantation. As reported [8,9], ion implantation is 
known to produce various kinds of multivacancies in Si; 
i.e., vacancies formed as primary product under ion im- 
plantation migrate quickly at room temperature and 
end up with multivacancies and impurity-vacancy com- 
plexes. Much less is known concerning the final state of 
interstitials; most probably they form interstitial- 
complexes. 

FZ p-type Si (1 0 0) wafers were used as crystalline 
silicon samples. We implanted 200-keV Si+ ions in the 
crystalline silicon at doses ranging from 1 x 1012 to 5 x 
1015 Si/cm2 at room temperature. The averaged project 
range is estimated to be 250 nm from the surface. The 
Raman spectrum of the silicon after implantation with 
a dose of 5xl015 Si+/cm2 showed the formation of 
continuous amorphous layer from the surface. 

The implanted samples were treated with atomic hy- 
drogen mainly at 250°C for 3 h in a remote downstream 
of hydrogen plasma. The samples were placed at a dis- 
tance 60 cm apart from the plasma to suppress damage 
from the activated species in the plasma. Similar atom 
treatments were performed replacing hydrogen plasma 
with deuterium plasma or with plasma from hydrogen- 
deuterium 0.5 : 0.5 mixture gas to check the isotope shift. 
In order to investigate the temperature dependence of 
atomic hydrogen treatment, we performed hydrogen- 
ation of Si samples implanted with 2 x 1014 Si/cm2 at 
various temperatures from 75°C to 450°C for 30 min. 
Details of the hydrogen atom treatment are described 
elsewhere [10,11]. In order to detect the third type of 
hydrogen molecules, we have measured Raman scatter- 
ing for the Si samples at room temperature. Details of the 
Raman measurement are also described in the previous 
papers [10,11]. 

3. Results and discussion 

Typical Raman spectra of hydrogen molecules are 
shown in Fig. 1 for silicon implanted with 2 x 1014 Si+/ 
cm2 followed by the hydrogen atom treatment at 250°C. 
Two Raman lines were observed at 4158 and 3822 cm"1. 
No Raman signals due to hydrogenation are observed at 
around 3600 cm"1 for any implanted samples studied in 
the present study. The 4158 cm"1 line is the Qj vibra- 
tional line of H2(I) that was observed in unimplanted 
silicon after hydrogenation [1,2]. The 3822 cm"1 line 
was observed for the first time by the present authors 
[11,12], and was found to appear only for the silicon 
samples implanted with doses between 1 x 1013 and 
5 x 1014 Si+/cm2. The peak of the Raman line is observed 
at approximately 3820 cm"1, between 3813 and 
3826 cm"1, being dependent on the temperature of 
hydrogenation. 
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Fig. 1. Raman spectra of silicon after implantation with 200 keV 
Si+ ions at a dose of 2x 1014 Si+/cm2 followed by treatment 
with (a) H atoms, (b) D atoms, and (c) H + D atoms at 250°C for 
3h. 
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Fig. 2. The Raman intensities of the H2 vibrational lines (H2(I) 
and H2(III)) and the three Si-H side peaks in silicon after 
implantation with different Si+ doses followed by H atom treat- 
ment at 250°C for 3 h. The intensities are normalized by that of 
the optical phonon of silicon. 

For investigation of the origin of the 3820 cm"1 peak 
we performed deuterium (D) atom treatment, as well as 
treatment using hydrogen-deuterium mixture (H + D 
atom treatment), at 250°C for 3 h. The Raman spectra of 
silicon after implantation with 2 x 1014 Si+/cm2 followed 
by different isotopic hydrogen atom treatment are com- 
pared in Fig. 1. The 3820 cm"1 line shows an isotope 
shift down to 2770 cm"1 for D atom treatment. After 
H + D atom treatment a peak was observed at 
3353 cm"1 in addition to those at 3820 and 2770 cm"1, 
which is apparently attributed to HD molecule. The 
isotope shifts confirm that the 3820 cm"1 line arises from 
H2 in silicon (let us denote this hydrogen molecule as 
type III; H2(III)), and not from any XH2 complexes (e.g., 
H20). 

In Fig. 2, the integrated Raman intensity of the vibra- 
tional line of H2(III) is plotted as a function of the 
implantation dose. The intensity of H2(I) not shown here 
decreased monotonically with increasing implantation 
dose, whereas that of H2(III) has a maximum at 2 x 1014 

Si+/cm2. The ion-dose dependence indicates that H2(III) 
is not related to defects created during hydrogenation 



190 K. Murakami et cd. /Physica B 273-274 (1999) 188-191 

-A—. 

A A_ 

1S0°C    W»MwW^T*wH**<'W**'l*^lWl,"'> T****** 

100t   w^HHWPfmiyrtt^i**^^ 
^A-. 

»fruWW» I.Ml'^y»''*' ^"^«*'^iw 

2800 3200 
Raman Shift (cm") 

Fig. 3. Raman spectra of silicon after implantation with 200 keV 
Si+ at a dose of 2 x 1014 Si+/cm2 followed by H atom treatment 
at various temperatures for 30 min. 

(e.g. platelets), but to multivacancies and interstitial com- 
plexes created by ion implantation. 

Here, let us consider the structures of H2(III). It should 
be located in a trapping site whose size is greater than 
that of H2(II) but smaller than that of H2(I). Candidates 
for such traps are multivacancies created by Si+ ion 
implantation. An electron paramagnetic resonance study 
was reported by Brower [8] on intrinsic and n-type 
silicon implanted with 160 keV 0+ ions, for example. It 
confirmed the formation of divacancy and 4-vacancy [8]. 
The 4-vacancy was observed for doses between 2 x 1012 

and 2x 1014 0+/cm2, with a maximum at around 2x 
1013 0+/cm2, while the negative divacancy is observed 
effectively at lower doses for n-type Si due to change of 
the Fermi level. The study suggests that the divacancy 
and multivacancies larger than the divacancy are effec- 
tively created in the ion dose range in which H2(III) was 
observed. 

Fig. 3 shows the Raman spectra of Si-H stretching at 
around 2000 cm-1 and of H2(I)/(III) in silicon implanted 
with 2x 1014 Si+/cm2, both after hydrogen atom treat- 
ment at various temperatures from 75°C to 450°C. The 
formation of H2(III) can be observed between 75 and 
350°C. The Si-H Raman band for silicon hydrogenated 
exhibits several side peaks around the broad Si-H spec- 
trum due to platelet (approximately 2100 cm-1) or due 
to amorphous phase (approximately 2000 cm-1); i.e. 
there are at least three peaks at the low-frequency side 
(1882 + 1.9, 1923 + 2.2, and 1957 + 1.8 cm"1) and two 
relatively broad peaks at the high-frequency side (ap- 
proximately 2185 and 2210 cm-1). These side peaks are 
similar to those attributed to hydrogen-terminated 
dangling bonds observed by IR measurement in hydro- 
gen-implanted Si [13]. Some of the side peaks have 
possibly originated from H-terminated multivacancies 
and/or complexes of Si interstitials and hydrogen [14]. 
H2(HI) is found not to be produced above a temperature 
of 400°C. In particular, the Raman spectrum for 300°C 

treatment in Fig. 3 indicates that the peaks of 1882 and 
1923 cm-1 are not correlated with H2(III), because they 
are not observed when the Raman line of H2(III) is done. 
Consequently, the total integrated intensity of the 1957, 
2185 and 2210-cm"1 side peaks is plotted in Fig. 2. The 
ion-dose dependence of the Si-H side peaks shows strong 
correlation with that of H2(III), indicating that multi- 
vacancies and interstitial complexes play an important 
role in the formation of H2(III), most plausibly as its 
trapping sites. 

Calculations have shown that H2 is stable in multi- 
vacancies with H-termination [14,15]. The vibrational 
frequency was calculated to be approximately 4000 cm"1 

for H2 in H-terminated 6- and 10-vacancies (V6H12 and 
VioH16) [14,15], while it was approximately 3780 cm-1 

for H2 in the same vacancies without H-termination 
[15]. The vibrational frequency for H2 trapped by H- 
terminated divacancy (V2H6) was approximately 
3800 cm-1, assuming H2 to be trapped at Td site adjac- 
ent to the Si-H bonds in the divacancy [14]. These 
calculations agree roughly with the experimentally ob- 
served frequency of H2(III), 3820 cm-1, and support its 
assignment as a hydrogen molecule trapped by small, 
H-terminated multivacancies in silicon. It is noted that the 
width of the H2(III) line is about 30 cm-1, being compara- 
ble to that of H2(I) and much broader than that of H2(II). 
The large width is interpreted by inhomogeneous 
broadening; i.e., H2 molecules are trapped probably by 
small multivacancies with several different sizes (such as 
divacancy, 3 vacancy (3-V), and 4-V on (110) plane [8]). It 
is also possible that H2 is located at several metastable 
sites in (or adjacent to) the same multivacancy. 

4. Conclusions 

We have presented the existence of the third type of 
H2 molecule that is trapped without impurities by multi- 
vacancies in ion-implanted silicon. The isotope shifts 
confirmed the assignment of molecule. H2(III) cannot be 
produced above a temperature of 400°C. Both the ion- 
dose dependence and hydrogenation-temperature depen- 
dence suggest that the Si-H at 1957,2185 and 2210 cm"1 

are correlated with H2(III). 
The findings of various types of hydrogen molecules 

such as H2(I), (II) and (III) encourage us to investigate 
further useful possibilities of hydrogen molecules as 
a source for self-recovery or self-passivation of defects, 
through interactions between initially incorporated hy- 
drogen molecules and defects induced during operation 
in Si devices. 
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Abstract 

We report a Raman study on the hydrogenation-temperature dependence on the formation of hydrogen molecules in 
crystalline silicon. The 3601 cm-1 vibrational line for H2, which has been attributed to hydrogen molecule in Td site, is 
observed in p-type as well as in n-type crystalline silicon. This H2 molecule exhibits significantly different temperature 
dependence in n- and p-type Si. It is suggested from the hydrogenation-temperature dependence that the charge states 
and the sites of atomic hydrogen affect the formation of this type of H2. From the experiments using H + D atom 
treatments, there may be a significant isotope effect on the formation of the H2 molecule. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: Hydrogen molecules; Raman scattering; Temperature effects; Doping effects 

1. Introduction 

Hydrogen is an important impurity and can be incorp- 
orated in Si in a number of different configurations. The 
hydrogen molecule has been long suggested to be one of 
most fundamental forms of hydrogen impurity in crystal- 
line Si. Since the first observation of hydrogen molecules 
by means of Raman spectroscopy in 1996 [1], many 
authors have discussed this subject experimentally and 
theoretically [3-10]. Murakami et al. have revealed the 
existence of hydrogen molecules in crystalline silicon by 
observing a Raman vibrational line at 4158 cm"1 (let us 
denote this molecule as H2(I)) [1,2]. The vibrational 
frequency is very close to that of gaseous hydrogen, and 
has been attributed to gaseous hydrogen molecules trap- 
ped in platelets [3]. 

Recently another vibrational Raman line of H2 has 
been observed at 3601 cm"1 in FZ n-type silicon exposed 
to a hydrogen plasma at 150°C [4,5]. This correlates well 

with the low-temperature infrared (IR) spectroscopy lo- 
cal vibration modes of H2 in crystalline Si after exposure 
to hydrogen gas between 1100 and 1300°C [6] (let us 
denote this molecule as H2(II)). The downshift in the 
vibrational frequency with respect to gaseous H2 implies 
a weakening of the H-H bond as a result of electron 
redistribution between H2 and the surroundings. Several 
theoretical calculations predict that H2 in the tetrahedral 
(Td) site should show a significant downshift in the vibra- 
tional frequency compared with free H2 [8-10]. H2(II) 
has been attributed to hydrogen molecules at Td sites of 
silicon on the basis of the theoretical predictions [4-6]. 
The H2(II)-Raman line has been observed only for n-type 
Si hydrogenated at 150°C [4,5]. In this paper we present 
a detailed Raman study on both n- and p-type crystalline 
silicon hydrogenated at temperatures from 60°C to 
400°C. The experimental observation of HD(II) molecu- 
les will be also described. 

♦Corresponding author. Tel.: + 81-298-59-2836; fax:  +81- 
298-59-2801. 

E-mail address: kitajima@nrim.go.jp (M. Kitajima) 

2. Experimental 

FZ p-type Si (1 0 0) (resistivity > 50 ß cm) and FZ 
n-type   Si   doped   with   phosphorus   (3 x 1014 P/cm2 
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implantation) were used as crystalline silicon samples. 
The Si samples were treated with atomic hydrogen in 
a remote downstream hydrogen plasma at substrate tem- 
peratures between 60°C and 400°C for 30 min. They were 
first heated up to a desired temperature in vacuum and 
then treated with the atomic hydrogen. Similar atom 
treatments were performed replacing the H2 plasma with 
a D2 plasma or with D2 + H2 plasmas to check the 
isotope shifts. Details of the hydrogen atom treatment 
are described elsewhere [11]. All the Raman scattering 
measurements were performed at room temperature. 
A cw argon-ion laser with a wavelength of 514.5 nm and 
a power of 200 mW was used as the exciting source. Light 
scattered by the sample was collected in a 90° configura- 
tion, analyzed using a triple grating monochromator 
with a wavenumber resolution of 3 cm"1, and detected 
with a CCD camera. 
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Fig. 1. Raman spectra of (a) n-type Si treated with H atoms at 
250°C, (b) p-type Si treated with H atoms at 300°C, and (c) n- 
type Si treated with D atoms at 250°C. 

3. Results and discussion 

Typical examples of the Raman spectra of the silicon 
samples after hydrogen atom treatments are shown in 
Fig. 1. In both n- and p-type crystalline silicon after 
hydrogen atom treatment the vibrational Raman line of 
H2(II) is observed at 3601 cm"1, in addition to H2(I) at 
4158 cm"1. The Raman line of H2(II) has been reported 
only in n-type silicon so far [4,5], and here H2(II) was 
found to be formed also in p-type silicon. The Raman line 
of H2(II) was stable to irradiation of the incident laser, 
and did not disappear at all for Raman measurements for 
5h (It has been reported that this Raman line disap- 
peared within several minutes during the Raman measur- 
ents when using an incident laser with a wavelength of 
488 nm and a power between 50 and 300 mW, for further 
detail please see Ref. [12]). 

In silicon crystal after deuterium atom treatment, the 
two vibrational lines show isotope shifts to 2990 cm"1 

for D2(I) and 2629 cm"J for D2(II). We have confirmed 
the HD(II) frequency, which has not been observed in the 
previous Raman study by Leitch et al. [4], using D2-rich 
H2 : D2 gas mixtures. The HD(II) line was observed at 
3177 cm"1 in crystalline silicon treated with H + D 
atoms using a H2 : D2 (10 :90) plasma (Fig. 2b). How- 
ever, neither the HD(II) line nor the D2(II) but only 
H2(II) was observed when using a H2:D2(50:50) 
plasma for the hydrogenation (Fig. 2a). The results show 
that H2(II) is formed preferential to HD(II) and D2(II), 
and there may be an significant isotope effect on the 
formation of H2(II). 

The splitting due to the ortho- and para-H2 states was 
not observed for H2(II), in agreement with the previous 
study [4,5]. It is noted that the line of this H2 became 
broadened as the mass of the molecular isotopes was 
increased: the half-width at half-maximum (HWHM) of 
H2(II), HD(II) and D2(II) were ca. 5, 9 and 11cm"1, 

2400 2800 3200 3600 
Raman Shift (cm") 

4000 

Fig. 2. Raman spectra of n-type Si treated with H + D atoms at 
250°C using (a) a H2 : D2 (50: 50) and (b) a H2 : D2 (10: 90) 
plasmas. 

respectively. This is contrary to the H2(I) molecules: 
those of H2(I), HD(I) and D2(I) were ca. 34, 25 and 
20 cm"1, respectively. This result shows that the interac- 
tions of these molecular isotopes with the surroundings 
are different in such a small trap as Td site. A plausible 
explanation for this difference in HWMH is motional 
broadening due to mass difference of the molecular iso- 
topes. Note also that the widths of these H2(II) lines are 
much broader than those seen by IR absorption for Si 
after exposure to hydrogen gas between 1100°C and 
1300°C (ca. 0.1 cm"1) [6]. The Raman line widths are 
over the wave number resolution in our monochromator, 
and are not instrumental. Actually the width of the H2(II) 
line agrees well with that in the previous Raman study 
(ca. 6 cm"1) [4,5]. IR measuremets of the Si samples 
treated with the hydrogen atoms are also required. 

The formation of H2(I) and H2(II) strongly depends on 
the temperature during the hydrogen atom treatment. 
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150       200       250       300 

Temperature('C) 

Fig. 3. Raman intensities of the vibrational lines of H2 for n- 
and p-type Si as a function of the hydrogenation temperature. 
The intensity of the Si-H stretching line at around 2100 cm-1 

showing the formation of platelet [2,3,13] is also shown. The 
intensities are normalized to that of the optical phonon line of Si. 
H2(I) and H2(II) are hydrogen molecules corresponding to the 
vibrational Raman lines of H2 observed at 4158 and 3601 cm"1, 
respectively. 

Fig. 3 shows the hydrogenation-temperature dependence 
of the hydrogen molecules in n- and p-type crystalline 
silicon. H2(I) and H2(II) show different temperature de- 
pendence. The formation of H2(II) has a maximum at 
higher temperature than that of H2(I). The temperatures 
for the maximum formation of H2(I), 200-250°C, corres- 
ponds roughly to the temperature of platelet formation 
[13]. The temperature dependence of the Si-H stretching 
band observed at 2100 cm"* is similar to that of this H2. 
It is found that H2(II) exhibits significantly different 
temperature dependence in n- and p-type Si, while that of 
H2(I) is similar in both types (although the intensities 
are different). In p-type the Raman line of H2(II) 
occurs for hydrogenation between 150°C and 350°C 
and has a maximum in the intensity at 300°C. In n-type, 
in contrast, H2(II) is formed from such a low temperature 
as 60°C up to 250°C. The different temperature depend- 
ence between n- and p-type suggests the importance 
of effects of Fermi-level on the formation of this H2, 
that is, the formation of H2(II) probably depends 
on the charge states and the sites of isolated hydrogen 
atoms [14]. 

It is also noted that H2(II) has a tendency to decrease 
in the Raman intensity as H2(I) increases. For example, 
the Raman intensity of H2(II) is negligible when that of 
H2(I) is very large, as seen for n-Si at 200°C in Fig. 3. The 
timing of the plasma ignition and the sample heating in 
the hydrogen atom treatment also strongly affected the 

Raman Shiftfcm"1) 

Fig. 4. Raman intensity of the vibrational line of H2 observed at 
4158 cm-1 (H2(I)) for n-type Si as a function of the hydrogen- 
ation temperature, with different hydrogenation procedures. 
Two different procedures for hydrogenation were compared. 
The hydrogen plasma was ignited after the substrate temper- 
ature reached the desired level in procedure B, while it was 
before heating the substrate in procedure A. 

formation of the H2 molecules, as shown in Fig. 4. The 
temperature region where H2(I) is formed was elevated 
when the hydrogen plasma was ignited before heating the 
substrate. The formation of H2(I) has a maximum at 
400°C where platelets are unstable, and no Raman line of 
H2(II) was observed at any temperature. This result can 
be explained as follows: Exposure of the silicon to the 
plasma leads to the formation of platelets at lower 
temperatures while heating the sample. Once the plate- 
lets are formed, they become the preferential traps for 
further hydrogen introduced during hydrogen atom 
treatment to grow as hydrogen bubbles even at higher 
temperatures. 

4. Conclusions 

We have presented a Raman study on the hydrogen- 
ation-temperature dependence of the formation of hy- 
drogen molecules in crystalline silicon. The 3601 cm-1 

vibrational line for H2(II), which has been attributed to 
the hydrogen molecule at the Td site, was observed in 
p-type as well as in n-type crystalline silicon. It was found 
that the introduction of H2(II) exhibits significantly dif- 
ferent temperature dependence in n- and p-type Si. In 
p-type H2(II) occurred for hydrogenation between 150°C 
and 350°C. In n-type, in contrast, H2(II) was formed at as 
low a temperature as 60°C up to 250°C. It was suggested 
that the charge states and the sites of atomic hydrogen 
affects the formation of this type of H2. From the 
experiments using H + D atom treatments, there may 
be an isotope effect on the formation of the H2(II) 
molecules. 



M. Kitajima et al. /Physica B 273-274 (1999) 192-195 195 

Acknowledgements 

The authors would like to thank S. Fujimura and J. 
Kikuchi for their help in setting up the hydrogen atom 
treatment apparatus. 

References 

[1] K. Murakami, N. Fukata, S. Sasaki, K. Ishioka, M. 
Kitajima, S. Fujimura, J. Kikuchi, H. Haneda, Phys. Rev. 
Lett. 77 (1996) 3161. 

[2] N. Fukata, S. Sasaki, K. Murakami, K. Ishioka, K.G. 
Nakamura, M. Kitajima, S. Fujimura, J. Kikuchi, H. 
Haneda, Phys. Rev. B 56 (1997) 6642. 

[3] A.W.R. Leitch, V. Alex, J. Weber, Solid State Commun. 
105 (1997) 215. 

[4] A.W.R. Leitch, V. Alex, J. Weber, Phys. Rev. Lett. 81 (1998) 
421. 

[5] A.W.R. Leitch, J. Weber, V. Alex, Mater. Sei. Eng. B 58 
(1999) 6. 

[6] R.E. Pritchard, M.J. Ashwin, R.C. Newman, J.H. Tucker, 
E.C. Lightowlers, M.J. Binns, R. Falster, S.A. McQuiaid, 
Phys. Rev. B 56 (1997) 13118. 

[7] R.E. Pritchard, M.J. Ashwin, J.H. Tucker, R.C. Newman, 
Phys. Rev. B 57 (1998) 15048. 

[8] Y. Okamoto, M. Saito, A. Oshiyama, Phys. Rev. B 56 
(1997) R10016. 

[9] CG. Van de Walle, Phys. Rev. Lett. 80 (1998) 2177. 
[10] B. Hourahine, R. Jones, S. Oberg, R.C. Newman, P.R. 

Briddon, E. Roduner, Phys. Rev. B 57 (1998) R12666. 
[11] N. Fukata, S. Fujimura, K. Murakami, Mater. Sei. Forum 

196-201 (1995) 873. 
[12] A.W. Leich, J. Weber, V. Alex, at European Materials 

Research Society Spring Meeting E-MRS'98, June 16-19, 
1998, Strasbourg. 

[13] N.M. Johnson, in: Hydrogen in Semiconductors, J.I Pan- 
kove (Ed.) (Academic Press, NY 1991) (Chapter 7). 

[14] K. Murakami, Solid State Phys. (KOTAI BUTSURI) 33 
(1998) 735 (in Japanese). 



ELSEVIER Physica B 273-274 (1999) 196-199 
www.elsevier.com/locate/physb 

Vibration of hydrogen molecules in semiconductors: 
anharmonicity and electron correlation 

Mineo Saitoa'*, Yasuharu Okamotob, Atsushi Oshiyamac, Toru Akiyamac 

'NEC Informatec Systems, Ltd., 34 Miyukigaoka, Tsukuba 305-8501, Japan 
1'Fundamental Research Laboratories, NEC Corporation, 34 Miyukigaoka, Tsukuba 305-8501, Japan 

'Institute for Physics, Tsukuba University, Tennoudai 305-8573, Japan 

Abstract 

Vibrational frequencies of hydrogen molecules trapped at a variety of crystal sites in semiconductors are studied based 
on the density functional theory and repeated cell model. Our calculation including the anharmonic effect well 
reproduces frequencies of molecules at the tetrahedral (T) sites in Si and GaAs and confirms the experimental 
identification. We also calculate the frequencies of molecules trapped at hydrogenated Si vacancies of a variety of sizes. 
The frequencies of the molecules at VH4 and V2H6 are found to be inbetween those of the gas phase and of the T site. 
Meanwhile the frequencies of hydrogenated large (hexa- and deca-) vacancies are found to be close to that of the gas 
phase. It is suggested that the newly detected Raman line of 3822 (2770) cm"1 for H2(D2) corresponds to the molecules 
trapped at V2H6. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Hydrogen molecule; Density functional theory; Vibration; Anharmonicity 

1. Introduction 

Hydrogen impurity is important in semiconductor 
technology because of its unique properties of passiva- 
tion. Atomic hydrogen and its complexes with a variety 
of impurity atoms have been extensively studied. As for 
dimerized hydrogen, two atoms located at the bond 
center and antibonding sites were observed in Si [1]. In 
addition to this H2, recent experiments give clear evid- 
ence of molecular hydrogen and attract wide interests. 
First observation for Si shows that the Raman frequency 
(a>i = 4158 cm-1) is very close to that of the gas phase 
(4161 cm"1) [2]. In contrast, a Raman measurement for 
GaAs shows that the frequency (3934 cm-1) is substan- 
tially lowered [3]. Later further reduced frequency 
(eon = 3618 cm"1) was observed by use of infrared (IR) 
light absorption spectroscopy for Si [4,5] and the same 

* Corresponding author. Tel.: + 81-298-50-1571; fax:  + 81- 
298-56-6173. 

E-mail address: mineo@nis.nec.co.jp (M. Saito) 

origin was detected by means of Raman spectroscopy 
[6]. Very recently, a new Raman frequency for Si+ ion 
implanted Si (com = 3822 cm"1) lying in-between wl and 
COJJ was observed [7]. Theory is expected to identify the 
crystal sites where these observed molecules are located. 
Small cluster models based on the Hartree-Fock (HF) 
method and the hybrid-density functional theory (DFT) 
lead to the conclusion that the frequency of the molecule 
at the tetrahedral (T) site in Si is close to that of the gas 
phase, suggesting that coj corresponds to the T site [8,9]. 
Yet, the supercell model based on the generalized gradi- 
ent approximation (GGA) as well as the local density 
approximation (LDA) [10,11] indicated that frequency is 
substantially lower than that of the gas phase. A cluster 
calculation based on the LDA also supported the sub- 
stantial lowering [12]. 

In a previous study based on cluster models consisting 
of up to 84 sites [13], we found that the vibrational 
frequency of hydrogen molecules is very sensitive to the 
approximation used to include the electron many body 
effect. Further, the value was found to be affected by the 
anharmonic effect and the cluster size. In this paper, we 
adopt a method based on the GGA and the repeated cell 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00444-5 
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model and examine the validity of this method. The 
method is then applied to hydrogen molecules at the 
T sites of Si and GaAs. Further the molecules trapped at 
hydrogenated Si vacancies of a variety of sizes are investi- 
gated. 

2. Method 

To include the electron many body effects, the present 
study employs the GGA based on the type of Becke-Lee- 
Yan-Paar (BLYP) [14,15] unless otherwise stated since 
the method gives results comparable with those of accu- 
rate electron correlation calculations as will be discussed 
later. We use the repeated cell (supercell) containing up to 
64 sites in order to simulate the impurities in a crystal. 
Special k points are used in Brillouin zone integration 
[16]. The pseudopotentials (bare Coulomb potentials) 
are used for the host (hydrogen) atoms and the 45 Ry 
cutoff energy for the plane wave basis set is employed: 
Soft pseudopotentials are constructed following Troullier 
and Martins [17] and the nonlinear core correction [18] 
is applied. In calculating vibrational frequencies, the an- 
harmonic terms up to the fourth order are considered. 
We first fit the calculated total energies to the following 
expression: 

E(x) = £(xeq) + 
MCOH 

(x - xeq)
2 + a(x - xeq)3 

+ ß{x — xc. (1) 

The vibrational frequency e» including the anharmonic 
effect is then given by the following equation: 

co = coH + 
3h 

{InfcM 2 \Mcol 
+ ß 

M(»H 
(2) 

where c, h, and M denote the speed of light, Planck 
constant, and reduced mass, respectively. 

We here briefly discuss the validity of the present 
method. First, the GGA(BLYP) used in the present 
study is examined. Table 1 compares various types of 
calculations including the electron many body effects on 
H2 molecules in the gas phase. The well-converged 
localized Gaussian basis set calculation indicates that 
the full configuration interaction (CI) method that 
includes the exact many body effect within the limitation 
of the given basis set well reproduces the experimental 
frequency. Compared with the LDA and HF methods 
employed in studies in the past, the GGA(BLYP) 
gives comparable results with the full-CI, though the 
hybrid DFT method [19] that is considered to be beyond 
the GGA gives a more accurate frequency. We next 
calculate the frequency of the molecule at the T site in 
the Si cluster (Si10H16) to examine the validity of the 
GGA for the interaction between the molecule and the 
host Si atoms (Table 2). Both the GGA and hybrid-DFT 
methods are found to give comparable results, sug- 
gesting the validity of the GGA: These methods lead to 
the conclusion that the frequency in the cluster is 
substantially lower (167-205 cm"1) than that of the 
M0ller-Plesset second-order perturbation theory (MP2) 
that corrects the HF method. As was stated above, 
we combine the GGA and the techniques of the 
repeated cell, pseudopotentials, and a plane wave basis 
set. The validity of the techniques is here argued. 
Tentative calculations lead to the conclusion that the 
present repeated cell model gives converged results with 
in 80 cm-1. The plane wave basis set is found to give 
accurate frequency of the hydrogen molecule in the 
gas phase: The calculated value is slightly (54 cm-1) 
lower than that of the well-converged localized basis 
set (Table 2). Finally, the present calculational scheme 
using the pseudopotentials for the host atoms is found 
to give lattice constant of 5.52 A (5.81 A) for Si (GaAs) 

Table 1 
Frequencies of hydrogen molecules calculated by the use of a variety of methods to include electron many body effects. In the localized 
orbital calculations, we used the Gaussian orbitals for the H[311 G(2p)] and Si[6-31 G(2d)] atoms (Details of the description of the 
basis set was given previously [13]. a>(gas phase) is the frequency in cm-1 in the gas phase and Am is given by ct>(cluster)-<»(gas), where 
co(cluster) is the frequency of the molecules in the Si cluster 

Basis set a>(gas phase) co(cluster) Aco 

Experiment 
Localized orbital 

Plane wave basis set 

4161 
Full-CI 4148 
Hybrid-DFT 4168 
GGA(BLYP) 4064 
MP2 4283 
HF 4358 
LDA 3978 
GGA (BLYP) 4011 

4001 
3859 
3992 
4568 
3436 

-167 
-205 
-291 
+ 210 
-542 
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Table 2 
Calculated vibrational frequencies in cm"1 of hydrogen molecu- 
les in the gas phase and at some crystal sites in Si and GaAs. The 
experimental values are in parentheses 

<u(H2) co(D2) o(H2)/co(D2) 

Gas phase 4011 2890 1.388 
(4161) (2994) (1.390) 

T site in Si [1 0 0] 3478 2544 1.367 
T site in Si [1 1 0] 3520 2573 1.368 

(3618) (2643) (1.369) Ref. [5] 
fGa site in GaAs 3817 2764 1.381 

(3934) (2843) (1.384) Ref. [3] 
VH4 in Si 3695 2702 1.368 
V2H6 3847 2790 1.379 
V6H12 4018 2900 1.386 
VioH16 3980 2879 1.382 

and the deviation from the experimental value is 1.6% 
(2.8%). 

3. Results and discussion 

We start the calculation with the frequency of H2 in 
the gas phase (Table 2). The calculated frequency 
(4011cm-1) is consistent with the experimental one 
(4161 cm"1) and is smaller by 155 cm"1 than the har- 
monic value, indicating that the anharmonic effect is 
important. Because of this effect, the calculated ratio 
(r = 1.388) in frequency between H2 and D2 deviates 
from that of the harmonic case (the square root of 2) and 
is consistent with the experimental value (1.390). Next we 
study the hydrogen molecule at the T site in Si based on 
the 32 site repeated cell calculation. The most stable 
orientation of the molecule is found to be [1 0 0]: The 
total energy for this orientation is lower by 11-12 meV 
than those of the [1 1 0] and [1 1 1] axes. The calculated 
frequency for the most stable orientation is 3478 cm"1 

and is consistent with the observed value of con, support- 
ing that the mode II (a>n) corresponds to molecules at the 
T site (Table 2). It was found that the frequency ratio (r) 
between H2 and D2 is 1.367 and is consistent with the 
observed value (1.369) [4,5]. This calculated value is 
slightly lower than that of the gas phase, indicating that 
the anharmonic effect is enhanced at the T site. It is 
finally noted that the most stable orientation [1 0 0] 
determined by the present study is IR inactive because of 
the high symmetry (D2d) and thus seems to be inconsist- 
ent with the observation of the IR absorption [4,5]. This 
discrepancy between theory and experiment may be due 
to the error of the present calculation since the orienta- 
tion dependence of the total energy is very small. We find 
that the orientation dependence of the frequency is small. 
For example, the frequency of H2 and r are 3520 cm"1 

and 1.368, respectively, in the case of [1 1 0]. Therefore, 
the above calculated frequency for [1 0 0] is reliable even 
when the stable orientation is different from [10 0]. 

We next calculate the hydrogen molecule at the T site 
of GaAs. There are two types of the T sites: One site 
(TGa) is surrounded by the nearest Ga atoms and 
the other (TAs) has the As nearest atoms. We found that 
the energy of the TGa site is lower by 0.16 eV than the 
TAs site and then conclude that the hydrogen molecule is 
trapped at the TGE site. Three molecular orientation 
[1 0 0], [1 1 0] and [1 1 1] have similar total energies 
within 3 meV less than the present calculational accu- 
racy, indicating that the potential energy surface for the 
molecular rotation is very flat. This result seems to be 
consistent with the experimental result [6] that the split- 
ting of the Raman line due to the molecular rotation is 
observed in GaAs. We then calculate the frequencies 
averaged over the orientation. The calculated frequency 
(3817 cm"1) of H2 and the value of r (1.381) are in- 
between those of the gas phase and of the T site in Si and 
agrees with the experimental values (3934 cm"1 and 
1.384). 

We finally study the interaction between the hydrogen 
molecule and vacancies in Si based on the 64 site repeat- 
ed cell model [The calculated frequency of the molecule 
at the T site based on this model is 3559 cm"1, which is 
more close to the experimental result (con) than the value 
of the 32 site cell calculation (3478 cm"1)]. Mono- and 
di-vacancies are well studied but understanding of larger 
vacancies is insufficient. Theory predicted magic numbers 
of vacancies: It was concluded that the hexa-vacancy of 
a ring form and the deca-vacancy of a cage form are 
energetically stable [20-23]. We first consider hydrogen- 
ation of these four types of the vacancies (all the dangling 
bonds of the vacancies are terminated by hydrogen 
atoms): 

V„+n'H2(T)^V„H2 (3) 

where H2(T) indicates the hydrogen molecule at the 
T site. Our calculation shows that this reaction is 
exothermic1 (the reaction energies are found to be 
4.3-19.8 eV). Next the trapping of the hydrogen molecule 
by the hydrogenated vacancies is examined: 

V„H2„- +H2(T)^H2@V„H2„, (4) 

It is found that this reaction is also exothermic: The 
gained energies are found to be 0.15-1.1 eV (see footnote 
1). We then expect that hydrogen molecules trapped at 
hydrogenated vacancies are actually observed under 

1 The calculations on the energetics for vacancies [Eqs. (3) and 
(4)] are based on the GGA of the type of Perdew and Wang [24]. 
The pseudopotentials are used for both H and Si. Details of the 
calculational results will be presented elsewhere. 
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some experimental conditions and thus calculate vibra- 
tional frequencies of the molecules. The frequencies for 
H2 and D2 are found to be larger than those of the T site 
and increase as the vacancy size becomes large (Table 2). 
It is concluded that the frequencies of the hexa- and 
deca-vacancies are saturated and are close to those of the 
gas phase. These results indicate that observation of 
frequencies of molecules give important information on 
the size of hydrogenated vacancies. Recently, new Raman 
lines are observed in Si+ ion implanted Si [7]. The 
observed frequencies are 3822 cm"1 for H2 and 
2770 cm-1 for D2. The present calculation on frequen- 
cies (Table 2) suggests that these correspond to molecules 
trapped at hydrogenated di-vacancies: The calculated 
frequencies are 3847 and 2790 cm"1 for H2 and D2, 
respectively, and the calculated frequency ratio (r) is 
1.379, which is close to the experimental value (1.380). 

4. Conclusion 

We have performed first-principles calculations on 
a variety of types of hydrogen molecules in Si and GaAs. 
Our calculation has well reproduced experimental fre- 
quencies of the molecules trapped at T sites in Si and 
GaAs. It has been found that the frequency of molecules 
trapped at the hydrogenated vacancies is larger than that 
of the T site and increases as the size becomes large. It 
has been concluded that the frequencies are saturated in 
hexa- and deca-vacancies and are close to that of the gas 
phase. We have suggested that the newly found Raman 
line of cam corresponds to the molecules trapped at 
hydrogenated di-vacancies. 
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Abstract 

The dependence of the 3618.4 cm" * line assigned to interstitial H2 in Si on temperature and stress has been studied to 
probe the structure and microscopic properties of this defect. The H2 (and D2) stretching lines broaden and shift to lower 
frequency with increasing temperature while the integrated intensity remains approximately constant. Uniaxial stress 
results are consistent with triclinic (Ci) symmetry and suggest a near <10 0> orientation for the H2 molecular 
axis. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si; Hydrogen; Vibrational spectroscopy; Uniaxial stress 

1. Introduction 

While the importance of interstitial H2 in semiconduc- 
tors has been discussed for many years [1-4] (for a re- 
view of early theoretical work on H2 see Ref. [5]), this 
defect was not observed spectroscopically so that its 
configuration and properties could be studied until re- 
cently [6-8]. The stretching vibration of an isolated in- 
terstitial H2 molecule in a semiconductor was observed 
first in GaAs by Raman spectroscopy [6] with a fre- 
quency of 3934.1 cm"1 (77 K). The H2 line is split by 
8.2 cm"x, leading to the conclusion that the H2 molecule 
is freely rotating and that this doublet is due to the ortho 
and para nuclear spin states whose vibrational frequen- 
cies are split by ro-vibrational coupling. Subsequently, 
the stretching vibration of H2 in Si was discovered at 
3618.4 cm-1 (4.2 K) independently by Raman [7] and IR 
absorption [8] spectroscopies and strong evidence was 
presented that this line is indeed due to an isolated 
molecule [8]. In both GaAs and Si, lines due to D2 and 
HD were also observed. In further support of these as- 
signments, theoretical calculations [9-12] find vibra- 
tional frequencies for H2 in GaAs or Si that are shifted to 

* Corresponding author. Fax: + 1-610-758-5730. 
E-mail address: mjsa@lehigh.edu (M. Stavola) 

lower frequency from the gas-phase value by several 
hundred cm"1, in agreement with experiment. 

Several aspects of the results for H2 in Si are sur- 
prising. In the gas phase, the stretching vibration of a 
homonuclear diatomic molecule does not give rise to an 
oscillating electric dipole moment and is IR inactive. The 
observation of a weak absorption line for interstitial 
H2 in Si was, therefore, unexpected. Further, an impor- 
tant difference between H2 in Si and in GaAs is that no 
ortho-para splitting was observed for H2 in Si [8]. To 
explain the absence of an ortho-para splitting, it was 
suggested that there must be a barrier of at least 0.17 eV 
that prevents rotation of the molecule [11]. It has been 
found by theory that <1 0 0>, <1 1 1> and <1 1 0> ori- 
entations have similar energies [5,9-12], making it sur- 
prising that there is a substantial barrier to rotation and 
that the H2 molecule in Si is static. Another important 
observation is that the vibrational line assigned to HD in 
Si is not split at 0.1 cm"x resolution [13], suggesting that 
the two H atoms in the molecule remain equivalent. 
Based on the above results, a configuration with the 
H2 molecule oriented along a <1 1 0> direction and dis- 
placed from the Td interstitial site along the perpen- 
dicular <10 0> direction (C2v point group) was 
proposed [11]. This configuration gives rise to a weak 
vibrational transition moment oriented perpendicular to 
the < 1 1 0> molecular axis while still leaving the H atoms 
equivalent. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00445-7 
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In the work reported in this paper, the temperature 
and stress dependence of the 3618.4 cm-1 vibrational 
line have been studied to provide further information 
about the structure of the interstitial H2 molecule in Si 
and its transition moment. 

2. Experiment 

For our experiments, H (or D) was introduced into 
lightly doped Si by annealing samples in sealed quartz 
ampoules containing H2 (or D2) gas (~0.7 atm at room 
temperature) for 30 min at 1250°C. IR spectra were mea- 
sured with a Bomem DA3.16 Fourier transform spec- 
trometer. For uniaxial stress measurements, oriented, 
bar-shaped samples with dimensions 3.5 x 3.5 x 10 mm3 

were prepared. Stress was applied with a push rod appar- 
atus that was cooled to near liquid-He temperature in an 
Oxford CF1204 cryostat. 
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Fig. 2. The temperature dependences of the frequencies (•) and 
widths (♦) for the (a) H2 and (b) D2 IR absorption lines in Si. 
The H2 frequencies ( +) measured by Raman spectroscopy (Ref. 
[14]) are also shown. 

3. Results 

IR absorption spectra for the interstitial D2, HD, and 
H2 molecules in Si are shown in Fig. 1 for a sample that 
contained both H and D. These frequencies are in excel- 
lent agreement with those observed previously by IR 
absorption [13] and Raman [7] spectroscopies. For 
samples («15 mm thick) that contained either H or D, 
the temperature dependence of the frequencies, widths, 
and areas of the vibrational lines assigned to D2 and 
H2 were measured. The widths and areas of the lines 
could be measured with reasonable accuracy for the 
temperature range 4-200 K. The frequencies and 
linewidths are shown in Fig. 2 along with the previous 
results for the frequency of the H2 line measured by 
Raman spectroscopy [14]. The integrated intensity of the 
H2 line, which could be measured more accurately than 

D2 HD H2 

„ 0.005 2642.6 - ■      3618.4 

£ 
r 0.004 ■ ■ 

0) 

e o.oo3 - ■ 

3265.0 
o 
c 0.002 I 

■& 1 I 
g 0.001 - " n < \ . 

0.000 **H^jJ Vvw^. 
(x 0,5) 

2641   2643  3264   3266  3618   3620 

Frequency (cm"1) 

Fig. 1. IR absorption lines assigned to interstitial D2, HD, and 
H2 in Si. The sample temperature was near 4.2 K and the 
spectral resolution was 0.05 cm-1. The sharp additional lines in 
the H2 spectrum are due to H20 vapor in the spectrometer. 

that of the weaker D2 line, was constant, within error 
(«10%), from 4 to 200 K. 

The effect of uniaxial stresses on the 3618.4 cm-1 line 
is shown in Fig. 3. The frequencies of the stress-split 
components were measured for four different values of 
the stress from 0 to 0.2 GPa for each orientation and 
were found to depend linearly on the magnitude of the 
stress. The number of lines observed for each orientation 
is consistent with a nondegenerate vibrational mode of 
a triclinic center (C^ point group). The shifts of the 
stress-split components, Ao,-, are given by 

A«; = £ AijOji, (1) 

S 0.010 

o//[111] 
o = 0.10GPa 

3615      3618      3621   3615      3618      3621   3615      3618      3621 

Frequency (cm'1) 

Fig. 3. Effect of stress, a, on the 3618.4 cm-1 line assigned to 
interstitial H2 in Si. The stress direction and magnitude and the 
polarization vector, E, for the incident light are given. 
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Fig. 4. A representative model for H2 in Si is shown on the 
left. The molecular axis (dashed line) is rotated slightly from 
a <1 0 0> direction (solid line) and the center of mass is displaced 
from the Td interstitial position. The principal axes of the 
piezospectroscopic tensor and the direction of the IR transition 
moment, M, are shown on the right. The direction cosines for the 
principal axes are as follows: x' = (0.979, - 0.090, 0.183), 
y' = (0.061,0.986,0.156), z' = ( - 0.194, - 0.142,0.971). 

where Ai} are the components of a piezospectroscopic 
tensor, and ay, defined here to be positive for compres- 
sion, are the components of the stress tensor [15]. To 
model the polarization dependence of the spectra, the 
intensities of the stress-split components were written in 
terms of the angles, 6 and </>, that characterize the direc- 
tion of the vibrational transition moment, M, in the cubic 
(x, y, z) defect coordinate system (Fig. 4). 0 and <f> were 
then varied to produce a fit to the observed intensity 
pattern for the [0 0 1] and [110] stress directions. (M 
was chosen to be nearest the z-axis in the defect coordi- 
nate system. This choice fixes A3 as the parameter that 
describes the shift of the line observed ioxEjja for [0 0 1] 
stress.) With the transition moment direction determined, 
it was then possible to assign the vibrational lines for the 
three stress directions and to fit the line positions with 
Eq. (1). The positions and intensities of the stress-split 
components, determined with the piezospectroscopic 
tensor given in Table 1 and with 6 = 28° and (j) = 45°, are 
shown in Fig. 3 by vertical lines. While the fit to the 
IR-line positions shown in Fig. 3 is satisfactory, the 
direction of the transition moment is not precisely deter- 
mined by our fit and there are a few weak components, 
especially for [1 1 1] stress, that are not well accounted 
for by our model. 

The intensities of the stress-split components were 
found to be independent of the applied stress (up to 

Table 1 
The piezospectroscopic tensor components, in units cm" 1/GPa, 
for the H2 molecule in Si. Both the labels introduced by Ka- 
plyanskii [15] and the conventional tensor notation are given 
for the components 

AM,,)    A2(Ayy)    A3(AZZ)    AM,,)    A5(An)    A6(AXZ) 

0.2 GPa), showing that the center does not reorient at 
low temperature. Experiments were also performed to 
investigate whether the H2 molecule could be aligned by 
stresses applied at elevated temperatures. No such align- 
ment-related intensity changes were observed. We note 
that the 3618.4 cm-1 line is weak so that a modest 
alignment would not have been detected. 

Our uniaxial stress data reveal a surprisingly low sym- 
metry for H2 in Si. The structural model we propose is 
based upon the form of the piezospectroscopic tensor 
whose largest components, At and A2, lie on the diag- 
onal. The principal axes (%', y', z') of the piezospectro- 
scopic tensor are shown in Fig. 4 and are rotated by less 
than 14° from the defect (x, y, z) axes. While the domi- 
nance of the effect of <1 0 0> stresses suggests that the 
H2 molecule is oriented approximately along a <1 0 0> 
direction, the molecular axis must be rotated slightly 
away from a high symmetry <10 0> direction to be 
consistent with Ci symmetry. Furthermore, for Ci sym- 
metry, the molecule's center of mass is not required to be 
located at the Td interstitial site. While our results sug- 
gest that the H2 molecular axis is oriented near a <1 0 0> 
direction, there is not a direct connection between the 
principal axes of the piezospectroscopic tensor and the 
direction of the molecular axis. Therefore, the small rota- 
tion angle of the molecular axis away from <1 0 0> and 
the displacement of the molecule's center of mass from 
the Td interstitial site are not determined by our results 
and Fig. 4 shows only a representative possibility. 

For Ci symmetry, the two H atoms in the molecule 
must be inequivalent, in apparent contradiction to the 
previous observation [13] that there are not two vibra- 
tional lines for the HD molecule. The spectrum shown in 
Fig. 1 for a sample that contained H and D reveals 
a single sharp line at 3265.0 cm-1 for HD, in agreement 
with the previously published result. One possibility sug- 
gested by this result is that the H and D atoms are nearly 
equivalent and a small splitting of the HD line remains 
unresolved. However, the evidence suggests an alterna- 
tive possibility, that the H and D atoms are sufficiently 
inequivalent for only a particular arrangement of H and 
D to be observed. The alternative arrangement, with the 
H and D interchanged, would not be seen if it had 
sufficiently higher energy or if it had a much weaker IR 
transition moment. The inequivalence of H and D is 
supported further by the frequency position of the HD 
line that is found to be inconsistent with the model 
commonly used to characterize the anharmonic shift of 
the vibrational frequency. The observed frequency, co, of 
a vibrational line is given by [16] 

co = co0 — B/m, (2) 

9.6 -15.6     1.1 ■ 2.8       1.4 

where co0 = (fc/m)1/2 is the harmonic frequency, m is the 
reduced mass of the oscillator, and B is a parameter. The 
application of Eq. (2) to the H2 (3618.4 cm-1) and D2 
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(2642.6 cm"1) frequencies gives anharmonic shifts of 406 
and 203 cm"1 for H2 and D2, respectively. From this 
analysis one then predicts an anharmonic shift of 
305 cm"1 for HD and thus an HD frequency of 
3180cm"1. This value determined from Eq. (2) differs 
from the experimental frequency (3265.0 cm"1) by 
85 cm-1. A similar analysis for the frequencies of H2 and 
D2 in GaAs or in gas phase is consistent with the HD line 
positions in these cases to within a few cm"1. This re- 
markable shift of the HD line in Si from its expected 
position would be consistent with two inequivalent ar- 
rangements of H and D and a large splitting of the HD 
line with only the higher frequency line being observed. 
(An additional HD line at lower frequency has not been 
found.) 

a larger complex of hydrogen atoms or molecules, would 
have to be reconciled with the determination of the site 
degeneracy of H2 inSi(«1023 cm"3) which is consistent 
with an isolated interstitial site [8]. An explanation of the 
microscopic properties observed for H2 in Si remains as 
a challenge. 

Acknowledgements 

We thank G.D. Watkins and W.B. Fowler for numer- 
ous helpful discussions. This work was supported by 
NSF Grant No. DMR-9801843 and NREL Subcontract 
No. XCE-8-18684-01. 

4. Conclusion 

Our new results on the symmetry and structure of the 
H2 molecule in Si are unexpected. The Cx symmetry 
found in our experiments is lower than has been sugges- 
ted by theoretical calculations [5,9-12] and by an analy- 
sis of the vibrational spectrum [11]. The absence of 
a marked dependence of the magnitude of the IR 
transition moment on temperature or stress found in our 
experiments suggests that the existence of the nonzero 
transition moment is a simple consequence of this low 
symmetry. The absence of an ortho-para splitting of the 
H2 vibrational line [8,11] and the lack of stress-induced 
alignment found here are consistent with a static center. 
All of these results for H2 in Si are at variance with the 
theoretical expectation [9-12] that an isolated H2 mol- 
ecule will interact only weakly with its host cage (as 
seems to be the case for H2 in GaAs [7]). A simple 
explanation, that the H2 molecule is in the vicinity of 
another defect, conflicts with strong evidence that the 
H2 molecule is isolated. For example, Raman experi- 
ments on H2 in Si (Ref. [7]) were performed with samples 
treated in an H2 plasma. The high concentration of 
H2 molecules expected in these samples (>1018cm"3) 
makes it unlikely that there is an additional impurity 
present in float zone Si at comparable concentration. An 
alternative possibility, that the H2 molecule is part of 
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Abstract 

IR and EPR studies of hydrogen interactions with defects in silicon implanted with protons and deuterons were carried 
out. An analysis of temperature dependence of Si-H local mode anharmonicity, using isotope substitution of H by D, 
revealed that anharmonicity is sensitive to the environment of a Si-H dipole. This enables to separate Si-H modes 
between H atoms in the vicinity of vacancy or Si interstitial conglomerates and to construct models for H-related 
complexes. It is shown that the 2107,2122 cm"1 doublet may be assigned to V6H12, which can serve as nucleus of {1 1 1} 
platelets. Mechanisms of H interactions with ring hexavacancy and Si-B3 interstitial defect are considered and tentative 
models for a new Si-AA17 EPR center and for H-related shallow donor suggested. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Silicon; Hydrogen; Vacancies; Interstitials 

1. Introduction 

IR studies of H-implanted Si: H revealed that chem- 
ical bonding of H in the vicinity of intrinsic defects leads 
to appearance of a number of Si-H local lines at 
1800-2300 and 500-900 cm-1 [1,2]. Complexes respon- 
sible for strongest Si-H lines were investigated intensive- 
ly using co-doping with H and D, uniaxial stress and 
impurity effect [3-7], however, these methods fail to 
discriminate between vacancy- and interstitial-type com- 
plexes and till now there are discrepancies in interpreta- 
tion of experiments. 

Earlier [8] we found a difference in temperature de- 
pendence of an anharmonicity between Si-H lines lying 
above and below 2000 cm"1 and have proposed that 
lines above 2000 cm "l are related to vacancy-type com- 
plexes while lines below 2000 cm"1 are connected with 
interstitial-type complexes. The same trend was also 

* Corresponding author. Fax: + 7-327-2-545224. 
E-mail address: serik@sci.kz (S.Zh. Tokmoldin) 

shown in other works both theoretically [9-11] and 
experimentally [5,6,12-14]. 

An analysis carried out in this study reveals that the 
anharmonicity representing the coupling of a Si-H 
dipole to the defect host is sensitive to the character of 
hybridization and coordination of Si atom bonded to H. 
This enables to separate Si-H lines related to vacancy- 
and interstitial-type complexes. We also consider a mech- 
anism of H interaction with Si-B3 interstitial center and 
discuss possible Si-H modes of a new H-related Si-AA17 
EPR center [15] tentatively assigned to a complex of two 
H atoms with ring hexavacancy. 

2. Experimental details 

High-purity  Si   crystals  (JVB < 1014 cm  3,  W0iC < 
3) were implanted at near 300 K with 30 MeV 
and   25 MeV   deuterons   up   to   doses   of 

1015cm 
protons 
5 x 1017 ion/cm2. Various thickness aluminum screens 
were used to reduce ion energy. A set of Si: H samples 
were heat-treated for 15 min 125-650°C with the step 
25°C. Another set of samples were annealed at 400°C to 
500°C for 15 min and then were kept for a long time at 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00446-9 
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70-300°C, followed by quenching 300 K in water. IR 
spectra of Si: H and Si: D samples were measured with 
the spectral resolution of 0.5-2.5 cm-1 in the 400- 
2300 cm-1 range and at temperatures of 80 and 300 K. 

3. Si-H bond anharmonicity 

To characterize Si-H bond anharmonicity, in Ref. [8] 
we used a diatomic molecule approximation which en- 
ables to determine an anharmomc/harmonic frequency 
part A/co via experimental Si-H and Si-D frequencies 
vH and vD. The anharmonicity may be also determined 
using a parameter x included into the reduced mass as it 
was suggested in Ref. [16]. We measured vH and 
vD bond-stretching frequencies in as-implanted Si: H 
and Si: D spectra at 80 and 300 K and then calculated 
the values of co, A, x, öco = «(80 K) - co(300 K), SA = 
zl(80 K) - zl(300 K) and p = x(80 K)/x(300 K). 

Fig. 1 shows that öco, 5A and p reveal correlated step 
function behavior along vH. Such a behavior of öco, 8A 
and p representing temperature dependence of Si-H 
bond anharmonicity enables to separate lines lying above 
and below 2000 cm"1 into two groups (Fig. 1, /- and 
F-groups) and indicates that Si-H modes responsible for 
lines in a separate group have similar coupling to the 
defect host. 

The values of A are varied from 70 to 95 cm"x in good 
agreement with an estimation of A & — const/(co xt)« 
— 80 cm"1 for a Si-H dipole located in a cavity with 

volume T [17]. Taking into account this estimation one 
can expect that the decreasing of x with temperature from 
300 to 80 K will cause an increasing of 5A and a deviation 
of p from 1. Indeed, it is observed for F-lines while SA 
and p for /-lines are only slightly deviated from 0 and 1. 
This indicates that Si-H bond coupling to surrounding 
atoms is larger in case of F-lines. The large value of 
coupling for F-lines implies the presence of neighbour 
H atoms because the coupling of a Si-H bond to Si host 
must be insensitive to temperature variation due to large 
mass difference for H and Si atoms. 

Fig. 2 shows a coordination of Si-H bonds in the 
vicinity of vacancy- and interstitial-type complexes. In 
the case of a vacancy-type complex Si-H bond coordina- 
tion is tetrahedral and a small distance between H atoms 
implies the noticeable coupling between Si-H bonds 
while in the case of an interstitial-type complex the co- 
ordination is non-tetrahedral and the distance between 
H atoms is larger. This enables to conclude that V- and 
/-lines are related to vacancy- and interstitial-type com- 
plexes, respectively. 

According to Ref. [17] Si-H bond is a dipole with 
small negative charge on H atom. Therefore the lengths 
of Si-H bonds located in the vicinity of a vacant site must 
decrease in comparison with a single Si-H bond due to 
coulomb repulsion between H atoms. This implies an 
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Fig. 1. Temperature dependence of Si-H bond anharmonicity 
in Si: H along vH. 
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Fig. 2. Si-H bond coordination in the vicinity of vacancy-type 
and interstitial-type complexes. 

increase of Si-H mode frequencies due to the increase of 
the s-orbital contribution into tetrahedral-coordinated 
Si-H bond formed by sp3-hybridized Si-orbital. Indeed, 
it is seen in Fig. 1 that the parameter öco representing 
harmonic part of Si-H mode frequency is increased 
greatly in case of F-lines. On the other hand, öco for 
/-lines is deviated slightly and this may be explained by 
the fact that non-tetrahedral Si-H bond is formed by 
p-orbital of sp2-hybridized Si-atom without noticeable 
s-orbital contribution (Fig. 2(b)). 

Recent IR and EPR studies of Si: H [18] revealed that 
2038 cm"1 line is related to VH complex. In this case 
single Si-H bond is coupled only to surrounding Si-host, 
therefore, the parameters öco, öA and p must be varied 
slightly in comparison with other F-lines. It is seen 
clearly in Fig. 1 and confirms our classification of V- and 
/-lines. Further confirmations come from detailed experi- 
mental and theoretical studies of 2223, 2191, 2166 cm"1 

and 2145, 2122 cm"1 F-lines and 1990, 1987 cm"1 /- 
lines which were unambiguously identified with va- 
cancy-type VH4, V2H6, VH2 and interstitial-type IH2 

complexes, respectively [5,6]. 
Fig. 2(a) illustrates also a coordination of Si-H anti- 

bond. As we argued in Ref. [19], Si-H antibond has 
ionic, non-covalent character, which is confirmed by the 
presence of 1599 cm"1 overtone mode of 818cm"1 

bond-bending mode. In this case the parameters öco, öA 
and p for related 1838 cm"x bond-stretching line must be 
varied slightly that is seen in Fig. 1. 
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A confirmation of V- and /-lines classification comes 
also from the recent study of Si-H bond-bending modes 
in conjunction with Si-H bond-stretching modes [14]. 
We have found a correlation between the following sets 
of lines (wave numbers at 300 K): (1) 2211 and 634 cm" \ 
(2) 2161, 2184 cm-1 and ~ 610, 668 cm"1, (3) 2104, 
2120 cm"1 and ~ 610,694, 588 cm"1, (4) 1950 cm"1 and 
718, 750 cm"1, and (5) 1960 cm"1 and 718, 750 cm"1. 
One can also add to these sets the 1838 and 818 cm"1 

lines and can then see that ordering of Si-H bond- 
bending lines is opposite to the ordering of V- and /-lines 
that may easily be explained by the difference of angles 
between Si-H and Si-Si bonds (Fig. 2). The ordering of 
Si-H bond-bending lines correlates with the relation 
between the angles £ < ß # y < a. 

So Si-H bond anharmonicity is sensitive to coordina- 
tion of bonds and to type (vacancy-type or interstitial- 
type) of complexes. The ordering of Si-H bond-stretching 
and bond-bending lines is characteristic of. Both anhar- 
monicity and position of a Si-H line in the spectrum may 
be used to predict Si-H bond coordination and/or type 
of a related complex. 

because Si-AA3 intensity is reversibly changed by 
quenching at 100-300°C and the quenching dependence 
is similar to that of Si-AAl. The configurations shown in 
Fig. 3 (c and d) may be reversibly transformed into each 
other and may be responsible for H-donor and Si-AAl. 
They have to cause Si-H lines in /-line range. Indeed, 
analysis of annealing characteristics reveals that 1957 and 
1967 cm-1 /-lines correlate with Si-AAl and Si-B3. Fig. 
4 shows that 1967 cm"1 line is raised with annealing of 
1957 cm"1 line. Then 1957 and 1967 cm"1 lines may be 
assigned to configurations in Figs. 3(b) and (c and d), 
respectively. Recent IR study of H-donor [25] revealed 
that reversible changing of H-donor concentration does not 
cause appearing, displacement or splitting of any Si-H line. 

The maximum of H-donor concentration derived from 
Hall measurements is close to that of 2107, 2122 cm"1 

doublet F-lines. This is surprising because experimental 
data presented above indicate that H-donor is inter- 
stitial-type defect. Earlier [12] 2107, 2122 cm"1 doublet 
was assigned to vibrations of two Si-H bonds in the 
vicinity of a vacant site in V2H4 consisting of two VH2 

structural units. However the doublet may also be 
assigned to neutral V6H12 also consisting of VH2 units. 

4. H-related shallow donor 

H-related shallow donor (H-donor) is an important 
process-induced defect in Si. It appears in proton-im- 
planted Si: H after subsequent annealing at 300-500°C 
[2]. It was shown that H-donor is a double donor with 
a ground spin-singlet state and correlates with (^„-sym- 
metry Si-AAl EPR center with S = \ in positively 
charged state [20]. H-donor concentration can exceed 
1016 cm"3 and may be reversibly changed by heat-treat- 
ment at 70-300°C with the following quenching to 300 K 
in water [21]. Si-AAl also reveals quenching depend- 
ence, but opposite to that of H-donor. 

It was found [22] that H-donor spatial distribution is 
close to that of Si-B3 EPR center assigned to a <1 0 0> 
pair of Si atoms located at tetrahedral interstitial site 
[23]. It is reasonable to propose H-induced reconstruc- 
tion of Si-B3 with the formation of H-donor responsible 
for C2v-symmetry Si-AAl EPR center. Recently we have 
found [24] that Si-AAl spectrum derives from a C2v- 
symmetry complex. An analysis of the effective piezos- 
pectroscopic tensor indicates that Si-AAl produces 
strong compression strain field along both <0 0 1> C2v- 
axis and <1 1 0> axis. This implies the presence of a chain 
of two or more <1 0 0> Si-interstitialcies. 

A tentative mechanism of H-induced Si-B3 reconstruc- 
tion is shown in Fig. 3 where arrows indicate possible 
displacements of Si interstitials in the presence of H. The 
resulted complex (Fig. 3(b)) may be EPR active in neutral 
state. A low Cx -symmetry Si-A A3 EPR center with S = \ 
observed in Si: H in temperature range of H-donor activ- 
ity [20] may be tentatively assigned to this complex 

(a) (b) 

(d) 

O Si 

(c) 
i H O Si • Si-interstitials 

Fig. 3. Tentative mechanism of Si-B3 H-induced reconstruction. 
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Fig. 4. Annealing characteristics for main Si-H lines and a new 
Si-AA17 EPR center. 
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Then correlation between H-donor and 2107,2122 cm"1 

doublet may be explained by hydrogen passivation and 
reactivation of acceptor-like complexes \6HX with x < 
12. V6H12 can serve as a nucleus of the {1 1 1} platelets 
[26]. Indeed, flaking-off of plates from Si samples im- 
planted by protons at high doses after annealing at 500°C 
was observed in Ref. [2]. 

5. New SI-AA17 EPR center 

Recently [15] a new H-related Si-AA17 EPR center 
with S = 1 and D3d-symmetry was discovered. The Si- 
AA17 g-tensor and hyperfine structure reveal that 62% 
of spin-wave function is located on two equivalent Si 
atoms situated along <111> axis of defect. The wave 
function has 91% 3p and 9% 3s character that is charac- 
teristic of a dangling Si-bond in the vicinity of vacancy- 
type defect [27,28]. The magnitude of zero-field splitting 
(16.8 MHz) enables to estimate a distance of 12 A be- 
tween two unpaired electrons. Uniaxial stress applied 
along <1 1 1> axis leads to the lowering of Si-AA17 
energy that implies the presence of a void space between 
two dangling bonds separated by distance of 5a (a - 
length of Si-Si bond). 

A model for Si-A Al 7 is a complex of H atoms with ring 
hexavacancy, which was found to be the most stable defect 
among multivacancy complexes in Si [29]. Fig. 5 shows 
a tentative mechanism for the trapping of two H atoms in 
the vicinity of hexavacancy. Hexavacancy produces a ten- 
sile deformation of the A-B and A'-B' bonds that enables 
H atoms to be trapped by B and B' atoms. There are two 
possibilities: H atoms may be trapped on tetrahedral- 
coordinated Si-H bonds or on non-tetrahedral Si-H 
antibonds. The related Si-H lines are expected to appear 
in V- and /-lines ranges, respectively. 

Recently [30] on the basis of experiments and theoret- 
ical calculations a similar V6H2 complex with D3d sym- 
metry has been suggested for B41 luminescence center 
[31,32]. B41 center arises from the defect with D3d sym- 
metry and two equivalent H atoms are incorporated in its 
structure. It is important that formation and temperature 
stability of B41 center correlate with those of Si-AA17. 

Fig. 4 shows annealing behavior of Si-AA17 and some 
Si-H lines. It is seen that Si-AA17 is annealed at 450°C 
that correlates with annealing of 2070 and 2096 cm"1 

Si-H lines situated in F-line range. There is no line in 
7-line range with behavior similar to that of Si-AA17. 
This means that two tetrahedral-coordinated Si-H 
bonds are preferable in Si-AA17 model. 

Si-AA17 is annealed with increasing intensity of 2107, 
2122 cm"1 doublet assigned to V6H12. This contributes 
a confirmation to Si-AA17 model suggested. Here it is 
necessary to note that {111} platelets produced in 
H2 plasma-treated Si give rise to broad IR lines at 2065, 
2075, 2095 and 2125 cm"1 [26]. 

Fig. 5. Tentative mechanism of H-induced reconstruction of ring 
hexavacancy. Arrows show possible displacement of Si atoms. 
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Abstract 

Hydrogen-related defects in proton-implanted crystalline Ge and 6H-SiC are studied with IR spectroscopy. Absorp- 
tion lines at 1979.5, 1992.6, 2014.9, 2024.8 and 2061.5 cm"1 in Ge: H are identified as Ge-H stretch modes of three 
distinct vacancy-hydrogen complexes. The properties of H-related defects are very similar in Ge: H and Si: H. In 
contrast, no LVMs are observed in 6H-SiC: H, indicating that H behaves differently in this material. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: H; Ge; Vacancy; Local vibrational modes 

1. Introduction 

Hydrogen has, by far, the most diverse behavior of 
impurities in Si, reacting with lattice imperfections such 
as surfaces, interfaces, vacancies and self-interstitials, and 
impurities, including dopants, O, C, other H atoms and 
transition metals. In the last decade a variety of H-related 
defects have been identified in c-Si. Based on a strong 
interplay between experiment and theory, the micro- 
structure of a series of these defects is now well under- 
stood. Considerable research is currently devoted to 
other group-IV semiconductors, such as Sii -xGex alloys 
and SiC, motivated by the need for electronic devices 
beyond the reach of Si technology. To investigate the 
properties of H in these materials, we have performed IR 
absorption studies of proton-implanted Ge (Ge : H) and 
6H-SiC (6H-SiC: H). In Ge: H, a series of Ge-H stretch 
modes is observed at and above room temperature (RT). 
Five of these modes are investigated in detail and as- 
cribed to VH2, VH4, and V2H6, where V„,H„ consists 
of m vacancies and n H atoms. Apart from a downshift 
in frequency and decrease in thermal stability, the pro- 
perties of these complexes are very similar to their 
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tronomy, Vanderbilt University, Box 1807, Nashville, TN 37235, 
USA. Tel.: 615-322-2479; fax: 615-343-1708. 
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counterparts in Si. In 6H-SiC: H, on the other hand, no 
H-related local modes are observed. The implications of 
this result are discussed. 

2. Vacancy-hydrogen complexes in Si 

The assignments of Ge-H modes to VmH„ complexes are 
partly based on similar identifications carried out in Si: H 
using IR spectroscopy and EPR. The present section there- 
fore gives a brief review of the identifications made in Si. 

Vacancy complexes in Si can according to theory bind 
one H for each dangling bond. The structure of these 
complexes is essentially obtained by saturating the rel- 
evant number of dangling bonds with H. The interaction 
among the remaining dangling bonds inside the complex 
may distort the structure, leading to Si-H bonds that 
deviate from <1 1 1> directions. VH, VH2, VH3, VH4 

and V2H6 are predicted to have Clh (monoclinic-I), 
C2v (orthorhombic-I), C3v (trigonal), Td (cubic) and 
D3d (trigonal) symmetry [1]. The calculated binding en- 
ergy (per H) decreases and the Si-H stretch mode fre- 
quencies increase with the number of H bound to the 
vacancy due to repulsive inter-bond interactions. For the 
same reason, the total symmetric vibrational mode of 
each complex is predicted to have higher frequency than 
the asymmetric vibrational mode. 

A series of single-hydrogenated complexes VH, V2H 
and V3H (or V4H) were recently observed in Si: H by 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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EPR [2,3]. Correlated IR measurements associated ab- 
sorption lines at 2038.5,2068.1 and 2073.2 cm"1 to these 
complexes [3]. In addition, a pair of absorption lines has 
been observed at 2121 and 2145 cm"1 in Si-H. The lines 
originate from an orthorhombic-I complex containing 
two equivalent Si-H bonds, and were assigned to VH2 in 
Si [4]. Observation of the same complex by ODMR was 
reported by Chen et al. [5]. However, this assignment 
was recently questioned because the angular dependence 
of the ODMR signal is virtually identical that of the 
excited VO complex (A-center) [6]. The Si-H stretch 
mode with highest frequency in Si: H is observed at 
2223 cm"1. Isotope substitution [7] and uniaxial stress 
[8] measurements have shown that the mode is three- 
fold degenerate and originates from a cubic defect con- 
taining four equivalent Si-H bonds. These findings are all 
consistent with the 2223-cm"1 mode originating from 
VH4. The last VmH„ complexes in Si to be discussed in 
this context are VH3 and V2H6, both of which have been 
associated with local modes at 2166- and 2191-cm"1 [4,9]. 
These modes originate from the same trigonal complex; 
the 2166-cm"1 mode being two-fold degenerate and the 
2191-cm"1 mode non-degenerate [4]. The properties of 
the two modes are consistent with those expected theoret- 
ically for both VH3 and V2H6, making identifications 
based on local mode spectroscopy virtually impossible. 
However, VH3 was recently identified by EPR and 
shown to correlate with modes at 2155 and 2182 cm"1 

[10]. This strongly suggests that the 2166- and 2191- 
cm"1 lines originate from V2H6. In summary, VH, VH2, 
VH3, VH4, V2H and V2H6 have been identified in Si. 

3. Vacancy-hydrogen complexes in Ge 

Hydrogen forms covalent bonds with Ge of similar 
strength as with Si [11]. Therefore, one would a priori 

expect that VmH„ complexes also form in Ge : H. To test 
this hypothesis, we performed an IR study of Ge : H. 

Ge samples were implanted with protons and/or 
deuterons at ~ 70 different energies, yielding a uniform 
H and/or D concentration of 0.05 at% from 11 to 43 urn 
below the sample surface. After implantation at ~ 30 K 
the samples were stored at RT. 

Fig. 1 shows IR absorbance spectra of Ge: H annealed 
at RT and 513 K. The spectra were measured at 9 K us- 
ing a closed-cycle cryostat and an FTIR spectrometer, as 
described elsewhere [12]. A series of absorption lines are 
observed in the range 1750-2100 cm"1, close to the 
Ge-H stretch modes of molecular germane (GeH4) at 
2106 and 2114cm"1 [11]. A similar series of lines is 
observed, shifted down in frequency by a factor of ~ y/2, 
when deuterons are implanted instead of protons, 
showing unambiguously that the lines originate from 
excitation of Ge-H stretch modes [12]. Of particular 
interest to this work are the lines at 1979.5, 1992.6, and 
2061.5 cm"1 observed after RT annealing and the 
2014.9- and 2024.8-cm"1 lines present after annealing at 
513 K for 15 min. Isochronal annealing studies show that 
the intensity ratio of the lines at 1979.5 and 1992.6 cm"1 

is independent of annealing temperature, indicating that 
they originate from the same defect. The two lines have 
maximum intensity after annealing at RT and disappear 
after annealing at ~ 400 K. Similarly, the annealing de- 
pendence shows that the lines at 2014.9 and 2024.8 cm"x 

are correlated. They appear after annealing at ~ 450 K 
and disappear at ~ 620 K. Finally, it was found that the 
annealing behavior of the 2061.5-cm"1 line is different 
from that of any other line in the Ge-H spectra. This line 
is present after annealing at RT, but has maximum inten- 
sity at ~ 500 K and disappears at 590 K. 

Additional information on the microstructure of de- 
fects can be obtained by partial isotope substitution. For 
example, Fig. 2 shows that the 2061.5-cm"1 line splits 

300 K 

^jJU^-. 

2024.8 

-^_A*w^^JUL 513 K 

1750    1800    1850    1900    1950    2000    2050    2100 

Wave Number (cm"1) 

Fig. 1. Absorbance spectra of Ge: H stored at RT and annealed at 513 K. 
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Fig. 2. Effect of isotope substitution on the 2061.5-cm-1 line in 
Ge:H. 
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Fig. 3. Frequency shifts of the 2061.5-cm-1 line induced by 
uniaxial stress. The full (open) symbols are the line positions 
observed with the electric field of the IR light, e, polarized 
parallel (perpendicular) to the applied stress F. The solid lines 
represent the best fit of the theoretical shifts for a three-fold 
degenerate mode of a cubic defect to the experimental data. 

into five, when deuterons and protons are coimplanted 
with spatially overlapping concentration profiles. All five 
lines have the same annealing behavior, and are ascribed 
to Ge-H stretch modes of the complexes obtained by 
isotopic mixing of the 2061.5-cm-1 complex. A corre- 
sponding set of lines is observed in the Ge-D stretch 
region (not shown). The isotopic splitting shows that the 
2061.5-cm""1 complex contains at least four equivalent 
H atoms and has cubic symmetry. Similarly, partial iso- 
tope substitution shows that the complex giving rise to 
the 1979.5- and 1992.6-cm-1 lines contains two equiva- 
lent Ge-H bonds, whereas the lines at 2014.9 and 
2024.8 cm~x originate from a complex containing at least 
three Ge-H bonds. 

The symmetry of point defects and their LVMs can be 
obtained by measuring the splitting and shifts of the 
absorption lines as a function of magnitude of uniaxial 
stresses applied along major crystallographic axes. Fig. 3 
shows the uniaxial stress pattern of the 2061.5-cm~1 line. 
The line splits into two components when the uniaxial 
stress, .F, is applied along <1 0 0> and <11 1> directions, 
and into three components for F//<1 1 0>. The compo- 
nents are fully polarized, i.e. only one component is 
observed when the IR light is polarized parallel and 
perpendicular to each of the three stress directions. 
Qualitatively, this stress pattern is consistent only with 
the 2061.5-cm "1 line originating from a three-fold degen- 
erate T-mode of a cubic defect. A least-squares fit of the 
experimental frequency shifts to those expected theoret- 
ically for such a mode confirms this assignment, as evid- 
enced by the good agreement between the experimental 
points and straight lines shown in Fig. 3. Similarly, 
uniaxial stress measurements show that the 1979.5-cm-1 

line originates from a non-degenerate B1-mode of an 
orthorhombic-I complex, and the 2014.9- and 2024.8- 
cm"1 lines from, respectively, a two-fold (E) and a 
non-degenerate (A) mode of a complex with trigonal 
symmetry. 

Table 1 summarizes the properties of the five Ge-H 
modes, and compares them with the modes of the VH2, 
VH4 and V2H6 complexes in Si. There is clearly a one- 

to-one correlation between the modes in the two mater- 
ials, establishing that they originate from the same defect. 
We therefore assign the lines at {1979.5, 1992.6}, 2061.5 
and {2014.9, 2024.8} cm"1 to VH2, VH4, and V2H6 in 
Ge. Together with identifications of the HJ defect and the 
H-saturated self-interstitial (IH2) in Si and Ge reported 
previously [12,13], the present work shows that H has 
very similar properties in the two materials. Table 
1 shows that the stretch frequencies and annealing tem- 
peratures are ~8and ~ 25% higher in Si than Ge. This 
is qualitatively consistent with the Si-H bond being 
~10% stronger than the Ge-H bond [11]. 

4. Hydrogen in 6H-SiC 

To further investigate the properties of H in group-IV 
semiconductors, IR absorption studies of 6H-SiC im- 
planted with protons were carried out. Samples were 
implanted with protons at 13 different energies in the 
range 1425-2000 keV, resulting in a nearly uniform 
H concentration of 0.05 at% extending from 18-33 um 
below the sample surface. The IR absorbance spectra of 
the samples were measured at 9 or 100 K with an FTIR 
spectrometer. 

No absorption lines were observed in the Si-H or C-H 
stretch regions after implantation. This is very surprising 
considering that H may be expected to saturate im- 
plantation-induced dangling bonds in 6H-SiC, just as in 
Si and Ge. To test if thermal activation is required for 
H to react with the lattice defects, an isochronal anneal- 
ing series was performed. One of the implanted samples 
was annealed at 673, 1073 and 1373 K for 15 min, and 
between the annealing steps, the IR absorption was mea- 
sured at ~ 100 K. Annealing did not result in any de- 
tectable absorption lines. The failure to detect LVMs 
indicates that the properties of H in SiC are markedly 
different from Si and Ge. It can, however, not be ruled 
out that Si-H and C-H bonds actually are formed, but 
that the corresponding absorption lines are broadened 
beyond the limit of detection. In 6H-SiC there are two 
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Table 1 
Properties of VmH„ complexes in Si and Ge 

Complex 

VH2 

VH4 

V,Hfi 

Symmetry 

Orthorhombic-I 

Cubic 

Trigonal 

Mode 

A, 

E 

A 

Si 

(o (cm  ') Tm (K) 

2121 

2145 
485 

2223 775 

2166 

2191 
800 

Ge 

a (cm  *) 

1979.5 

1992.6" 

2061.5 

2014.9 

2024.8 

Tann  (K) 

400 

590 

620 

a Symmetry not determined experimentally due to overlap with the 1989-cm  1 mode of the Hf defect (see inset in Fig. 1). 

major sources of line broadening not present in Si and 
Ge. Ion implantation inevitably results in formation of 
lattice defects. In Si and Ge these defects recombine or 
agglomerate below RT, whereas much higher temper- 
atures are required for intrinsic defects to become mobile 
in 6H-SiC. Even when they are mobile, a significant 
fraction of C-interstitials may recombine with Si-va- 
cancies (and Si-interstitials with C-vacancies) leading to 
the formation of anti-site defects. This suggests that the 
concentration of intrinsic defects in 6H-SiC is consider- 
ably higher than in Si and Ge, which could lead to 
extensive inhomogeneous broadening of IR absorption 
lines. Another possible source of line broadening is the 
large number of inequivalent solution sites in the 6H-SiC 
lattice. For example, three distinct Si (and C) vacancies 
exist. For each of these vacancies, the dangling bond 
parallel to the hexagonal axis is distinguishable from the 
other three dangling bonds, which e.g. results in a total of 
12 distinct VH complexes in 6H-SiC as compared to 
only one in Si and Ge. Depending on the stretch fre- 
quency difference of these VH complexes, the large num- 
ber of inequivalent variants of each defect type can lead 
to either broadening or splitting of the absorption lines 
not present in Si and Ge. 

5. Conclusion 

Implantation of protons into Ge gives rise to Ge-H 
stretch modes at 1979.5, 1992.6, 2014.9, 2024.8 and 
2061.5 cm"1. Isochronal annealing, isotope substitution 
and uniaxial stress measurements revealed a clear one- 
to-one correlation between these modes and those of 
VH2, VH4 and V2H6 in Si: H. Evidently, the properties 
of H-related defects in Ge and Si are very similar. In 
contrast, no local vibrational modes are observed in 
6H-SiC: H, indicating that H either behaves very differ- 

ently in this material or that detection of Si-H and C-H 
stretch modes is impossible due to inhomogeneous 
broadening. 
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Abstract 

Hydrogen passivation of polycrystalline silicon (poly-Si) and single-crystal silicon (c-Si) at moderate temperatures 
causes the generation of platelets. These two-dimensional extended structural defects appear within 1500 A of the surface 
and are predominantly oriented along {111} crystallographic planes. Platelet formation is observed only for Fermi 
energies of Ec - EF < 0.3 eV. As the Fermi level moves closer to the conduction band the platelet concentration 
increases monotonically. It is demonstrated experimentally that platelet generation is driven by the Fermi energy. Based 
on our data we propose a model for platelet nucleation and growth that is consistent with experimental and theoretical 
studies of hydrogen in silicon. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Hydrogen; Platelets; Fermi energy 

It is well known that the introduction of hydrogen in 
single crystal (c-Si) and polycrystalline silicon (poly-Si) at 
temperatures below 300°C results in the formation of ex- 
tended two-dimensional defects. These defects are known 
as platelets and are unrelated to plasma or radiation 
damage [1,2]. Platelets are predominantly oriented 
along {111} crystallographic planes and are a conse- 
quence of the coordination formation of Si-H bonds 
driven by strain [3]. 

In this paper we investigate the nucleation and growth 
mechanism of hydrogen stabilized platelets. Platelets are 
observed only in n-type silicon with a Fermi energy of 
Ec — EF < 0.3 eV. The platelet concentration increases 
monotonically with increasing phosphorus concentra- 
tion. Platelets are also observed in poly-Si. In samples 
with similar phosphorus concentrations the platelet 
densities at the surface of poly-Si and c-Si are compara- 
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ble. Based on our data a model accounting for the 
nucleation and growth of platelets is proposed that is 
consistent with experimental and theoretical studies of 
hydrogen in silicon. 

The experiments described in this paper were per- 
formed on undoped and phosphorus-doped fine grain 
polycrystalline silicon and n- and p-type single-crystal 
silicon. Poly-Si was prepared by laser crystallization of 
amorphous silicon. Hydrogen and deuterium exposures 
were performed in an optically isolated remote plasma 
system which eliminates surface damage resulting from 
direct immersion of the samples in the plasma. This has 
the additional advantage that defect passivation and 
generation is driven only by chemical reactions of hydro- 
gen with the silicon lattice. Platelet formation was ac- 
complished in a two-step hydrogenation process. Plate- 
lets were nucleated with a 20 min hydrogen exposure at 
150°C. A second exposure to monatomic H at 275°C for 
1 h caused the existing platelets to grow to a length of up 
to 150 nm3. Platelet concentrations were obtained from 
TEM micrographs. Deuterium concentration profiles 
were measured by secondary ion mass spectrometry 
(SIMS)  using a  Cs+  ion  beam.  In  the  subsequent 
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discussion the term hydrogenation will be used interchange- 
ably with deuteration because no significant difference in 
platelet generation has been found for the two isotopes. 

Typical deuterium depth profiles measured on un- 
doped and phosphorus-doped poly-Si are shown in 
Fig. 1. The samples doped with a P concentration of 1017 

cm-3 were exposed to monatomic Doat 150°C for 5 and 
30 min, respectively. In the first 300 A of the depth pro- 
files both samples reveal a striking peak in the D concen- 
tration. This is similar to D depth profiles reported for 
n-type c-Si [1]. For comparison a D depth profile (solid 
line) measured on undoped poly-Si is plotted in Fig. 1. 
The dashed line represents a least-squares fit to the 
convolution of an erfc and the SIMS depth resolution 
[4]. Fit and data are in good agreement for a depth 
greater than 0.1 um. However, in the near-surface region 
data and fit deviate indicating an accumulation of D sim- 
ilar to that observed in P-doped specimens but more 
pronounced. In single-crystal silicon the deuterium accu- 
mulation in the near-surface region was attributed to the 
presence of D stabilized platelets [1]. The similarities of 
the deuterium depth profiles measured in poly-Si suggest 
that hydrogen passivation at low temperatures also 
causes the formation of platelets. On the other hand, it is 
conceivable that a high concentration of H traps [5] 
leads to the accumulation of H in the near surface region 
of poly-Si. 

To clarify the origin of the high D concentration in the 
surface region of poly-Si TEM micrographs were taken 
on undoped and P-doped poly-Si. The bright-field im- 
ages in Fig. 2 show a cross-sectional view of poly-Si prior 
to (a) and after a hydrogen plasma treatment (b). Plasma 

I 0.1 0.2 0.3 0.4 0.5 

Depth (|xm) 

Fig. 1. D depth profiles in undoped and P-doped poly-Si. 
Plasma passivation parameters are indicated in the plot. The 
dashed line depicts a least-squares fit to the convolution of 
a complementary error function with the SIMS depth resolution 
[4]. 

Fig. 2. Cross-sectional TEM micrographs viewed in a <1 1 0> 
projection, (a) bright-field image of poly-Si prior to the exposure 
to monatomic H; (b) after an exposure to monatomic H accord- 
ing to the two-step schedule; (c) high-resolution lattice image of 
a platelet viewed in a <110> projection. 

hydrogenation of poly-Si resulted in the generation of 
H stabilized platelets. Since the micrographs show the 
poly-Si cross-section close to a <1 1 0> zone axis platelets 
in two of the 4 <1 1 1> planes appear as linear defects. 
Since the second <1 1 1> plane is rotated by 90° with 
respect to the first plane platelets in the second plane 
appear as two-dimensional discs. A high-resolution im- 
age of a single platelet is show in Fig. 2(c). A Burgers 
circuit analysis indicates no net displacement of the lat- 
tice eliminating dislocations as the origin of platelets in 
poly-Si. Similarly, no evidence was found that platelets 
consist of either interstitial or vacancy loops since con- 
trast of typical stacking faults [6] was not observed. 

In order to elucidate the microscopic mechanism gov- 
erning platelet nucleation and growth a series of boron 
and phosphorus doped c-Si samples was hydrogenated 
according to the two-step passivation schedule. In Fig. 3 
the platelet concentration is plotted as a function of the 
Fermi energy. Boron-doped samples (triangles) did not 
contain platelets while in phosphorus doped c-Si plate- 
lets were observed for Fermi level positions of Ec — 
EF < 0.3 eV (diamonds). As the Fermi level moves closer 
to the conduction band the platelet concentration in- 
creases to 2.45 x 1017 cm"3. 

This result suggests that platelet generation is driven 
by the Fermi energy. However, it is also conceivable that 
platelet nucleation occurs at P sites. Hence, a series of 
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Fig. 3. Platelet concentration in c-Si vs. Fermi energy. Details 
are described in the text. 

control experiments was performed to clarify the origin 
of the platelet nucleation mechanism. First, intrinsic c-Si 
(Ec - EF = 0.55 eV) was implanted with P and 29Si and 
subsequently annealed at 1200°C to remove the im- 
plantation damage and activate the dopants. Then, 
a control sample, the P-doped specimen, and the sample 
implanted with 29Si were exposed simultaneously to 
monatomic H according to the two-step schedule. While 
the control sample (cross) and the specimen implanted 
with 29Si (solid triangle at Ec - EF = 0.55 eV) did not 
contain platelets the P-doped c-Si sample revealed a 
platelet concentration of approximately 9.4 x 1016 cm"3 

(solid triangle at Ec - EF =0.15 eV). This result demon- 
strates that residual implantation damage does not give 
rise to platelet nucleation. 

In the following experiment phosphorus-doped c-Si 
(labeled a) was electrically compensated by implanting 
boron to a depth of «1.0 um with a concentration of 
2xl017 and 2.6 x 1017cm"3, respectively (squares in 
Fig. 3). Again, the implanted atoms were activated in 
a 1200°C furnace anneal and subsequently the sample 
was exposed to monatomic H. Compensation resulted in 
a decrease of the platelet concentration in sample (b) to 
« 3.8 x 1016 cm"3 while platelet generation was sup- 

pressed in sample (c) (squares in Fig. 3). These experi- 
ments clearly demonstrate that H-induced generation of 
platelets is controlled by the Fermi energy. 

Based on the observation that platelet generation is 
accompanied by an increase of the concentration of Si-H 
bonds [1] is has been suggested that the microscopic 
structure of platelets consists of aggregated Hf com- 
plexes [7]. This complex consists of one H in a Si-Si 
bond-center (BC) site forming a Si-H bond and the other 
H residing in the anti-bonding interstitial Td site forming 
a Si-H bond with the remaining dangling bond [8]. The 
Hf complexes can be viewed as an intimate charged 
defect pair with a proton located in the BC site while the 

(a) . p-type 

  Ec 

,'''' 
  EF 

^-—    Ev 

Depth 
(b)      E. i n-type 

—* Ec 

..ir. rr—r_.   .   .   .. ^Er 

.-   
^e 

x' Depth 

Fig. 4. Band diagram in the surface region of (a) p-type and (b) 
n-type silicon, e is the mean value of the H donor and acceptor 
levels. 

H" prefers the Td site since it has the lowest electron 
density. Therefore, the formation of Hf requires a posit- 
ively and a negatively charged H atom. The concentra- 
tions of H+ and H" depend on the Fermi energy. In p- 
and n-type c-Si hydrogen prefers the positive and nega- 
tive charge state, respectively. A change of the charge 
state occurs at a Fermi level position of e = Ec — E = 
0.38 eV. Neutral hydrogen is unstable which is character- 
istic for a negative-U impurity [9,10]. 

At the surface the Fermi energy is pinned approxim- 
ately at midgap. It is conceivable, that the influence of 
a remote H plasma will not cause a significant deviation 
of the Fermi energy from its midgap position. Thus, in 
p-type and intrinsic c-Si the Fermi energy resides below 
s (Fig. 4). Monatomic H introduced from the plasma 
donates electrons and becomes positively charged. Due 
to a lack of H " platelets cannot nucleate. In the bulk of 
n-type c-Si the Fermi level resides between the conduc- 
tion band and s. Pinning of the Fermi energy at the 
surface causes band bending in the near-surface region 
and EF crosses e at a depth x' (Fig. 4). At x' the positive 
and negative charge states of H occur in similar concen- 
trations permitting the nucleation of platelets. 

Hydrogen introduced into silicon influences the Fermi 
energy. In the near surface region (Depth < x') H be- 
comes positively charged donating the electron. This 
causes the Fermi energy to move closer to the conduction 
band. Simultaneously, x' moves closer to the surface 
promoting the growth of platelets towards the surface. 
H at a depth greater than x' captures electrons and thus 
compensates the dopants. The Fermi energy moves 
closer to e. As a consequence the depth of equal concen- 
trations of H+ and H" moves deeper into the bulk 
promoting the growth of platelets in the bulk of c-Si. 
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Platelet nucleation and/or growth will terminate when 
the H concentration decreases below a threshold value of 
1017 cm-3 or when the total H" concentration is small 
compared to the doping concentration [11]. 

In summary, we have shown that nucleation and 
growth of H-induced platelets is controlled by the Fermi 
energy. Platelets are observed in n-type silicon with 
a Fermi energy of Ec — EF < 0.3 eV. As the Fermi en- 
ergy moves closer to the conduction band the platelet 
concentration increases monotonically. Platelet nuclea- 
tion experiments performed on electrically compensated 
c-Si clearly established that the generation mechanism is 
driven by the Fermi energy. We propose a model for 
platelet nucleation and growth that is based on the idea 
that the microscopic structure of platelets consists of 
aggregated Hf complexes and that the formation of these 
H complexes requires charge neutrality. 
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Abstract 

The interactions between hydrogen and intrinsic defects in silicon are studied using ab initio molecular dynamics 
simulations in periodic supercells and Hartree-Fock in saturated clusters. The two issues discussed here are the 
complexes involving one neutral self-interstitial with one to four H's and the trapping of a single H at various vacancy 
aggregates. The binding energies, structures, and properties of these defects are calculated. © 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 

Hydrogen is a common impurity in silicon and other 
semiconductors. It diffuses rapidly and interacts with 
a wide range of impurities and native defects. These 
interactions often involve some degree of covalent bond- 
ing between H and Si atoms. The most common conse- 
quence is a change in the structure of the defect with 
which H interacts, a change in the energy spectrum 
associated with it, and a shift of levels within the gap, 
from the gap into a band (passivation), or from a band 
into the gap (activation) [1,2]. The thermal stability of 
most complexes containing H is of the order of a few 
hundred degrees Celsius. The most stable complexes are 
usually those involving H and intrinsic defects because of 
the presence of strong Si-H bonds. The simplest intrinsic 
defects [3] are the vacancy (V) and the self-interstitial (I), 
but aggregates of V's and I's are traps for H as well. 

The isolated I has never been observed in Si, but 
several {I, H} complexes have been detected by FTIR [4] 
and predicted by theory [4-6]. Possible structures have 
been calculated for such complexes [7-9]. 

It is now well-established [10] that a V has deep levels 
in the gap and can be fully passivated by four H atoms 

trapped in it, with all four Si-H bonds pointing toward 
the center of the vacancy. The {V,H„} complexes have 
now all been identified by FTIR [11,12]. The stretch 
mode at 2222 cm"1 with Td symmetry has been assigned 
to both the {V,^}1 complex [11,12] and to the inter- 
stitial silane (SiH4) molecule [13-15]. Recent calcu- 
lations [9] of vibrational modes found the stretch mode 
of interstitial SiH4 to be close to 1800 cm"1, far too low 
to be associated with the observed mode. 

V-V interactions lead to the formation of vacancy 
aggregates V„. One peculiar such aggregate, the ring- 
hexavacancy V6, has been predicted [16] to be parti- 
cularly stable and, in contrast to the other vacancy ag- 
gregates, have no localized (deep) levels in the gap. Thus, 
while four H's are needed to passivate the monovacancy, 
V6 needs no H to be free of deep levels. 

In the present work, we study two families of com- 
plexes: those of the form {I,H„} with n = 1,..., 4, includ- 
ing the silane and silyl molecules, and those of the form 
{V„,H} with n = 1,..., 6. We are interested in binding 
energies, equilibrium structures, and changes in the en- 
ergy spectra of V„ caused by the trapping of a single H. 

The stable and metastable configurations are obtained 
from ab initio tight-binding molecular-dynamics (MD) 
simulations [17,18] in periodic supercells containing 64 
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and/or 216 Si atoms (not counting the defect). Four 
/c-points in the Brillouin zone were included with the 
smaller cell but only k = 0 in the larger one. At first, 
a wide range of symmetrically inequivalent initial config- 
urations were thermalized and quenched using the faster 
but less accurate Harris-functional version of the code. 
Then, the most stable configurations were used as inputs 
for slower but more accurate self-consistent calculations. 
Some of these calculations are still under way. All the 
MD calculations used a spin-averaged scheme. 

Once the most stable structures were identified, ap- 
proximate ab initio and ab initio Hartree-Fock (HF) 
calculations were performed to obtain molecular-orbital 
(MO) eigenvalues and chemistry of the various defects. 
All the configurations considered are closed-shell ones 
(spin 0). That is, in the HF calculations, the {V„,H} 
complexes are assumed to be in the + 1 charge state, 
resulting from the trapping of HBC by V°. 

2. Self-interstitial - hydrogen complexes 

In agreement with other authors [19], we find that 1° is 
stable in the split-<110> configuration. There are nu- 
merous strained Si-Si bonds in the vicinity of the defect, 
and therefore numerous trapping sites for H. The binding 
energy AE„ of H to the {I,H„} complex, defined from 
{I,H„-!} + HBC - {I,H„} + A£„ is 1.45eV for n = 1, 
2.61 eV for n = 2, 0.42 eV for n = 3, and 1.35 eV for 
« = 4 (these are Harris functional energies). Thus, the 
most stable complex in the series is {I,H2}, and the least 
stable one is {I, H3}. 

The lowest-energy structure of {I, Ht} is a distortion of 
the split-<110> configuration. I is shifted toward an 
adjacent T site and H is bound to it. Five Si host atoms 
are displaced from their perfect lattice sites. 

The stable structure of {I,H2} (Fig. 1, left) is the same 
as that found by other authors. [4,7-9] It resembles a 

(distorted) split-<100> interstitial with one H bound to 
each of the two Si atoms. The lowest-lying metastable 
configuration, 0.40 eV higher in energy, is a puckered 
bond-centered I with both H's bound to it [5]. 

The lowest-energy structure of {I,H3} (Fig. 1, right) is 
similar to {I, H2 } with two H's bound to one Si atom and 
the third H to the second Si atom. A metastable config- 
uration, only 0.1 eV higher in energy, has the three 
H atoms bound to three adjacent Si host atoms. The 
interstitial silyl molecule (SiH3) with Si very near the 
T site, is 0.44 eV higher in energy. This is not only higher 
than two other configurations, but also than {I, H2} plus 
isolated HBC. 

The lowest-energy structure of {I, H4} consists of 
{I, H2 } and two additional H atoms which are bound to 
a nearest neighbor (NN) and a second NN to I, respec- 
tively. The four H's are bound to four different Si atoms. 
The nearest metastable configuration, 0.2 eV higher in 
energy, is very similar to {I, H3} (Fig. 1, right) but with 
two H's bound to each of the two Si atoms. It is likely 
that the strain associated with this defect can trap addi- 
tional H atoms, but is it not clear that the simple {I, H„} 
notation is still appropriate. 

Interstitial silane, centered at the T site with the four 
H's pointing along the four <111> axes, is 2.48 eV higher 
in energy. Since even {I, H3 } + HBC is more stable than 
interstitial silane, the molecule can be ruled out as a can- 
didate as a model for the 2222 cm-1 line. 

3. Hydrogen and vacancy aggregates 

The binding energies of H to vacancy aggregates V„, 
defined from V„ + HBC -> {V„, H} + AE„ and shown in 
Fig. 2, exhibit no correlation with the stability of V„ (Ref. 
[16]). A£„ increases up to n = 5 then remains constant at 
about 3.8 eV. In all the vacancy aggregates, H forms 
a strong Si-H bond with H pointing toward a perfect 

Fig. 1. Structures of the {I,H2} and {I,H3} complexes. 
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Fig. 2. Binding energy of H to V„, defined as the difference 
between the total energies of {V„,H} and {V„-1;H} + HBC. 

Fig. 3. Two MOs of the {V4,H} complex (see text). The small 
circles show the perfect lattice sites. Note that the Si-H bond 
points toward a perfect lattice site. 

(vacant) lattice site. The defect reconstructs around that 
bond. The larger the defect, the more degrees of freedom, 
and the easier it is to realize a perfect reconstruction. The 
general features of the Si-H bond in {V„, H} are largely 
independent of n, and configurations such as H bridging 
a reconstructed Si-Si bond never occur. 

A comparison of the energy spectra of V„ and {V„, H} 
shows that none of the V„'s which, by themselves, have 
deep levels in the gap (n = 1,..., 5 and n = 7), are pas- 
sivated by a single H. Some of the energy eigenvalues do 
shift, but they remain within the gap. On the other hand, 
V6 by itself has no localized eigenvalue in the gap. Upon 
trapping one H, at least one deep level appears in the gap 
and H activates this defect. 

Fig. 3 shows the structure of {V4, H} and several 
MO's. A 'dangling' p orbital is clearly visible on one of 
the Si atom. It is associated with one of the deep levels of 
this defect. Another MO, associated with a shallow level, 
extends over a reconstructed Si-Si bond with two small 
antibonding components on either side of it. 

4. Discussion 

The stable configurations for four {I,H„} complexes 
(n = 1,..., 4) have been obtained. The most stable struc- 
tures are those with an even number of H's, and of those 
{I, H2} is the most stable. More than four H's can bind to 
the region surrounding I because the strain associated 
with the defect provides a variety of distorted Si-Si bonds 
where H can trap. Interstitial silane is more than 2eV 
higher in energy than at least two other configurations 
and that {I,H3} plus isolated HBC- It is therefore not 
a possible defect. 

H traps at V„ aggregates by forming a strong Si-H 
bond around which the rest of the defect reconstructs. 
The binding energy of H to V„ (relative to isolated HBC) 
increases with n up to n = 5, then remains mostly con- 
stant. There is no correlation between the stability of 
V„ and the binding energy of H to it. None of the small 
V„ aggregates is passivated by trapping a single H, and 
V6 is activated by it. 
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Abstract 

We studied electronic and vibrational properties of Zn-H complexes in Si based on optical absorption measurements. 
Specimens were prepared from floating-zone grown Si crystals of high purity and n-type. They were doped with Zn at 
1200°C by the vapor pressure method. They were then doped with H and/or D by annealing in H2 and/or D2 gas 
followed by quenching. Optical absorption spectra were measured by an FT-IR spectrometer equipped with a continu- 
ous-flow-type liquid He cryostat. When specimens were doped with H at 1200°C, we observed optical absorption peaks 
due to electronic transition associated with the Zn-H pair. When specimens were doped with H at higher temperatures, 
intensities of above peaks decreased and two other peaks appeared at about 2214 and 2135 cm-1, due to the vibration of 
the Zn-2H complex. The Zn-2H complex dissociated into Zn-H and H at around 450°C and the Zn-H pair dissociated 
at around 750°C due to isochronal annealing. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Hydrogen in semiconductors is chemically active and 
changes properties of other impurities and defects by 
forming pairs and complexes with them. Research on the 
properties of H in semiconductors has been extensively 
done since the pioneering study of Pankove et al. [1] on 
the hydrogen passivation of B in Si. Since the work of 
Pankove et al., many studies on group III acceptor-H 
pairs in Si have been done. Those pairs are electrically 
inactive but optically active since they have a vibrational 
frequency around 2000 cm"1. In the case of group III 
acceptors in Si, they are monovalent acceptors and can 
form only one kind of pair with H. 

On the other hand, group II acceptors are double 
acceptors. Hence, we expect two kinds of complexes with 
H, namely, a group II acceptor-H pair which is expected 
to be a monovalent acceptor, and a fully passivated 
group II acceptor-2H complex. There have been several 
studies on the properties of the former. Muro and Sie- 
verse [2] studied the Be-H pair in Si by the measurement 
of its optical absorption spectrum. They found peaks 
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associated with electronic transitions of a monovalent 
acceptor (Be-H pair). They also found an anomalous 
peak shift depending on the isotopes, H and D, and 
interpreted it as being due to the tunneling motion of 
H around Be. Later, Merk et al. [3] observed optical 
absorption peaks associated with a monovalent Zn-H 
pair. They also observed an anomalous peak shift de- 
pending on the isotopes, H and D. Suezawa and Mori [4] 
performed similar experiments and confirmed their re- 
sults. 

As shown above, studies based on the measurement of 
the optical absorption spectrum of group II acceptor-H 
complexes have been performed only for monovalent 
acceptors (group II acceptor-H pair). In this study, we 
investigated properties, namely, optical absorption 
spectra and thermal stability, of Zn-2H as well as of 
Zn-H based on the measurement of their optical absorp- 
tion spectra. Thermal stability of pairs and complexes 
can yield invaluable information about their binding 
energies. 

2. Experimental 

Specimens   were   prepared   from   a   floating-zone 
grown high-purity Si crystal (n-type, the phosphorus 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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concentration was 4.5 x 1012cm~3) and an n-type Si 
crystal (the phosphorus concentration was about 
1 x 1015 cm-3). After being cut from the above crystals, 
specimens were mechanically shaped with carborun- 
dum and chemically polished with a mixed acid 
(HN03 : HF = 5:1). Specimen size was about 6 x 6 x 
12 mm3. Then the specimens were doped with Zn by 
a vapor method: specimens were sealed in evacuated 
quartz capsules together with pieces of Zn foil. The 
weight of Zn was determined so as to obtain 1 atm Zn 
vapor at 1200°C. The quartz capsules were heated at 
1200°C from 4 to 72 h, mainly 72 h, followed by quench- 
ing in water. After Zn doping, specimens were again 
sealed in quartz capsules together with H2 and/or D2 gas 
with a pressure of 1 atm at heat treatment temperature. 
After heating at an appropriate temperature, the quartz 
capsules were quenched in water. We measured their 
optical absorption spectra with an FT-IR spectrometer 
combined with a continuous-flow-type liquid helium 
cryostat. The resolution was 0.25 cm"1 and the measured 
temperature was about 6 K. 

3. Results and discussion 

3.1.  Optical absorption spectra 

Fig. 1 displays the dependence of optical absorption 
spectra on the H-doping temperature. Peaks at 2099, 
2130, 2171 and 2173 cm-1 observed in the specimen 
doped at 1200°C are due to the electronic transitions 
associated with the Zn-H pair, a single acceptor. This 
was confirmed from a comparison of observed peak 
separations with those of the Zn acceptor. The separ- 
ations of corresponding peaks agreed well. This means 
that they are well described by the effective-mass theory. 
After doping at 1250°C, two new peaks appeared at 
about 2214 and 2135 cm-1. The relative intensities of 
these peaks with respect to those of the former four peaks 
became larger after 1300°C doping. This strongly sug- 
gests that these two peaks are due to the Zn-2H complex 
since the H concentration is larger at higher doping 
temperatures. 

To confirm this interpretation for the 2214 cm- x peak, 
we performed two kinds of experiment, namely, use of an 
n-type specimen and co-doping with H and D. Fig. 2 
displays spectra of originally n-type (the spectrum (a)) 
and high-purity (the spectrum (b)) specimens after Hi- 
doping at 1300°C. Absorption peaks due to the Zn-H 
pair disappeared in spectrum (a) in contrast with the ex- 
istence of those peaks in spectrum (b). This is due to the 
compensation of the Zn-H pair acceptor due to P in the 
originally n-type specimen. On the other hand, the inten- 
sity of the 2214 cm"1 peak is similar in both specimens. 
Hence, this clearly shows that the 2214 cm-1 peak is not 
electrically active. Another interesting feature of Fig. 2 is, 

Electronic transition spectra 
due to Zn-H acceptor 

2240 2200 2160 2120 2080 

Wavcnumber (cm-1) 

Fig. 1. Optical absorption spectra of specimens doped with H at 
various temperatures (TH). 

2250 2200        2150 2100 
Wavenumber (cm"1) 

Fig. 2. Optical absorption spectrum of specimen of (a) high- 
purity and of (b) originally n-type. H doping was done at 
1300°C. 

as already described, that there is a broad peak at about 
2135 cm-1. We first hypothesized that this peak is due to 
the vibration of the Zn-H pair. This hypothesis, however, 
was incorrect according to the following experimental 
results. Firstly, this peak becomes noticeable when the 
optical absorption due to the Zn-H pair acceptor de- 
creases. Secondly, the intensity of this peak also seems to 
be independent of the original conduction type. Finally, 
the annealing process was found to be similar to that of 
the Zn-2H complex as shown later. Hence, we did not 
detect the optical absorption due to the vibration of the 
Zn-H pair. Figs. 3 and 4 display spectra at around 
2200 cm-1 and 1600 cm"1, respectively, of various speci- 
mens, all of which were doped with H and/or D at 
1300°C. The 2214 cm"x in the H-doped specimen shifted 
to 2210 cm"1 in the D-doped specimen. By co-doping of 
H and D, two peaks were observed at 2214 and 
2210 cm-1. Apparently, this result seems peculiar since 
two H atoms are thought to mainly bond with two Si 
atoms at the nearest-neighbor sites of the Zn atom and, 
consequently, there seems to be almost no direct interac- 
tion between two H atoms. However, it should be re- 
membered that two H atoms migrate to the Zn atom 
because Zn is a double acceptor. Hence, in the discussion 
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Fig. 3. Optical absorption spectra of H and/or D doped speci- 
mens around 2100 cm-1. 
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Fig. 5. Isochronal annealing behaviors of the Zn-2H complex 
(2214 and 2135 cm-1 peak) and the Zn-H pair. The annealing 
period was 30 min at each temperature. 
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Fig. 4. Optical absorption spectra of H and/or D doped speci- 
mens around 1600 cm-1. 

of vibrational properties, we regard a Zn-2H complex as 
a molecule. We applied the results of the HzO model, 
a three-center model of molecular vibration, to explain 
the above observations and semi-quantitatively suc- 
ceeded. According to this treatment, the 2214 and 
2210 cm-1 peaks are due to the vibrations of H in the 
Zn-2H complex of H in the Zn-HD complex, respective- 
ly. A similar isotope shift was observed in the case of HJ, 
a metastable state of H2, in Si [5]. At around 1600 cm"1, 
a new peak appeared at 1608 cm"1 due to D-doping and 
H and D co-doping. This peak is probably due to the 
vibration of D in the Zn-2D complex since the frequency 
ratio (1.377) with 2214 cm"1 is slightly smaller than the 
square root of the mass ratio of H and D. This small ratio 
of isotope effect suggests that H mainly bonds to the Si 
atom. We expected another peak to exist near this peak 
due to D in the Zn-HD complex in the case of co-doping 
of H and D. However, we did not observe the splitting of 
the 1608 cm"1 peak upon co-doping. This may be due to 
a weak intensity. 

3.2.  Thermal stabiltity of the Zn-H complex 

To determine the binding energy of the Zn-H complex 
and the Zn-H pair, we performed isochronal annealing 

Zn-H peaks     o     / 

n   -co    oy^ 

A        ~^f^     \ Zn peaks 
A^ 

as-doped 200 400 600 800 
Temperature (°C) 

Fig. 6. Isochronal annealing behaviors of the Zn-H pair and 
Zn. Both intensities were determined from peak heights due 
to electronic transitions associated with them. The annealing 
period was 30 min at each temperature. 

experiments. Fig. 5 shows the results of isochronal an- 
nealing for 30 min at each temperature. The specimen 
was doped with H at 1300°C. The intensities of the 2214 
(Zn-2H complex) and 2135 cm"1 peaks decrease above 
350°C. Simultaneously, the intensity of 2130 cm"1 peak 
(Zn-H pair) increases. This clearly shows that one 
H atom dissociates from a Zn-2H complex, resulting in 
the Zn-H pair. Fig. 6 shows the result of the isochronal 
annealing experiment of the Zn-H pair. The specimen 
was doped with H at 1200°C. The slight increase around 
300°C is probably due to dissociation of the Zn-2H 
complex and the decrease around 700°C is due to the 
dissociation of Zn-H pair. Assuming first-order reactions 
for the dissociations of the Zn-2H complex and the 
Zn-H pair, we obtained binding energies of about 2 and 
3 eV, respectively. These are rough estimates but seem 
reasonable since the binding energy of Zn-2H complex is 
expected to be about \ that of Zn-H pair because the 
dissociation of the Zn-2H complex occurs by a reaction 
Zn — 2H = Zn — H + H and because the Zn-H pair is 
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a monovalent acceptor. To obtain more accurate values, 
we need to perform an isothermal annealing experiment. 

4. Conclusion 
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We studied optical absorption spectra due to a Zn-2H 
complex and a Zn-H pair. The vibrational frequency of 
the Zn-2H complex was 2214 cm"1. On the other hand, 
we did not detect vibrational absorption due to the Zn-H 
pair. Instead, we observed electronic absorption due to 
the Zn-H pair, a monovalent acceptor, which is well 
described by the effective mass theory. The Zn-2H com- 
plex and Zn-H pair dissociate at above 450°C and 
750°C, respectively. 
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Abstract 

The annealing behaviors of H-point defect complexes in Si were investigated to determine their formation or 
dissociation processes. Specimens were doped with H by annealing in H2 gas followed by quenching. They were then 
irradiated by 3 MV electrons at room temperature. Subsequently, they were annealed isochronally or isothermally. 
Optical absorption spectra of H-point defect complexes were measured at 7 K. Due to isochronal annealing, the 2122, 
1838 and 817 cm"1 peaks disappeared below 200°C. On the other hand, 2223 and 2166 cm"1 peaks were formed at 
above 125°C and 175°C, respectively. From isothermal annealing experiments, the binding energies of Hf (1838 cm"1 

peak) and I (I: a self-interstitial)• 2H complex (1987 and 1990 cm"1 peaks) were determined to be about 1.5 and 2.0 eV, 
respectively. The generation of the 2223 cm"1 defect, V.4H (V: a vacancy), was due to the reaction between H2 and the 
2122 cm"1 defect, V-2H. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: H; Si; Point defect; Binding energy 

1. Introduction 

Hydrogen (H) is chemically active and forms pairs and 
complexes with impurities and defects in Si crystals. Its 
action was initially noticed by Pankove et al. [1] in their 
study on the hydrogen-passivation of B in Si. Although 
a number of results on the properties of H in semiconduc- 
tors as well as in Si have been published, many properties 
of H, especially properties of complexes of H and other 
impurities and defects, remain to be further investigated. 

We are particularly interested in the sort of point de- 
fects, namely, vacancies (V) or self-interstitials (I), included 
in H-point defect complexes since this is still controver- 
sial. One issue regarding the H-point defect complexes in 
Si is the sort of point defects, V or I, included in the 
complexes responsible for the 1987 and 1990 cm"J peaks 
and the 2122 and 2223 cm"1 peaks. Some of the pro- 
posed models are reviewed below. Shi et al. [2] proposed 
that the 2223 cm"1 defect (we term the 2223 cm"1 defect 

*Tel.: + 81-22-215-2040; fax: +81-22-215-2041. 
E-mail address: suezawa@imr.tohoku.ac.jp (M. Suezawa) 

which is responsible for the optical absorption at 
2223 cm"1) is an I-4H complex, based on the study of 
optical absorption spectrum of Si grown in H2 gas and 
on a theoretical consideration. Bai et al. [3] proposed 
that the 1987 and 1990 cm"1 defects are the same, V • 2H 
or V2 ■ 2H, from the study of optical absorption spectra 
of electron-irradiated Si grown in H2 gas. Xie et al. [4] 
proposed that the 1987 and 1990 cm"1 defects and the 
2223 cm"1 defect are V-2H and V-4H, respectively. 
Bech Nielsen et al. [5] proposed that the 1987 and 1990, 
2122, 2166, and 2223 cm"1 defects are I-2H, V-2H, 
V • 3H, and V ■ 4H, respectively, from the study of optical 
absorption spectra of proton-implanted Si. Their propo- 
sal was based on the ab initio calculation of the vibra- 
tional frequency of the H-point defect complex. On the 
other hand, Suezawa [6] focused on the impurity effect 
on the intensities of 1987 and 1990 cm"1 peaks and 
2122cm"1 peak. He measured the optical absorption 
spectra due to H-point defect complexes generated by 
electron irradiation of hydrogenated Si. According to 
him, the intensities of 1987 and 1990 cm"1 peaks in B- or 
C-doped Si were much weaker than those in high-purity 
Si. This result strongly supports the notion that the 1987 
and 1990 cm"1 defect includes an I for the following 
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reasons. An I is known to kick out B and C from substi- 
tutional site to interstitial site. Hence, the concentration 
of I is expected to be low in B and C-doped Si. Therefore, 
his results experimentally support Bech Nielsen et al.'s 
identifications quoted above. 

As a further study, we performed experiments of isoch- 
ronal and isothermal annealings to determine the ther- 
mal stability and the activation energy for the generation 
or annihilation of H-point defect complexes. In the case 
of H-point defect complexes, their generation or dissocia- 
tion processes offer invaluable information about those 
complexes. 

2. Experimental 

Specimens were prepared from a high-purity (n-type, 
carrier concentration at RT was about 4xl012cm"3) 
floating-zone-grown Si crystal. After the specimens were 
cut from the crystal, they were shaped with carborundum 
and chemically etched with a mixed acid of HN03 : 
HF = 3:1. The specimen size was about 6x6x11 mm3. 
To dope the specimens with H, they were sealed in quartz 
capsules together with H2 gas. They were heated at 
1200°C for 2 h followed by quenching in water. Speci- 
mens were irradiated with 3 MV electrons at RT. During 
irradiation, the specimens were pressed onto a sample 
holder which was cooled with running water and blown 
air. The total dose of irradiation was 2 x 1016 cm"2. To 
determine the thermal stability of H-point defect com- 
plexes, they were subsequently subjected to isochronal or 
isothermal annealing. In the former case, annealing was 
performed at 25°C intervals and an annealing duration of 
30 min. Optical absorption spectra of those specimens at 
7K were measured with an FT-IR spectrometer and 
a continuous-flow-type liquid helium cryostat. The res- 
olution was 0.25 cm"1. 

3. Results and discussion 

3.1. Optical absorption peaks 

Fig. 1 shows a part of the optical absorption spectrum 
after electron irradiation of hydrogenated Si. In an as- 
irradiated specimen, the observed peak positions are 
2145.0, 2122.3 (abbreviated 2122 hereafter), 2072.4, 
2062.2, 1989.9 (1990), 1987.0 (1987), 1952.9, 1952.4, 
1870.0, 1838.5 (1838), 1599.6, 817.5 (817), 740.3, 736.4, 
733.1, and 718.7 cm"1, rounded off to the first decimal 
place. Many of those lines agree with those observed in 
a proton-implanted specimen [5]. As previously shown 
[7], the largest difference between the two specimens is 
that the 2222.9 (2223) and 2166. (2166) cm"1 peaks ob- 
served in proton-implanted specimen were not observed 
in our specimen in an as-irradiated state. Due to our 
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Fig. 1. The optical absorption spectrum of electron-irradiated 
Si doped with H around 2000 cm"1. 
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Fig. 2. Isochronal annealing curves of various defects in elec- 
tron-irradiated Si doped with H. The ordinate corresponds to 
the peak intensity. 

H-doping method, hydrogen existed in the form of H2 in 
our specimen as first shown by Pritchard et al. [8]. We 
also detected it in our specimen. Hence, these results 
support Estreicher et al.'s prediction [9]: According to 
a theoretical study on the interaction between a V or an 
I and H2, they concluded that V and I easily form 
complexes with H2 such as a V-2H (or {V, H, H} 
according to their expression) and an I • 2H (or {I, H, H}) 
complex, respectively. 

3.2. Results of isochronal and isothermal annealing 
experiments 

Fig. 2 shows the results of our isochronal annealing 
experiment. Both 2223 and 2166cm"1 peaks were ob- 
served after annealing at high temperature. As shown 
below, the generation process of the 2223 cm"1 peak is 
well related to the annealing process of the 2122cm"1 

peak. The annealing behavior of the 817cm"1 peak 
was similar to that of 1838 cm"1 peak. This result is 
consistent with Bech Nielsen et al.'s model [5] in which 
these peaks are due to vibration of the same defect, H2, a 
metastable pair of H. 
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To determine the annealing kinetics and activation 
energy, we studied isothermal annealing behaviors of 
complexes responsible for various optical absorption 
peaks. All of the isothermal annealing processes were 
well described by first-order reaction kinetics, namely, 
dn/dt was proportional to n/z where n was the defect 
density, t the annealing period and z the time constant. 
Hence the dependence of n on the annealing period is 
given by 

annihilation: n = «0exp( — t/z), 

generation: n = rc0(l — exp( - t/z)), 

(la) 

(lb) 

where n0 is the initial concentration for the annihilation 
process and the saturation concentration for the genera- 
tion process, x = z0 exp(E/kT), and z0 and E are the 
pre-exponential factor of time constant and the ac- 
tivation energy, respectively. In the analysis of the experi- 
mental results by the above equations, we slightly modi- 
fied them by introducing a small constant term to take 
experimental error and the short annealing period into 
account. 

3.2.1. The 1838 cm''peak 
We obtained the activation energy, 1.5 eV, from the 

isothermal annealing experiment. Two models have been 
proposed for the complex responsible for the 1838 cm"1 

peak, VH [4] and Hf [5]. The effect of co-doping with 
H and D on the peak splitting supports the latter. This 
means that the activation energy corresponds to the 
binding energy of Hf. Van de Walle [10] calculated 
energies of various configurations of H in Si. According 
to him, the binding energy of H* is about 1.2 eV, which is 
in good agreement with our result (1.5 eV). On the other 
hand, the theoretically estimated binding of H2 is similar 
to that of H*. It seems, however, much larger than that of 
H* since H2 disappeared after annealing at 350°C in our 
isochronal annealing experiment. If we assume a similar 
pre-exponential factor, the binding energy of H2 is esti- 
mated to be about 2.2 eV. To confirm this, we need to 
perform isothermal annealing experiments about H2. 

3.2.2. The 2122 and 2223 cm ~' peaks 
Fig. 3 shows the isothermal annealing behaviors of 

2122 (triangles) and 2223 (circles) cm"1 peaks at 140°C. 
Both are well described by first-order reaction kinetics 
(solid lines). An interesting feature is that they have an 
almost mirror image relationship with respect to a hori- 
zontal line at about 1.1. By assuming the same oscillator 
strength for both lines, this means the conversion of 
the 2122 cm"1 defect to the 2223 cm"1 defect due to 
annealing. The activation energy is about 0.78 eV. This 
is in good agreement with the activation energy of H2 

diffusion determined by Markevich and Suezawa [11] 
from the generation process of the 0-H2  complex. 

200 300 
Annealing time (min) 

Fig. 3. Isothermal annealing curve of the 2122 (triangles) and 
2223 (circles) cm"1 peaks at 140°C. The ordinate is the peak 
intensity. The solid lines are the fitting curves with Eqs. (la) and 
(lb). 

As mentioned, we detected H2 in these specimens. Hence, 
we conclude that the 2122 cm"1 defect combines with 
diffusing H2 and develops into the 2223 cm"1 defect. As 
shown above, the 2122 cm"1 defect is identified as being 
a V • 2H complex. Hence the 2223 cm "l defect is a V • 4H 
complex. 

3.2.3. The 2166cm'1 peak 
The activation energy is about 1.2 eV. A model [5] has 

been proposed for the 2166 cm"x defect, VH3. To gener- 
ate VH3 by the diffusion process, two mechanisms are 
possible, i.e., VH + H2 or VH2 + H. The vibrational 
frequency of VH is proposed to be 2068 cm"1. However, 
this peak was not observed in our specimen. On the other 
hand, the activation energy of diffusion of atomic H in Si 
is too small (0.48 eV) to explain the above value. We 
therefore tentatively conclude that this energy (1.2 eV) is 
the binding energy of some defect by dissociation of 
which the 2166 cm"1 defect is generated. 

3.2.4. The 1987 and 1990 cm"' defects 
The activation energy was determined to be about 

2.0 eV. The annealing behaviors of 1987 and 1990 cm"l 

peaks were the same. These defects were identified as 
I • 2H in the above. Dissociation of I • 2H probably occurs 
when one H atom leaves this complex. Hence, we must 
estimate the energy difference between two configura- 
tions, i.e., I • 2H and I ■ H + H. According to Van de 
Walle [10], such difference is about 1.36 eV when I is 
a split-interstitial. 

4. Conclusion 

From the annealing study of electron-irradiated Si 
doped with H, we obtained the following conclusions. 
Due to isochronal annealing, the 2122, 1838 and 817 
cm"1 peaks disappeared below 200°C. On the other 
hand, 2223 and 2166 cm"1 peaks were formed at above 
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125 and 175°C, respectively. From isothermal annealing 
experiments, the binding energy of HJ (1838 cm-1 peak) 
was determined to be about 1.5 eV, which is in good 
agreement with that (1.2 eV) estimated by theoretical 
calculation. The binding energy of I-2H (1987 and 
1990 cm"1 peaks) was determined to be about 2.0 eV, 
which was slightly different from that (1.36 eV) of theor- 
etical estimation. The generation of the 2223 cm"1 defect 
(V-4H) was due to migration of H2 to the 2122 cm"1 

defect (V-2H). 
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Abstract 

Annealing and hydrogenation behaviors of electron-beam-induced defects in n-type Si have been investigated by 
deep-level transient spectroscopy. Hydrogenation has been performed by boiling samples in H20 or D20 at 120°C in an 
autoclave. The El level (A center: O-V complex), E2 level (double-negative charge state of the divacancy) and E3 level 
(single-negative charge state of the divacancy) are hardly annealed at as low a temperature as 120°C, while hydrogenation 
by boiling dramatically reduces the concentration of these levels. A new level emerges near 0.33 eV below the conduction 
band edge after boiling, which may be a radiation-induced defect-hydrogen or -deuteron complex. Reappearance of El 
level by annealing after hydrogenation suggests that disappearance of El level by hydrogenation is not due to the 
destruction of A center, but to a mere vanishing of the electronic level due to e.g. formation of the A center-hydrogen or 
-deuteron complex. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Deep levels; Electron irradiation; Hydrogenation; n-Si 

1. Introduction 

In the past several decades, many investigations have 
been made on the electron or ion irradiation effects on Si. 
Pioneering works through electron paramagnetic reson- 
ance measurements by Watkins and Corbett [1-3] have 
shed light on the microscopic structures of these radi- 
ation defects. Evwaraye and Baliga [4] examined elec- 
tron-beam-induced deep centers and their annealing 
behaviors by deep level transient spectroscopy (DLTS) 
[5] in connection with the minority carrier lifetime. It is 
well known that these defects are annealed out thermally 
at elevated temperatures or passivated by hydrogen. Hy- 
drogen has been introduced into semiconductors by 
hydrogen plasma exposure of the semiconductors or low- 
energy hydrogen ion implantation. Recently, it has been 
reported that when B-doped p-type Si is boiled, the 
acceptor B is neutralized by hydrogen [6], and in press- 
urized water boiling, hydrogenation is enhanced signifi- 
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cantly [7]. Water is ionized into H+ and OH~. It has 
been explained that the enhanced hydrogenation at elev- 
ated temperatures results from concentration increase of 
these H-related species in water. In this work, the hydro- 
genation and passivation of electron-beam-induced deep 
centers in n-type Si are investigated, the hydrogenation 
being achieved by boiling in light water (H20) or heavy 
water (D20). 

2. Experimental 

The samples used in this experiment were n-type (1 1 1) 
epitaxial Si wafers of 5 Qcm resistivity. The thickness of 
the P-doped epilayer was about 14 um. Wafers were 
irradiated at room temperature with 3 x 1014 electrons/ 
cm2 at 10 MeV. In the annealing experiment, Si chips 
from irradiated wafers were annealed in a gold-plated 
furnace in an Ar gas. In the hydrogenation experiment, 
the chips were boiled in deionized water at atmospheric 
pressure in the dark. Higher pressure boiling was per- 
formed in a medical autoclave which operates at 120°C 
and 2 atm using deionized light water or heavy water. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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The autoclave is controlled not in the pressure but in the 
temperature. The boiling temperature of the heavy water 
is only slightly higher than that of the light water for the 
same pressure. In reality, the pressure shown by a Bour- 
don tube gauge was quite the same between the heavy 
water and the light water boiling. The heavy water used 
was of 99.9% purity. Most samples were boiled for 1 h. 
Au was evaporated both on the front surface (through the 
stencil mask) and the rear surface of the chip for Schottky 
and ohmic contact, respectively. 

3. Results and discussions 

Fig. 1 shows DLTS spectra for as-irradiated and ther- 
mally annealed samples. It is found that El (A center: 
oxygen-vacancy complex), E2 (the double-negative 
charge state of the divacancy) and E3 (the single-negative 
charge state of the divacancy) are hardly annealed at 
a low temperature of 120°C, while, at 200°C, E2 and E3 
are obviously annealed. It is noted that El increases. At 
300°C, however, all these levels are annealed out com- 
pletely (not shown). It is also noted that the E4 level 
(Ec-0.36 eV) which Evwaraye and Baliga observed after 
annealing at 300°C and assigned to the dominant recom- 
bination center [4], has not emerged. Fig. 2 shows DLTS 
spectra for as-irradiated sample and those after boiling at 
120°C in H20 and D20. It is found that El and E2 levels 
as well as E3 have almost completely disappeared both 
for H20 and D20 boiling, which contrasts sharply with 
the thermal annealing behaviors in Fig. 1. In the samples 
boiled at 100°C, the El level is not annihilated com- 
pletely, but remains at about one-fourth the height of 
that of the as-irradiated specimen (not shown). On the 
other hand, it is observed that in boiled samples, a new 
level En emerges. Also, the En level emerges both in H20 
and D20 boiling at 100°C. 

Table 1 shows energy levels obtained from the Ar- 
rhenius plot of DLTS data. The El, E2 and E3 levels 
agree with previously reported ones. From the position 

sooo. 

3000, 

2000- 

1000- 

10 MeV, 3X10' els/cm' 

'El It, \20lfC, I h annealed 

100 200 
Temperature (K) 

300 

Fig. 1. DLTS spectra for as-irradiated and thermally annealed 
n-type epitaxial wafers which were irradiated with 
3 x 1014 els/cm2 at 10 MeV. 

2006- 

1006- 

10 MeV,3X1014 els/cm2 

■12efC,l h boUingr 

100 200 
Temperature (K) 

300 

Fig. 2. DLTS spectra for as-irradiated and 120°C H20- and 
D20-boiled samples. 

Table 1 
Activation energies (eV) for defect levels El, E2 and E3 in 
as-irradiated n-type Si and new levels En in irradiated and H2 O- 
and D20-boiled n-type Si 

El E2 E3 En (H20) En (D20) 

0.17-0.21 0.22-0.25 0.41-0.45 0.31-0.34 0.32-0.35 

of the energy level and the difference in appearance, it is 
clear that these new level En's are different from the E4 
level. The origin of En must be an irradiation defect- 
hydrogen or -deuteron complex. It seems that the En 
level for D20 boiling is slightly deeper than for H20 
boiling, although the data are scattered considerably. 

Next, in order to investigate the stability of the new En 
levels, when annealed at elevated temperatures, boiled 
and hydrogenated samples were annealed also in an Ar 
gas for 1 h. Fig. 3 shows DLTS spectra for samples which 
were boiled in H2 O and subsequently annealed at vari- 
ous temperatures for 1 h. It is found that En level created 
by H20 boiling is annealed out at 175°C. On the other 
hand, in Fig. 4, where DLTS spectra for samples which 
were boiled in D20 and subsequently annealed are 
shown, En level remains up to 200°C for 1 h annealing. 
This difference of stability between En levels created by 
H20 and D20 boiling may be a strong evidence that the 
origin of En level is a radiation-induced defect-hydrogen 
or -deuteron complex. The deuteron-defect complex is 
thermally more stable than the hydrogen counterpart. 
This behavior is similar to that of the acceptor B in Si. 
Deuterated B is annealed at a higher temperature than 
hydrogenated B [8]. No such levels have been observed 
for Si wafers which were only boiled in H20 or D20. 

Finally, it must be noted that, in both Figs. 3 and 4, El 
levels reappear and seem to grow with the annealing 
temperature. In Fig. 2, the El levels must have been 
annealed out almost completely by boiling in H20 or 
D20. In Fig. 5, the height of El levels are plotted against 
the annealing temperature for samples boiled in H20 or 
D20 as well as only thermally annealed samples. From 
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10 MeV,3X10"'els/cm2   A 

■E1'A2M°C 
MI 250 "C 1 h Annealing 

' after 1 h,120 °CH,Q boiling 

150"C 

100 200 
Temperature (K) 

300 

Fig. 3. DLTS spectra for 120°C, 1 h H20 boiled and sub- 
sequently thermally annealed samples. 

3000 - 

%2000- 
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1000- 
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1 h Annealing 
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Fig. 4. DLTS spectra for 120°C, 1 h D20 boiled and sub- 
sequently thermally annealed samples. 

4Q0(tJOMeV,iXlOu'eh/cm2 <1.  after H,0 boil 

1 h annealing  l     \ 
3000- 

pooo- 
1 

1000- 

\aflerD2Q 
boil. 

100 200 300 
Annealing Temperature("C) 

Fig. 5. Annealing behavior of El level (solid line) and reappear- 
ance and further annealing behaviors of El levels for HzO- and 
D20-boiled samples. 

acceptor B [8] passivated by deuteration require higher 
temperatures for annealing than those passivated by 

hydrogenation, which implies that deuteron forms stron- 
ger bonds with these centers, and which seems to be a 
general behavior for hydrogen and deuteron. 

4. Summary 

The effects of hydrogenation by boiling in pressurized 

light or heavy water on electron-induced defects in n-type 

Si have been investigated by DLTS measurements. 
The El (O-V complex), E2 (single-charge state of the 

divacancy) and E3 (double-charge state of the divacancy) 
levels disappear almost completely after boiling for 1 h at 

120°C (2 atm), although they are hardly annealed ther- 

mally at 120°C. On subsequent thermal annealing after 
boiling, E2 and E3 levels do not appear any more for up 

to 300°C annealing, which suggests that divacancies are 
destroyed by hydrogenation or deuteration. On the other 
hand, El level reappears from about 150°C and grows 
with temperature. The decrease of El level by boiling 
may be not due to the destruction of the defect but to 
a mere annihilation of the trap level due to e.g. formation 
of the A center-hydrogen or -deuteron complex. The 
A center will recover, when hydrogen or deuteron disso- 
ciates from the complex. A new level emerges near 

0.33 eV below the conduction band edge both for light- 
and heavy-water boiling. These new levels are sub- 
sequently annealed at different temperatures between 
H20- and D20-boiled samples; deuterated samples are 
annealed at about 50°C higher temperature. These results 
strongly suggest that the origins of these new levels are the 
radiation defect-hydrogen or -deuteron complexes. 
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this reappearance of El level by annealing, it is inferred 
that disappearance of El level by H20 or D20 boiling is 

not due to the destruction of A center but to a mere 
annihilation of the trap level, e.g. due to formation of the 
A center-hydrogen or -deuteron complex. Hence, when 
hydrogen or deuteron dissociates from the complex, the 
A center will recover. The A center that once recovered, 
however, will be annealed by higher temperature anneal- 
ing. It seems, in Fig. 5, that recovering of H2 O-boiled 
samples takes place at a lower annealing temperature 
region than that of D20 boiled samples, although the 
concentration of El level which recovered for H20 
boiling is much higher than that for D2 O boiling. Thus, it 
is found that deep centers such as El and En as well as 
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Abstract 

We investigate the stability and local vibrational properties of H2 and Hf complexes in Si through first-principles 
pseudopotential calculations within the local-density-functional approximation (LDA) and the generalized gradient 
approximation (GGA). We find the energy difference between H2 and Hf to be less than 0.05 eV per H atom, testing 
supercells containing up to 216 atoms. For the [100], [110], and [111] orientations of the H2 molecule at or near 
a tetrahedral site, the vibrational frequencies by the GGA for the stretch mode lie in the range of 3556-3643 cm" \ close 
to the experimental value of 3618 cm"1, while they are underestimated by about 300 cm"1 in the LDA. A new local mode 
at 650-700cm-1 is predicted for the H2 molecule. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Hydrogen; H2; Hf; Vibrational mode 

1. Introduction 

The first proposal of a molecular form of interstitial 
hydrogen in Si was given by theory [1], and later experi- 
ments have proved the presence of the H2 molecule [2-4]. 
The other stable form of H dimers was predicted to be the 
Hf complex [5], and also confirmed by infrared studies 
[6]. Most theoretical calculations showed that the 
H2 molecule is more stable by about 0.2 eV per H atom 
than the Hf complex [5,7], with an exception that these 
complexes have very comparable energies [8]. For the 
H2 molecule, experiments showed two different results for 
the stretch mode: a broad Raman line at 4158 cm-1 close 
to that of a free molecule in gas phase [2] and a substantial 
frequency shift to the infrared mode of 3618 cm"1 [3,4]. 
Although several theoretical studies predicted the vibra- 
tional frequencies of 3300-3700cm"1 for the H2 molecule 
[9-11], the infrared activity of molecule and the absence of 
a splitting of the stretch mode due to para- and ortho- 
forms of molecule still need to be understood. 

* Corresponding author. Tel.: + 82-42-869-2531; fax:  + 82- 
42-869-2510. 

E-mail address: kchang@hanbit.kaist.ac.kr (K.J. Chang) 

In this work we perform real-space electronic structure 
calculations to investigate more precisely the stability of 
the H2 and Hf complexes in Si, based on the pseudo- 
potential method within the local-density-functional ap- 
proximation (LDA). Increasing the supercell size up to 
a 216-atom cell, we find the H2 molecule to be lower in 
energy by about 0.05 eV per H atom. We also investigate 
the vibrational modes of the H2 and H* complexes 
through plane-wave pseudopotential calculations and 
examine the effect of the generalized gradient approxima- 
tion (GGA) on the vibrational frequencies. The details of 
the results will be published elsewhere [12]. 

2. Calculations] method 

The total energies are calculated using the first-prin- 
ciples pseudopotential method within the LDA and 
GGA. Norm-conserving pseudopotentials are generated 
by the scheme of Troullier and Martins [13], and trans- 
formed into a separable form of Kleinman and Bylander 
[14]. We use the Ceperley-Alder expression for the LDA 
exchange-correlation potential [15] and the PW91 form 
in the GGA calculations [16]. The wave functions are 
expanded in a plane-wave basis set with a kinetic energy 
cutoff of 64 Ry, which ensures the well convergence of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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bond lengths and total energies. The Brillouin zone sum- 
mation of the charge density is done with the use of 
a special i-point set of uniform grids. The vibrational 
frequencies and normal modes of H2 and Hf are deter- 
mined using the dynamical matrix approach, where the 
force constants are calculated for atoms within the super- 
cells containing 32 and 64 atoms. To determine the 
stability of the H2 and H* complexes, we test 64-, 128-, 
and 216-atom supercells. For the 216-atom supercell, we 
perform the calculations in real space using a 3-level 
multigrid method [17]. A higher-order finite-difference 
method is used to expand the kinetic energy operator up 
to the 12th order with a grid spacing of 0.35 a.u., which 
corresponds to the kinetic energy cutoff of at least 40 Ry 
in the plane-wave-basis calculations. Testing the 64-atom 
supercell, we find that the energy difference between the 
H2 and H* complexes varies by only 0.01 eV per H atom, 
compared with the plane-wave-basis calculations. 

(a) W2 in Si (b) H2inSi 

 WI{LDA) 
, \    CA(LDA) 

10     20     30    40     50     60     70 

Kinetic energy cutoff (Ry) 

0.88 
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0.80 

0.78 

0.76 

6.95 

6.85 

6.75 

-| , 1 1 1 1 1 r 

   CA (LDA) 
  PW91 (GGA7 

■    '     I     I     I     '     I     I     I     I 

5(1        40        50        60 

Kinetic energy cutoff (Ry) 

3. Results and discussion 

The energy differences between the H* and H2 com- 
plexes are drawn for various supercell sizes and A-point 
sets in Fig. 1. When only the r point is used for smaller 
supercells containing up to 128 atoms, the H* complex is 
found to be more stable than the H2 molecule, while the 
molecule becomes more stable by about 0.04 eV per 
H atom as the cell size increases to a 216-atom cell. For 
smaller 32- and 64-atom supercells, if a A-point set gener- 

c 

0.05 
■ 

■ 
o 

0.00 

A • 

-OOS • 
o - Plane-wave-basis calculation 

•   r point 

0.10 
*   r and L points 

■   2x2x2 Monkhorst-Pack mesh 

n is 

• - Real-space calculation 
O   F point 

32 64 128 216 

Number of atoms in supercell 
Fig.   1. The  energy  differences  between  H2   and  Hf,  i.e., 
£(Hf) — £(H2), are drawn for various cell sizes and A-point sets. 
Filled and open dots represent the results of plane-wave basis 
and real-space calculations, respectively. 

Fig. 2. The bond lengths and the total energies for (a) the 
Hf complex and (b) the H2 molecule are plotted as a function of 
the kinetic energy cutoff. The LDA results using the Wigner (WI) 
and Ceperley-Alder (CA) expressions for the exchange-correla- 
tion potential are compared with the GGA results. 

ated from the 2x2x2 Monkhorst-Pack mesh is used, 
the molecular form is more stable by about 0.05 eV per 
H atom. Thus, the stability of H* and H2 is very sensitive 
to the parameters used in calculations, with the energy 
difference less than 0.05 eV per atom, which is much 
smaller than the value of about 0.2 eV per atom in most 
previous calculations. 

The vibrational frequency of a stretch mode strongly 
depends on the corresponding bond length, because 
a smaller bond length increases its vibrational frequency. 
Thus, it is important that the calculated bond lengths are 
fully converged. We find that the Si-H and H-H bond 
lengths of the H2 and H* complexes tend to decrease 
with increasing the kinetic energy cutoff, being well con- 
verged for the kinetic energy cutoff of 64 Ry, as shown in 
Fig. 2. In the LDA calculations, the Ceperley-Alder ex- 
pression for the exchange-correlation potential gives 
shorter Si-H bond lengths in the H* complex, compared 
with the Wigner interpolation formula. The Si-H and 
H-H bond lengths are further reduced in the GGA calcu- 
lations, giving rise to higher vibrational frequencies for 
their stretch modes. 

The H2 molecule is found to be lowest in energy at 
a tetrahedral site with the [100] orientation. However, 
this molecular orientation is infrared inactive, in contrary 
to recent infrared measurements [3]. For the [110] and 
[111] orientations, the total energies increase by about 
0.01 eV, and the position of the molecule is shifted slightly 
from the tetrahedral site, which is infrared active. If the 



Y.-S. Kim et al. / Physica B 273-274 (1999) 231-234 233 

Table 1 
The calculated relative energies (A£), bond lengths (dH_H), and local vibrational frequencies (a>) for the H2 molecules in the [10 0], [110], 
and [111] orientations by the LDA and GGA are listed and compared with other calculations and experiments 

Modes 

LDA GGA 

Other calc. [100] [110] [111] [100] [110] [111] Expt. 

A£ (eV/mol.) 0 0.008 0.012 0 0.008 0.011 

<*H-H (A) 0.813 0.810 0.808 0.783 0.780 0.779 
co (cm  J) Stretch 

Twist 
Long, displ 

3260 

605 

3556 

651 

3603 

688 

3643 

699 

3363a 

3396d 

3708e 

3618b-c 

aRef. [9]. 
bRef. [3]. 
cRef. [4], 
dRef. [10]. 
eRef. [11]. 

equilibrium position is shifted for the molecule in the 
[100] orientation, it may also give rise to the infrared 
activity, but, no shift is found. In GaAs, two stretch 
modes attributed to para- and ortho-H2 molecules were 
observed by Raman spectroscopy [18], while only 
a single-stretch mode has been found so far for Si [3,4]. 
Since the ortho- and para-forms do not exist when the 
molecular rotation is frozen, Hourahine et al. suggested 
that the energy barrier of at least 0.17 eV to reorientation 
of the molecule is needed [11]. Our calculations show an 
extremely low energy barrier of about 0.01 eV, similar to 
other calculations for Si [9-11] and GaAs [19]. The 
infrared activity and the absence of para- and ortho- 
forms of the molecules in Si still need to be solved. One 
possible explanation is that unknown symmetry-break- 
ing fields would exist, which shift the position of the 
molecule from the tetrahedral site and enhance the en- 
ergy barrier to reorientation. 

The vibrational frequencies for the H2 molecules in the 
[10 0], [110], and [111] orientations are listed in Table 
1. In the GGA calculations, we find the stretch modes in 
the range of 3556-3643 cm"1, close to the experimental 
value of 3618 cm"1. However, the LDA calculations 
underestimate the vibrations frequencies by about 
300 cm"1. Although the GGA frequencies for the stretch 
mode are in good agreement with experiments, these 
values would be lowered by considering the anharmonic 
effects [10,20]. For a H2 molecule in gas phase, we 
estimate the lowering of the frequency by the anharmonic 
effect to be about 160cm"1, similar to the other cal- 
culated value of 190cm"1 [10]. The lowering of the 
frequency may be remedied by including the accurate 
electron correlation effect beyond the LDA and GGA 
[20]. We find additional local modes that are infrared 
active. In a twist mode at 651cm"1 for the [100] ori- 

entation, the center of mass of the molecule vibrates 
along either the [010] or [001] direction perpendicular 
to the [100] while the molecule rotates around the 
vibrational axis, while in longitudinal displacement 
modes at 688 and 699cm"1 for the [110] and [111] 
orientations, respectively, the H atoms vibrate in-phase 
along the molecular direction. For the H* complex, the 
GGA-calculated frequencies of the stretch mode are 1784 
and 2071 cm"1 for the H atoms at the antibonding (AB) 
and bond-center (BC) sites, respectively, in good agree- 
ment with the measured values of 1838 and 2062cm"1 

[6]. The frequencies of the wagging mode are found to be 
784 and 598 cm"1 for the Si-HAB and Si-HBC bonds, 
respectively. The experimental value for the wagging 
mode is only available for the Si-HAB bond, which is 
817 cm"1 [6]. 

4. Summary 

In summary, we find that the H2 molecule in Si is 
lower in energy by about 0.05 eV per H atom than the 
H* complex. The stretch modes of the H2 molecules lie in 
the frequency range of 3556-3643cm"1, close to the 
measured value of 3618 cm"1. We predict an additional 
local mode at 650-700cm"1 above the bulk phonon 
band for the H2 molecule. 
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Abstract 

Hydrogen-induced passivation and modification of radiation defect electrical activity in silicon are studied by deep- 
level transient spectroscopy. Hydrogen is incorporated into high-energy electron-irradiated crystals during chemical 
etching in acid solution at room temperature, followed by reverse-bias annealing of p-type samples at 380 K. It is 
observed that the concentrations of major radiation defects (divacancies, A- and K-centers) are reduced in the hydrogen- 
rich regions, while a number of novel hydrogen-related deep-level centers appear. The complexes with the energy level at 
Ev + 0.28 eV are formed due to hydrogenation of the K-centers. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Irradiation-induced defects; Hydrogen; Deep levels 

1. Introduction 

Hydrogen may be easily incorporated into crystalline 
silicon because of its presence in many chemicals used 
in semiconductor technology and, simultaneously, high 
enough diffusivity even at room temperature. In combi- 
nation with the extremely high hydrogen chemical activ- 
ity, this makes hydrogen one of the most important 
impurities in silicon. Investigations of last decades have 
established that hydrogen passivates the electrical activ- 
ity of many defects in silicon [1,2]. However, while the 
mechanism of shallow acceptor and donor passivation is 
reasonably well understood, the hydrogen interaction 
with deep-level centers is still under study. Recently, the 
electrically active hydrogen-related centers have been 
observed in silicon with radiation defects and transition 
metal substitutional impurities [3-6]. These centers have 
been understood as intermediate complexes containing 
less hydrogen atoms than necessary for total defect 
passivation. In the present paper, we continue the work 
directed to ascertainment of the relationship between the 
non-hydrogenated radiation defects and the hydrogen- 
related complexes observed in Ref. [5]. 

* Corresponding author. Fax: + 7-95-962-8047. 
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2. Results and discussion 

2.1. Sample preparation 

Radiation defects were introduced into n- and p-type 
silicon samples by bombardment with high-energy elec- 
trons. Hydrogen was incorporated into the irradiated 
samples during wet chemical etching in acid solution at 
room temperature. The energy spectrum of electrically 
active centers and their depth distributions were investi- 
gated by the deep-level transient spectroscopy (DLTS) 
on Schottky diodes prepared after chemical etching. In 
more detail, the sample preparation has been described 
in Ref. [5]. 

2.2. Overview 

The effect of hydrogenation on the deep-level energy 
spectrum is shown in Fig. 1. In n-type silicon, the novel 
hydrogen-related centers appear in the near-surface re- 
gion immediately after the chemical etching. Therefore, 
the DLTS curve taken from the layer located far enough 
from the treated surface is used as a reference. In p-type 
samples, only the radiation defect signatures can be 
found in the spectrum just after the etching, even when 
the reverse bias is totally removed from the diode during 
the DLTS filling pulse. We believe that the effective 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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A-center n-type Cz-Si (a) 

 deep 

vo  surface 

p-type Cz-Si K-center (b) 
100 140 180        220 

Temperature (K) 

Fig. 1. DLTS curves taken from (a) n-type and (b) p-type irra- 
diated silicon; the solid curves show the deep-level spectra in 
hydrogen-rich regions. The (reference) dotted curves are mea- 
sured from the greater depth in the n-type crystal and before the 
reverse-bias annealing in the p-type sample. 

hydrogen-boron interaction [7] limits hydrogen pen- 
etration to a narrow, close to the surface layer. Therefore, 
the procedure of reverse-bias annealing (RBA) [7] at 
380 K has been used to inject hydrogen deeper in the 
crystal. After the annealing, amplitudes of the radiation 
defect peaks are reduced and a novel peak appears. Note 
that the spectrum presented in Fig. 1(b) is much simpler 
as compared to that in Ref. [5]. Most probably, an unin- 
tentional sample contamination or heat treatment took 
place in the latter case. Summarizing Fig. 1, we can 
conclude that the spectrum of deep-level radiation point 
defects in the samples used in this work consists mainly of 
the divacancies, /1-centers (vacancy-oxygen complex), 
and X-centers (carbon-oxygen pair). Incorporation of 
hydrogen at temperatures below 400 K results in the 
formation of the £4, £6, and HA centers (the notations 
are chosen to be consistent with the previous paper [5]). 

2.3. HA-center 
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Fig. 2. Depth profiles (a) of the net acceptor concentration at 
different annealing stages and (b, c) deep-level centers in p-type 
Cz-Si taken after reverse-bias annealing at 380 K during (b) 1 h 
and (c) 8 h. 

stages, see curves for 1 h annealing. This constancy 
remains valid for a wide set of samples (both Cz and FZ) 
and irradiation doses, indicating that the fl4-centers are 
formed at the expense of the K-centers. During further 
annealing, the constancy is broken, and the H4-center 
depth profile exhibits a local minimum in the region with 
the highest hydrogen concentration. This phenomenon is 
consistent with the model that another hydrogen atom is 
added to the H4-complex. Note that no defects with con- 
centrations comparable to those of the K- and H4-centers, 
and with the energy level located between ~0.1eV 
above the valence band and the midgap, appear due to 
this transformation. 

The iM-center has been reported already as a hydro- 
gen-related complex [8]; however, its nature has not been 
established. In this section, the results are presented, 
which allow us to state that the i?4-center is a product of 
the iC-center hydrogenation. The development of the 
depth profiles of the active boron concentration and 
the deep-level centers is presented in Fig. 2 for different 
annealing times. The boron passivation kinetics observed 
in our experiments agrees well with those reported in the 
literature [7]. This makes us confident that the processes 
of the defect transformations observed around the 2-|j.m 
depth are caused by hydrogen. Another important result 
presented in Fig. 2 is the constant sum of the K- and 
H4-center  concentrations   observed   at   earlier   RBA 

2.4. E6-center 

The £6-center has been already reported as a hydro- 
gen-related defect [8]; however, the nature of the defect is 
still unknown. Our measurements characterize the £6- 
center by the energy level of 0.42 eV and the electron 
capture cross section of ~ 1 x 10~~17 cm"2. Taking into 
account the strong overlap of £6 with other peaks, the 
data are in a reasonably good agreement with the pre- 
viously reported values. Investigations of a wide set of the 
n-type crystals grown with different techniques and irra- 
diated with different electron fluences show that the £6- 
defect concentration is roughly proportional to the ir- 
radiation dose, but strongly varies from one crystal to 
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Fig. 3. Depth profiles of the deep-level centers detected in n-type 
electron-irradiated Cz-Si after chemical etching at room tem- 
perature. 

another. In addition, £6 exceeds in some samples the 
divacancy concentration in the crystal bulk. All this in- 
dicates that the £6-center originates most probably 
from the impurity-related radiation defect like the A- or 
K-center. Along with other defects revealed in n-type 
crystals, the £6 depth profile is shown in Fig. 3. The 
characteristic length of its exponential decay from the 
chemically etched surface is practically the same as for 
the £4-center, indicating that these two defects contain 
the same number of hydrogen atoms. The £4-center was 
assigned to a complex of the ^4-center with two hydrogen 
atoms [5,8]. However, recent IR studies and theoretical 
calculations (see this volume) suggest that the electrically 
active product of the ^.-center hydrogenation should 
contain only one hydrogen atom. Extensive studies are 
underway to clarify this discrepancy. Different concen- 
trations of the £4- and £6-centers and their different 
thermal stability (3* 350°C and ~ 250°C, respectively) 
exclude the possibility that these are two levels of the 
same defect. 

2.5. A-center passivation 

It has been suggested [5] that hydrogenation of the 
^.-centers produces the £4-complexes containing two 
hydrogen atoms. This conclusion was primarily based on 
the constant sum of the two defect concentrations ob- 
served after 150°C to 250°C annealing. The observation 
put forward the question about the existence of the 
^4-center complex with one hydrogen atom (denoted fur- 
ther as A-Hi). It was assumed in the previous work [5] 
that A-Hi avoids the detection since its energy level is 
almost coincident with the ^4-center level. This assump- 
tion is supported by the recent detection of another 
defect, which contributes to the yl-center peak in hy- 
drogenated samples (Peaker, this volume). On another 
hand, closer inspection of the defect depth profiles in the 

samples, which have not been annealed after chemical 
etching, shows that the deficiency of the ^-center concen- 
tration near the surface is not totally compensated by the 
£4-centers. If this is due to missing A-Hi, the constancy 
of the A- and £4-center sum concentration after anneal- 
ing indicates probably a relatively low thermal stability 
of the A-Hi complex. Note that the problem with the 
A-Hi complex totally disappears if the £4-center struc- 
ture includes only one hydrogen atom. 

2.6. Divacancy passivation 

Incorporation of hydrogen leads to passivation of the 
divacancy levels both in n- and p-type silicon, see Figs. 2 
and 3. At the moment, no deep-level centers are detected 
in a comparably high concentration which could be con- 
sidered as partially hydrogenated divacancy. Note the 
apparent difference in the concentration of the first and 
second acceptor levels of divacancy, see Fig. 3. This 
difference is always observed near the chemically etched 
surface and is most probably determined by another 
defect, whose energy level is almost coincident with the 
divacancy acceptor level. Analysis of the depth profiles 
shows that only one hydrogen atom is needed for this 
unknown defect formation; however, the origin of the 
center contributed to the F°/_ peak is still unknown. 

3. Conclusion 

Using the DLTS technique, we have found that the 
£4(£c - 0.32 eV), £6(£c - 0.42 eV), and H4(£v + 
0.28 eV) are the most prominent deep-level centers that 
have resulted from hydrogen incorporation into the elec- 
tron-irradiated silicon. It is shown that the H4-defects are 
formed at the expense of the K-centers. Both the £4 and 
£6-complexes are formed from the original radiation 
defects (A-center for the E4 complex) through the interac- 
tion with same number of hydrogen atoms. 
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Abstract 

Selenium-hydrogen-related defects in silicon have been investigated by magnetic resonance. Two new electron 
paramagnetic resonance (EPR) spectra Si-NL60 and Si-NL61 of selenium-hydrogen complexes were observed. By 
application of the electron nuclear double resonance (ENDOR) and field scanned ENDOR (FSE) techniques the 
symmetry and spin-Hamiltonian parameters of the centers were determined. Based on the obtained information the 
atomic and electronic structures of the centers are discussed with two different models: one-chalcogen - one-hydrogen 
and one-chalcogen - two-hydrogen complexes. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Hydrogen passivation; Chalcogen; Magnetic resonance 

1. Introduction 

Over the last ten years, the passivation by hydrogen of 
shallow single donors and acceptors in silicon has been 
extensively investigated, both by experimental and theor- 
etical methods; as a result these passivated dopants have 
become well-understood defects. In some contrast, the 
understanding of the more complex and varied processes 
of passivation of deep electronic centers is still not on a 
satisfactory level. The structure and corresponding elec- 
trical activity of hydrogen complexes with deep centers 
have proven to be intriguing; results are controversial in 
several cases. The interactions of hydrogen with the chal- 
cogen double donors are good examples of this situation. 
Experiments using deep level transient spectroscopy 
(DLTS) [1], infrared absorption [2] and magnetic reson- 
ance [3] showed that hydrogen could passivate the sulfur 
double donor in silicon. However, there still is dispute 
about the number of hydrogen atoms per sulfur atom 

* Corresponding author. Van der Waals-Zerman Institute, 
University of Amsterdam, Valckenierstraat 65, NL-1018 XE 
Amsterdam, The Netherlands. Tel.:   + 31-20-525-5793; fax: 
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participating in the passivation process, and about the 
question whether a S-H complex with a single hydrogen 
atom will behave as a, possibly shallow, single donor. In 
our experiments the hydrogen passivation of the double 
donor selenium was studied; new results were obtained. 

In selenium-doped hydrogenated silicon two new elec- 
tron paramagnetic resonance (EPR) spectra, labeled Si- 
NL60 and Si-NL61, were observed. The spectra, both 
revealing trigonal symmetry, have been investigated in 
detail by electron-nuclear double resonance (ENDOR) 
and field-scanned ENDOR (FSE). By the use of both 
natural and isotopically enriched selenium (isotope 77Se, 
nuclear spin 1 = 2, natural abundance 7.6%, enrichment 
99.1%) the involvement of one selenium atom per center 
was conclusively established. From the hyperfine struc- 
ture due to hydrogen or deuterium, using heavy water 
with 99.95% enrichment, the presence of hydrogen in the 
centers was concluded. The Si-NL60 spectrum displays 
the nuclear interaction due to one hydrogen atom. From 
the hyperfine and quadrupole interactions it is concluded 
that the corresponding center is very similar to the sul- 
fur-hydrogen pairs (EPR spectra Si-NL54 and Si-NL55). 
The paramagnetic state most probably corresponds to 
the neutral charge state of a Si: Se, H single donor. The 
other spectrum, Si-NL61, reveals hyperfine interaction 
with two inequivalent hydrogen atoms. For this Si: Se, 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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H2 center no corresponding sulfur — two-hydrogen 
complex was reported. Models for atomic and electronic 
structure will be discussed on the basis of the current 
findings. 

2. Sample preparation and Ä-band spectrometer 

The samples were prepared by thermal diffusion of 
natural selenium (7.6% of the magnetic isotope 77Se) 
or of selenium enriched to 99.1% of the 77Se into p-type 
float-zone silicon boron-doped with the room-temper- 
ature resistivity between 75 and 125 Q. cm. The samples 
shaped as rectangular bars with typical dimensions 2 x 
2x 15 mm3 were enclosed in quartz ampoules together 
with 0.5-1 mg of selenium powder mixed with an excess 
amount of silicon powder to create a SiSe atmosphere. 
They were heated to 1350°C for a period of 120-360 h. 
After the diffusion the rough surface layers of the samples 
were mechanically removed and the samples were etched 
in CP6 solution. Hydrogen or deuterium was introduced 
in a high-temperature treatment, at 1200-13 50°C, in 
water vapor for 30-45 min, followed by a rapid quench to 
room temperature. 

Magnetic resonance experiments were carried out 
using a superheterodyne spectrometer operating in the 
microwave K-band with the frequency near 23 GHz. For 
a more complete description of the equipment and the 
experimental techniques, see Ref. [4]. 

3. Resonance spectra of the defects 

The two EPR spectra Si-NL60 and Si-NL61 of Se-H 
defects observed in the hydrogenated selenium-doped 
samples are given in Fig. 1 for magnetic field B parallel to 
a <1 0 0> crystal direction. The spectra of both centers 
are well characterized with pairs of satellites, symmetri- 
cally displaced with respect to the central component, 
which are due to the hyperfine interaction with isotope 
77Se, nuclear spin I = \. The total intensity of these 
hyperfine components fits precisely with the isotopic 
composition of natural selenium identifying the presence 
of one selenium atom in the structure of the defects. The 
central resonance is a superposition of two spectra, which 
can only be separated by the FSE technique. The super- 
imposed EPR and the FSE spectra are given in Fig. 1. In 
order to confirm the conclusion on selenium participa- 
tion, samples diffused with selenium enriched to 99.1% of 
77Se were prepared. The spectra of Si-NL60 and Si-NL61 
are well reproduced in these samples with the central 
components almost absent and all intensity in the hyper- 
fine components. The trigonal, <1 1 l>-axial symmetry, 
of both central components (by FSE) and hyperfine com- 
ponents (by EPR) is observed for the Si-NL60 and Si- 
NL61 centers. The angular dependence patterns of the 
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Fig. 1. EPR over full range and FSE spectra of Si-NL60 and 
Si-NL61 for 5//<l 0 0>, microwave frequency/= 22.7536 GHz, 
T = 4.2 K. The inset shows low-field hyperfine lines of Si-NL60 
for B//<0 1 1> and/= 22.8768 GHz. 
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Fig. 2. EPR angular dependence of the 77Se patterns, 
T= 1.5 K,/= 22.8152 GHz. The double loops observed for 
Si-NL60 are due to hydrogen hyperfine interaction. 

resonance spectra when rotating the field from [1 0 0] to 
[0 1 1] in the (0 T 1) plane are given in Fig. 2. 

Since the samples were intentionally doped with hy- 
drogen at high temperature, the participation of hydro- 
gen in the centers is anticipated. In EPR, the hyperfine 
interaction with hydrogen with nuclear spin I = \ is 
visible only for the Si-NL60 center. This splitting is 
about 0.24 mT creating the two loops in the angular 
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Fig. 3. ENDOR hydrogen spectra for £//<0 1 1> of (3a) Si- 
NL60, B = 813.168 mT,/ = 22.7067 GHz, and (3b) Si-NL61, 
B = 814.812 mT,/= 22.7553 GHz. T = 8.2 K. 

dependence pattern of the S1-NL6O center, see Fig. 2. 
Such a splitting is not observed in deuterated samples. 
A closer view on the hydrogen hyperfine splitting of 
Si-NL60 for fi//<0 1 1> is given in the inset in Fig. 1. 

To further verify the hydrogen involvement, ENDOR 
experiments have been performed. Typical hydrogen- 
ENDOR spectra are given in Fig. 3 for the magnetic field 
£//<0 1 1> niT. For the proton with (ga)H = 5.58556 the 
nuclear resonance frequency (vz)H = (0n)HjUnB/h is near 

34.7 MHz. The observed ENDOR spectra have two dif- 
ferent groups of lines marked with A, B and C that 
correspond to ENDOR of three different hydrogen 
atoms. The first group (C lines) is, as seen in Fig. 3a, 
located about 3.3 MHz from the proton Zeeman fre- 
quency (VZ)H- The second group (A and B lines), as given 
in Fig. 3b, is very close to (vz)H with the hyperfine interac- 
tion being about 8 times smaller. Both groups of spectra 
are symmetric with respect to (vz)H identifying the ob- 
served hyperfine interaction as being due to hydrogen. 
Detailed analysis of ENDOR and FSE spectra is given in 
Ref. [5]. The far group of spectra corresponds to a hyper- 
fine interaction of about 6.7 MHz. In the EPR such a 
hyperfine interaction gives a splitting of 0.24 mT, which 

is indeed observed for the EPR spectrum Si-NL60. The 
other group of lines corresponds to two hydrogen atoms 
belonging to the Si-NL61 center; the hyperfine interac- 
tion constant of approximately 0.8 MHz leads to an EPR 
splitting of 0.03 mT which is too small to be observed 
in EPR. By measuring the hydrogen ENDOR and FSE 
angular patterns the trigonal symmetry of the centers is 
confirmed. The spin-Hamiltonian parameters are given 
in Table 1 of Ref. [5] 

4. Atomic structure of the defects 

From the experiment the participation of a single sel- 
enium and a single hydrogen atom in the microscopic 
structure of the Si-NL60, and a single selenium and two 
hydrogen atoms in the microscopic structure of Si-NL61 
is established. As the isolated chalcogen (sulfur, selenium) 
is known to occupy a substitutional position in silicon 
(either in their single form or in S2, Se2 pairs), the 
substitutional position is also assumed to be true for the 
selenium-hydrogen complexes observed in this study. 
Since all observed tensors, which reflect interaction of the 
defect electron with nuclei involved, have trigonal sym- 
metry, the <1 1 1> direction must be assumed as the axis 
of the defect structure. Hyperfine interactions with the 
hydrogen or deuterium atoms, reflecting the local 
symmetry around these impurities, also have the per- 
fect trigonal symmetry. It implies that the hydrogen/ 
deuterium impurities are on the <1 1 1> axis of the center. 
As the centers cannot have inversion symmetry, only one 
position is available in shells of the trigonal type. The 
defects as a whole therefore have an axial structure with 
the hydrogen impurities along a <1 1 l>-oriented line 
passing through the chalcogen atom. Such a linear model 
is shown in Fig. 4. Possible positions for hydrogen are 
a bond-centered site and anti-bonding sites with respect 
to chalcogen or silicon atoms. More detailed analysis of 
resonance data or advanced theoretical modeling are 
required to unambiguously conclude on the actual posi- 
tions of the hydrogen atoms. 

ab-S/Se ab-Si 

Fig. 4. Atomic model for chalcogen-hydrogen centers. Possible 
positions for the hydrogen atom are indicated by be for a bond- 
centered site, ab-S/Se for anti-bonding site next to the chalcogen 
atom and ab-Si for the silicon anti-bonding site. 



242 P.T. Huy et al. /Physica B 273-274 (1999) 239-242 

Table 1 
Parameters related to the analysis of hyperfme interactions of the Si: Se, H spectra Si-NL60 and Si-NL61 and of the Si: S, H spectra 
Si-NL54 and Si-NL55 

Parameter Si-NL60 Si-NL61 Si-NL54 Si-NL55 Unit 

Nucleus 77Se 77Se 33S 33S 

a 508.7 305.0 139.5 119.9 MHz 
b 13.4 8.2 1.8 2.0 MHz 
n2 5.67 3.43 5.89 5.54 % 
a2 52 51 70 64 % 
ß2 48 49 30 36 % 
Nucleus *H *H JH XH XH 
a 6.663 0.897 0.830 4.718 5.600 MHz 
b 0.060 0.081 0.095 0.782 0.100 MHz 
n2 0.47 0.063 0.058 0.33 0.39 % 

5. Electronic structure of the defects 

Based on LCAO analysis of observed values for the 
isotropic part a and anisotropic part b of the hyperfme 
interactions, the total localization r\2 of the electron, the 
s-character a2 and p-character ß2 for selenium and hy- 
drogen are calculated. As given in Table 1, the small 
localization of the paramagnetic electron (t]Sc « 5.7% for 
Si-NL60, t]Se « 3.4% for Si-NL61, j/H « 0.5% for Si- 
NL60, >?H « 0.06% for Si-NL61) places the Si-NL60 and 
Si-NL61 in the group of the shallow single donors such 
as phosphorus, arsenic and antimony. For Si-NL60, the 
combination of single donor character and participation 
of a single hydrogen atom in the microscopic structure is 
very much similar to the Si-NL54 and Si-NL55 centers, 
which were identified with sulfur-hydrogen complexes 
[3]. Consequently, we identify this center as a form of 
a substitutional selenium double donor in the neutral 
charge state, passivated with a single hydrogen atom, i.e., 
(Se-H) pair. For the Si-NL61 center, evidence of the 

involvement of two hydrogen atoms has clearly been 
obtained leading to a conclusion that the center is ob- 
served most probably in an ionized state. With the trig- 
onal arrangement of the impurities (hydrogen, selenium) 
this implies that no full passivation has taken place and 
the center is still electrically active regardless of complex- 
ing with two hydrogen atoms. 
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Abstract 

We have irradiated n-type CZ silicon with 2 MeV electrons at room temperature, and atomic hydrogen has been 
introduced either before or after irradiation from the surface by wet etching. Quantitative comparisons of vacancy- 
related defects before and after the hydrogen reactions have been made using high-resolution (Laplace) DLTS. A deep 
level appears after hydrogenation at Ec — 0.311 eV, with two components detected by Laplace DLTS. This has 
previously been reported to be due to either VOH or VOH2, and is accompanied by a decrease in the intensity of the 
A centre (VO). The Laplace DLTS shows that the A centre emission rate is modified by the hydrogen, and a slower 
emission rate from the A centre is observed in the presence of hydrogen. Depth profiling shows that this modification 
occurs in the expected spatial location of the introduced hydrogen. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

When silicon is irradiated with particles of sufficiently 
high energy (e.g. electrons, protons, ions and gamma 
rays), interstitials and vacancies are formed (Frenkel 
pairs) which then recombine. However, a fraction of the 
defects escape, leading to the formation of divacancies, 
oxygen-vacancy complexes (the A centre) and dopant- 
vacancy defects (the E centre in n-type material) [1]. 
A detailed understanding of the residual defects is essen- 
tial for tracing the reaction kinetics in particle detectors 
and more generally in ion-implanted material. 

It has recently become clear that significant concentra- 
tions of hydrogen can be introduced into silicon as a re- 
sult of cleaning and etching processes, and that hydrogen 
has a role to play in many aspects of device and material 
technology. The presence of hydrogen is a key factor on 
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MOS processing, in relation to hot electron degradation 
effects [2]. Hydrogen also forms complexes with 
transition metals hitherto used for modifying carrier life- 
times in power devices [3-5]. Hydrogen is well known for 
its ability to passivate shallow levels in the silicon band 
gap, and can also passivate some deep levels. It may form 
complexes which have different electronic properties 
to those of the original defect/species, but these differ- 
ences could potentially be small, and beyond the reach of 
conventional Deep Level Transient Spectroscopy 
(DLTS) measurements. The technique of Laplace DLTS 
(LDLTS) [6] has high enough resolution that these small 
shifts in activation energy and emission rates can be 
detected, and the technique has recently been successfully 
applied to the study of Au-H complexes in silicon [5]. 

Passivation of irradiation defects by atomic hydrogen 
was reported many years ago [7,8], but the mechanism 
of the passivation is not clear. Vacancy-hydrogen defects 
are also known to exist, with, for example, the simple 
VH° defect expected to have a similar structure to that 
of VP°, the E centre [9]. This paper reports a high- 
resolution DLTS study of electron irradiation induced 
defects in silicon, and the electrical effects of introducing 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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hydrogen into the samples, either before or after electron 
irradiation. We have applied Laplace DLTS to the study 
of the A centre in electron-irradiated silicon, before and 
after hydrogenation, and also to the study of a new centre 
at 0.311 eV which we ascribe to a vacancy-oxygen- 
hydrogen complex, VOH. 

2. Experimental methods 

Eight samples were irradiated with a dose of 1015 

cm"2 electrons at 2 MeV. Half of the samples were irra- 
diated through semi-transparent gold Schottky diodes, 
where the thickness of the gold was 20 nm. The other half 
had semi-transparent diodes evaporated after the elec- 
tron irradiation. Chemical processing, to introduce 
hydrogen either by an HF dip or a CP4 etch 
(HF: HNO3 : CH3COOH, 3 : 5 : 3 for either 6 or 20 s), 
was carried out on some samples either before or after the 
electron irradiation. The introduction of hydrogen by 
etching avoids the formation of further defects, such as 
would occur in proton implantation or hydrogen plasma 
treatment. Table 1 lists the samples and the processing 
they have undergone. 

Laplace DLTS is an isothermal technique, carried out 
in a high-stability cryostat. The temperature is main- 
tained at a constant value, and several thousand capa- 
citance transients are averaged. This should ensure that 
the signal-to-noise ratio is of the order of 1000, which is 
necessary to separate transients with closely spaced emis- 
sion rates. The transient is then analysed by one of the 
three mathematical routines available, to produce a plot 
of peak intensity as a function of emission rate. If the 
transient is truly exponential, only one peak is visible in 
the LDLTS spectrum. The area under each sharp peak is 
proportional to the trap concentration. 

3. Results and discussion 

Fig. 1 shows the conventional DLTS spectra of an 
electron-irradiated CZ silicon sample. The defect present 
in highest concentration is the A centre (VO). The dotted 
line shows the DLTS spectrum on the same scale after 
hydrogen has been introduced by CP4 etching. It is very 
difficult to quantify the concentration of hydrogen intro- 
duced by this technique, but we can ascribe some relative 
measure by looking at the compensation of the shallow 
phosphorous donors. In the bulk of the material, the 
carrier concentration is 2 x 1015 cm ~ 3. At 0.9 um this has 
been reduced to 0.4 xlO15 so that 6 x 1014 hydrogen 
atoms cm-3 are complexed with the phosphorous. After 
hydrogenation, the A centre peak is reduced to a quarter 
of its original concentration, and an additional peak at 
180 K also appears. No other significant features are 
generated in the majority carrier DLTS spectrum. It 

Table 1 
Details of the electron irradiations and the hydrogen introduc- 
tion method for the samples used in the study (all n-type (1 0 0) 
CZ silicon, resistivity 2-4 O cm). All samples were irradiated 
with 1 x 1015 cm-2 electrons at 2 MeV 

Sample Hydrogen introduction Irradiated after H2 

number method introduction and 
diodes fabricated? 

1 10% HF dip Yes 
2 CP4 6s Yes 
3 None Yes 
4 None Yes 
5 CP4 20 s No 
6 CP4 20 s No 
7 None No 
8 None No 
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Fig. 1. DLTS plot of electron-irradiated Si before and after the 
introduction of hydrogen by chemical etching with CP4 solu- 
tion. 

seems unlikely that hydrogenation of the vacancy-oxy- 
gen centre would drive it into the lower half of the band 
gap and so it seems probable that the majority of the 
VO centre has been passivated and some complex of 
hydrogen and the VO centre is outside of the band gap. 
The state at around 180 K has been observed by many 
workers previously. Svensson et al. [10] observed it in 
proton-irradiated silicon and ascribed it to a va- 
cancy-oxygen state complexed with hydrogen. More re- 
cently, Feklisova and Yarykin have produced the centre 
in the same way that we have, by wet etching, and 
ascribed it to VOH2 [11], because the concentration as 
a function of depth exhibited a superlinear dependence 
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Fig. 2. LDLTS plot of 0.311 eV trap, showing two clear compo- 
nents exist in the capacitance transient, measured at 175 K. 

on the hydrogen concentration. This assignment is some- 
what controversial as Tokuda [12] ascribes the defect to 
VOH and, in addition, ab initio calculations indicate that 
VOH2 should be inert, i.e., outside the band gap [13]. 

Fig. 2 shows the Laplace DLTS spectrum of this state 
taken at 175 K. The concentration in the presentation of 
Laplace spectra is proportional to the area under the 
curve, so the peak with the higher emission rate in Fig. 2 
is of a larger concentration than is at first apparent 
because of the logarithmic scale. As a consequence, it 
appears that this centre contains more than one compon- 
ent. Fig. 3 shows the Arrhenius plot taken using Laplace 
DLTS of the peak with the lower emission rate. The 
Arrhenius line derived from the data of Feklisova and 
Yarykin [11] is drawn for comparison as a dotted line. 
Within the experimental error of the technique, these 
two are indistinguishable. From our experiments it is 
impossible to speculate on the nature of this complex. It 
is certainly associated with hydrogenation but we have 
also observed it, or at least a state with a very similar 
emission rate, in hydrogenated silicon that has not been 
irradiated [14]. In that work, the concentration of the 
state was increased if gold was present in the sample, but 
provided the hydrogen concentration was high enough, it 
could be seen in as-received CZ silicon. 

I- 
"-- 

c 
0) 

10"' 

Ea = 311 meV 

intercept = 7.8 x106/sK2 

E4from Feklisova \ 
and Yarykin 

5.6 6.0 

1000/T 

6.4 

Fig. 3. The Arrhenius plot taken using Laplace DLTS of the 
peak in the 0.311 eV deep state with the lower emission rate. 

If we now look in more detail at the peak associ- 
ated with the vacancy-oxygen and the hydrogenated 
vacancy-oxygen defects using Laplace DLTS, some sig- 
nificant differences are evident. In Fig. 4, we show (on the 
left) the Laplace DLTS spectra of the irradiated sample 
7 prior to the addition of hydrogen. A range of depths has 
been sampled, using voltages from 0.5 to 5 V, i.e., 0.9-2 
um. After hydrogenation of sample 7 (Fig. 4, centre), it is 
evident that two distinct peaks are present in the same 
region. One of these corresponds in emission rate exactly 
to that observed in sample 3 prior to hydrogenation 
while the other is a factor of two lower in emission rate. If 
we reduce the reverse bias to embrace only the region in 
which there is significant hydrogen concentration, i.e., 
0.9-1.6 urn (as determined from the compensation of the 
phosphorus donors from the C-V plot), only the slower 
emission rate peak is present (Fig. 4, right). We interpret 
this as the complete conversion of the vacancy-oxygen 
centre into a vacancy-oxygen-hydrogen complex within 
the measured region. If we change the measurement 
conditions so that the reverse bias is changed over the 
entire accessible range, we see different ratios of the two 
peaks. These ratios change in a very systematic way and 
the emission rates are always exactly coincident. This 
suggests that neither the vacancy-oxygen centre nor 
the hydrogen complex are displaying a measurable 
Poole-Frenkel effect within our experimental conditions. 
Experiments on control samples without electron 
irradiation do not produce a defect with comparable 
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Fig. 4. The Laplace DLTS spectra of the irradiated sample 
7 before (left-hand trace) and after the addition of hydrogen 
(right-hand trace), sampled from 0.5 to 5 V, i.e., 0.9-2 (im. 

emission rates to the A centre, so supporting our assign- 
ment of this Laplace peak to the hydrogenated A centre. 

4. Conclusions 

Hydrogen passivates the A centre in electron-irra- 
diated Si, and produces a trap at 0.311 eV, which has two 
emission rates detected by Laplace DLTS. The appear- 
ance of the 0.311 eV level is accompanied by a change in 
the properties of the A centre, resulting in a deep state 
with a lower emission rate detectable by high-resolution 
Laplace DLTS. Depth profiling studies show that this 
modification occurs in the spatial location predicted for 
the presence of the hydrogen from C-V measurements. 
The 0.311 eV centre is ascribed to the defect VOH, but 
the concentration of this defect does not fully account for 

the decrease in the number of A centres, modified or 
otherwise. 
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Abstract 

We investigated the point defects, which exist at high temperatures in C-doped Si. Specimens were prepared from 
a floating-zone grown Si crystal doped with C (C concentration: 1.7 x 1017 cm"3). They were sealed in quartz capsules 
together with hydrogen (H) gas, with pressure of 1 or 0.8 atm at high temperature, and were annealed at high temperature 
for 1 h followed by quenching in water. We measured their optical absorption spectra at about 7 K with an FT-IR 
spectrometer. Several peaks coincided with those observed in proton-implanted Si. We concluded that H-point defect 
complexes exist in those specimens. In C-doped Si, VH4 (V: monovacancy) defects are formed by the reaction between 
VH3 defect and H during quenching or annealing. The formation energy of V obtained in this study is smaller than the 
calculated one in intrinsic Si crystal by more than 1.5 eV. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si; Point defect; Hydrogen; Optical absorption 

1. Introduction 

It has not been clarified that the species of dominant 
point defect existed in Si at high temperatures is whether 
a vacancy (V) or a self-interstitial (I). Furthermore, their 
formation energies and their equilibrium concentrations 
also have not been determined experimentally since for 
ordinary quenching method to apply successfully for 
metals is almost impossible in the case of Si. Hence, it is 
important to make the properties of point defects existed 
at high temperature in Si clear. Suezawa performed 
a modified quenching method, namely, annealing speci- 
mens in a hydrogen atmosphere followed by quenching 
and measurement of optical absorption [1]. If point 
defects form complexes with H, they are stable at room 
temperature and can be investigated from their absorp- 
tion peaks depending on the complexes. In Au-doped Si, 
an optical absorption peak at 2223 cm"x and determined 

* Corresponding author. Tel.:  + 81-22-215-2043; fax:  + 81- 
22-215-2041. 
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that the formation energy of point defect is about 2.1 eV 
from the quenching temperature dependence of the integ- 
rated intensity of the 2223 cm"1 peak. This peak has 
been observed in a proton-implanted crystal [2-5] and in 
a crystal grown in a hydrogen atmosphere [6-8]. The 
origin of the 2223 cm-1 defect, however, is still contro- 
versial. Two models have been proposed. One is the VH4 

(a vacancy saturated with four H atoms) model [3,7] and 
the other is the IH4 (a self-interstitial saturated with four 
H atoms) model [1,9]. The former one was based on 
theoretical calculations of the vibrational frequency of H. 
The latter one was based on the effect of impurity on the 
peak. According to a very recent experiment of electron- 
irradiation of hydrogenated C- or B-doped Si by 
Suezawa [10], the 2223 cm-1 defect is VH4 defect rather 
than IH4 defect. Hence, it is considered that the forma- 
tion energy of 2223 cm"1 defect determined in Au-doped 
Si is that of vacancy. The formation energy is smaller 
than the calculated one, about 4-5 eV [11,12], of point 
defects in intrinsic Si crystal. 

In this study we investigated the optical absorption of 
H-point defect complexes in C-doped Si quenched from 
high temperature after annealing in a hydrogen atmo- 
sphere. We investigated the formation process of those 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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defects during quenching or annealing. We determined 
the formation energies of the point defects in C-doped Si 
from the quenching temperature dependence of the integ- 
rated intensity of the optical absorption peaks due to 
H-point defect complexes. 

2. Experiment 

We used n-type FZ-Si with a C concentration [C] of 
1.7 x 1017cm~3. The specimens were sealed in quartz 
capsules together with H2 gas with a pressure of about 
1 or 0.8 atm at high temperature. They were heated at 
temperatures in the range of 1285-1375°C for 1 h fol- 
lowed by quenching. The quenching was performed by 
dropping the quartz capsules into water after the above- 
mentioned annealing. According to Takahashi et al. [13], 
temperature (T) during quenching is given by T = 
(T0 — Tf)exp( — at) + Tf where a is the time constant, 
T0 and Tf the quenching temperature and final (i.e., 
water) temperature, respectively, and t the quenching 
time. Optical absorption spectra were obtained by 
a Fourier transform infrared spectrometer at 7 K. The 
thickness of specimens was about 12.5 mm and the spec- 
tral resolution was 0.25 cm"1. To investigate the anneal- 
ing behaviors of H-point defect complexes, specimens 
were annealed in a furnace with an argon atmosphere at 
above 350°C. 

3. Results and discussion 

2100 2150 2200 
Wavenumber (cm1) 

Fig. 1. Optical absorption spectra of C-doped FZ-Si sample 
annealed at 1360°C for 1 h in a hydrogen atmosphere with 
a pressure of about 1 atm followed by quenching in water. 

T(°C) 
13,60      1330      1300 

0.62 0.64 

1000/T(K"1) 

Fig. 2. The quenching temperature dependence of the integrated 
intensities of the 2192, 2203, and 2223 cm-1 peaks. 

Fig. 1 shows representative optical absorption peaks 
observed in the range from 2100 to 2250 cm"1 in C- 
doped FZ-Si annealed at 1360°C in a hydrogen atmo- 
sphere followed by quenching in water. These frequencies 
are, respectively, about 2131.5 (2132), 2191.8 (2192), 
2202.7 (2203), 2210.4 (2210), 2220.8 (2221) and 2222.9 
(2223) cm"1. In addition to those peaks, four peaks were 
observed at about 792.0 (792), 1921.7 (1922), 1927.9 
(1928), and 2752.4 (2752) cm"1. To simplify the descrip- 
tion of the peak, we use the value in the parentheses 
hereafter. These underlined peaks coincided well with 
those observed in proton-implanted Si [2-5] and in the 
Si crystal grown in H2 gas [6-8]. As already reported, 
these peaks are due to H-point defects complexes or 
H-other impurities complexes [9]. 

We investigated the quenching temperature depend- 
ence of the observed optical absorption peaks. Fig. 2 
shows the quenching temperature dependence of the in- 
tegrated intensities of the 2192, 2203, and 2223 cm"1 

peaks. The formation energies of the complexes respon- 
sible for the 2192 and 2203 cm"1 peaks are almost the 
same value, i.e., about 2.5 eV. This possibly suggests that 
these peaks originate from the same center with different 
stretching mode, namely, symmetric and asymmetric 

modes, respectively. The formation energy of the 
2223 cm"1 defect is about 4.5 eV. The energy difference 
of the formation energy between 2192 and 2203 cm"1 

defect and 2223 cm"1 defect is about 2 eV. This energy 
difference is in good agreement with the solution energy 
of H in Si, which is reported to be about 1.88 eV [14]. It is 
considered that the successive reactions (VH„_! + H<-> 
VH„(n = 1-4)) between H and point defects occur during 
quenching. Considering the origin of the 2223 cm"1 peak 
and the above-mentioned energy difference of the forma- 
tion energy between 2192 and 2203 cm"1 defect and 
2223 cm"1 defect, we propose VH3 defect as the origin of 
the 2192 and 2203 cm"1 defect. 

To estimate the validity of the assignments, we per- 
formed isochronal annealings and investigated the an- 
nealing behaviors of these peaks. Fig. 3 shows the change 
of the 2192, 2203, and 2223 cm"1 peaks before and after 
an isochronal annealing. In this experiment, the specimen 
was annealed at 1360°C in H2 gas with a pressure of 
about 0.8 atm for 1 h. The 2223 cm"1 peak was not 
observed before the isochronal annealing. After an iso- 
chronal annealing at above 350°C, the 2223 cm"1 peak 
appeared. The intensity increased accompanying with 
decreasing of those of the 2192 and 2203 cm"1 peaks. 
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Fig. 3. H-related absorption spectra (a) before and after isoch- 
ronal annealing at (b) 350°C, (c) 400°C, and (d) 450°C. Before an 
isochronal annealing C-doped FZ-Si sample was annealed at 
1360°C for 1 h in a hydrogen atmosphere with a pressure of 
about 0.8 atm followed by quenching in water. 
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Fig. 4. The quenching temperature dependence of the sum of the 
integrated intensity of all peaks. 

This result probably indicates that VH3 defect capture 
one more H atom during isochronal annealings and 
become VH4 defect, which is the most stable state of VHn 

defect. Hence, we reconfirmed the 2192 and 2203 cm"1 

peaks as the Si-H stretching mode of the VH3 defect. In 
a study by Qi et al. [15], the 2191 cm-1 peak began to 
split at 250 K with a decrease in the measurement tem- 
perature and eventually split into two peaks (2192 and 
2202 cm"1) at 10 K. Based on this result, they proposed 
that the 2192 and 2202 cm"1 peaks may correspond to 
the symmetric and asymmetric stretching vibration of the 
same defect center. On the other hand, Nielsen et al. [3] 
assigned the 2166 and 2191cm"1 peaks to the Si-H 
stretching mode of the VH3 defect. In this experiment, 
the 2166 cm"1 peak, however, was not observed. Thus 
we consider that the 2166cm"1 peak is not the Si-H 
stretching mode of the VH3 defect. 

We could not observe absorption peaks due to VH and 
VH2 defects. We tentatively interpret that the reactions 
(VH,-! + H<->VH„) were so fast that only VH3 and 
VH4 defects were dominant after quenching. On the 
other hand, Suezawa observed optical absorption peak 
due to VH2 defect at 2122 cm"1 in electron-irradiated Si 
doped with H at 1300°C [16]. In that experiment, he 
showed that the generation of the 2223 cm"1 defect by 
annealing is due to the reaction between 2122 cm"1 defect 
(VH2 defect) and H2. Hence, it is found that there are two 
different reactions for the formation of VH4 defect. Name- 
ly, one is the reaction between VH3 defect and H and the 
other is the reaction between VH2 defect and H2. 

The above-mentioned formation energies of 2192, 
2203, and 2223 cm"1 defects do not correspond to those 
of point defects which are constituent defects of the 
complexes, but rather to the values including the forma- 
tion probability of H-point defect complexes during 
quenching. In the cases of defects such as vacancy-type 
defects (VH„, n = 1-4), at least four kinds of species exist 
according to the number of H. Furthermore, in addition 

to the 2192, 2203, and 2223 cm"1 peaks, other peaks 
observed are also possibly vacancy related. The more 
detailed explanation will be described elsewhere [17]. In 
that case the contribution of all peaks must be con- 
sidered. The quenching temperature dependence of the 
sum of the observed peak intensities is shown in Fig. 4. 
Taking into account of the contribution of all peaks, the 
formation energy of V is roughly estimated to be about 
2.5 eV. The formation energy of V in intrinsic Si was 
calculated to be about 4-5 eV [11,12], as already de- 
scribed. Hence, the formation energy of V obtained in 
C-doped Si is smaller than the calculated one in intrinsic 
Si crystal and decreases more than 1.5 eV. For Au-doped 
Si, the formation energy of V was determined to be 2.1 eV 
from the quenching temperature dependence of the 
2223 cm"1 peak [1] and the value also decreased in 
comparison with the calculated formation energy of V in 
intrinsic Si crystal. This formation energy is different 
from that in C-doped Si. The result suggests that the 
formation of V depends on the doped impurity. 

In C-doped Si, C diffuses with the kick-out mechanism 
and introduces I into Si during high-temperature anneal- 
ing. Furthermore, excess I are introduced into Si because 
of the effect of lattice strain due to small covalent radius 
of C. True enhancement of the formation of A-swirl 
defects, which are interstitial type dislocation loops, is 
observed when impurities such as C and B with smaller 
covalent radius than that of Si are doped during crystal 
growth [18]. From these results, concentrations of 
V([V]) and I([I]) are higher than those in intrinsic Si. 
This result throws a doubt on the rule that multiplication 
of [V] and [I] is constant [19]. 

4. Conclusion 

We investigated the point defects, which exist at 
high temperatures in C-doped Si and determined their 
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formation energies from measurements of optical absorp- 
tion due to H-point defect complexes. We assigned the 
2192 and 2203 cm-1 peaks to the Si-H stretching mode 
of the VH3 defect with different stretching mode, namely, 
symmetric and asymmetric modes, respectively. In C- 
doped Si, the reaction between VH3 defect and H can be 
seen and VH4 defect is formed through the reaction. The 
formation energy of V obtained in this study is smaller 
than the calculated formation energies of V in intrinsic Si 
crystal by more than 1.5 eV. 
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Abstract 

A novel application of scanning transmission electron microscopy, combined with data from X-ray absorption 
spectroscopy, establishes that high concentrations of n-type Sb dopants distributed within a two-dimensional (2D) layer 
in Si can contribute up to an order of magnitude higher free-carrier density than similar dopant concentrations 
distributed over a three-dimensional region. This difference is explained using a simple model in which formation of 
electrically deactivating centers is inhibited solely by geometric constraints. It should be possible to extend these ideas for 
obtaining even higher free-carrier densities in Si from 2D layers of Sb and other Group V donors. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Dopant activation; Point defects; Delta layers; Electron microscopy; X-ray absorption 

The ubiquitous saturation and eventual loss of free- 
carrier densities, ne, observed in Si at high donor-atom 
concentrations, JVD<2x 1021 cm-3, has been generally 
believed to be due to the unavoidable formation of elec- 
trically inactive precipitates and/or deactivating dopant 
defects containing vacancies [1-7]. In the same vein, a 
new class of vacancy-free deactivating defects, called 
donor-pairs (DP), has recently been argued [8] to form in 
highly n-doped Si even in the absence of precipitates or 
vacancies, thus posing a fundamental barrier to achieving 
full dopant activity in highly doped Si. Such a barrier 
should be particularly severe for two-dimensional (2D) 
8-layers of dopants, where even higher dopant densities 
can, in principle, be obtained [9]. Free-carrier concentra- 
tions of up to ~ 3 x 1014 cm"2 have been reported in 2D 
[10], but because the 8-layer thicknesses in those samples 
were not determined the effective volume concentration 
of dopants was not known. Conversely, samples from 
which reliably measured 8-layer widths were reported 
had no corresponding measurements of electrical activity 

♦Corresponding author. Tel.:   + 1-908-582-5275; fax:   + 1- 
908-582-3260. 
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[11,12]. The importance of DP defects in 2D-doped Si, 
and thus the inherent limitations on free-carrier densities, 
in general, has therefore not been possible to assess. 

In this paper, we use a new application of scanning 
transmission electron microscopy (STEM) for directly 
measuring the widths of 8-layers from samples whose 
electrical properties have been well determined. This 
allows a consistent conversion of 2D to 3D dopant con- 
centrations and free-carrier densities. Surprisingly, and 
contrary to expectations about forming DP defects, we 
find that electrical saturation in highly 2D-doped Si does 
not occur. Extended X-ray absorption fine structure 
(EXAFS) measurements confirm that in these samples 
neither precipitates nor vacancy-containing dopant de- 
fects are important. The results are explained using 
a simple model in which the formation of DP defects in 
2D is geometrically frustrated at high dopant concentra- 
tions. The model thus predicts that in 2D-doped Si it 
should be possible to realize complete electrical activity 
even at the highest levels of n-type doping. 

To illustrate the basic problem of characterizing 
dopant activity in 2D, we first show in the top of Fig. 1 an 
example of electrical saturation for the case of 3D Sb- 
doped Si. The samples were grown by low-temperature 
molecular beam epitaxy with the Sb atoms distributed 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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over a 300-Ä wide region [13]. Dopants are confined to 
a much narrower region in 5-doped samples grown under 
similar conditions [10]; their dopant and free-carrier 
concentrations are plotted at the bottom of Fig. 1 in areal 
rather than volume dimensions. The top and bottom 
plots span the same change in concentration of 103, but 
the electrical activity in the 3D and 2D samples, nc/NSb, 
exhibits qualitatively very different behavior. One pos- 
sible reason for this is that the dopant concentration in 
the sample labeled 5-VH is simply too low to display 
electrical saturation, but that explanation is purely 
speculative. Understanding the difference in electrical 
behavior clearly requires knowing the effective volume 
concentrations of dopants in the 2D samples, i.e., the 
widths of the 8-layers. 

We use a combination of STEM and atomic-scale 
electron energy loss spectroscopy (EELS) [14-16] to 
determine the spatial distributions of the 8-layers. The Sb 
atoms are grobed at internal interfaces by passing a fo- 
cused 2-3-A diameter 100-kV electron beam through a 
film that is thick enough to avoid significant surface state 
contributions to the transmitted signal, yet thin enough 
to avoid significant beam spread from multiple scatter- 
ing. The interface is oriented parallel to the beam to allow 
atom columns within the interface to be measured separ- 
ately from atoms in adjacent columns. Viewing the inter- 
face in projection means that any interfacial roughness, 
particularly on length scales thinner than the sample, 
leads to an apparent broadening of the interface. Accord- 
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Fig. 1. Free-carrier concentrations, ne, versus Sb-dopant con- 
centrations, Wsb, for Si(l 0 0) samples doped in ~ 300-A-thick 
regions (i.e., 3D) and 8-layers (i.e., 2D). The sample labels are 
used for reference, and the dashed line indicates unity activation. 

ingly, the 5-layer widths quoted here are upper-limit 
values. 

To map out the spatial distribution of the Sb M4>5 

EELS edge, which is sensitive only to chemical composi- 
tion, the 5-layer is located using images from the stronger 
annular dark field (ADF) signal, which is sensitive to 
both chemical composition [17] and localized strain 
fields [18,19]. The ADF signal arises from electrons that 
have undergone Rutherford-like scattering to large 
angles, resulting in an intensity that is roughly propor- 
tional to the square of the atomic number in thin sam- 
ples. Measurements were performed on the Cornell VG- 
HB501 STEM equipped with a cold field-emission gun 
and a McMullan-style parallel EELS spectrometer. 
Cross-sectioned samples were tripod polished to electron 
transparency, briefly ion milled, then dipped in HF to 
remove the damaged surface layer. EELS spectra were 
recorded simultaneously with the ADF signal under con- 
ditions optimized for atomic resolution imaging. A 100- 
A-thick sample is expected to give an ADF resolution of 
2.3 A and an EELS spatial resolution at the Sb M4 5 edge 
of 2.7 A [20]. 

The top of Fig. 2 shows the ADF signal for the 2D- 
doped sample labeled 8-VH. Below is the corresponding 
intensity profile (composition + strain), which closely 
matches the superposed EELS intensity profile (composi- 
tion) measured across one of the broadest regions of the 
5-layer as shown in the figure. The full-width at half- 
maximum value of the 5-layer in this sample, averaged 
over several regions, is 16 + 1 A. Comparable values 
were determined for the other 2D-doped samples. 

The measured 5-layer widths allow the 2D dopant and 
free-carrier areal densities in Fig. 1 to be converted to 
effective volume concentrations. This is done in Fig. 3, 
where the 3D-doped data are included for direct com- 
parison. We see that the highest 2D- and 3D-doped 
samples, 8-VH and VH, respectively, are almost identical 
in dopant concentrations, contrary to the possible sug- 
gestion from Fig. 1 that they are dissimilar. On the other 
hand, the free-carrier concentration in the 2D-doped 
sample is very different, being almost an order of magni- 
tude higher. 

Further confirmation of this striking difference in elec- 
trical activity is found in our study of the local structure 
around Sb from a series of 2D and 3D samples using Sb 
L3-edge EXAFS. Fluorescence-detection X-ray absorp- 
tion measurements from samples cooled < 50 K (to min- 
imize the effects of thermal disorder [21]) were obtained 
at the NSLS with the Bell Laboratories X15B beamline 
[22]. The Fourier transformed (FT) EXAFS data are 
shown in Fig. 4 for the two highest 2D-doped samples, 
8-H and 8-VH, and the two highest 3D-doped samples, 
H and VH. Also included for reference is a low-concen- 
tration 3D-doped sample, labeled L, containing Sb in 
only substitutional sites [6,8]. In L, the FT peak at 
~ 2 A (uncorrected for phase shifts [21]) corresponds 
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Fig. 2. Measuring the width of a S-layer. Top: Annular dark 
field (ADF) image of the 2D Sb-doped layer in sample. The Sb 
atoms appear bright because they scatter more strongly than Si. 
Bottom: The electron energy loss spectroscopy (EELS) Sb 
M4j5 edge is recorded across the 8-layer simultaneously with the 
ADF signal. The ~ 500-A-thick sample, viewed in projection, 
contains < 15 Sb atoms in the beam path. 

exclusively to first-neighbor Si atoms around Sb, while 
the peak at ~ 3.4 A contains unresolved second- and 
third-neighbor Si atoms. Any surrounding Si atoms not 
at these distances, or any Sb neighbors within ~ 4 A, will 
lead to destructively interfering EXAFS and a reduction 
of the FT-peak magnitudes. This is observed for both 
main peaks in the 3D-doped samples.1 There is also 
evidence in VH of forming a Sb-Sb FT peak at ~ 2.9 A 
[6], signaling the early stages of Sb clustering. By con- 
trast, the 2D-doped samples show much less reduction in 
the FT peak intensities and no indication of Sb cluster- 
ing.2 These results therefore demonstrate that even in 
highly doped 8-layers, the Sb atoms still occupy predomi- 

1 The reduced FT peak intensities have been shown in Ref. [8] 
for sample H to be consistent with the formation of DP defects. 

2 EXAFS simulations for different sized Sb clusters, including 
dimers, were used to rule out the importance of Sb precipitation 
in the 3D-doped sample H and all of the 2D-doped samples. 
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Fig. 3. Direct comparison of experimental free-carrier densities 
in 2D- versus 3D-doped Si. The differences in electrical behavior 
agree well with predictions of a simple model for creating 
dopant donor-pair (DP) centers in the cell volumes that are 
shown schematically in the legend (see text). 

Sb:Si(100) 

Fig. 4. Fourier transformed Sb L3-edge EXAFS for different Sb 
concentrations in the 3D- and 2D-doped Si samples labeled in 
Fig. 1. The volume concentrations of Sb in 8-VH and VH are 
almost identical. 

nantly substitutional Si sites, consistent with the high 
electrical activity displayed in Fig. 3. 

Why do similarly high concentrations of n-type 
dopants in Si — differing only in their dimensionality 
— exhibit such different electrical behavior? Previous 
work [8] has shown that the dominant mechanism for 
deactivating free carriers in n-doped Si is the formation of 
DP defects, provided two conditions are satisfied. First, 
high annealing temperatures and excess vacancies are 
avoided in the sample preparation, i.e., formation of 
inactive precipitates and other deactivating centers is 
minimal. This is the case for the samples studied here. 
Second, the doping levels, and thus the number and 
energy of free carriers at the Fermi level, are high enough 
to create DP defects. This, too, is the case when 
ne<;l-3x 1020cm"3, corresponding to the energy 
range  £F «0.07-0.15 eV  needed  to   create  the  two 
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lowest-energy DP defects. The formation of these two 
defects, denoted DP(2) and DP(4) because each contains 
a pair of substitutional donor atoms separated by sec- 
ond- or "fourth"-neighbor distances,3 involves significant 
deformation of the surrounding Si lattice. It is therefore 
appropriate to look for a relationship between the con- 
centration and dimensionality of donor atoms and the 
ability of the Si lattice to deform and create these defects. 

Consider the consequences of randomly distributing 
NA dopants in 3D among the N0 substitutional sites in Si 
{N0 = 5x 1022cm~3). Any given dopant atom is sur- 
rounded by 28 sites, the occupation of which by a second 
dopant can lead to both dopants becoming electrically 
inactive, viz., there are four first-neighbor sites giving 
dimers and 24 other sites giving DP(2) and DP(4) defects. 
The total probability for all configurations in which 
other dopants occupy any of these 28 special sites can be 
expressed in terms of the fractional dopant population, 
/= iVd/AT0, by 

1 = [/+ (1 -/)]28 = (1 -f)2S + 28/(1 -/)" 

+ (28-27/2!)/2(l-/)26+ .... (1) 

The first term in the expansion represents the probability 
that no other dopants will occupy any of the 28 special 
sites around a given dopant, the second that only one 
other dopant will occupy one of those sites, etc. The 
contribution to the total free-carrier concentration (ab- 
sent any DP defects) is then obtained by multiplying each 
term by NA. Previous work on 3D-doped Si considered 
only the effect of the first term on electrical activity 
because it dominates when / is small, i.e., /<29, or 
~ 3.5% [8].* However, when/is no longer small, not 

only must the higher-order terms in Eq. (1) be considered, 
but so must the competing interactions between dopants, 
defects, and the Si lattice. 

A simple way to see what happens as/increases is to 
picture Nd dilute dopants with each one lying at the 
center of its own 3D Si-lattice volume, or cell, containing 
the 28 special sites, giving a total of 29 relevant sites per 
cell per dopant (to simplify our discussion, we ignore 
dimers). As/> 29, the probability increases for a second 
dopant to occupy this cell and form a DP defect, leading 
always to no free carriers from either dopant. Increasing 
/ still further makes it likely that three dopants can 
occupy a cell, but now there are (at least) two possibilities 
to create one DP defect, leaving one dopant still active. 

3 The "fourth"-neighbor dopant separation in DP(4) of ^fi.a0 

is measured in the [1 1 0] plane, so is actually an eighth-neigh- 
bor Si distance. 

4 The fractional dopant population must still be large enough 
to form DP(2) and DP(4) defects, i.e />(3 x 102O)/(5x 
1022) sä 0.006. 

The number of free carriers in this case is represented by 
multiplying the third term in Eq. (1) by %. Four dopants 
per cell leading to one DP defect is represented by multi- 
plying the fourth term by \, etc. The electrical activities 
corresponding to configurations with up to 1, 3, 4, or 
5 dopants per cell and at most 1 DP defect are plotted in 
Fig. 3, showing the increase in electrical activity with 
dopant density as each higher-order term in Eq. (1) is 
included. 

The calculated activities in Fig. 3 reflect the statistics of 
occupying particular sites, not of actually forming de- 
fects. Increasing the density of dopants also means de- 
creasing the density of ancillary Si atoms needed to 
create the DP defects through deformation of the sur- 
rounding lattice, a factor not included in Eq. (1). Conse- 
quently, there must be a threshold in/below which DP 
defect creation is favored and above which it is inhibited. 
When/is above threshold in 3D-doped Si, precipitates 
offer an alternative to DP defects because their formation 
requires comparatively less Si deformation; an example 
of this is seen in sample VH. However, above threshold in 
2D-doped Si, forming DP defects or precipitates is inhib- 
ited still further because the choice between which 
dopants pair up and the ability of the lattice to deform 
are both constrained by the narrowness of the 5-layer, 
which we measure to be comparable to a single 3D-cell 
width. In effect, the 2D dopants are geometrically frus- 
trated, analogous to antiferromagnetic Ising spins on a 
triangle [23]. 

The electrical activity from frustrated dopants has 
been represented in Fig. 3 by including two additional 
configurations. One is a cell with up to five dopants and 
no DP defect, i.e., the sum of the 1st, 3rd, 4th, and 5th 
terms in Eq. (1) and no corresponding multipliers of 
i, \ and I, and the other is the asymptotic limit of a cell 
with up to N0 dopants and no DP defect, i.e., all terms 
but the second in Eq. (1). The predicted electrical activity 
for either configuration is seen to be in very good agree- 
ment with that measured for the highest 2D-doped 
sample studied here. Indeed, the trend towards obtaining 
even higher free-carrier densities from frustrated dopants 
is very encouraging. 

In conclusion, we have demonstrated a simple and 
surprising result: constraining high concentrations of Sb 
dopants in 2D can strongly inhibit the formation of 
deactivating defects in Si, thereby surpassing the barrier 
to achieving full electrical activity. This finding should 
also apply to high doping levels of DP-defect-forming 
P and As dopants, with the understanding that the de- 
gree to which electrical deactivation will be inhibited 
depends on how narrow the 8-layer widths can be pre- 
pared. 
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Abstract 

Infrared absorption measurements on n-type silicon doped with carbon and irradiated with electrons at room 
temperature have revealed new absorption lines at 527.4 and 748.7 cm"1. The 748.7 cm"1 line is observed only when the 
sample is cooled down in the dark and the spectra are measured through a low-pass filter with cut-off frequency below 
6000 cm"1. Light of frequency above 6000 cm"1 removes this line and generates the 527.4-cm"1 line. Spectra recorded 
on silicon doped with 13C show that the two lines represent local vibrational modes of a carbon defect. The annealing 
behavior of the 748.7-cm"1 line and of the EPR signal of two neighboring substitutional carbon atoms, (Cs-Cs)", are 
identical. The 527.4- and 748.7-cm"1 modes are identified as the modes of Cs-Cs in neutral and negative charge states, 
respectively. The formation of Cs-Cs is investigated, and it is shown that the center may arise when a vacancy is trapped 
by the metastable substitutional carbon-interstitial carbon center, Cs-Q. © 1999 Elsevier Science B.V. All rights 
reserved. 

Keywords: Silicon; Carbon; Infrared absorption 

1. Introduction 

In crystalline silicon, carbon atoms are common and 
important impurities, which are present mainly as substi- 
tutional carbon, Cs [1]. Interstitial carbon, Q, is pro- 
duced by electron irradiation when mobile silicon 
interstitials become trapped by Cs [1-3]. At room tem- 
perature, Q migrates through the lattice and becomes 
trapped at Cs, whereby a dicarbon center, Cs-Q, is 
formed [4]. 

A recent EPR study of carbon-doped silicon, Si: C, 
showed that Cs-Q is not the only dicarbon center in 
silicon. After electron irradiation of n-type Si: C at room 
temperature a new paramagnetic center was observed 
and identified as a dicarbon center comprising two neigh- 
boring subsitutional carbon atoms, Cs-Cs [5]. 

While an EPR experiment probes the electronic wave 
function, information about the identity of light impurity 

* Corresponding author. Tel.:   + 45-8942-3716; fax:   + 45- 
8612-0740 . 

E-mail address: bbn@dfi.aau.dk (B. Bech Nielsen) 

atoms can be obtained from the frequencies of their local 
vibrational modes (LVMs). Moreover, the LVMs serve 
to characterize the bonding of these atoms. In the present 
work the LVMs of Cs-Cs are investigated by means of 
infrared absorption spectroscopy. Unlike EPR, this tech- 
nique allows a study of both the negative and the neutral 
charge states of Cs-Cs. Moreover, the mechanism of 
formation of Cs-Cs is addressed: From the electron dose 
dependence of the LVM intensities of Cs, Q, Cs-Q, and 
Cs-Cs it is shown that Cs-Cs may arise when vacancies 
become trapped by Cs-C;. 

2. Experimental 

Samples with dimension ~10x7x2mm3 were cut 
from three different float-zone (FZ) silicon crystals doped 
either with 12C(Si:12C) or predominantly with 
13C (Si:13C). The samples were mechanically polished on 
the two opposite 10 x 7 mm2 faces to ensure maximum 
transmission of infrared light. One Si: 12C crystal was 
n-type and contained 4x 1017cm"3 12C, 1 x 1016cm"3 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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oxygen, 5xl016cm~3 phosphorus, and ~lxl018 

cm"3 tin. A second Si:12C crystal was nearly intrinsic 
(high-resistivity n-type) and contained 4.5xl017cm"3 

12C and 1 x 1016cm"3 oxygen. The Si:13C crystal was 
n-type and contained 8 x 10I7cm"3 13C, 1 x 1017cm"3 

12C, lxl017cm-3 oxygen, and 4xl014cm"3 phos- 
phorus. 

The samples were irradiated with 2MeV electrons 
supplied by a 5MeV Escher Holland van de Graaff 
accelerator. The total irradiation dose varied from 
5xl017 to 6xl018cm"2. The irradiation was carried 
out either at room temperature or below — 20°C de- 
pending on the purpose of the experiment. 

In order to study the annealing characteristics of the 
absorption lines, infrared absorbance spectra were re- 
corded at 10 K after each step in a series of isochronal 
heat treatments at temperatures in the range from 300°C 
to 550°C. Each heat treatment had a duration of 40 min. 
and was carried out in a nitrogen atmosphere. 

The infrared absorbance spectra were recorded with 
a Nicolet, System 800, Fourier-transform spectrometer 
equipped with a Ge-on-KBr beamsplitter, a glowbar as 
light source, and a mercury-cadmium-telluride detector. 
The spectra were recorded at 10 K with an apodized 
resolution of 2cm"1. Low-pass filters could be inserted 
between the glowbar and the sample. Spectra recorded 
with filters were obtained after cooling the sample in the 
dark from ^ 200 K to the temperature of measurement. 
A reference spectrum, recorded on pure silicon with a 
low carbon content, was subtracted from all spectra, 
unless otherwise stated. Moreover, the spectra shown in 
Figs. 1 and 3 were baseline corrected for presentation 
purposes, which could be done without introducing or 
removing any sharp absorption features. 

In order to establish a correlation between the EPR 
signal of (Cs-Cs)" and the observed LVMs, EPR and 
infrared absorption measurements were performed on 
the same sample. The EPR spectra were recorded at 

550 650 750 

Wavenumbers (cm-1) 

Fig. 1. Sections of absorbance spectra of electron-irradiated 
( ~ 1 x 1018 cm"2) Si: 12C recorded at 10 K: (a) through a low- 
pass filter with cut-off frequency at 3000 cm"1 and (b) without 
filter. The absorption line denoted by x is not related to the 
centers discussed in this work. 

room temperature with a Bruker ESP300E spectrometer 
operated in the absorption mode at ~ 9.5 GHz (X band). 

3. Results and discussion 

3.1. Basic properties of absorption lines 

Absorbance spectra of an n-type Si: 12C crystal irra- 
diated with 2MeV electrons at room temperature are 
shown in Fig. 1. The spectrum (a) was recorded with 
a low-pass filter with cut-off frequency at 3000 cm"1, 
after cooling the sample to 10 K in the dark. Then the 
filter was removed, and the spectrum (b) was obtained. 
The intense absorption line at 607 cm"1 associated with 
the LVM of 12CS dominates in the spectra. Much weaker 
absorption lines at 540.4, 543.3, 579.8, 640.6, and 
730.4 cm"1 are also seen. Recently, these were shown to 
represent the LVMs of Cs-Q (see Ref. [6]). In addition, 
several other absorption lines appear in the spectra, 
among which those observed at 527.4 and 748.7 cm"1 are 
discussed in this work. They lie in the region character- 
istic of LVMs of carbon defects in silicon. The 748.7- 
cm ~1 line is observed only when the sample is cooled in 
the dark and the spectrum is recorded with a low-pass 
filter with cut-off frequency below 6000 cm"1. Illumina- 
tion with light of frequency above 6000 cm"1 swiftly 
removes the 748.7-cm"1 line and generates the line at 
527.4 cm"1, as can be seen from comparison of spectra (a) 
and (b) in the figure. This process is reversible: After 
heating to 200 K and subsequent cooling in the dark, the 
line at 748.7 cm"1 is restored, whereas the 527.4-cm"1 

line disappears from the spectra. The 527.4- and 748.7- 
cm"1 lines display perfect anticorrelation, which implies 
that the same process controls the light-induced removal 
of the 748.7-cm"x line and appearance of the 527.4-cm"x 

line. At the same time, the annealing behaviors of these 
two lines are identical. These facts strongly indicate that 
the lines at 527.4 cm"1 and 748.7 cm"1 originate from 
two different charge states of the same defect. Moreover, 
since the 527.4-cm"x line can be observed in both n-type 
and intrinsic material, whereas the 748.7-cm"1 line is 
observed only in n-type silicon we may expect the 527.4- 
cm"x line to originate from a more positive charge state 
than the 748.7-cm"1 line. 

Measurements on the Si: 13C sample showed that the 
748.7-cm"1 line shifts down to 726.3 cm"1. The fre- 
quency ratio between the two absorption lines is 1.031, 
which is very close to the value expected for a carbon 
atom bound to a silicon atom by a harmonic spring. 
Therefore, we ascribe the 748.7-cm"1 line to a LVM of a 
carbon defect presumably containing Si-C bonds. 

No line corresponding to the 527.4-cm"1 line was 
observed in the Si: 13C sample. However, with the same 
frequency ratio as found above (1.031), this line should 
shift down to ~ 512 cm "i and thus fall below the Raman 
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frequency 524 cm"1 in silicon [7]. Such modes normally 
couple strongly to the lattice phonons and cannot be 
detected. Hence, we may also ascribe the 527.4-cm"l line 
to a LVM of carbon. 

3.2. Assignment of absorption lines 

So far, we have established that the center responsible 
for the 527.4 and 748.7-cm"1 lines is carbon related. 
Neither the number of carbon atoms involved nor their 
sites have been determined. The EPR signal arising from 
the negative charge state of Cs-Cs qualitatively displays 
the same sensitivity to light as discussed here for the 
748.7-cm"1 line [5], which suggests that it may originate 
from (Cs-Cs)~. To investigate this further, an n-type 
Si: 12C sample was first irradiated below — 20°C with 
2 MeV electrons to a dose of 5 x 1017cm~2, in order to 
compensate the free carriers without creating much 
Cs-Cs (see Section 3.3). This compensation was required 
to ensure reliable intensities of the (Cs-Cs)~ EPR signal 
at room temperature. Subsequently, the sample was elec- 
tron irradiated at room temperature to a dose of 
1.5xl017cm~2 and the EPR as well as the infrared 
absorption spectra were recorded. Then the room tem- 
perature irradiation was repeated and the spectra re- 
measured until the total dose reached 9 x 1017 cm"2. The 
results of this series of measurements are presented in 
Fig. 2, in which the intensity of the EPR signal from 
(Cs-Cs)~ is plotted against the intensity of the 748.7- 
cm"1 line. As can be seen from the figure, the two data 
sets display a linear correlation, showing that the 748.7- 
cm"1 line originates from (Cs-Cs)~. Thus, from the re- 
sults described in the previous subsection we may con- 
clude that the 748.7-cm"1 line represents a LVM of 
(Cs-Cs)~. The 527.4-cm"x line is observed both in n-type 

0 12 3 4 

EPR signal of (Cs-Cs)~ (arbitrary units) 

Fig. 2. The intensity (integrated absorbance) of the 748.7-cm"1 

line shown against the intensity of the EPR signal associated 
with (Cs-Cs)~. The solid line represents the least-square fit to 
the data. 

and intrinsic material, and no EPR signal correlates with 
it. Therefore, we identify this line as a LVM of (Cs-Cs)°. 

3.3. Formation ofCs-Cs 

Electron irradiation of virgin Si: C at low temperatures 
does not create any signals related to Cs-Cs. On the 
other hand, room-temperature irradiation is the most 
effective way to produce the center. Among the identified 
carbon-related centers, only Q is mobile at room temper- 
ature, but as shown previously, Q forms Cs-Q rather 
than Cs-Cs (see Ref. [4]). We propose that Cs-Q is 
a precursor for Cs-Cs and that the transformation of 
Gj-Q into Cs-Cs may occur when Q-Q traps a vacancy 
produced by further electron irradiation. Accordingly, 
the proposed reaction scheme leading to formation of 
\^s — \^s is 

Cs + Si; ->Q: Low temperatures, 

Cs + Cj ->CS-C;:        Room temperature, 

Cs-Q +V->CS-CS:   Above ~K, 

where Si; denotes a silicon self-interstitial. 
In Fig. 3, the experimental evidence for this reaction 

scheme is presented. As shown in part (a) of the figure, the 
dominant center produced by electron irradiation of vir- 
gin Si:C below room temperature is Q, which has two 
infrared active LVMs at 922 and 932 cm"1. When the 
sample is heated to room temperature the intensities of 
these LVMs decrease as a function of time, and after 210 
min they can no longer be detected, see part (b) of the 
figure. The concurrent formation of Cs-Q is demon- 
strated by the appearance of the LVMs of this complex at 

600 700 800 900 

Wavenumbers (cm"1) 

Fig. 3. Sections of absorbance spectra of Si:12C recorded at 
10 K: (a) just after electron irradiation below room temperature 
to a dose of 8 x 1017 cm"2, (b) after subsequent room-temper- 
ature heat treatment for 210 min. The spectrum (c) is obtained by 
subtraction of spectrum (b) from a spectrum recorded after 
a second electron irradiation (6 x 1017cm~2) below room tem- 
perature. The absorption line denoted by x is not related to 
a-a. 
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540.4, 543.3, 579.8, 640.6, 730.4, and 842.4 cm-1 (see Ref. 
[6]). No Cs-Cs is formed at this stage. However, if the 
sample containing Cs-Cj is reirradiated with electrons 
below room temperature, but above ~ 200 K, the 527.4 
cm-1 LVM of (Cs-Cs)° grows in and the LVMs of Cs-Q 
decrease in intensity, as seen clearly from Fig. 3(c), in 
which the difference between the spectra recorded just 
after and before the second irradiation is shown. 

The irradiation procedure described above was repeat- 
ed several times on the same sample. For accumulated 
doses below ~ 2 x 1018 cm"2, we find that the increase 
of the intensity of the (Cs-Cs)° line at 527.4-cm"1 is 
a linear function of the decrease of the intensities of the 
Cs-Q lines, thus supporting the mechanism proposed 
above. When the accumulated dose exceeds 2xl018 

cm"2, the increase of the Cs-Cs lines falls below the 
linear relationship, and the intensity of the 527.4-cm"1 

line saturates at ~ 5 x 1018 cm"2. We take this to indi- 
cate that the accumulated radiation damage gives rise to 
additional processes that interfere with the simple reac- 
tion scheme proposed above. 

4. Conclusions 

Electron-irradiated n-type silicon doped with carbon 
has been studied by IR absorption spectroscopy. Absorp- 
tion lines at 527.4 and 748.7 cm"1 have been identi- 
fied as LVMs of (Cs-Cs)° and (Cs-Cs)", respectively. 

The formation mechanism of the center has been investi- 
gated and it is proposed that Cs-Cs is formed by the 
process Cs-Q + V -> Cs-Cs. 
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Abstract 

Dopant atoms segregate to SiO2/Si(00 1) interfaces. This causes problems during manufacture of submicron micro- 
electronic devices. On the basis of ab initio calculations, we identify the mechanisms by which P atoms are bonded and 
deactivated under the interface. We argue that P segregation occurs by (1) trapping at interfacial dangling bonds, (2) trap- 
ping at vacancies and vacancy-oxygen complexes bound under the interface, and (3) formation of pairs of threefold- 
coordinated P atoms. The first mechanism is important at low dopant concentrations and when no vacancies are 
available, the second one dominates at medium dopant concentrations after P implantation, the third one controls the 
segregation at dopant concentrations around 1019 cm"3 or higher. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si/Si02; Dopant deactivation; Dopant segregation 

1. Introduction 

Fabrication of silicon-integrated circuits involves im- 
plantation of a high concentration of donors. This is 
followed by processing at temperatures at which the 
dopants can migrate. CMOS technology relies on Si02 

being placed next to doped regions of silicon. Segregation 
of dopants to Si02/Si interfaces causes a significant re- 
distribution and deactivation of dopants, so that only 
a fraction of the dopant atoms remains electrically active 
[1]. As much as 50% of the implanted dopants can be 
lost during the pad oxide etch [2], and the interface can 
collect at least 3 x 1014/cm2 dopant atoms, that is, nearly 
a monolayer (1 ML = 7 x 1014/cm2). Redistribution of 
the dopant atoms below gate oxides affects electrical 
parameters of MOS transistors. For example, the thre- 
shold voltage can be changed by 50% of its ideal value 
[3]. It is thus highly desirable to gain insight into the 
mechanisms for donor segregation and deactivation, 

* Corresponding author. Tel.: 0055-11-818-6328; fax: 0055-11- 
818-6433. 

E-mail address: mjcaldas@usp.br (M.J. Caldas) 

since these effects will cause problems in the design and 
manufacture of ultra-sub-micron silicon devices. 

In the literature, the segregation has been thus far 
treated at a phenomenological level. Details of dopant- 
interface interactions are unknown. It is unclear what 
causes the segregation, what are the atomic and elec- 
tronic structures of the segregated donors, and what are 
their energies. A simple but physically correct description 
of the segregation mechanism would facilitate modeling 
of technological processes [1]. The purpose of this work 
is to provide fundamental insight into the physics of 
dopant segregation by ab initio studies of a typical do- 
nor, phosphorus. 

The published segregation models [4-8] assume that 
the interface has a fixed number (~1 ML) of sites at 
which dopant atoms can be trapped, and do not differen- 
tiate between traps. However, this is inconsistent with the 
measured dependence of the dose loss on the implanted 
dose ("traps only", Fig. la). This inconsistency indicates 
that such models would fail when the dopant concentra- 
tion changes strongly along the interface (as under oxide 
sidewalls in MOS transistors), even though these models 
work over a limited concentration range. 

Here we formulate and discuss a general segregation 
model, based on results from ab initio calculations and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00477-9 
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Auger electron spectroscopy measurements. We verify 
the model using published secondary ion mass spectro- 
scopy (SIMS) data on P segregation [2,7,9]. Our results 
highlight the importance of mechanical strain near the 
interface, which promotes double-trapping (pairing) of 
dopants. We show that, as a consequence of pairing, the 
segregation mechanisms for high- and low-doping levels 
are qualitatively different. 

We briefly describe in the next section the calculation 
methods and microscopic models for the interface and 
traps. In Section 3 we present and discuss the segregation 
model, and summarize our results. 

2. Microscopic models 

The calculations were done by ab initio supercell ap- 
proaches.1 Interface structures were calculated with the 
fhi96md code [10]. The reliability of results was verifi- 
ed by comparison with optimized geometries, electronic 
structures, and energy differences for test silicon-oxygen 
and silicon-oxygen-phosphorus structures computed 
with other ab initio codes (full-potential LMTO code 
[11,12] and LCAO-based ab initio pseudopotential code 
[13]) and with energy differences obtained by a semi- 
empirical method applied to clusters of roughly the same 
size as the supercells. The bulk defect calculations were 
done by the LCAO-based ab initio pseudopotential code 
SIESTA [13], using large cells. 

We estimate that the numerical accuracy for energy 
differences between two atomic geometries associated 
with the same interface model is ~0.2 eV per unit cell 
(see footnote 1). The accuracy of binding energies is 
~0.2 eV per phosphorus atom bonded in a complex. The 
numerical error is dominated by /c-point sampling, small 
distance between defects in the neighboring supercells (in 
the interface models), and the LDA band-gap problem. 
The latter affects energy differences and binding energies 
when defects with deactivated donor atoms are com- 
pared to a substitutional donor. A band-gap correction 
was employed in such cases. 

800°C annealing 

1*0=7x10"/™*, pairs* 
N;=3x1013/cmJ, traps 

1 Car-Parrinello type of pseudopotential calculations, with 
Local Density Approximation (LDA) after Ceperley and Alder 
[19] in the parameterization of Perdew and Zunger [20], and 
nonlocal pseudopotentials [21,22] in Kleinman-Bylander form 
[23]. Interface structures done by fhi96md code [10] in 
Si(001)-type supercells with lateral dimensions 2x2 to 4x4, 
typically six to eight Si layers and a single oxide layer with 
various boundary conditions described in the text. Convergence: 
40 Ry cutoff for plane waves, tests between 16 Ry and 40 Ry; 
Brillouin zone sampled at the points equivalent to (j,|) point of 
the fully symmetric 4x4 surface cell, test done at r and (i,|) 
points from 4x4, 3x3, and 2x2 cells. Bulk defects with SIES- 
TA [13] in FCC supercells based on a 128 Si bulk cell, double- 
zeta basis-set (tests with single-zeta). 

(a) 

N.,=7x10,4/crrr 
trips only 

\ 
'Ml>=7x10u/cm2, pairs only 

,..•'"' No=3x10"/cmJ, traps only 
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Fig. 1. Dopant pairing and dose loss: (Thin lines) trapping only, 
(Thick solid lines) pairing and trapping, (Broken lines) contribu- 
tions from pairing (thick) and trapping (thin), (a) Dependence of 
P dose loss JVd on P implant dose N, SIMS data [2]. If traps 
only are assumed, the functional dependence is qualitatively 
wrong. Pairing and traps together give an excellent fit.(b) De- 
pendence of P dose loss Nd on P concentration CP close to the 
interface, SIMS data [9,7] The trap-dominated (low CP) and 
pairing-dominated (high JVd) regimes are clearly visible. 

The atomic geometries addressed in this work include 
(a) several models of the interface, (b) phosphorus atoms 
placed in various configurations at or near the interface, 
and (c) P atoms bonded in bulk-like defect complexes 
with and without oxygen. The details of these calcu- 
lations will be given in a separate publication. Here, we 
focus on the hitherto unexpected effect of dopant pairing 
(that is, trapping of two P atoms at the same complex) 
below the interface. 

The interfacial atomic structures were designed in such 
a way that as few atoms as possible represented the key 
features of the interface. These models were then system- 
atically expanded towards increasingly realistic geomet- 
ries. The fundamental geometry is built on the basis of 
a bulk Si(0 01) 1x1x8 cell with two oxygen atoms 
inserted into Si-Si bonds in one of the (0 01) planes 
(Fig. 2a). The resulting SiOSi sandwich is stretched along 
the (0 01) axis to acommodate the compressive stress 
created by the insertion of oxygen. This makes a crude 
model of an amorphous SiO2/Si(001) interface: each 
interfacial Si atom of the substrate has two O neighbors. 
There is no real Si02 in this system, but since phos- 
phorus atoms are expelled from Si02 into silicon and 
since Si-O bonds are much stronger (stiffer) than Si-Si 
bonds, this numerically efficient model reasonably simu- 
lates   an   interface-like  environment  for   exploratory 
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a) Sandwich b) Rebonded complex c) Spill pair 

Fig. 2. Generic structures of phosphorus (black) trapped under 
SiO2/Si(001). The phosphorus atoms of these P2 complexes are 
deactivated (electrically neutral), (a) Idealized model of the 
SiO2/Si(001) interface, (b) The dashed Si atom and its P neigh- 
bor form a pair of {113}-rebonded lattice atoms, (c) Threefold- 
coordinated P atoms of a distorted nearest-neighbor P2 pair. 

studies of the interaction between phosphorus, oxygen, 
and silicon atoms. 

We found that at least two atomic configurations 
allow covering any SiO2/Si(001) interface with nearly 
a full monolayer of P (~5 x 1014/cm2). (Fig. 2b and c). 
These structures involve no pre-existing defects, neither 
in Si nor in SiO2/Si(00 1). Each of them is built on the 
basis of two threefold-coordinated, electrically neutral 
P atoms. One of these complexes (Fig. 2b) employs a lo- 
cal rearrangement of Si lattice bonds which we name 
"{113} rebonding" [14]. The geometry of {113}-re- 
bonded atoms is analogous to the atomic configuration 
which is temporarily acquired near the barrier along the 
concerted-exchange path of Si self-diffusion [15]. The 
other structure is simply a distorted nearest-neighbor PP 
pair (Fig. 2c). 

These complexes, in particular the PP pair, may be 
unstable in the bulk. But they are stabilized next to the 
interface, with the binding energy ~0.5eV/mole in in- 
trinsic material and ~ 1 eV/mole in n-type material. The 
stabilization takes place because the oxide helps to ac- 
commodate the stress caused by the deformation of the 
bonds around the defects and because the removal of 
a substrate bond makes the network more flexible, assist- 
ing in the relaxation of the interfacial stress. 

In the bulk we found a stable complex between P and 
O in a P-decorated A-center (Fig. 3). The occurrence of 
the VsiPsi complex (E-center) has been reported since 
a long time (donor trap) [16,17]. Pairing of P atoms has 
also been proposed at high doping levels. We found that 
in addition, in the presence of O atoms, the AP2 complex 
is a strong candidate for double-trapping of donors. The 
complex is stable relative to various close associations of 
the component defects: the A-center (Fig. 3a) is stable 
relative to an interstitial oxygen Oj plus a vacancy Vsi, by 
~2eV; and AP2 (Fig. 3c) is stable relative to AP + Psi, 
and to Oi + VsiP2 (Fig. 3b), by -0.5-1.3eV. We thus 
find that two P donors and an O interstitial can lower 
their energy by ejecting a Si lattice atom to an interfacial 
step. 

a) A center b)VP2 center c) AP2center 

Fig. 3. Generic structures for phosphorus (black) trapped at 
vacancy defects in bulk Si. The phosphorus atoms of these 
P2 complexes are deactivated (electrically neutral): (a) The oxy- 
gen(gray)-vacancy (V + O) neutral A-center, (b) The pair of 
P atoms trapped at a vacancy, (c) The pair of P atoms trapped at 
an A-center. 

It is important to remark, however, that there are no 
PO bonds in the complex. The physical mechanism for 
P double-trapping and deactivation simple: through re- 
laxation, each P atom assumes a three-fold coordination 
and re-traps an electron from the conduction band. This 
readily leads to a substantial energy gain, from electron- 
capture. There is also gain from exchanging the dimer- 
ized Si dangling bonds of the A-center (see Fig. 3) for the 
saturated inert lone-pairs of P (around ~0.7eV). The 
pairing is in this case also favorable, relative to the simple 
PP complex, because there is no significant stress build- 
up compared to an already existing A-center. Summariz- 
ing our results up to this point, we found that not only 
P atoms may be trapped at vacancies and A-centers, they 
can also pair at such defects. 

Turning now to Si processing, implantation creates 
interstitials and vacancies. Many of these recombine 
shortly after the implanted ion rests in the substrate, but 
some vacancies escape recombination and migrate to the 
interface. Implantation also kicks out some oxygen 
atoms from the screen oxide into the subsurface, where 
they will combine with vacancies and form A-centers. 
Annealing may then, instead of activating the P atoms, 
bring them close to the traps where they will be deac- 
tivated (as E or AP centers, single-trapping). How- 
ever, if there is a high concentration of phosphorus, 
pairing may take place. Pairing can then happen as PP 
complexes, or as stable VsiP2, AP2, or {11 3} rebonded 
complexes. 

3. Thermodynamical model 

We now perform an analysis of published SIMS data, 
using a thermodynamical model to estimate the depend- 
ence of the segregated dose Nd on the concentration 
CP of active phosphorus under the interface. For this 
purpose, we assume that: (1) N0 deactivation sites exist 
under the interface. (2) Dopant atoms can be deactivated 
by pairing or trapping. (3) The corresponding reaction 
constants are thermally activated. (4) The active and 
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inactive dopants under the interface are in quasi-equilib- 
rium (meaning here that activation rates = deactivation 
rates). This leads to 

dieletric that introduces strain. Moreover, losses at high 
implant doses are intrinsically nonlinear, because of pair- 
ing or double-trapping of dopants. 

N, (1) Cl +B2exp(-2EJkT)' 

When segregation is dominated by pairing and to the usual 

Nd = 
N0CP 

CP +Bsxp{-Es/kT) 
(2) 

when trapping dominates. As explained below, analysis 
of the literature data in terms of this simple model (Fig. 1) 
verifies the plausibility of the segregation mechanism 
proposed in this work. The Nd{CP) dependence is re- 
covered for the whole dopant concentration range under 
the gate and sidewall oxides in MOS transistors. 

The segregation energy due to pairing is ~ 0.4 eV/mole 
from Fig. 1 (800°C and 900°C) and from the data in Ref. 
[18] (1000°C, not shown), while the segregation energy 
due to trapping is ~ 1.3 eV. These values are close to our 
ab initio estimates for pairing and trapping of phos- 
phorus at broken bond sites, respectively. The density of 
"deactivating sites" of N0 for pairing corresponds to 
a monolayer, while iV0 for trapping is ~3xl013/cm2, 
which is about 10 times more than the typical number of 
electrically active interfacial defects. This indicates that 
defects such as nonstoichiometric sites (Si-Si bridges) 
may act as dopant traps, or, as discussed earlier, some 
phosphorus atoms may be trapped by silicon vacancies 
and A-centers. In order to account for ~3x 1013/cm2 

trapping sites (5% of a monolayer, or 0.05 ML), one 
needs approximately 0.01-0.02 ML vacant sites (each 
A-center can trap two, and each vacancy can trap up to 
four P atoms). Assuming that these vacancies are localiz- 
ed between one to five atomic layers below the interface, 
the volume concentration of the segregated vacancies 
must be around 5-1 x 1020 cm"3. Calculations veryfying 
the stability of such a high vacancy concentration under 
SiO2/Si(001) are in progress. 

Our analysis indicates that any predictive simulation 
model which attempts to describe the segregation coeffic- 
ient for P concentrations around 1018 cm-3 must ac- 
count for the dopant pairing. The interface has much less 
than 1 ML of defect-related dopant traps, as expected of 
a high-quality boundary between two materials. The 
coexistence of pairing and trapping causes a two-regime 
dependence of the segregation coefficient on the implant 
dose (Fig. lb). High- and low-coverage segregation are 
quantitatively different. 

Concluding, we presented results of an ab initio study 
of dopant trapping and segregation to SiO2/Si(001) in- 
terfaces. A simple and physically plausible model of the 
segregation of P atoms was formulated. We find that 
dopant segregation to the interface is aided by interfacial 
strain; so, segregation will also occur with any other 
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Abstract 

The electronic properties of Zn in monocrystalline silicon were studied by means of electron paramagnetic resonance 
(EPR). In high-ohmic p- and n-type Si doped with Zn two new line sets were observed. One of them show the 
characteristic behavior of the i<-> - i and f <-> - § transitions of a T8 state in tetrahedral symmetry and can be detected 
for all sample orientations. The line positions of this set can be well described with a spin Hamiltonian for S = § including 
the linear and cubic Zeeman-interaction and the fitted parameters \g\ = 1.1749 + 0.0005 and |/| = 0.0402 + 
0.0005 (g.f > 0). For magnetic field directions around B\|< 1 0 0>, a second line set consisting of seven additional lines were 
detected which can be described by the spin transitions within a coupled (r7-r8)-ground state manifold. Based on the 
analysis of the experimental data this spectrum has been identified as arising from the negative charge state of the isolated 
substitutional Zn~ in silicon. © 1999 Elsevier Science B.V. All rights reserved. 

PÄCS: 61.72.Bb; 61.72.Ji; 71.55.Cn; 76.30.Lh 

Keywords: Silicon; Paramagnetic defects; Spin resonance; Zinc 

1. Introduction 

In spite of a large number of investigations performed 
with different methods the electronic and geometric 
structure of isolated atoms of the group II impurity Zn 
([Ar]3d104s2) in Si still remains unclear. For isolated 
atoms of substitutional group II impurities in Si one 
expects singly and doubly charged acceptor levels to be 
positioned deep in the gap of silicon. Such deep acceptor 
levels assigned to Zn"/0 (Ev +310meV) and Zn2_/" 
(Ev + 600 meV) were first established by Hall effect 
measurements [1,2]. In the following decades numerous 
investigations using photoconductivity and several vari- 
ants of deep level transient spectroscopy (DLTS) con- 
firmed this main result and exhibited some additional 

* Corresponding author. Fax:  + 49-30-314-22569. 
E-mail address: gehlhoff@sol.physik.tu-berlin.de 
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Zn-related centers. A summary of the results obtained, 
showing some scatter between the data, is given in Ref. 
[3]. Also, negative-U properties for Zn-related centers 
are discussed [4]. By infrared absorption spectroscopy 
only the transition Zn"/0 at 320 meV could be identified 
[5,6]. In Si samples doped with Zn by high-temperature 
diffusion two trigonal spectra and several isotropic lines 
were observed by means of electric-dipole spin resonance 
(EDSR) [7]. However, direct experimental data for the 
microscopic structure of the singly and doubly charged 
acceptor states are not published up to now. Especially 
for the Zns

_ charge state with one missing electron in the 
sp3-orbitals of the Si bonding one might expect EPR or 
EDSR spectra analogous to those observed for the single 
acceptors B, Al, Ga and In in Si in the neutral charge 
state [8]. However, so far only various transition 
metal-Zn pairs have been identified by EPR in samples 
with corresponding co-doping [9]. 

In this paper the first EPR results on a Zn-related 
center with tetrahedral symmetry, which we assigned to 
isolated substitutional single ionized ZoT, are presented. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00481-0 
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2. Experimental 

For the EPR experiments samples of about 12 x 3 x 
3 mm3 in size were cut from monocrystalline n- and 
p-type silicon. The material used was Czochralski grown 
as well as highly pure float-zone silicon with resistivities 
of 1.4 to 3000 Ü cm for p-type (B-doped) or 1.5 
to 2100 Q cm for n-type (P-doped) samples. For indiffu- 
sion of Zn the silicon samples together with a small 
amount of metallic Zn were encapsulated in an evacuated 
quartz ampoule and annealed between 1125°C and 
1250°C for 24 h. Either Zn of the natural isotope com- 
position as well as Zn enriched to above 92% with the 
isotope 67Zn (J = §) was used. At the end of the diffusion 
process the silicon samples were rapidly quenched to 
room temperature by plunging the ampoule into water or 
ethylene glycol. Most of the samples were investigated 
before and after an additional annealing at 600-650°C 
for 30-60 min. 

The EPR measurements were performed at the X-band 
in the temperature region 3.9-20 K using a Bruker ESP 
300E spectrometer equipped with an Oxford ESR 900 
helium gas-flow cryostat. In the most cases a special high 
sensitive TE011 resonator was used. The samples were 
always mounted with their long dimension perpendicular 
to the plane in which the external magnetic field B could 
be rotated. The samples could be illuminated with band- 
gap light from a halogen lamp through the sample holder 
or using a rectangular resonator by an opening in the 
resonator wall. 

3. Results and discussion 

In high-ohmic p- and n-type samples an EPR spec- 
trum with trigonal symmetry very similar to the spectra 
described in Ref. [7] is dominant. The angular depend- 
ence of the EPR transitions is presented in Fig. 1 showing 
the typical behavior of the line positions, intensities and 
shapes for AM = 2 spin transitions within a S' = 1 sys- 
tem with predominantly trigonal symmetry including 
random strains. In a first approach, the line positions can 
be described (within the error limit caused mainly by the 
misorientation of the samples and the error in the deter- 
mination of the rotation angle) with S' = 1, g\\ = 
1.016, |D| ^ 10cm_1and an effective orthorhombic dis- 
tortion E* = 0.05 cm-1. A more detailed discussion of 
the properties of this Zn-related center is given elsewhere 
[10]. 

After annealing of such samples at 600°C for 15- 
60 min we could observe several new lines, whose inten- 
sities increase in the most cases remarkably under illu- 
mination with band gap light. A typical example with 
dominating intensities of the new lines is given in Fig. 2. 
One of the EPR transitions shows the typical angular 

<no> 

ni> 

<ioo> 

600 800 1000 1200 
magnetic field [mT] 

Fig. 1. Stack plot of the EPR transitions of a Zn-related center 
with dominantly trigonal symmetry at T = 4 K in the X-band 
(v = 9.48 GHz) using 2 mW microwave power. The magnetic 
field is rotated by 5° steps in a {1 10} crystal plane. The marked 
line splitting for one line set is caused by a small misorientation 
of the sample. 

<110> 

<111> 

<100> 

600 800 1000 

magnetic field [mT] 

Fig. 2. Stack plot of the EPR transitions observed at 4.1 K for 
high-ohmic p-type Si after Zn diffusion and additional annealing 
at T = 600°C as well as in situ excitation of the sample with 
band-gap light. The magnetic field is rotated by 5° steps in 
a {1 1 0} crystal plane. Besides the weakened transitions of the 
trigonal center shown in Fig. 1 two new line sets are exhibited 
around S||<1 0 0). The line sets indicated by arrows are observ- 
able for all sample orientations. 

dependence of the j<-+ — \ transitions of a T8 state in 
cubic (Td, Oh, O) symmetry. This line set (right arrow in 
Fig. 2) can be well described using a spin-Hamiltonian 
with S' = § including the linear and cubic Zeeman inter- 
actions 

tf = gßB-S +fß{S*Bx + S3B, + SlBz 

-^S-B)[3S{S+l)-m (1) 
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Fig. 3. a, b: Experimental line positions [■] of the two EPR 
transitions belonging to the line set which is observable for all 
sample orientations and are indicated by arrows in Fig. 2. The 
solid lines are calculated using the spin Hamiltonian (1) and the 
fitted parameter set given in Eq. (2). These transitions are as- 
signed to the |<-> — i (a) and §<-> — f (b) transitions within 
a T8 state arising from substitutional Zns~. 

Fig. 4. EPR spectrum of substitutional Zns~ for the magnetic 
field B||<1 0 0). Comparison of the experimental line positions 
with the calculated ones using a generalized spin Hamiltonian 
for a coupled (r7-r8)-manifold and the fitted parameter given 
in Eq. (3). Also the splitting of the energy levels of the (r7-r8)- 
manifold in the magnetic field B is shown. 

In Fig. 3a the experimental angular dependence of the 
line positions of this transition is compared with 
the calculated one using the spin Hamiltonian (1) and the 
parameter set 

r| = 1.1749 + 0.0005,   l/l = 0.0402 + 0.0005 

with#/>0. (2) 

The excellent fitting indicates that these transitions can 
only arise in Si from a center with tetrahedral (Td) 
symmetry. The characteristic cubic angular dependence 
could be also proved for the §*-> — § (AM = 3) 
transitions (left arrow in Figs. 2 and 3b). But the line 
widths and the asymmetric line shapes caused by the 
random strains in the sample prevent a determination of 
the line positions with high accuracy. Another conse- 
quence of the large line width was that a hyperfine 
structure caused by 67Zn (/ = f) could not be resolved. 

The saturation behavior of the ^<-> — \ transition re- 
veals a very strong lattice coupling of the center, similar 
to the one observed for the Cds center [11] in Si. There- 
fore, it is reasonable to assign the spectrum with 
tetrahedral symmetry to isolated substitutional Zn in 
silicon. Such assignment is also corroborated by theoret- 
ical predictions. Total energy calculations for isolated Zn 
on the unrelaxed substitutional and tetrahedral inter- 
stitial sites in their different charge states suggest that the 
substitutional position should be the equilibrium site for 
Zn at the doping levels of our samples [12]. 

The fitted parameters given in Eq. (2) are similar to the 
ones obtained for the neutral charge state of the shallow 
single acceptors B°, Al°, Ga°, In0. This similarity sug- 

gests that the spectrum originates from the Zns" state. 
This assumption is supported by the corresponding 
Fermi level in the band gap estimated from the prepara- 
tion conditions and through the appearance of small 
lines from unintentionally doped impurities like Fe with 
well-known gap levels. 

For magnetic field directions around £||<1 0 0> a sec- 
ond set of lines consisting of seven lines could be detected 
(Fig. 2). Four lines can be attributed to the transitions 
+ i<-> ± \ (AM = 1) and + i^- + 1 (AM = 2) within 

the r8 state. However, their shifted line positions in 
comparison with the calculated ones using the spin 
Hamiltonian (1) as well as the line position of three other 
lines demonstrate a strong admixture from a nearby 
twofold spin state. The spectrum can be analyzed within 
the manifold of the T8 and T7 states using a generalized 
spin Hamiltonian for the coupled ground state [10]. 
With the fitted parameter set 

g81 = -1.09,   082 = 1.28,   9l = -0.82, 

378=0.55,   £(r7,r8)= -1.4 cm"1, (3) 

the experimental line positions are well described (see 
Fig. 4). However the parameter set (3) is only a prelimi- 
nary one, because there are five parameters for the 
description of such strongly coupled-manifold and an 
unambiguous assignment of all transitions and an 
accurate determination of all parameters require 
measurements at different magnetic field directions and 
microwave frequencies. 
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4. Conclusions 

An EPR spectrum with cubic (tetrahedral) symmetry 
firstly observed could be identified as arising from the 
negatively charge state of isolated Zn on substitutional 
lattice site in Si. Parts of the spectrum can be well de- 
scribed by the spin transition within a T8 state in cubic 
symmetry with similar parameters like the transitions for 
the neutral charge state of the single shallow acceptors 
B°, Al°, Ga°, In0 [8]. In contrast to these shallow accep- 
tors for the deep Zn acceptor the influence of a nearby 
lying T7-state must be considered and the whole EPR 
spectrum can be correctly described only within the re- 
sulting (r7-r8)-ground state manifold. The proof of a 
stable configuration of Zn" gives evidence that the double 
acceptor Zn has no negative-U properties as claimed 
in Ref. [6]. 
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Abstract 

We employ pseudopotential plane-wave calculations to study the interstitial B in Si in different ionic configurations 
and charge states. For all charge states the ground state is a B-Si pair in which the B atom is close to a substitutional site 
and the Si atom in a nearby tetrahedral position. The defect has negative-U property and exhibits a symmetry-lowering 
distortion. We also report several metastable configurations which are close in formation energy. The relation of the 
defects to B diffusion is discussed. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Boron; Interstitials 

1. Introduction 

The understanding of dopant atom-native defect inter- 
actions is crucial for modeling diffusion in crystalline Si 
[1]. The formation of native point defects and the reac- 
tions of the dopant atoms with them determine the ener- 
getically favorable diffusion mechanisms. Excess native 
point defects, generated by surface oxidation or ion im- 
plantation, are the source of the often harmful enhanced 
dopant diffusion. For B in Si the diffusion has been 
shown to occur predominantly via interstitial B;, which 
are generated by a kick-out reaction [2-4]. First, a Si 
self-interstitial interacts with a substitutional B so that 
the B atom ends up in the interstitial region. The B atom 
diffuses in the interstitial channel and finally recombines 
to a substitutional position. To understand the atomic 
structure of the defects and the possible charge state 
effects involved it is essential to perform first-principles 
calculations. 

Experimental studies of electron-irradiated boron- 
doped Si at cryogenic temperatures have revealed an 
interstitial B defect [5-7]. The defect was found to show 

* Corresponding author. Tel.: + 358-9-451-3149; fax: +358- 
9-451-3116. 
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negative- U property. On the basis of experimental data 
several models have been proposed for the atomic struc- 
ture of the defect [5,7]. Tarnow [8] employed first-prin- 
ciples total-energy calculations to investigate the micro- 
scopic structure of the defect, and found that it is a pair of 
a substitutional B and a Si self-interstitial. This defect has 
been considered to form an intermediate step in the 
kick-out process [4]. 

In the present study we go beyond the calculations by 
Tarnow [8] and study more systematically interstitial 
B in Si in different ionic configurations and charge states. 
We also report the metastable states of B;. Results are 
presented for the formation and binding energies of the 
different configurations. Finally we discuss the implica- 
tions of our results for B diffusion. 

2. Methods 

We use the plane-wave pseudopotential method [9] 
within the spin-polarized density-functional theory 
[10,11]. The electron exchange and correlation is taken 
into account in the local-spin-density approximation 
[11]. For Si we use a norm-conserving non-local pseudo- 
potential [12,13] with the non-linear core-valence ex- 
change-correlation scheme [14], whereas for B we have 
generated a non-norm-conserving Vanderbilt-type pseudo- 
potential   [15,16].   For   the   valence-electron   wave 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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functions we use a plane-wave expansion with an 18 Ry 
kinetic-energy cutoff. 

We employ 32-atom supercells with the 2x2x2 
Monkhorst-Pack [17] A-point sampling throughout the 
calculations. For the interstitial configurations an extra 
atom is added to the supercell. For the total-energy 
differences we find the convergence within 0.1 eV with 
respect to increasing the supercell size to 64 atoms. In the 
structure minimization we move the ions according to 
the Hellmann-Feynman forces. No symmetry restric- 
tions are imposed. Since the structure relaxes to the 
nearest (meta)stable minimum we use several initial posi- 
tions to map all the minima. Further computational 
details will be reported in a later publication [18]. 

The formation energy of a given defect D can be 
defined as [19] 

>,   2- 

Ef = E% + Q(EV + /ic) - £ nsfis, (1) 

where E% is the total energy of the supercell containing 
the defect, Q the charge state of the defect, £v the top of 
the valence band, /*e the electron chemical potential (i.e., 
the Fermi level) in the band gap relative to the top of the 
valence band, and ns the number of atoms of type s. The 
chemical potential of a Si atom (jxsi) is the total energy/ 
atom in a perfect Si lattice. Since we compare only the 
formation energy differences it is not necessary to define 
the absolute value of the chemical potential of a B atom 
(^B)- Thus, in practice, we scale the formation energy 
diagram so that the zero of energy corresponds to the 
formation energy of the substitutional B in the neutral 
charge state. To properly align the energy bands for 
different supercells a correction for Ew is also used 
[20,21]. 

3. Results and discussion 

We have first studied the substitutional B in the ab- 
sence of any other defects. We find that the negative 
charge state is stable for all the Fermi level positions in 
the band gap. In practice, the substitutional B binds 
a hole into a shallow effective-mass state producing in 
a subsequent ionization a delocalized hole in the valence 
band. The ionic relaxations around the B atom are in- 
wards, about 12% of the Si bond length, in good agree- 
ment with the previous calculations for the neutral 
charge state [22-24]. The point symmetry of the nega- 
tively charged defect is Td. 

The formation energies of the most important inter- 
stitial B configurations (i.e., one extra B atom in the Si 
crystal) are shown in Fig. 1. Also shown is the formation 
energy of the isolated B^. The extra Si atom in the 
interstitial configurations is accounted for by using the 

O -1 

BfT) 
'"_B(S) 

~~~~~~~-~. ...,B,W 

-""vT 

—-J5* 

0        0.2       0.4       0.6       0.8        1 1.2 
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Fig. 1. Formation energies for the most important substitu- 
tional and interstitial B configurations as a function of the 
position of the Fermi level (ße). The zero of the formation energy 
corresponds to the substitutional B in the neutral charge state. 
The extra Si atom is taken into account by using the chemical 
potential of a Si atom in a perfect lattice. The experimental band 
gap is used as the upper limit of the Fermi level. T, S and 
H denote the tetrahedral, <100>-split and hexagonal interstitial 
sites, respectively. 

chemical potential of a Si atom in a perfect lattice (i.e., 
subtracting /isi from the total energy of the defect). We 
discuss first the pair configuration Bsi—Si. and then the 
other more prominently interstitial type structures Bf. It 
is noteworthy that the formation energies of the inter- 
stitial configurations are considerably higher than that 
for the isolated Bs~^ defect. The interstitial configurations 
cannot therefore cause acceptor compensation. The inac- 
tivation of B has to result e.g. from clustering of B atoms 
[25,26]. 

We study the pair configuration Bsi—Si,- in charge 
states 1 + , 0, and 1 — . Since the neutral charge state is 
stable for only a very small range of the Fermi level 
positions it can in practice be considered as metastable. 
The point symmetry of the neutral charge state is Clh, 
which is consistent with experiments [5]. The 1 + charge 
state has the C3v point symmetry and the 1 — charge 
state the Clh point symmetry. The geometry of the defect 
is qualitatively in accordance with the calculations by 
Tarnow [8]. The B atom stays close to its substitutional 
position and the Si atom close to a nearby tetrahedral 
position. The binding energy of the Si atom to the BSi-Si, 
defect is found to be 0.1-0.2 eV depending on the charge 
state. The weak binding is in accordance with the experi- 
mental observation that the Si interstitial is highly mo- 
bile also in B-doped Si (see, for example, Ref. [27]). 

Troxell and Watkins have found enhanced migration 
of B, under minority-carrier injection in n- and p-type 
material [7]. The enhanced migration was explained by 
a Bourgoin mechanism [28,29], in which the migrating 
defect alternates between two lattice configurations. The 
lattice configuration depends on the charge state, and 
cyclical trapping of electrons and holes leads to enhanced 
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diffusion. Our calculations support this kind of 
interpretation. The most important metastable config- 
urations of B; are the <100>-split (S), tetrahedral (T), and 
hexagonal (H) lattice sites (see Fig. 1). The bond-centered 
site is higher in formation energy for all the charge states. 
For the neutral and the negative charge state it lies more 
than 0.6 eV above the preceding sites. In p-type material 
the S and T sites are the energetically favorable inter- 
stitial positions for B;, whereas in n-type material 
the H site is the favorable one. We also see from 
Fig. 1 that the change of the charge state leads to 
a change of the lowest-energy interstitial configuration 
B;. However, the actual migration barriers between the 
sites should be analyzed to verify the proposed migration 
mechanism. 

Under equilibrium concentrations of native point de- 
fects the activation energy of the defect-mediated B diffu- 
sion can be defined as a sum of the formation (£f) and 
migration (£m) energies for the diffusing species [22,23]. 
We calculate E, as a sum of the formation energy of a Si 
self-interstitial (~3.3eV) and the energy of exchanging 
a Si self-interstitial and a substitutional B (~0.7eV). For 
Em we use a value of 0.2 eV [30]. We obtain the activa- 
tion energy of ~4.2eV when the Fermi level is at the 
midgap. This corresponds closely with the experimental 
range of 3.2-3.9 eV [1] and the earlier calculated value of 
3.9 eV for the neutral charge state [22,23]. The relatively 
high activation energy is due to the formation of Si self- 
interstitials. However, the activation energy can be signif- 
icantly smaller if excess Si interstitials are present in the 
crystal [27]. 

In conclusion, we have performed first-principles 
calculations for interstitial B in different ionic configura- 
tions and charge states. The lowest-energy structure 
exhibits the negative- U behavior and point symmetries in 
accord with experiment. The metastable interstitial con- 
figurations are the lowest-energy positions along the 
B migration pathway. We find that the metastable inter- 
stitial configurations depend on the charge state. The 
calculated activation energy of B diffusion agrees well 
with experiment. 
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Abstract 

Photoluminescence due to radiation defects in silicon doped with Ge at a concentration of 2xl020cm"3 and 
subjected to neutron irradiation and subsequent annealing is analyzed and compared to that of silicon crystals 
containing less or no Ge. Several spectra are ascribed to centers incorporating Ge atoms. At concentrations of the order 
of 1020 cm"3 the Ge atoms are found to be the main sinks for the Frenkel pair components. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Silicon; Germanium; Defects; Luminescence 

1. Introduction 

The influence of isovalent impurities, especially Ge, on 
the accumulation process of radiation defects (RDs) in 
silicon irradiated by gamma rays and elementary par- 
ticles has been comprehensively studied (for a review, see, 
e.g., Refs. [1-3]). However, no defects incorporating Ge 
atoms have been identified which would be stable at 
room temperature and above it. The only positively iden- 
tified defect incorporating Ge, namely, the Ge-vacancy 
pair, anneals well below room temperature [4]. There- 
fore, it has been believed that at T ^ 300 K Ge atoms act 
only as centers of indirect recombination of Frenkel pair 
components (vacancies and self-interstitials). 

The near band edge photoluminescence (PL) of 
irradiated silicon doped with Ge concentrations 
< ~1019 cm"3 brought new insights into the problem 

[5]. New lines labeled M80-83 were found in samples 
with JV(Ge) = (1-2) x 1019 cm"3. The appearance of the 
M80 and M82 lines could be well correlated with the 
presence of the Ge impurity. The impurity correlation of 
the centers M81 and 83 remained less certain. 

* Correspondence address: Departamento de Fisica, Univer- 
sidade de Aveiro, 3810-193 Aveiro, Portugal. Fax: + 351-34-424 
965. 

E-mail address: sobolev@fls.ua.pt (N.A. Sobolev) 

In the present work, the investigated Ge concentration 
range is extended up to 2 x 1020 cm"3. Supporting evid- 
ence for the incorporation of Ge atoms into the centers 
M80-83 is found. New centers (M86-88), presumably 
related to Ge, are encountered in the near band edge 
spectral range. The spectra of deeper centers will be 
treated in a forthcoming publication [6]. 

2. Experimental 

Samples of monocrystalline, slightly P-doped silicon 
without Ge as well as of that doped with Ge at a concen- 
tration of 2 x 1020 cm-3 were investigated. The samples 
had a specific resistivity of ^ 103 Q. x cm and contained 
carbon and oxygen in concentrations (1...7)xl016 

cm"3. The Ge concentration was determined by neutron 
activation analysis and by X-ray microprobe analysis. 
The oxygen and carbon concentrations were measured 
by means of the IR absorption in the 1100 and 607 cm"x 

bands. The neutron irradiation to a fluence of 
6x 1017cm"2 was performed in a water reactor with 
a ratio of thermal to fast neutron fluxes of ca. 10:1 at 
a sample temperature of about 60°C. Irradiated samples 
were annealed in ambient air for 15 min over a temper- 
ature range Ta = 50-800°C in 25°C steps. The recombi- 
nation radiation was excited by an Ar-ion laser, dispersed 
through a grating monochromator and detected by 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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a cooled photomultiplier having an S-l-type cathode. All 
measurements were carried out at 4.2 K. 

3. Results and discussion 

In the PL spectra of all starting Si and Si: Ge crystals 
one observes lines caused by the radiative recombination 
of free excitons (Ex) as well as of excitons and multiex- 
citon complexes bound to substitutional phosphorus and 
boron atoms (Fig. la). At high laser powers, the bands of 
electron-hole droplets (EHD) strongly appear. With in- 
creasing Ge concentration, the following phenomena are 
observed: (i) All lines are broadened due to a random 
band gap modulation and/or due to a random strain 
induced by fluctuations of the Ge concentration across 
the crystals. For iV(Ge) = 2 x 1020 cm"3, the PNP line 
(caused by the no-phonon recombination of the phos- 
phorus-bound exciton) has a symmetric shape with an 
FWHM (full-width at half-maximum) of 0.7 meV. (ii) All 
lines are shifted toward lower energies. For JV(Ge) = 2 x 

1 'M81   1M82   ' 

T, = 525°C M86     I— 

I  ME 

MB2 

MB3 

Pro + GaTO + ASTO Cf) 

T,=.650°C 

Ph.p + GaN= + Ast.?    MBO [ej 
|PTo + Garo + ASTo 

I        T, = 625»C 

M82     (d) 

T, = 600>C       MBO ■M.86 

MM"!   M87 

1140 X(nm) 

Fig. 1. Near band edge PL spectra of silicon containing 
2 x 1020 Ge/cm3 (a) as grown and after neutron irradiation and 
subsequent annealing at the following temperatures (°C): (b) 525, 
(c) 550, (d) 600, (e) 525 + 625, (f) 550 + 650. Ex means the free 
exciton. P, Ga, As, and B denote the lines of excitons bound to 
substitutional phosphorus, gallium, arsenic, and boron atoms, 
respectively. NP, TA, LO and TO designate no-phonon (NP) 
transitions and transitions with emission of TA, LO and TO 
phonons, respectively. It is worth noting that if a neutron- 
irradiated sample with JV(Ge) = 2 x 1020 cm-3 was subjected to 
annealing at two subsequently increasing temperatures, a pro- 
nounced acceleration of annealing as compared to the heat 
treatment only at the higher one was observed. So, e.g., in the 
samples annealed at 525 + 625°C or at 550 + 650°C, phos- 
phorus-bound excitons along with weak traces of some defect- 
related lines (e, f) and, at high excitation powers, also free 
excitons and EHDs are observed. In the samples annealed at 
625°C or 650°C only, the spectra are very reminiscent of that 
characteristic of Ta = 600°C (see (d)). 

1020 cm"3, the shift amounts to 1.7 meV, which exactly 
equals to the band gap shrinkage calculated using data of 
Ref. [7]. (iii) The no-phonon line (NPL) of the free ex- 
citon (ExNP) grows in intensity relative to its phonon 
replica due to perturbations of the translation symmetry 
of the lattice, (iv) The zero-phonon band of the EHDs 
emerges and grows due to the same reason. The magni- 
tude of the effects listed in (i)-(iii) is in agreement with the 
previously published data [8]. 

Let us now consider the evolution of RD-related 
spectra. In contrast to the samples with iV(Ge) < 
~1019cm"3 (see Ref. [5]), those containing AT(Ge) = 
2 x 1020 cm"3 showed a behavior of the PL spectra being 
significantly different from that in 'pure' silicon. No near 
band edge PL is detected after neutron irradiation and 
annealing at Ta < 500°C. After annealing at 
525°C < Ta < 700°C, a group of lines emerges (Fig. lb). 
An analysis has shown that this group includes the for- 
merly observed centers M81-83 as well as new ones 
labeled M86-88 (for the line positions, see Table 1). Be- 
sides, the line M54 (nature unknown [5,9]), M80 and 
some weak unidentified features appear in the high-en- 
ergy part of the spectrum of the sample annealed at 
Ta = 600°C. The lines M81-83, 86-88 are observed with 
the same relative intensities at all annealing temper- 
atures, they always appear as a group. This fact may 
indicate a common origin of the lines. The observed 
correlation of the appearance of the centers M80-83 with 
the Ge content in the samples indicates the participation 
of Ge atoms in these centers. The lines M86-88 may also 
be ascribed to Ge-related centers, though with less cer- 
tainty. The absence of almost all known PL features 
which are usually observed due to radiative recombina- 
tion at impurity-related defects in silicon without Ge 
means that the Ge atoms, when they are present at 
a sufficient concentration, become the major sinks for 
defect components created by irradiation and/or released 

Table 1 
Parameters of PL lines in irradiated Si: Ge 

Line    hv (eV)        TB (°C)       Line      hv (eV) Ta (°C) 

M54 1.1196(a) 500-650 M83 1.068 (a) 525-575 
1.1165 (b) 625-700 1.065 (b) 525-700 

M80 1.1105 (a) 
1.1075 (b) 

450-650 
625-700 

M86 1.077 (b) 525-700 

M81 1.075 (a) 
1.073 (b) 

525-575 
525-700 

M87 1.086 (b) 525-700 

M82 1.071 (a) 
1.068 (b) 

525-575 
525-700 

M88 1.060 (b) 525-700 

(a) Samples with JV(Ge) = (1-2) x 1019 cm"3. 
(b) Samples with JV(Ge) = 2 x 1020 cm"3. Note that the lines 

M54, 80-83 are shifted in samples with IV(Ge) = 2 x 1020 cm"3 

by — 3 ... — 3.5 meV with respect to (a). 
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by the decay of other, less thermally stable damage 
centers. This refutes the formerly perceived view that the 
Ge atoms serve at T ^ 300 K only as centers of indirect 
recombination of vacancies and interstitials. 

We propose the following explanation of the observed 
behavior. In Si crystals Ge atoms cause high internal 
strain. They form clusters with a high probability. The 
Frenkel pair components (vacancies and interstitials) cre- 
ated by irradiation migrate along strain field gradients 
and are captured by these clusters rather than by isolated 
oxygen, carbon or germanium atoms. The suppression of 
the creation of secondary defects in Si: Ge irradiated at 
300 K is indeed well documented (see, e.g., Ref. [10]). The 
lack of a unique structure of such agglomerates prevents 
the observation of narrow spectral lines otherwise typical 
of point defects. In the case of neutron irradiation, dis- 
ordered regions with a very high density of defects are 
formed. Upon annealing of these regions, intense fluxes 
of point defects emerge. Thus, there are sufficient compo- 
nents to be trapped by isolated impurity atoms. The 
absence of the known C-and O-related centers and the 
appearance of new, presumably Ge-related ones, means 
that, at elevated Ge concentrations and annealing tem- 
peratures, Ge atoms turn out to be major traps for defect 
components. In the framework of this model, a sufficient 
concentration of defects created by irradiation is neces- 
sary to saturate the trapping capacity of the Ge clusters. 
Otherwise complexes of Frenkel pair components with 
impurities, especially with dispersed Ge atoms, would 
not be created. Indeed, after irradiation of Si containing 
JV(Ge) = 2 x 1020 cm"3 with 3-4 MeV electrons to a flu- 
ence of 3 x 1017 cm"2, the centers M81-83, 86-88 as well 
as other known defect-related PL centers in the near 
band edge spectral region could not be observed. 

The sharp defect-related lines disappear almost com- 
pletely for Ta = 750°C (only traces of M54, 80 could be 
registered at the highest sensitivity). For Ta = 800°C, 
only lines of free excitons and excitons bound to shallow 
impurities as well as EHD bands are observed. The 
bound exciton NPL consists of at least three partially 
resolved components (Fig. 2). The strongest is centered at 
1.1483 eV, exactly as in the samples before irradiation, 
and has a FWHM of 0.7 meV. Another one, being some- 
what weaker, is located at 1.1476 eV. There are as well 
one or more components with lower intensities centered 
at lower energies. The TO-phonon replica has nearly the 
same shape but a quantitative analysis was hampered by 
a poor signal-to-noise ratio due to a rapid drop of the 
sensitivity of the S-l photocathode in this spectral region. 
Nevertheless, this observation rules out a possible de- 
fect-related nature of the satellite lines because the de- 
fect-related NPLs in the near band edge region have 
much weaker phonon replicas than PNP has. It should be 
remembered that upon irradiation of Si and Ge with 
thermal neutrons, the (n,y) nuclear reactions occur which 
transform 30Si into 31P, 70Ge into 71Ga, and 74Ge into 

1081      Xl/m) 

Fig. 2. PL spectrum in the bound exciton NPL region for Si 
doped with Ge to a concentration of 2 x 1020 cm-3 subjected to 
neutron irradiation and annealing at 800°C. As to the designa- 
tions, see the caption of Fig. 1. 

75As [11]. The Ge content in the samples under invest- 
igation is only 0.4 at% but the neutron capture cross 
section of 70Ge is 214 times larger than that of 30Si [12]. 
Thus, considering the natural abundance of the isotopes, 
we should expect the creation of comparable concentra- 
tions (~1014cmT3) of the P and Ga impurities. The 
concentration exceeds by more than one order of magni- 
tude the P concentration in the as-grown crystals. The 
production of 75As cannot be neglected either. The NPLs 
of the Ga and As bound excitons are shifted to lower 
energies with respect to PNP by 1.0 and 0.6 meV, respec- 
tively (for a review, see, e.g., Ref. [13]). This agrees within 
the experimental accuracy with our experimental data. 
Therefore, the complex shape of the bound exciton NPL 
in the neutron irradiated and annealed Si: Ge samples is 
due to the presence of substitutional P, Ga, and As atoms 
introduced by means of nuclear transmutation reactions. 

4. Conclusions 

New supporting evidence of the Ge incorporation in 
the centers M80-83 was found. Several new centers 
(M86-88) with a similar behavior were observed. At 
concentrations of the order of 1020 cm"3 the Ge atoms 
are found to be the main sinks for the Frenkel pair 
components in irradiated silicon. The presence of substi- 
tutional P, Ga and As atoms introduced by the nuclear 
transmutation reactions was verified in neutron irra- 
diated and annealed Si: Ge samples. 
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Abstract 

Carbon-doped silicon irradiated with electrons at room temperature and subsequently implanted with protons has 
been studied by infrared absorption spectroscopy. Isochronal annealing in the temperature range from 400°C to 800°C 
has revealed an absorption line at 2967 cm"1. When protons are substituted by deuterons, the line shifts down in 
frequency to 2211 cm"1 and co-implantation of protons and deuterons gives rise to an additional line at 2218 cm"1. 
Isotope shifts and similar annealing characteristics of the three lines show that the 2967 cm"1 line represents a local 
vibrational mode of a defect, which contains two equivalent hydrogen atoms. In samples co-doped with 12C and 13C, an 
additional mode is observed at 2963 cm"1, which is about halfway between the modes involving only 12C or 13C. From 
the relative intensities of the isotope-shifted modes in silicon co-doped with 12C and 13C, it is concluded that the center 
contains two equivalent carbon atoms. The center is tentatively identified as two equivalent hydrogen atoms bound to 
two neighboring carbon atoms at substitutional sites. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Carbon; Hydrogen; IR-spectroscopy 

1. Introduction 

Hydrogen and carbon are common impurities in cry- 
stalline silicon, which are involved in a variety of different 
point defects that have been studied for decades. Re- 
cently, also carbon-hydrogen complexes in silicon have 
been addressed experimentally [1-5] and theoretically 
[6]. The first experimental observation of a center, which 
includes both carbon and hydrogen was done by Endrös 
[1] in deep-level transient spectroscopy measurements. 
Since then, a number of carbon-hydrogen-related centers 
have been investigated by photoluminescence [2,5] and 
infrared absorption spectroscopy [3,4]. In spite of intense 
studies, the molecular structure of only one of them has 
been established. This center is known in photolumines- 
cence as the T-line and it consists of an interstitial carbon 

»Corresponding author. Tel:  + 45-89-42-28-99; fax:  + 45- 
86-12-07-40. 

E-mail address: hoff@ifa.au.dk (L. Hoffmann) 

pair, where one of the carbon atoms binds a hydrogen 
atom [2]. 

In the present work we report on a preliminary infra- 
red absorption study of a new carbon-hydrogen center, 
which possesses an infrared active mode at 2967 cm"1. 
The 2967 cm"x line has recently been observed by Pajot 
et al. [3] and it has been ascribed to a nitrogen-hydrogen 
center. However, from carbon isotope substitution, we 
have proven that the center contains two equivalent 
carbon atoms and that the 2967 cm"1 mode originates 
from a direct carbon-hydrogen bond. 

2. Experimental 

The samples used in this work were cut from single- 
crystalline high-resistivity float-zone Si doped with 
12C (Si: 12C) or predominantly with 13C (Si: 13C : 12C). 
The Si: 12C sample contained 5 x 1017 cm"3 12C atoms 
and less than 2 x 1016 cm"3160 atoms. The Si: 13C : 12C 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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sample contained 8 x 1017 cm" 3C, 1 x 101 2C, 

The samples were irradiated with 2 MeV electrons to 
a dose of 8 x 1017 cm-2 at room temperature (RT). Sub- 
sequently, the samples were implanted at RT with proto- 
ns and/or deuterons at 30-50 different energies from both 
sides of the sample. The dose implanted at each energy 
was adjusted to yield an almost uniform depth distribu- 
tion of implants. The local concentration of the hydrogen 
isotopes was 5 x 1017 cm-3, and the depth profile ranged 
from 100 to 800 urn for protons and from 100 to 500 urn 
for deuterons from the surface of the sample. One sample 
was co-implanted with both isotopes in overlapping pro- 
files. The total concentration of each isotope was 5 x 
1017cm-3. 

Infrared absorption measurements were carried out 
with a Nicolet, System 800, Fourier-transform spectrom- 
eter. The measurements were performed by use of 
a closed-cycle helium cryostat with Csl windows. In this 
configuration the spectrometer covers the spectral range 
from 450 to 7000 cm"1. The resolution was 1 cm"1 and 
the sample temperature was 8 K during the measure- 
ments. 

In order to study the thermal stability of the absorp- 
tion lines, infrared absorption spectra were recorded at 
8 K after each step in a series of isochronal annealings. 
Each annealing was performed in a furnace continuously 
supplied with nitrogen gas. The duration of each an- 
nealing was 30 min and during this time the temperature 
was stable within + 2°C. The annealings were carried 
out at temperatures in the range from 400°C to 800°C, 
and in each step the temperature was increased by 25°C 
or 50°C. 

3. Results and discussion 

After proton implantation of electron-irradiated Si: 
12C and subsequent annealing at 400°C an absorption 
line is observed at 2967 cm"1. The frequency of the 
2967 cm"1 line is in the typical range of C-H stretch 
modes, which are to be found from 2700 to 3100 cm"1 

[7]. The 2967 cm ~1 line displays high thermal stability 
reaching the maximum intensity after annealing at 
650°C, as seen from Fig. 1, where the effects of isochronal 
annealing in the temperature range from 400°C to 800°C 
is shown. 

Sections of the infrared absorption spectra measured 
after annealing at 650°C at carbon doped Si samples 
implanted with hydrogen isotopes are shown in Fig. 2. 
The absorption line at 2967 cm"1 is observed in the 
Si: 12C sample implanted with protons (see Fig. 2(a)). 
The line shifts down in frequency to 2211 cm"1 when 
hydrogen is substituted with deuterium, as seen in part 
(b) of the figure. The frequency ratio of the two lines is 
1.34, very close to the value expected for a hydrogen 

300  400  500  600  700  800 

Temperature (°C) 

Fig. 1. Annealing dependence of the 2967 cm"1 line in the 
temperature range from 400°C to 800°C. The absorption line 
measured after annealing at 650°C is shown in the inset. 
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Fig. 2. Sections of absorption spectra measured after annealing 
at 650°C on : (a) Si: 12C implanted with H+, (b) Si: 12C im- 
planted with D+, (c) Si: 12C implanted with H+ + D+, and 
(d) Si: 13C: 12C implanted with H+. Note that the implanta- 
tion depth of samples implanted with pure hydrogen is twice the 
depth of other samples. 

atom bound to a carbon atom by a harmonic spring: 
yJmYlm^, where m" and m? are the reduced masses of 
12C-H and 12C-D bonds, respectively. Therefore, we 
ascribe the 2967 cm"1 line to a local vibrational mode of 
hydrogen incorporated in a defect, which presumably 
involves carbon-hydrogen bonds. Only one additional 
line 2218 cm"1 is observed in the absorbance spectra of 
Si: 12C co-implanted with protons and deuterons into 
overlapping profiles (see Fig. 2(c)), which indicates that 
the center contains two hydrogen atoms. The local 
modes at 2211, 2218, and 2967 cm"1 display similar 
annealing characteristics. 
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Fig. 3. Sketch of possible structures of the dicarbon-hydrogen 
defect. The two equivalent hydrogen atoms are located on the 
trigonal axis pointing either (a) towards or (b) outwards from 
the inversion center of the defect. 

One more evidence for the incorporation of carbon in 
the center comes from carbon isotope substitution ex- 
periments. Fig. 2(d) shows the absorbance spectra of a 
Si: 13C : 12C sample implanted with protons. The rela- 
tive concentration of 13C and 12C in the sample is 8 : 1. 
Two isotope-shifted lines at 2959 and 2963 cm"1 are 
clearly seen in the spectra, which shows that the center 
includes carbon atoms, presumably two carbon atoms. 
The relative content of the carbon isotopes in the sample 
together with the relative intensities of the 2959 and 
2963 cm ~l lines, which is 4 :1, shows that the two carbon 
atoms are equivalent. We note that we could not detect 
the 2967 cm"1 line in the Si: 13C : 12C sample, probably 
because its intensity falls below the noise level. From the 
relative content of 12C to 13C in the sample the intensity 
of the 2967 cm"1 line should only be ^ of that of the 
2959 cm"1 line. 

Note that we could not detect any lines in the region 
characteristic of carbon defects in Si (500-1000 cm"1) 
correlated to the 2967 cm"1 local mode of hydrogen. 

Several possible models of a center consisting of two 
equivalent carbon and hydrogen atoms have been con- 
sidered. We have found that the infrared absorption data 
are consistent only with a center comprising two carbon 
atoms occupying adjacent substitutional sites, with two 
equivalent hydrogen atoms located on the trigonal axis 
pointing towards or outwards from the inversion center 
of the defect, as illustrated in Fig. 3. We denote this defect 
H-Cs-Cs-H. The point group of H-Cs-Cs-H is D3d and 
hence, the center possesses two hydrogen stretch modes 

denoted Als and A2u in accordance with the irredu- 
cible representation describing its symmetry properties. 
Only the antisymmetric A2u mode is infrared active, in 
agreement with the experimental findings. When both 
hydrogen and deuterium are incorporated in the center, 
its point group reduces to C3v. A center with C3v sym- 
metry should, in principle, possess two infrared active 
modes. Therefore, the spectrum of the Si: 12C sample 
implanted with protons and deuterons into overlapping 
profiles should contain four lines corresponding to two 
modes of H-Cs-Cs-H and D-Cs-Cs-D and two modes 
of H-Cs-Cs-D. We did only observe three correlated 
absorption modes in our spectra. However, the intensity 
of one of the modes, which involves both hydrogen iso- 
topes, is expected to be weak as the two hydrogen iso- 
topes counteract and, therefore the dipole moment is 
small. The other mode arises from a vibration, where the 
two hydrogen isotopes moves in the same direction, and 
this gives rise to a strong absorption line. This situation 
was observed in the case of HJ. This center consists of 
one hydrogen atom located at the bond-center site and 
one at the anti-bonding site [8]. 

The additional line in the Si: 12C sample co-implanted 
with protons and deuterons is observed at 2218 cm"1. 
This line is shifted upwards in frequency by only 7 cm ~1 

compared to the deuterium local vibrational mode at 
2211 cm"1. This suggests a weak coupling between the 
proton and the deuteron. Thus, the model in Fig. 3(b), 
where the two hydrogen isotopes point away from each 
other, is the most likely candidate. However, theoretical 
calculations are needed for a conclusive identification. 
Uniaxial stress measurements are also planned to estab- 
lish the symmetry of the center. 

4. Conclusion 

Carbon-doped silicon irradiated with electrons at room 
temperature and subsequently implanted with protons 
has been studied by infrared absorption spectroscopy. 
Isochronal annealing in the temperature range from 
400°C to 800°C has revealed an absorption line 
at 2967 cm"1. It is shown that this line originates 
from a center, which consist of two equivalent hydrogen 
atoms bound to two neighboring substitutional carbon 
atoms. 
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Abstract 

The electronic and geometric structures of a new Cd-related center with trigonal symmetry is investigated by electron 
paramagnetic resonance (EPR). Isotope doping with the isotopes 11JCd and 57Fe confirmed, that the defect consists of 
one single Cd atom and one isolated Fe atom with a center axis in the <1 1 Indirection. The analysis of the spectra was 
performed within the 4Ti ground state of interstitial Fei+, which is distorted by a weak trigonal field caused by 
a substitutional Cds atom in the double negative charge state. For different Fe-Cd pairs the formation energies in 
dependence of the Fermi level were estimated by ab initio calculations. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 61.72.Bb; 61.72.Ji; 71.55.Cn; 76.30.Lh 

Keywords: Silicon; Paramagnetic defects; Cadmium; Fe-Cd pairs 

1. Introduction 

The properties of different defects of the group lib 
element Cd have been extensively studied with Hall effect 
techniques [1,2] and perturbed angular correlation 
(PAC) [3]. Recent deep level transient spectroscopy 
(DLTS) investigations of Si doped with Cd confirmed the 
expected two acceptor levels and a level tentatively as- 
cribed to be due to a FeCd pair [4]. Interstitial Fe in Si 
tends to form complexes because of its low-migration 
energy [5]. Up to now for the group two elements only 
the isolated donor state Cds

+ [6] and several Zn related 
complexes [7] were identified by electron paramagnetic 
resonance (EPR). This method is an excellent tool to give 
direct structural information about isolated defects and 
complexes in a paramagnetic charge state. 

2. Experimental 

Monocrystalline Si samples of dimensions of about 
12 mm x 3 mm x 3 mm were doped with natural Cd as 

♦Corresponding author. Fax: 0049-30-314-22569. 
E-mail address: gehlhoff@sol.physik.tu-berlin.de (W. Gehlhoff) 

well as with the isotopes 1MCd (95%) or 113Cd (96%) 
with a nuclear spin of I = \ by diffusion. The Cd diffusion 
of the crystals took place at 1250°C for 96 h in an evacu- 
ated quartz ampoule. The Fe doping was performed by 
encapsulating a small piece of Fe wire of natural isotope 
abundance or of the 57Fe(J = 3,95%) isotope and 
a carefully etched Si: Cd sample in an evacuated quartz 
ampoule again. The samples were annealed at 1200°C for 
10 min and subsequently quenched in H20. After the 
diffusion step the samples were etched again. The EPR 
measurements were performed at the X-band (microwave 
frequency v x 9.4 GHz) using a Bruker ESP300E spec- 
trometer equipped with an Oxford ESR 900 helium gas- 
flow cryostat. The spectra were taken in the dark in 
absorption mode at a sample temperature of 4 K. 

3. The Fe-Cd-pair in n-type Si 

While in p-type Si the isolated Cd^ defect could be 
identified [6], after Fe diffusion an additional EPR spec- 
trum with <1 1 l>-symmetry is observed in float zoned 
Si: Cd samples with a P background doping level of 
[P] x 1 x 1015 cm-3. As expected, without Fe doping no 
Cd-related EPR transitions could be detected in this 
material. Fig. 1 shows the anisotropy of the line positions 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00504-9 
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Fig. 1. Stack plot of the EPR spectra after doping n-Si with the 
isotopes 57Fe and lnCd (both I = $). The magnetic field B is 
rotated by 5° steps in a {1 10} plane. The inset above shows the 
fourfold splitting of the EPR transitions induced by the hyper- 
fine interactions of the two isotopes. 
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Fig. 2. Schematic term splitting of Fe,+ (3d7,4F) in a crystal field 
lowered from cubic to trigonal symmetry including spin-orbit 
coupling. 
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after doping of n-type Si with J11Cd and 57Fe. The 
fourfold splitting of the lines undoubtedly verifies that 
the center consists of one single Fe atom and one single 
Cd atom. The spectra can be interpreted as arising from 
the 4Tj ground state of the interstitial Fe;+ in tetrahedral 
symmetry which is distorted by a very weak trigonal field 
(Fig. 2). The tetrahedral crystal field would split the 
4F ground state of the Fe* atom with its d7 configuration 
into the threefold orbital degenerate ^, 4T2 and into 
the orbital singlet 4A2 states, with the orbital triplet 
4T! being the ground state. The trigonal distortion 
caused by the associated Cd splits the 4TX state into an 
orbital doublet 4E and an orbital singlet 4A2 of the group 
C3v. In analogy to isolated Fe;

+ and to pairs of iron with 
the shallow acceptors Al, Ga and In [8] we interpret the 
observed EPR spectra in terms of spin transitions within 
the lowest Kramers doublet of the 4E ground state. Thus, 
the angular dependence of the Fe-Cd-pair can be de- 
scribed using an effective spin S' = 2 and the spin Hamil- 
tonian 

Sie =ßgBS + Jf HF 

with 

^HF  = I (AJIJSJ 
j = '"Cd,"Fe 

yBjij). 

(i) 

(2) 

Fig. 3. Experimental X-band values of the electron-spin 
transitions for the Fe-Cd-complex (•) for rotation of the mag- 
netic field in a {1 10} plane with a slight misorientation of about 
1.5°. The solid lines are calculated from (1) using the parameters 
given in Table 1. 

The measured angular dependence of the electronic spin 
transitions is shown in Fig. 3 and compared with the 
calculated one using the g'-values given in Table 1, which 
summarizes the best fit parameters of the spin Hamil- 
tonian and includes the hyperfine constants for the 
isotopes 57Fe and nlCd. To confirm our assumption 
concerning the 4E electronic ground state of the inter- 
stitial Fei+ one can determine the sign and the size of the 
trigonal distortion in an approximation originally pro- 
posed by Abragam and Pryce [9,8]. Within this model 
the 4Ti ground state of Fef is treated by an fictitious 
orbital angular momentum I' = 1 and the real spin S = |. 
The admixtures of orbital contributions of excited states 
to the (21 + 1)(2S + 1) ground manifold were included by 
an effective Lande factor a. In completely cubic fields and 
without covalent effects a satisfies — § < a < — 1, where 
a = — § is in the weak field and a = — 1 is in the 
strong field case. Following the theory of Ref. [8], 
the influence of the orbital contributions on the Fe^ 
ground state manifold can be calculated with the effective 
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Table 1 
Spin Hamiltonian parameters of the Fe^-Cdg " pair 

Effective spin S'        gn'± 0.0005 Sx'+0.0005 ^ll'(10-4cm_1)       ^±'(10-4cm_1) 

Fe+-Cd2" 1/2 3.8972 3.0595 nlCd 
57Fe 
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Fig. 4. Effective g' values for the Fe-Cd pair with trigonal 
symmetry calculated with the Hamiltonian (3) and the effective 
Lande factor a ss — 0.028. The fitting point of the calculated g' 
values with the experimental ones is indicated by the dashed 
line. 

Hamiltonian 

•^=-<5,rig[/;2-w + i)] 

Ä(ocxlxSx \XylylJy «.US,). (3) 

We found the best fit to the experimental g' values of the 
Fe-Cd pair for a x — 0.028 (Fig. 4) which correponds to 
a value of <5trig//l « — 0.025. Therefore, the trigonal dis- 
tortion results in a magnitude of 5lri% = 2.88 cm-1 as- 
suming the same value for the spin-orbit coupling 
constant X = — 115 cm"1 as for the free ion case. The 
positive sign of 8trig indicates that in analogy to the 
complexes of interstitial Fe atoms with Al, Ga and In and 
in contrast to Fe-B pairs a 4E ground state has to be 
assumed for the Fe-Cd pair. 

4. Ab-initio calculations 

We have performed ab initio calculations using the 
Green's function linear muffin-tin orbital method in the 
atomic-spheres approximation (LMTO-ASA) in order to 
theoretically investigate the electronic structure of the 
pairs. In our calculations we have investigated three 
different configurations of trigonal pairs: Cd is placed on 
the Si(0, 0, 0) position, the nearest neighbor ligand is 
Si(T, T, T). For pair 1 Fe is on the tetrahedral interstitial 
(1, 1, 1) site, for pair 2 Fe is placed on the interstitial 
(2, 2, 2) site, while for pair 3 it is on the (2,2,2) site. 

For pairs 1 and 2, the pair formation energies turned 
out to be very similar while for pair 3, the pair formation 
energy was about a factor of two smaller. The formation 
of this pair therefore appears to be rather unlikely. All 
pairs are most stable if EF is close to the valence band 
with formation energies exceeding 1 eV for the more 
stable pairs 1 and 2. For n-type samples the pair forma- 
tion energies tend to zero, while for intrinsic material the 
formation energies of pairs 1 and 2 are 0.6 eV. 

The gap states and the valence band resonances of the 
pair originate from vacancy-like gap states of the Cdfr 
interacting with the rf-like states of Fe;"4" and, therefore, 
the individual gap states have a mixed character. Sum- 
ming up over all occupied gap states and resonance states 
for the singly negative charge state of the pair we end up 
with a magnetic moment that is concentrated on the iron 
ASA sphere with ^ = 2.1/xB (for isolated Fe* the corre- 
sponding value is 2.37/*B) whereas for the Cd partner we 
have ficd = 0.05^B only. Thus the electronic structure of 
all negatively charged pairs closely resembles that of 
a Fej+ isolated point defect which is slightly perturbed by 
the electrical field of the Cdfr partner. 

For isolated Fe* the low-spin state does not exist 
— the et state that should be unoccupied moves into the 
valence band — however in the repulsive field of the 
Cdf ~ the single particle state is shifted upwards. We find 
for pair 1 a 4A2 ground state (the 4E state is higher in 
energy by 0.3 eV) while for pair 2 the ground state turns 
out to be a 4E, 0.07 eV below the 4A2 state. Clearly, the 
small energy differences do not allow to uniquely deter- 
mine, which of the pairs and which ground state would 
be predicted by the local spin density approximation 
(LSDA). No attempt was made to calculate the hyperfine 
interactions. For the analogous case of iron-shallow ac- 
ceptor pairs we have shown [10], that the experimental 
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values can fairly be reproduced by a theory that includes 
the spin-orbit interaction as a fitting parameter. Since 
the results sensitively depend on the choice of the fitting 
parameters, we shall not attempt to repeat the calcu- 
lation for the (Fej-Cds)" pairs. 

Institute for Crystal Growth (Berlin) for supporting us 
with Si crystals. This work was partially supported by the 
BMFT under grant 03-GE4-TUB-5 which is greatfully 
acknowledged. 

5. Conclusion 

A Fe-Cd pair in monocrystalline Si was identified 
using samples doped with the isotopes nlCd/113Cd and 
57Fe. For the observed Fe-Cd complex the values for the 
effective Lande factor a and the trigonal distortion 
<5trig are by a factor of 10 smaller than for the Fe pairs 
with the shallow acceptors B, Al, Ga and In. The origin of 
the strong orbital quenching are speculative up to now. 
Ammerlaan et al. [11] favour in case of the Fe complexes 
with the shallow acceptors covalency effects as reason for 
the reduction of a. A dynamical Jahn-Teller effect as 
main reason for the orbital quenching as proposed by 
Ham [12] can be excluded because in case of dynamical 
Jahn-Teller effects one must assume the same value of 
quenching for different ground states and magnitudes of 
crystal field distortions. 
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Abstract 

A systematic study of the isothermal annealing effect on the thermal destruction of the G centre was carried out at 
various annealing temperatures between 180°C and 240°C for e"-irradiated EFG Si samples with various radiation doses 
between 5 x 1016 and 8 x 1017 cm-2. We show that the thermal decay of the concentration of the G centre (monitored by 
the 969 meV 'G' zero-phonon line absorption) can be explained by the combination of two independent processes 
through the break-up of the G centres and the capture of migrating defects. By analysing the rates of changes of [G], [Q] 
(interstitial carbon atoms), and [T] (migrating defects), the two exponential decay behaviour of the G centres during 
annealing was modelled successfully. With this decay model, it was shown that the time constant of the slow decay 
process has the temperature dependence with the two exponential factors of the break-up energy of the G centre (1.934 
eV) and the migration energy of carbon atom (0.890 eV). For the fast decay process, the temperature dependence of the 
time constant was fitted with a single exponential curve and the migration energy of the defect was obtained as 
Eä

m = 0.879 eV. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Di-carbon radiation-damage centre; EFG silicon; Thermal destruction 

1. Introduction 

The di-carbon centre, which is also known as the 'G' 
centre, is one of the most thoroughly investigated 'point 
defects' in silicon. There have been wealth of information 
on the G centre from the various studies [1]. The G centre 
is formed when one migrating interstitial carbon atom 
C; is trapped at one substitutional carbon atom Cs [2]. 
The interstitial carbon atom may be produced by in- 
diffusion [3] or, as here, by radiation damage [4]. The 
destruction process of the G centre by thermal annealing 
is as yet uncertain. There have been several reports on the 
isothermal annealing of the G centre [5,6,1]. The destruc- 
tion of the G centre has been considered as a simple 
break-up of the centre so that the decay of the concentra- 
tion of the G centre was expressed with a simple exponen- 
tial equation as 

[G] = [G]0 exp( - r/i)   with x = T0 exp(£b/fcT), (1) 

* Corresponding author. Fax: + 44-20-7848-2420. 
E-mail address: scp@maxwell.ph.kcl.ac.uk (S.-C. Park) 

where T0 and Eh are the time constant factor and the 
activation energy for the break-up, respectively. How- 
ever, since there occur multiple processes during anneal- 
ing in reality, the equation for the time constant requires 
more parameters involving the carbon concentration and 
the radiation dose [1]. In addition, it has been observed 
that silicon crystal containing high carbon concentration 
( > 2 x 1017cm"3) show the two exponential decay be- 
haviour rather than the single exponential decay [1,7]. 

Edge-defined film-fed growth (EFG) silicon is a ribbon 
crystal pulled from molten silicon through a graphite slot 
for solar cell production in economical way [8]. It was 
observed that EFG silicon contains high concentration 
of carbon over than 1018cm"3 and that it has good 
optical characteristics comparable to single crystal sili- 
con in spite of its poor crystallinity [9,7]. Thus EFG 
silicon can be useful as a sample material for understand- 
ing the decay process at higher carbon concentration. In 
this study, a systematic research of the isothermal anneal- 
ing effect on the thermal destruction of the G centre was 
carried out at various annealing temperatures for EFG Si 
samples irradiated with various radiation doses. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00505-0 
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2. Isothermal annealing statistics 

As-grown EFG Si samples were cut typically to 1 x 
1 cm2 and loaded into an accelerator for e~-irradiation. 
The energy and current of the electron beam were set to 
2 MeV and 25 uA, respectively. The radiation dose was 
controlled, by the radiation time, between 5 x 1016 and 
8 x 1017cm~2. The temperature of the sample during the 
irradiation was typically 100°C [1]. To investigate the 
thermal destruction of the G centre, five samples with the 
same electron irradiation dose of lxl017cm~2 were 
annealed isothermally for several periods of annealing 
time up to 37 h at 180°C, 200°C, 210°C, 220°C, and 
240°C. Another set of five samples irradiated with differ- 
ent electron doses, between 5 x 1016 and 8 x 1017 cm-2, 
were annealed isothermally for various annealing time up 
to 37 h at 210°C. For temperatures up to 220°C, the an- 
nealing was carried out with samples immersed in a tem- 
perature stabilised silicon oil bath. For the annealing at 
240°C, the sample was secured by Al-foil to the tip of 
a temperature probe and inserted into a horizontal ce- 
ramic tube furnace. The zero-phonon absorption line at 
969 meV (G-line) from the G centre was measured, after 
each isothermal annealing period, using a dispersive 
spectrometer (SPEX 1 m) with the sample mounted in the 
full white light of a tungsten strip lamp. To avoid the 
noise in the signal caused by the bubbling of liquid 
helium at 4.2 K, all the absorption measurements were 
carried out with the sample immersed liquid helium, 
pumped below the X point. 

The decay of the G-line absorption intensity by the 
isothermal annealing is shown in Fig. 1(a) and (b). The 
absorption coefficients of the G line were normalised to 
the initial values before annealing. The decay patterns are 
not fit to the single exponential decay in Eq. (1) due to the 
slow decrease in the later stages of annealing. The solid 
curves in the figure are the least-squares fits obtained 
using the sum of two exponentials as 
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Fig. 1. The decay of G-line absorptions by the isothermal an- 
nealing (a) at different temperatures for samples irradiated with 
1 x 1017cm~2 2 MeV electrons, (b) at 210°C for samples with 
different radiation doses. The solid curves are the least-square 
fits with the double exponential decay in Eq. (2). 

2.0 4.0 6.0 8.0 10.0 

Radiation dose (x1017 cm"2) 

Fig. 2. Plot of the time constants obtained from the double 
exponential curve fits in Fig. 1(b). The fast decay (upper set of 
data) shows a greater dependence on the radiation dose than the 
slow decay. 

G = G0a exp( - t/ra) + Gob exp( - t/zb). (2) 

The decay may be slowed if the G centres are re-gener- 
ated after the break-up. When the carbon concentration 
is high, a carbon escaping from the G centre can be 
captured at a different substitutional carbon atom to 
form another G centre. Thus, the sum of two exponentials 
would occur if there was inhomogeneity in the carbon 
distribution, since the decay time would be increased in 
regions of higher carbon concentration. However, it does 
not seem to be a plausible assumption that the carbon in 
EFG silicon is distributed as a mixture of micro-regions 
of two different concentrations: this assumption is 
a simple parametrisation of what is presumably a more 
complicated situation. From the double exponential 
decay, we can only say that at least two different pro- 
cesses are occurring independently for the destruction of 

the G centre in EFG silicon during annealing. The in- 
verse of the time constants obtained from the double 
exponential curve fits in Fig. 1(b) are plotted for the 
different radiation doses in Fig. 2. The fast decay (upper 
set of data) shows a greater dependence on the radiation 
dose than the slow decay. This gives an important clue 
that the fast decay may be caused by defects created 
directly by the radiation damage but the slow decay may 
have a different cause. 

3. Decay process model 

To explain the thermal decay behaviour of the G 
centre, we consider several processes shown in Fig. 3. 
When the G centre breaks up, C, escapes from the centre, 
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Fig. 3. Schematic diagram of the decay process model of the 
G centres. 

leaving Cs, and moves around in the crystal. There may 
be two ways in which C; ends its motion. One is to be 
trapped by another Cs resulting in a new G centre being 
created. Another is to be trapped by an unknown trap 
which forms a stable structure to hold Q at the annealing 
temperature so that the destruction of the G centre is 
assured. On the other hand, some unknown radiation 
damages may contribute to the destruction of the G 
centre during annealing because the decay speed in the 
sample with higher radiation dose is faster than that of 
lower radiation dose. The unknown defects may migrate 
in the Si crystal with thermal energy during annealing 
and forms a complex by being trapped at the G centre, 
resulting in the destruction of the G centre. 

The re-generation process may be considered as a feed- 
back mechanism in the break-up process. Then the decay 
of the G centre can be expressed in two simultaneous 
equations as 

d[G]/dt = - a{_G] + c{_C{], 

d[Cs]/df = a[G] - b[C{\. 

(3) 

(4) 

Here a is the decay rate for the simple break-up of G 
centre and c is the re-generation rate by the capture of 
escaping Cs at another Cs, and b is the total loss rate of 
Q atoms captured at Cs atoms or other traps. With the 
boundary conditions of [G] = G0 and [C;] = 0 at t = 0, 
the concentration of the G centre after annealing is ob- 
tained as 

IG1=^U- 
2co\ 

a — b     ac\ 
■— +-jexp. 

a + b 
-co ]t 

G0f        a -1 ac 
exp- 

a + b 
+ co )t,  (5) 

where co = \^J(a — b)z + Aac. 
If we choose the constants, a, b, and c, as positive 

values, co is also positive. Then the first term in Eq. (5) has 
a smaller decay constant, i.e. a longer decay time, in its 
exponential function than that of the second term. Thus, 
the decay of the G centres in Eq. (5) can be interpreted as 

the sum of the slower decay (the first term) and the faster 
decay (the second term). 

The fraction of the slow decay in Eq. (5) becomes larger 
with higher capture probability of C-, at Cs, e.g. when 
c approaches b, while the fraction of the fast decay 
becomes smaller. Since EFG Si samples used in this study 
contain a high concentration of carbon, we assume that 
the difference (b — c) of the capture rate of C; at Cs from 
the total capture rate at Cs and traps is sufficiently small 
compared to (a + b). Then, 

< = \j{a + b?-Aa{b- 
a + b     a(b — c) 

a + b 
(6) 

and the fractions of the slow and fast decays are approx- 
imately unity and zero, respectively. The decay equation 
becomes one exponential form in this approximation. 
The decay time constant TS is obtained as 

_1 _   a + b   _    1 b   \ 

s     a(b — c)     b — c     b — ca 
(7) 

The first term of TS corresponds to the time for a C, atom 
to be captured at a trap and the second term is the time 
for the simple break-up of the G centre with a weight 
factor. Thus, the temperature dependence of the time 
constant is expressed as a function of the migration 
energy of C; atom {Ec

m) and the break-up energy of the 
G centre (Eh). 

TS = Aexp(EcJkT) + Bexp(Eb/kT), (8) 

where A and B are constants independent of temperature. 
The destruction process by unknown migrating defects 

must be considered as an independent process to the 
break-up with re-generation process. To simplify the 
problem it is assumed that only one species of defect 
dominates the process. If there are migrating defects to 
the G centre, the number of the defects changes as 

[T] = T0 exp( - f/td), (9) 

where T0 is the initial concentration of the defects and 
Td is a decay time constant. However, since the probabil- 
ity for the migrating defects to find the G centres varies 
with the concentration of the centre, the contribution by 
this process to the decay may be seen in the earlier stages 
of annealing. The temperature dependence of the time 
constant Td is expressed as a function of the migration 
energy of the defect as 

Td=Dexp{Ei/kT), (10) 

where D is a constant. 
Consequently, with the decay process model, the decay 

of the G centres is considered as in two different circum- 
stances. In the earlier stages of annealing it will be ex- 
pressed as 

[G] = G0 exp( - t/T.) - T0[l - exp( - t/td)] (11) 
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Fig. 4. The decay of G-line absorptions by the isothermal an- 
nealing as in Fig. 1(a). The solid curves calculated using Eq. (11) 
of the decay process model fit the data with good agreements. 
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Fig. 5. The temperature dependence of time constants obtained 
from the curve fits in Fig. 4. 

The energy values used and obtained from the fits are not 
very much significant due to the small number of data 
points and also due to the error range of the carbon 
contents about 20% in our samples. However, the good 
agreements of the decay data with the curve fits demon- 
strates that the suggested model for the decay of the 
G centre is a good approximation both qualitatively and 
quantitatively. 

4. Summary 

With the reliable experimental results, it was shown 
that EFG silicon is useful as a sample material for under- 
standing the decay process at high carbon concentration. 
The two exponential decay behaviour of the G centres by 
isothermal annealing was explained successfully with 
a decay process model by the combination of the break- 
up and re-generation process and the destruction by 
migrating defects. 
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assuming all the possible processes occur simultaneously. 
In the later stages of annealing, the decay will be simplifi- 
ed to the the first term in Eq. (11). As seen in Fig. 4, 
the new fits from this model are in good agreements with 
the decay data. For the curve fits, 3-5 data points in 
the later stages at each annealing temperature were used 
and then, using the same time constants for the slow 
decays, the data values over 0.4 cm"2 in the earlier stages 
were fitted with the combination of two exponentials in 
Eq.(H). 

The time constants obtained from the curve fits are 
plotted against the reciprocal temperature in Fig. 5. The 
time constant TS for the slow decay has the temperature 
dependence of the two factors from the break-up of the 
G centre and the migration of C, atom. The curve fitted 
to the slower time constants is the two exponential com- 
bination in Eq. (8) with the barrier energy of the G centre 
Eb = 1.934 eV [1] and the migration energy of Q atom 
Ec

m = 0.890 eV [10,11]. The curve fitted to the faster time 
constants is a single exponential curve and the migration 
energy £* of the defect obtained from the fit is 0.879 eV. 
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Abstract 

Defect annealing processes in near-degenerate p-Si subjected to electron irradiation at cryogenic temperatures are 
investigated. A marked difference in the annealing behavior of defects in p-Si doped with boron and gallium is observed. 
It has been found that this effect is primarily due to the different charge states and stability of interstitial impurity ions. If 
mobile these ions form interstitial ion-substitutional ion pairs stable up to T = 600°C. The charge states and stability of 
impurity-vacancy complexes are also discussed. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Group III impurities; Electron irradiation; Impurity-related defects 

1. Introduction 

Boron in silicon is an impurity of great importance 
because of its wide use in the fabrication of silicon-based 
devices. A variety of technological steps in the treatment 
of Si, e.g. ion implantation, etching, oxidizing, heating, 
etc., gives rise to the production of intrinsic defects and 
their interactions with boron. This is why the properties 
of B-related defects generate deep interest for a long time. 

It has been found that substitutional boron atoms 
Bs can trap mobile vacancies V and self-interstitials S^. 
The reaction products are boron-vacancy complexes 
[BSV] [1] and interstitial boron atoms B, [2,3]. Al- 
though the details of the production process are not clear 
at present [4] the interstitial boron atoms are easily 
produced in p-Si subjected to fast electron irradiation 
even at cryogenic temperatures. In contrast, boron-va- 
cancy complexes are formed only at around T = 200 K 
when isolated vacancies in p-Si irradiated at low temper- 
atures become mobile. Both the defects are not stable at 

* Corresponding author: Tel.:   + 7-812-247-9952; fax:   + 7- 
812-247-1017. 

E-mail address: emtsev@pop.ioffe.rssi.ru (V.V. Emtsev) 

room temperature giving rise to the appearance of other 
boron-related defects [5] which, in turn, can be annealed 
out at T< 400°C, with the exception of interstitial 
boron-substitutional boron pairs [B]BS]. The latter ones 
were found to be persistent at T = 400°C [6]. However, 
in lightly doped p-Si the boron pairing cannot be domi- 
nant because of very low formation rates [5] and the 
complete recovery of the hole concentration takes place 
at around T = 350°C [7]. 

The situation is different in degenerate p-Si irradiated 
at low temperatures [8,9]. Under such conditions, the 
presence of defects can be traced even at T = 900 K 
[4,9]. The defect interactions in heavily doped p-Si are 
far from being well understood. In this respect, the prob- 
lem appears to be common for ion implantation of B in Si 
taking into account the complexity of defect reactions 
[10-12]. 

The aims of the present work is to examine the anneal- 
ing behavior of defects in near-degenerate p-Si subjected 
to low-temperature electron irradiation and provide 
information on the defect interactions in Si: Ga. In con- 
trast to B and Al, very little is known about Ga-related 
defects. The appearance of [Ga]Gas] pairs in irradiated 
p-Si after annealing to T « 200°C is the only observation 
by EPR [13] reported so far. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00506-2 
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2. Experimental 

Czochralski grown Si doped with boron (Cz-Si: B) 
and gallium (Cz-Si: Ga) were used. The dopant concen- 
trations in the initial materials were about 1 x 1018 cm"3. 

Electron irradiation experiments were performed at 
the low-temperature facility in Jiilich, Germany [14]. The 
current density of 2.5 MeV electrons was 6.8 uA/ cm"2. 
The samples were immersed in a stream of liquid helium. 
The irradiation dose was D = 1.58 x 1017 cm"2. 

The irradiation-induced defects were investigated by 
measurements of the electrical resistivity and of the Hall 
effect in the Van der Pauw geometry. Although there are 
many kinds of defects after irradiation and electrical 
measurements are not sensitive to all of them [4], they 
sensitively detect reactions of the dopant atoms. These 
reactions will be analyzed in the following on the basis of 
the published EPR-fingerprints on special defect com- 
plexes. Just after the electron irradiation at T = 4.7 K, 
conductivity was measured in situ on the irradiated sam- 
ples up to T = 100 K. Since our preliminary experiments 
showed no recovery in the conductivity over a temper- 
ature range of T = 40-100 K the isochronal annealing 
procedure in steps of AT = 30 K and At = 10 min was 
applied from T = 100 up to T = 340 K, with a reference 
point at T = 40 K. At higher temperatures the annealing 
studies were running in steps of AT = 100 K and At = 20 
min and Hall effect measurements were taken on all the 
samples studied. 

3. Results and discussion 

3.1. Defect annealing in irradiated Cz-Si: B below room 
temperature 

As a result of the irradiation, the conductivity at the 
reference point dropped by an order-of-magnitude; see 
Fig. 1. As expected, the first signs of recovery occurred 
over an annealing temperature range of T = 160-220 K. 
This correlates well with the onset of migration of va- 
cancies in p-Si and formation of boron-vacancy com- 
plexes [15]. Provided the [BSV] complex is positively 
charged in p-Si [1] the hole concentration remains un- 
changed. However, the partial mobility of charge carriers 
by ionized defects should increase taking into account 
the charge states of V2+ and [BSV] + . Therefore, the 
conductivity is expected to increase as well, though the 
effect must be of minor importance. As a result, a relati- 
vely small recovery of the conductivity was observed. If 
the complexes [Bs V] were deep acceptors one could have 
observed a substantial increase in the conductivity after 
the annealing of V2+. 

The next annealing stage starts at T = 280 K and runs 
up to T = 340 K. As already mentioned above, both the 
boron-related defects B, and [BSV] are annealed out at 
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Fig. 1. Conductivity versus reciprocal temperature for the 
Cz-Si: B irradiated with fast electrons at T = 4.7 K and an- 
nealed up to T = 340 K. The concentration of charge carriers at 
room temperature is 8.1 x 1017 cm"3 before irradiation. Irradia- 
tion dose, D ■■ 
indicated. 

1.58 x 1017 cm  2. The annealing temperature is 

70 80 90100 200 

Temperature, K 

Fig. 2. Temperature dependence of the hole mobility in the 
Cz-Si: B before irradiation (circles) and after electron irradia- 
tion at T = 4.7 K with subsequent annealing up to T = 340 K 
(triangles). Irradiation dose, D = 1.58 x 1017 cm"2. 

room temperature. At the end of this stage, the hole 
concentration at room temperature was by 2.6 xlO17 

cm"3 less than the initial one, though the mobility of 
charge carriers was practically restored; see Fig. 2. It 
means that most of the still existing defects are electri- 
cally neutral in p-Si. 

3.2. Defect annealing in irradiated Cz-Si: Ga below room 
temperature 

As can be seen from Fig. 3, there are no changes in the 
conductivity after annealing to T = 340 K. At this an- 
nealing step, the hole concentration at room temperature 
was by 2.8xl017cm"3 less than the initial one. The 
mobility of charge carriers was found to be strongly 
suppressed at low temperatures; see Fig. 4. The con- 
centrations of defects produced in the Cz-Si: Ga cannot 
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Fig. 3. Conductivity versus reciprocal temperature for the 
Cz-Si: Ga irradiated with fast electrons at T = 4.7 K and an- 
nealed up to T = 340 K. The concentration of charge carriers at 
room temperature is 8.8 x 1017 cm"3 before irradiation. Irradia- 
tion dose, D = 1.58 x 1017 cm""2. The annealing temperature is 
indicated. 

Temperature, K 

Fig. 4. Temperature dependence of the hole mobility in the 
Cz-Si: Ga before irradiation (circles) and after electron irradia- 
tion at T = 4.7 K with subsequent annealing up to T = 340 K 
(triangles). Irradiation dose, D = 1.58 x 1017 cm-2. 

differ greatly from those in the Cz-Si: B because of the 
same irradiation dose. Therefore, the low mobility of 
charge carriers is resulted from the effective scattering by 
multiply charged defects. Taking into account the EPR 
observation of [Ga^Gas"] pairs in electron-irradiated 
Cz-Si: Ga [13] the presence of isolated Ga^ immobile at 
room temperature can explain the mobility suppression. 
The annealing processes at T > 300 K provides convinc- 
ing evidence that this conclusion is true; see below. 

The fate of vacancies in Cz-Si: Ga after annealing to 
T = 220 K should not be different from their fate in 
Cz-Si: B. We believe that the mobile vacancies V2+ are 
trapped by Ga^\ thus forming [GasV] complexes. These 
complexes must be positively charged, leaving the hole 
concentration unchanged. The lack of recovery of the 
conductivity up to T = 340 K can be accounted for 

■ 5x10" 

200 400 600 800 

Annealing temperature, °C 

Fig. 5. Changes in the hole concentration as a result of isoch- 
ronal annealing of the Cz-Si: B (circles) and Cz-Si: Ga (tri- 
angles) irradiated at T = 4.7 K. Irradiation dose, 
D = 1.58 x 1017 cm-2. The hole concentration is measured at 
room temperature. Arrows show the hole concentrations 
p0(T = 280 K) and pa„„(T = 280 K) before irradiation and after 
electron irradiation with subsequent annealing to room temper- 
ature, respectively. 

a very low mobility of charge carriers at cryogenic tem- 
peratures; cf Figs. 2 and 4. 

3.3. Defect annealing in irradiated Cz-Si: B above room 
temperature 

As is apparent from Fig. 5, there is no recovery of the 
hole concentration up to T = 300°C. Starting from an 
annealing temperature of T = 350°C a gradual recovery 
process takes place and the recovery of the hole concen- 
tration after annealing to T = 750°C is 90% of the initial 
concentration of charge carriers. This is also true for the 
degenerate Cz-Si: B studied in Refs. [4,9]. 

The annealing behavior of the hole mobility shows 
a very interesting feature; see Fig. 6. Over a wide range of 
annealing, from T « 100°C to 600°C, the mobility of 
charge carriers at room temperature, being larger by 
13% compared to the initial one, remains practically 
constant. This increase in the mobility is significant, since 
it means a decrease in the concentration of ionized scat- 
tering centers by about 1 x 1017 cm"3. Among the defect 
interactions at room temperature, the formation of 
[B^B^-] pairs appears to be the only important process 
which provides a lucid explanation. Thus, one can con- 
clude that these ion pairs formed as a result of the 
annealing of B^ are stable up to T « 600°C. 

3.4. Defect annealing in irradiated Cz-Si: Ga above room 
temperature 

The defect annealing in the Cz-Si: Ga runs in a way 
very similar to that in the Cz-Si: B, apart from the 
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Fig. 6. Changes in the hole mobility as a result of isochronal 
annealing of the Cz-Si: B (circles) and Cz-Si: Ga (triangles) 
irradiated at T = 4.7 K. Irradiation dose, D = 1.58 x 1017 cm"2. 
The hole mobility is measured at room temperature. Arrows 
show the hole mobilities ß0(T = 280 K) and ^a„„(T = 280 K) 
before irradiation and after electron irradiation with subsequent 
annealing to room temperature, respectively. 

4. Conclusions 

The electrical data on the defect annealing in near-degen- 
erate p-Si irradiated at low temperatures provide evidence 
that the boron- and gallium-vacancy complexes are deep 
donors. In contrast to the boron-vacancy complex which is 
unstable at room temperature, the gallium-vacancy com- 
plex appears to be stable at least up to T = 400 K. 

The results obtained strongly suggest that interstitial 
ions Ga? + are present in Cz-Si: Ga just after low-tem- 
perature electron irradiation, like Br

+ in the case of 
Cz-Si: B. A marked difference between isolated B,+ and 
Ga? + ions is their stability. The interstitial gallium ions 
start to migrate only at about T = 200°C, contrary to the 
interstitial boron ions mobile at room temperature. If 
mobile the interstitial ions can form ion pairs [B^Bsf ] 
and [Gaf^Ga^]. This ion pairing is a most prominent 
process in heavily doped p-Si. It has been shown that the 
ion pairs are stable up to T = 600°C. At elevated temper- 
atures the pair dissociation takes place and the recovery 
of the hole concentration in p-Si is observed. 

formation of ion pairs. Really, the hole concentration 
remains unchanged after annealing to T = 300°C, where- 
as the mobility of charge carriers shows a considerable 
increase; see Figs. 5 and 6. The explanation based on the 
onset of migration of isolated Ga?+ at T « 200°C is 
straightforward, since the appearance of [Gaf+Gaf] 
pairs in irradiated Cz-Si: Ga after annealing to T* 
200°C was earlier observed by EPR [13]. The maximal 
increase in the hole mobility due to ion pairing did not 
exceed the initial mobility, in contrast to the case of 
Cz-Si: B; see Fig. 6. This is due to an extra charge in the 
[Gaf+Gaf] pair versus the [B^Bs-] pair. 

A minor annealing stage taking place in both materials 
at T* 400°C (Fig. 4) is most likely associated with 
carbon-related complexes. The [BjCs] complexes are 
known to be annealed out at this temperature [5]. 

As is seen from Fig. 5, the recovery processes at 
T ^ 600°C, resulted from the dissociation of ion pairs, 
run in a similar way in both Cz-Si: Ga and Cz-Si: B. 
However, the annealing behavior of the mobility of 
charge carriers at T ^ 600°C is more complicated and 
it appears to be dependent on both the chemical nature 
and concentration of dopants; cf present paper and 
Ref. [9]. 
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Abstract 

Infrared absorption from oxygen-related defects in Si crystals irradiated with electrons (2.5 MeV) at room temperature 
(RT) and in the range 300-600°C has been investigated. Two new vibrational bands positioned at 10 K at about 1370 and 
1430 cm-1 were observed in samples irradiated at RT. A good correlation is found between these lines and the bands at 
836 and 885 cm-1 known to originate from asymmetrical stretching vibrations (£i mode) of an oxygen atom in the 
neutral and negative VO complex. An attribution of the 1370 and 1430 cm"1 bands to a combination of the Bt mode 
with the symmetrical stretching Ax mode (weakly IR active) for different charge states of VO is argued to be the most 
probable. A band at 833.4 cm"x is found to increase in strength upon annihilation of divacancies at 250-300°C. The V20 
complex is suggested to give rise to this band. New experimental data confirming an attribution of the 895 cm"x band to 
the V02 complex are presented as well. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 78.30.Am; 61.80.Fe; 63.20.Pw; 81.40.Wx 

Keywords: Silicon; Electron irradiation; Oxygen; LVMs 

1. Introduction 

Oxygen is a very common and important impurity in 
silicon materials [1,2]. In as-grown crystals oxygen is 
mainly present in the form of an electrically inactive 
interstitial defect (O,), where it binds with two neighbor- 
ing Si atoms. Oxygen does not normally occupy a substi- 
tutional site. However, in irradiated crystals the mobile 
vacancy can be trapped at the Os atom forming the 
vacancy-oxygen complex [3,4]. In this configuration 
oxygen bridges a pair of Si neighbors of the vacancy and 
is called an off-center substitutional oxygen, or A-center. 
Upon further irradiation the trapping of vacancies by the 
A-center can result in formation of a divacancy-oxygen 

* Corresponding author. Fax: + 46-46-2223637. 
E-mail address: lennart.lindstrom@ftf.lth.se (J.L. Lindström) 

V20 complex [4]. Annihilation of both centers, VO and 
V20, occurs in the temperature range 300-400°C and is 
accompanied by the appearance of a number of new 
more complicated vacancy-oxygen complexes [5,6]. 
Among them the V02 complex, formed via the capture of 
a mobile A-center by an Oi atom, is the dominant one 
[6,7]. In this complex two oxygen atoms share a vacancy, 
each bonded between two Si neighbors. 

Infrared (IR) absorption spectra of vacancy-oxygen- 
related complexes in Si have been intensively studied and 
a number of vibrational bands have been reported [3-10] 
(for a review, see Pajot [1, Chapter 6]). However, only the 
band at 836 cm"1 has been unambiguously identified as 
arising from the A-center [3,4]. The origin of all the 
others is still not fully understood and the experimental 
and theoretical studies of the appropriate local vibra- 
tional modes (LVMs) are currently active areas of re- 
search [11-13] (see Khirunenko et al. [Ref. 2, p. 403]). 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00447-0 
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In the present paper we report on the observation of 
two new vibrational bands related to the A-center. An 
A-center satellite line at 833.4 cm-1 is argued to arise 
from the VaO defect. A further support for the assign- 
ment of the well known 895 cm"1 band to the V02 

complex is presented. 

2. Experimental 

In this study the IR absorption analysis was carried 
out using a Bruker 113v Fourier transform IR spectrom- 
eter. The measurements were performed at 10 K and at 
room temperature (RT), with a spectral resolution of 
0.5-1.0 cm-1. We used phosphorus and antimony doped 
Czochralski-grown (Cz) silicon with initial resistivity of 
0.1-60 Cl cm. The concentration of oxygen in the crystals 
was (9-17.5)xlO17 cm"3. Carbon-lean (JVC < 1016 

cm"3) and carbon-rich (Nc = 3-5 x 1017 cm"3) samples 
as well as samples doped with the isotope lsO were 
studied. The concentration of Of and Cs was monitored 
by measuring the intensity of the absorption bands at 
1107 [14] and 605 cm"1 [15], respectively. Irradiation 
with electrons (2.5 MeV) was performed at RT and in the 
range of 300-600°C. 30-min isochronal anneals were 
carried out up to 600°C in nitrogen ambient. 

3. Results and discussion 

3.1.  V-0 combination mode at 1370 cm~' 

The vacancy-oxygen complex is one of the dominant 
defects in Cz-Si after RT irradiation with MeV electrons. 
Its maximum concentration achievable at high doses of 
irradiation is usually limited by trapping of diffusing Si 
self-interstitial (I) by VO, i.e. due to the occurrence of the 
reaction VO + I=>Oj. However, it is possible to sup- 
press this reaction using the carbon-rich Cz-Si [15]. In 
such a material the main trap for I is substitutional 
carbon, and a much higher concentration of VO com- 
plexes can be attained. Accordingly, weak IR bands re- 
lated to this defect can be detected in C-rich crystals. 

Fig. 1 shows fragments of infrared absorption spectra 
in the regions 780-900 and 1300-1420 cm"1 for irra- 
diated carbon-doped 160- and lsO-enriched samples. In 
the former region the strong and well-known lines orig- 
inating from the VO and Q-Oi complexes are observed. 
In the latter region new lines positioned at 10 K at 
1370.0 cm"1 for 160- and at 1332.5 cm"1 for lsO-doped 
samples have been revealed. The lines are shifted to 
1361.4 and 1323.9 cm"1 in the spectra measured at RT. 
The band at 1370.0 (1332.5) cm"1 was observed in all the 
irradiated Cz-Si samples including carbon-lean ones. 
The intensity of the line was found to be directly propor- 
tional to that of the 835.8 (799.9) cm"1 band, i.e. to the 
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Fig. 1. Absorption spectra at 10 K for electron-irradiated 
(1 x 1018 cm"2) Si crystals with (1) natural abundance of oxygen 
isotopes ([160] = 9.5 x 1017, [12C] = 3 x 1017 cm"3) and (2) 180 
enrichment ([160] == 6.5 x 1016, [lsO] = 1.7 x 1018, [12C] a 
3xl017cm"3. 

100 200 300 400 
Annealing temperature, °C 

Fig. 2. Changes in integrated absorption due to lines at 836 and 
1370 cm"1 with temperature of 30 min isochronal anneal. 

A-center concentration. Besides, both lines (835.8 and 
1370.0 cm"1) exhibit the same thermal stability (Fig. 2). 
All these facts indicate that the line at 1370.0 cm"1 is 
most probably related to the A-center. To check this 
suggestion, we have studied the line behavior in samples 
with lower resistivity where an essential part of the A- 
center could be in the negative charge state giving rise to 
the IR band at 885 cm"1 [11]. 

Fig. 3 shows fragments of IR absorption spectra at 
10 K for such samples. The strong lines positioned at 
885.2 cm"1 for 160- and at 847.0 cm"1 for lsO-doped 
samples originate from asymmetrical stretching vibra- 
tions (Bt mode) of an oxygen atom in the negative VO. 
There are also two additional lines in the range of 
1300-1420 cm-1, positioned at 1430.1 and 1391.0 cm-1 
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for 160- and 180-doped samples, respectively. The inten- 
sities of these lines were found to correlate with those of 
the 885.2 and 847.0 cm"1 bands. 

These observations give an additional support for 
identification of the 1370 and 1430.1cm-1 bands as 
arising from the neutral and negative A-center, respec- 
tively. The high-energy position of the lines with respect 
to the frequencies of fundamental modes (Bi) for VO 
implies that the lines could be related to a combination 
of fundamental vibrations. The oxygen isotopic shift of 
the 1370 cm-1 line is almost the same as that of the 
836 cm-1 band. So, it appears likely that the 1370 cm"1 

band is a combination band involving the Bx mode and 
another mode positioned at about 534 cm-1. However, 
no IR band related to the A-center has been clearly 
observed in the region of 525-550 cm ~1. It might be that 
the band is mainly Raman active. Besides, it should have 

1320    1350    1380    1410    1440 

Wavenumber, cm-1 

Fig. 3. Absorption spectra at 10 K for electron-irradiated 
(6 x 1017 cm-2) highly doped Si crystals with (1) natural abund- 
ance of oxygen isotopes ([lsO] = 9 x 1017 cm-3) and (2) lsO 
enrichment ([160] = 5 x 1016, [lsO] = 1.5 x 1018 cm-3). 

a small oxygen isotopic shift (Table 1). All of these fea- 
tures of the second mode giving rise to the 1370 cm-1 

band are rather close to those expected for the symmetri- 
cal stretching Ax mode of the A-center. It appears that 
the 1370 cm-1 line related to off-center substitutional 
oxygen can be considered as an analogue of the 
1748 cm-1 band originated from the bond-centered in- 
terstitial oxygen. The latter band was recently identified 
as a combination of symmetric and asymmetric stretch- 
ing modes of a quasi-linear Si-O-Si unit [16]. 

3.2.  V20 vibrational mode 

The V20 complex was identified via a detailed EPR 
study of the A14 spectrum in heavily electron irradiated 
Si [5]. However, Corbett et al. [6] observed only the 
836 cm-1 band with the same irradiation condition as 
the A14 spectrum. Since V20 contains a Si-O-Si bond- 
ing structure like VO, it has been suggested [10] that an 
oxygen vibrational band of V2 O is very similar to that 
of VO and is not resolved from the more intensive 
836 cm-1 band. Recent ab-initio calculations [12] have 
also predicted that the asymmetric stretching vibrations 
of VO and V2 O should be almost the same. 

We have performed a careful analysis of a shape of the 
836 cm-1 band using a fitting procedure with Lorentzian 
functions. It has been found that there is a clearly pro- 
nounced shoulder at about 833 cm-1 on the low-energy 
side of the band. The existence of such a shoulder; with 
a relative intensity of about 15%, is expected due to Si 
isotope effect, i.e. due to natural abundance of 29Si (4.7%) 
and 30Si (3.1%) isotopes (for a review, see Pajot [1, 
Chapter 6]). However, the relative intensity of the shoul- 
der was found to be sample dependent, increasing up to 
20-30% of the total absorption around the 836 cm-1 

peak in the samples irradiated with a high fluence of 
electrons. This implies the existence of an additional 
satellite of the A-center at about 833 cm- * and the latter 
one could be related to the V20 defect. 

An appearance of the A-center satellites, called S^ S2, 
S3 and positioned at low temperature at about 829 (SJ, 
833 (S2), and 842 cm-1 (S3) has been observed by 

Table 1 
Positions of vibrational IR modes (in cm-1) related to the V-O complex in silicon 

Mode (v-or (V-O)- 

160 180 160 180 

10 K RT 10 K RT 10 K RT 10 K RT 

Bi + A, 
A, 

835.8 
1370.0 

-534 

830.4 
1361.4 

-531 

799.9 
1332.5 

-533 

794.6 
1323.9 

-530 

885.2 
1430.1 

-545 

877.1 847.0 
1391.0 
544 

839.0 
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different investigators upon heat-treatment at 210-400°C 
of Cz-Si irradiated with fast neutrons [8,13] (see 
Khirunenko et al. [Ref. 2, p. 403]) or electrons [9] (see 
Khirunenko et al. [Ref. 2, p. 403]). It has been suggested 
[8,13] that some of the satellites should be related to 
divacancy-oxygen complex formed via trapping of a mo- 
bile V2 by an O; atom. However, no correlation between 
the V2 disappearance and formation of the satellites has 
been reported. 

We have monitored the V2 behavior during isochronal 
anneals by measuring the intensity of the well-known 
band at 2766 cm"1 [9]. It was found that the divacancies 
started to disappear at 250°C, and they annealed out 
completely at 300°C. This was followed by an essential 
increase in the strength of the band at 833.4 cm"1, as it 
was inferred from the differential spectrum (Fig. 4). At the 
same time only a small decrease in the intensity of the 
836 cm"1 band was detected. So, it appears likely that 
the growth of the 833 cm"1 band is associated with the 
disappearance of divacancies. Such a conclusion is also 
consistent with the results of Ref. [9], where an efficient 
formation of the S2 satellite at ^ 280°C has been ob- 
served in the samples irradiated with electrons and con- 
taining a high concentration of V2. It should also be 
noted that the defect giving rise to the 833 cm"1 band is 
only slightly more stable than the A-center and anneals 
at 350-400°C. 

All these observations allow one to suggest that the 
band at 833.4 cm"1 is related to the V20 complex. How- 
ever, further studies are needed to make a more definite 
conclusion. 

3.3. The 895 cm~' band 

Disappearance of the A-center at 300-350°C is always 
followed by an appearance of the band at 895 cm-1. It 
has been argued [6,7] that the vacancy-dioxygen com- 
plex formed via the capture of diffusing VO by an Oi 

atom is responsible for the band. However, there are still 
some doubts regarding such an identification (for a re- 
view, see Pajot [1, Chapter 6]). We present here some 
new experimental data supporting the original sugges- 
tions [6,7]. 

According to the results of ab-initio modeling [12], 
the LVM at 895 cm"1 represents independent motion of 
the two O atoms sharing a vacancy site, i.e. the both 
atoms contribute to the absorption. Hence, at the same 
concentration of the VO and V02 complexes the inten- 
sity of the 895 cm"1 band should be twice that of the 
A-center bands. However, in previous studies the inten- 
sity of the 895 cm"1 band has never been observed to 
exceed that of the 836 and 885.3 cm"1 bands implying 
that only a partial transformation of VO into V02 does 
occur, probably due to interaction of interstitial-type 
defects with VO etc. [6]. Recently we discovered [17] 
that upon annealing the samples irradiated with a small 
fluence of electrons the strength of the 895 cm"1 band 
could be actually twice that of the A-center bands. So, 
two oxygen atoms should be incorporated into the center 
responsible for the 895 cm"1 band. Besides, a complete 
transformation of the A-center into this complex can 
occur in some cases. Both obvservations are consistent 
with the V02 model for the 895 cm"1 band. 

Additional support has come from the recent studies of 
defect production during electron irradiation at elevated 
temperatures [18]. A strong enhancement of the IR 
bands assigned to the oxygen dimer has been observed in 
carbon-lean Cz-Si irradiated at 300-400°C, and a cor- 
relation of that with the 895 cm"1 band generation has 
been found. These important findings can be easily ex- 
plained assuming an occurrence of the reaction 
V02+I=>02i. Evidence for such interpretation is 
found from similar studies of carbon-rich Si. In this 
material only a small increase in the 02i bands is detec- 
ted, while the 895 cm"l band is produced very efficiently 
(Fig. 5). It is well known [15] that the Watkins replace- 
ment mechanism I + Cs => Q is a dominating reaction in 

820 830 840 850 

Wavenumber, cm"1 

Fig. 4. Difference absorption spectrum at 10 K for sample 1 (see 
caption to Fig. 1) annealed at 300°C for 30 min. The spectrum 
recorded after irradiation was used as a reference. Dashed lines 
show a deconvolution of the spectrum onto the absorption 
peaks of Lorentzian shape. 

300     350     400     450     500     550     600 

Irradiation temperature, °C 

Fig. 5. Changes in integrated absorption at 10 K due to lines at 
(1,3) 895.3 and (2,4) 1012.4 cm"1 with temperature of irradiation 
(1 x 1018 e"/cm2) for (1,2) carbon-lean and (3,4) carbon-rich 
Cz-Si samples. 
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carbon-rich Si. An occurrence of this reaction suppresses 
the dimer formation, but stimulates the V02 growth. So, 
the results presented here seem to support strongly the 
identification of the 895 cm"1 band as arising from the 
V02 complex. 
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Abstract 

It has been shown that bistability of thermal double donors (TDD) in silicon can be observed by EPR technique. The 
spectrum of a bistable TDD species (TDD2) has been isolated using heat-treatment of Czochralsky-grown n-type silicon 
crystals with initial resistivity 4.5 Q cm, at temperature 400°C and subsequent irradiation with electrons (E = 3.5 MeV). 
The principal values of the TDD2 ^-tensor are determined as gy = 1.9928, g2 = 2.0009, g3 = 1.9999. An interpretation of 
some EPR data is given in the framework of the two-center model of the TDD structure. © 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 

It is well known that in Czochralski-grown silicon 
crystals at temperatures lower than 500°C a series 
of divalent donor centers (which are called thermal 
double donors TDD) is formed. According to Ref. [1], 
these centers will be denoted hereafter as TDD«, where 
n is the center number. Minimal value of n is zero and 
maximal is 2= 11. The TDD1-11 are observed by IR 
spectroscopy [1]. Concentration of the TDDO is rather 
small and it was attributed to the thermal donor family 
from the studies of persistent photoconductivity (PPC) 
decay [2]. 

In spite of a tremendous amount of experimental and 
theoretical studies on the problem of thermal donors 
their microscopic origin is poorly understood yet. And to 
decode their atomic structure new ideas and experi- 
mental data are required. 

* Corresponding author. 
E-mail     address:      makarenko@fpm.bsu.unibel.by 

Makarenko) 
(L.F. 

Significant information on atomic structure of TDD's 
can be obtained by studying variations in their properties 
while undergoing successive transformations TDD« -* 
TDD(« + 1). A lot of such information was accumulated 
using IR absorption method [1]. Another sequence of 
data was obtained from magnetic resonance methods (see 
Ref. [3] and references therein). However, at present it is 
impossible to connect these two sets of data because there 
is no unambiguous relation of any EPR or ENDOR 
spectra to a certain TDD species. Therefore, to study the 
TDD's by magnetic resonance methods, Si crystals with 
an individual TDD should be prepared. Besides, it would 
be desirable to study first of all bistable TDDs as it was 
done for thermal donors in germanium [4]. 

2. Experimental details 

Czochralski-grown silicon crystals with initial resistiv- 
ity 4-20 n cm and oxygen content (0.7-1.1)1018 cnT3 

were investigated. Charge carrier concentration (n) was 
determined from Hall-effect measurements. The fraction 
of bistable TDDs was evaluated from PPC experiments. 
Infrared absorption spectra were obtained at 12 K with 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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"Specord-75IR" spectrometer. Conventional EPR in- 
vestigations were performed with X-band spectrometer 
"PadioPAN SEX-2543" at 78 K. 

3. Experimental results 

3.1. Heat treatment conditions 

To choose optimal annealing conditions two factors 
should be taken into account. First, concentration of the 
TDD2 should be high enough for EPR experiments and, 
second, this center should dominate. That is, its concen- 
tration should be at least twice larger than total con- 
centration of all other TDDs. To prove simultaneous 
fulfillment of these two conditions we studied kinetics of 
TDD formation at different annealing temperatures. 
Concentration of individual TDD species was evaluated 
from intensities of absorption bands due to ls-2p± 

transitions of neutral TDDs. Experimental results for the 
TDD2 and TDD3 are shown in Fig. 1. For EPR studies, 
absorption coefficient of an individual TDD should be 
^ 10 cm"1. As seen in the figure in order to realize the 

two necessary conditions, heat-treatment at temper- 
atures *S 400°C must be used. In materials with oxygen 
content [O]^1018cm~3 optimal annealing time is 
about 25-30 h. 

3.2. Compensation conditions 

Only singly ionized TDD are paramagnetic, and to 
study them using EPR it is necessary to use compensated 
materials where Fermi level is lower than the level 
E(+/+ +) « Ec - 0.05-0.06 eV of TDDs. Two com- 
pensation methods are possible. One is to use as-grown 
p-type crystals. The other is to create compensation 
centers by irradiation [5]. In Si: O crystals irradiated by 
y-rays oxygen-vacancy complex (A-center) with acceptor 
level near £c-0.18 eV is formed [6]. Under electron 
irradiation,    divacancy   with    two    acceptor    levels 
E( /-) = £c-0.21    and   E(-/0) = Ec - 0.40eV 
can be additionally created [6]. 

In order to compare these two compensation methods 
numerical simulations can be used. Let us suppose that in 
annealed crystals only the TDD2 center is available. As 
a rule its concentration is about NTDD2 ~ 1015 cm " 3. The 
Fermi level position (F) is determined from neutrality 
equation 

NP + iVTDD2/TDD2(T,F) = n + JVB + NAfA(T,F), 

where NF and NB are concentrations of shallow donor 
(phosphorus) and acceptor (boron), respectively; NA is 
the concentration of deep acceptors (the A-center),/TDD2 

(T, F) and fA(T, F) are occupancy numbers of the TDD2 
and A-center. 

1 10 100 

heat treatment duration, hrs 

Fig. 1. Absorption coefficients (a) of 2p+ lines of neutral TDD2 
(squares) and TDD 3 (circles) and their fractions (b) versus an- 
nealing time at 400°C (solid squares and circles) and 475°C 
(open squares and circles). The fractions of TDD2 and TDD3 
are equal to [TDD2]/^[TDDn](« > 1) and [TDD3]/X 
[TDDH](H > 2), respectively. 

To maximize EPR signal in the first compensation 
method (when JVP = NA = 0) it is necessary that NB = 
JVTDD. In the second method {NB = 0) the maximal 
TDD2+ concentration will be achieved when iVP + 
JVTDD = NA. Results of numerical simulations are shown 
in Fig. 2. Temperature dependencies of relaxation time 
for configurational transformation of the TDD2 were 
calculated according to Ref. [7]. 

As one can see from the figure the second compensa- 
tion method is preferable. In the first compensation 
method in order to observe the 25% decrease of the NL8 
signal one should store samples before measurements for 
some weeks at T ~250 K. In the second method a much 
shorter time is necessary to observe 4 times decrease of 
this signal. 

As seen in Fig. 1, the TDD3 concentration can be 
much larger than that for the TDD2. If as-grown silicon 
crystals of p-type are used it is very easy to ensure 
conditions which correspond to the third case considered 
in Fig. 2. Then by storing annealed samples at about 
250 K, we can achieve practically complete disappear- 
ance of the TDD2 signal. Hence, we can obtain samples 
with almost absolute domination of TDD3 and use these 
samples for EPR and ENDOR studies. 

3.3. Experimental observation of bistable TDD spectrum 

In accordance with the above IR absorption data we 
used samples annealed at 400°C during 26 h. Carrier 
concentration    under    illumination    was    n = 2.6 x 
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WP = 0, NB = 1015cm -3 NA = 0, NTDD2 = 1015cm"3, 2 
N? = 0, JVB = 0,NA = 10 15 cm > -"TDD2 = 1015cm"3; 3 
iVp = 1015cm ~\ NB = = 0, JVA = = 2xl015 cm 3, ^TDD2 = 
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temperature, K 

Fig. 2. Fraction of TDD2 in paramagnetic state ([TDD2+]/ 
[TDD2]) in equilibrium (A, B, C) and relaxation time to equilib- 
rium state (1, 2, 3) versus storage temperature for samples with 
different concentration of centers (see equation in the text): 1, 
A- 
B- 
C- 
1015cm 

1015cm~3. Hence, the total TDD concentration was 
determined as n = 0.7 x 1015 cm"3 of which more than 
80% was bistable. Then the samples were irradiated with 
3.5 MeV electrons. The irradiation fluence was $ = 1016 

cm"2. As a result of irradiation, carrier density dimin- 
ished to the value n = 1.9x 1015cm~3. In the as-irra- 
diated sample, three centers were observed: A-center, 
divacancy (Si-G7) and thermal donor (Si-NL8) (Fig. 3, 
curve 1). To make experimental conditions more favor- 
able from the point of view of relaxation time the samples 
were additionally annealed for 20 min at 275°C. After 
275°C annealing, EPR signal related to divacancy essen- 
tially decreased and became indistinguishable because 
this annealing removed most part of divacancies and 
carrier density increases up to n = 2.2 x 1015 cm"3. 

From angular dependencies (Fig. 4) the principal 
values of TDD2 g-tensor were determined. According to 
the conventional notation, these values are gt = 1.9928, 
g2 = 2.0009, g3 = 1.9999. 

The intensity of NL-8 signal depends on conditions of 
the sample cooling to the measuring temperature. If the 
sample was cooled down after a long period of storage at 
— 17°C the signal intensity diminishes 4 times as com- 

pared to that after cooling from room temperature under 
illumination (Fig. 3, curves 2 and 3). The intensity 
changes observed are reversible. The higher signal is 

or 
0. 
HI 

3290    3300    3310    3320    3330 

magnetic field, G 

Fig. 3. EPR spectra of defects in Si crystals heat treated at 
400°C during 26 h: 1 — after electron irradiation with the 
fluence 1016 cm"2, 2 — after subsequent 30 min annealing at 
250°C when cooling to measuring temperature from 300 K 
under illumination; 3 — the same as 2 but when cooling to 
measuring temperature after 4 days storage at 256 K in dark. 
The resonance frequency of our measuring cavity depends on 
the TDD2 concentration in paramagnetic state. That causes 
a shift of the third line as compared to the second one. 

Fig. 4. Angular dependence of the TDD2 g-factor for magnetic 
field directions in the (0 1 1) plane. 

restored after repeating the cooling regime under excita- 
tion. These data confirm the fact that the TDD2 was the 
dominating center in our samples. 

It should be noted that although DC resistivity of 
irradiated crystal at 78 K was very high, there were 
essential microwave power losses in measuring cavity. 
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These losses seem to restrict the applicability of irradia- 
tion as a compensation method. 

A possible explanation of the observed feature is that 
the losses are due to electron hopping between correlated 
TDD and A-centers. This problem however needs further 
investigation. 

4. Discussion 

Our data can be used as a reference point to the 
assignment of high-field EPR spectra NL8x-NL84 ob- 
served in Ref. [8]. Since the #i value of TDD2 coincides 
with that of the NL81; therefore the NL82, NL83 and 
NL84 are TDD3, TDD4 and TDD5, respectively. This 
assignment is in accordance with the conclusion of Ref. 
[9] that the TDD3 has its g^ value close to 1.9932. 

Using this identification of the NL8; spectra we can 
compare the EPR data on the TDD structure obtained in 
Ref. [8] with the IR data of Ref. [1]. First of all the 
particular role of the TDD3 should be noted. As it is seen 
in Ref. [1] the transformation TDD3 -> TDD4 leads to 
drastic changes in the optical characteristics of thermal 
donors and in Ref. [10] it is suggested that the optical 
characteristics of TDDs will recur with the periodicity 
of 4. 

This periodicity is a natural consequence of the two- 
center model for the TDD structure. The model suggests 
that electrical activity of TDDs is due to two donor 
active atoms (DAA) and their optical properties can be 
explained using the theory of hydrogen molecular ion in 
an anisotropic medium. The donor active atoms are 
placed not in the core of the TDD complex but on its 
ends. New oxygen atoms joined to the complex build into 
the lattice between the DAAs. When four oxygen atoms 
are already inserted in the inner places of the complex, 
addition of the next atom leads to a drastic change in the 
distance between the DAAs. This change becomes appar- 
ent in the optical properties of the TDDs. From the point 
of view of this model the first three TDD of every four 
TDD can have some distortion from true C2v symmetry 
and minimal distortion is awaited for TDD3, TDD7, etc. 
Therefore, the two-center model is consistent not only 
with the IR absorption data [1] but also with the EPR 
data of Ref. [8]. 

The sequential transformation of TDD structure is 
accompanied by the shift of only one of the principal 
values of the NL8#-tensor — its component gt[l 1 0].ln 
Ref. [11] it is shown that this variation cannot be related 
to the local lattice deformation around the TDD com- 
plex, rather it is due to a change of the TDD wave 
function. Because the g2 [1 1 0] value practically does not 

shift, it would be awaited for more strong variation of the 
envelope function along the ^[1 10] axes. A similar 
behavior of wave function is revealed by hydrogen mol- 
ecule when distance between atoms increases (see Ref. 
[12]). As a result of such a change, the region of maximal 
density of electron spreading (1^1 ^ |iA|max/2) increases 
first of all along the axis of atom arrangement. 

To test the applicability of this explanation, one should 
determine along what direction the TDD complex grows. 
To solve this problem let us use the results obtained in 
Ref. [13], where it is shown that 2p±1 and 2p±h 

transitions have their dipole optical moments along the 
0i[l 1 0] and #2 Dl 0] axes of NL8, respectively. Ac- 
cording to Ref. [10] the 2p±1 state corresponds to the 
2pcrz state of hydrogen molecular ion and the 2pcrz wave 
function is extended along the TDD growth axis. So we 
obtained the expected correspondence which indicates 
the possibility of the suggested explanation of the TDD 
g-factor shift in Ref. [11]. 

5. Conclusions 

From studies of TDD formation kinetics at 400°C and 
475°C, conditions were determined which offer to ob- 
serve EPR spectrum of individual TDD species. Using 
irradiation of Si crystals with 3.5 MeV electrons the 
spectra of the bistable TDD2 complex was registered. 
The obtained results make it possible to compare the 
EPR and IR spectroscopy data on individual TDD 
species. 
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Abstract 

H2 molecules, which are introduced into moderately doped silicon crystals by high-temperature in-diffusion from 
H2 gas ambient followed by fast cooling to room temperature, are found to interact effectively with the defects induced by 
irradiation of the crystals with fast electrons. In Czochralski-grown silicon crystals, the interaction of the mobile 
H2 molecules with vacancy-oxygen defects (A centers) leads to the creation of V-0-H2 complexes. This complex gives 
rise to infrared (IR) absorption lines at 943.5,2126.4, and 2151.5 cm" K Ab initio calculations showed that the most stable 
configuration of V-0-H2 consists of one oxygen and two hydrogen atoms sharing a vacancy site. It is suggested that the 
interaction of the V-0-H2 complexes with interstitial oxygen atoms results in the formation of V-02-H2 complexes, 
which are responsible for the IR absorption line at 891.5 cm-1. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 78.30.Am; 61.80.Fe; 63.20.Pw; 81.40.Wx 

Keywords: Silicon; Hydrogen; Oxygen; Vacancy; Absorption bands 

1. Introduction 

High-temperature heat-treatments of silicon crystals in 
H2 gas ambient result in the incorporation of hydrogen 
atoms into the lattice up to the solubility limit at a treat- 
ment temperature [1]. It was found recently that after 
such treatments followed by fast cooling to room temper- 
ature, in moderately doped Si crystals practically all 
amount of hydrogen was in the form of hydrogen mol- 
ecules (H2) occupying tetrahedral interstitial (Td) sites 
[2,3]. H2 at the Td sites are mobile in Si at T ^ 50°C, an 
activation energy for their migration was estimated as 
0.78 eV [3]. In Czochralski-grown (Cz) Si crystals oxygen 
atoms were found to be effective traps for hydrogen 

»Corresponding   author.   Tel.:    +375-17-284-1290;   fax: 
+ 375-17-284-0888. 

E-mail address: murin@ifttp.bas-net.by (V.P. Markevich) 

molecules. The Oj-H2 complex, however, is weakly 
coupled, the value of its binding energy was estimated as 
0.28 eV [3]. 

Recent ab initio molecular dynamics calculations have 
shown that H2 in Si interact effectively with silicon 
vacancies (V) and self-interstitials (ISi) [4]. This interac- 
tion results in the breaking of a H-H bond and in the 
formation of two Si-H bonds, i.e., passivation of two 
dangling bonds of V or Isi by hydrogen atoms occurs. 
Interaction of H2 molecules with other radiation-in- 
duced defects having dangling bonds should be also 
expected in H-soaked Si crystals. 

In Cz-Si crystals one of the dominant defects induced 
by irradiation is known to be a vacancy-oxygen complex 
(A center). Some evidences for the interaction of hydro- 
gen atoms with the A centers were obtained by means of 
DLTS and infrared absorption measurements [5-7]. Ab- 
sorption bands at 870 and 891 cm"1 were identified as 
related to the oxygen stretching vibrations for partially 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00450-0 
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and fully passivated A center, i.e., the V-O-H and 
V-0-H2 complexes, respectively [7]. It should be ex- 
pected that these complexes beside the local vibrational 
modes (LVMs) related to the oxygen vibrations give rise 
to the LVM lines related to the hydrogen stretching 
vibrations. However, no clear information showing the 
existence of such bands was reported that makes the 
above mentioned identification of the lines at 870 and 
891cm"1 doubtful. 

In the present work we report some new results related 
to the interaction of hydrogen with the vacancy-oxygen 
defects in Cz-Si crystals. The results were obtained using 
infrared absorption spectroscopy and ab initio modeling. 

2. Experimental details 

Samples for this study were prepared from an n-type 
phosphorus-doped Cz-Si crystal (p « 1 Q cm). The con- 
centration of oxygen in the crystal was about 
9.5 x 1017cm"3. Hydrogen (deuterium) was introduced 
into the samples by annealing at 1200°C for 1 h in a H2 

(D2) gas ambient at a gas pressure of about 1.5 atm, and 
terminated by quenching. Irradiation with fast electrons 
(3 MeV in energy) was performed at about 50°C. Dose of 
irradiation was 1.6 x 1016cm"2. Isochronal annealing 
was carried out in an argon atmosphere in temperature 
steps of 25°C in the range of 100-600°C, for 30 min at 
each temperature. Isothermal annealing at 100°C was 
also studied. 

Optical absorption spectra were measured by a 
Fourier transform infrared (FT-IR) spectrometer at 10 K. 
The spectral resolution was 0.5 or 1.0 cm"1. 

3. Experimental results and discussion 

High-temperature heat-treatments of the samples in 
H2 ambient were found to result in the appearance of a 
band at 1075.1 cm"1 with a shoulder at 1075.8 cm"1 in 

IR absorption spectra. Replacement of hydrogen by 
deuterium led to a shift of the lines to 1076 and 
1076.6 cm"1. These lines were earlier assigned to LVMs 
related to asymmetrical stretching vibrations of an inter- 
stitial oxygen atom perturbed by the presence of a H2 

(D2) molecule at the nearest Td site (Oj-H2 complexes) 
[8]. 

The dominant centers produced by irradiation were 
found to be the same in both Si: O, H and as-grown 
materials: A center, Q-Oi complex and divacancy. The 
intensities of the IR absorption bands due to these 
centers in hydrogenated samples were close to those in 
as-grown ones after irradiation. 

A profound effect of the hydrogenation treatment was 
revealed in the annealing behavior of the radiation-in- 
duced defects. An enhanced disappearance of all the RDs 
occurred in hydrogenated samples. Isothermal annealing 
study of irradiated Si: O, H samples showed that the 
radiation-induced defects started to disappear at temper- 
atures as low as 100°C. Simultaneously with the decrease 
in intensities of the lines due to RDs a substantial 
decrease in intensity of the line at 1075.1cm"1 was 
observed after isothermal and isochronal anneals of hy- 
drogenated samples. Further, it was found that the 
absorption spectra due to defects, which are formed upon 
annealing, differ significantly for the H-soaked and as- 
grown samples. Fig. 1 shows absorption spectra of the 
investigated samples at different stages of isochronal an- 
nealing. Consistent with the results of previous studies 
[9,10], the disappearance of the A centers in as-grown 
samples was accompanied by the formation of centers 
which give rise to a band at 895.3 cm"1 (V02), and, 
further, to ones at 910.0, 975.9, and 1005.3 cm"1 (V03). 
No band at 895.3 cm"1 was detected in hydrogenated 
samples. Other lines were found to be dominant in IR 
absorption spectra of these samples upon annealing. The 
most intense among them were the lines at 943.5 and 
891.5 cm"1. A number of lines in the range of 1900- 
2250 cm"1 were found to develop upon annealing of 
irradiated Si: O, H samples. The lines at 1956.0, 2126.4, 

0,20 r 

0,0 
850 875 900 925 950 

Wavenumber, cm-1 
900 925 950 

Wavenumber, cm-1 

Fig. 1. Development of absorption spectra at 10 K for electron irradiated (a) as-grown and (b) hydrogenated Cz-Si samples with 
temperature of 30 min isochronal annealing: (1) as-irradiated, (2) 100°C, (3) 200°C, (4) 300°C, (5) 400°C, (6) 500°C, (7) 600°C. 
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Fig. 2. Changes in integrated absorption due to the lines at (1) 
943.5, (2) 2126.4, and (3) 2151.5 cm"1 with temperature of 
30 min isochronal annealing for an irradiated Si: O, H sample. 
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Fig. 3. Infrared absorption spectrum at 10 K for a Cz-Si sample 
which was co-doped with hydrogen and deuterium, irradiated 
with electrons and annealed at 100°C for 105 h. 

and 2151.5 cm"1 were the strongest ones. This range is 
characteristic for the stretching vibrations of H atoms 
bonded to the host atoms in the Si lattice. No lines in this 
range were observed in as-grown samples. 

Particular interests of the present work are the lines 
at 943.5, 891.5, 2126.4, and 2151.5 cm"1. In the isother- 
mal annealing study at 100°C a good correlation was 
found between a decrease in integrated absorption due to 
A center bands and an increase in that due to the line at 
943.5 cm-1. The lines at 2126.4 and 2151.5 cm"1 de- 
veloped similar to the band at 943.5 cm"1. Fig. 2 shows 
the development of these three lines upon isochronal 
annealing. It seems likely that all these bands are related 
to the same defect. The lines at 2126.4 and 2151.5 cm"1 

are in the frequency range which is characteristic for 
stretching vibrations of H atoms in Si. As a rule, signifi- 
cant isotopic shifts of the lines in this range occur when 
hydrogen is substituted by deuterium. Indeed, in deuter- 
ated samples the lines at 943.2, 1549.1, and 1567.4 cm"1 

were observed. They developed upon annealing similar 
to the lines at 943.5, 2126.4, and 2151.5 cm"1 in H- 
soaked samples. In the samples co-doped with hydrogen 
and deuterium in addition to these lines two new ones 
were observed at 1557.3 and 2140.6 cm"1. Fig. 3 shows 
an infrared absorption spectrum of a sample which was 
co-doped with H and D and annealed for 105 h at 100°C 
after electron irradiation. 

Disappearance of the lines at 943.5, 2126.4, and 
2151.5 cm"1 in hydrogenated samples were found to 
occur simultaneously with the growth of a line at 
891.5 cm" *. A line at the same position was observed in 
deuterated samples. No correlation was found between 
the development of this band and any other bands in the 
range of 1900-2250 cm"1. 

Oj-H2 complexes are not stable at temperatures ex- 
ceeding 50°C in silicon, so heating the Si: O, H crystals 
results in the appearance of mobile H2 molecules in the 
lattice. Under their motion the molecules can interact 
with RDs, forming the complexes. A correlation was 
found to occur between the disappearance of A centres 
and molecular hydrogen and development of the com- 
plex which gives rise to three IR absorption bands at 

Fig. 4. Calculated ground-state structure for the V-0-H2 

center in silicon. The atom over the C2-axis is oxygen and the 
white atoms represent hydrogen. 

943.5, 2126.4 and 2151.5 cm"1. It is likely that V-0-H2 

complexes formed by interaction of mobile H2 with 
A centers are the defects responsible for these three lines. 
Positions (isotopic shifts) of the bands in Si: O, H and 
Si: O, D samples are consistent with those expected for 
V-0-H2, in which an oxygen atom and two hydrogen 
atoms share a vacancy. 

Disappearance of the V-0-H2 complexes was found 
to occur simultaneously with the formation of a center, 
which gives rise to a band at 891.5 cm"1. No isotopic 
shift due to substitution of hydrogen by deuterium as 
well as no correlation with any other lines was observed 
for this center upon its development. However, the center 
seems to be one of the dominant defects in proton im- 
planted Cz-Si [9], as well as in electron irradiated Si: O, 
H crystals after heat-treatments at about 300°C. A 
V-02-H2 complex can be suggested as a defect respon- 
sible for the 891.5 cm"1 line. The defect consists of two 
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Table 1 
The ground-state structure of the V-0-H2 center in silicon. All 
distances in A 

H-H Si-H Si-O SiH-HSi Si-O-Si 

1.50 1.49 1.65 4.15 3.24 

oxygen atoms sharing a vacancy with a hydrogen mol- 
ecule in the vicinity. The H2 only slightly perturbs the 

vibrations of oxygen atoms in V02 likely it does in the 

0;-H2 complex. For such a structure of the V-02-H2 

center there are not any Si-H bonds, that explains the 
absence of LVM lines in the range of 1900-2250 cm"1 for 
this hydrogen-related defect. The complex could be for- 
med via the capture of mobile V-0-H2 by interstitial 

oxygen atoms. 

4. Theoretical calculations 

We use an ab initio local density functional cluster 
method, AIMPRO [11], to determine the structure and 

vibrational modes of V-0-H2. For this work 133 atom 
centered   clusters   were   used   with   the   composition 

Si7oH620. The O atom was placed at the center of the 
cluster within the vacancy and bridging two Si atoms. 

The valence electronic wave functions were expanded 
in a set of s and p Gaussian orbitals placed at the atomic 
nuclei and at bond centers. The charge density was fitted 
to a sum of Gaussian functions placed at the same sites. 
Norm-conserving pseudo-potentials of Bachelet et al. 
[12] were used to eliminate the core electrons. Full de- 
tails of the method have been described elsewhere [11]. 

Two configurations of V-0-H2 defects were investi- 

gated. In the first, the two H atoms were placed inside the 
vacancy (see Fig. 4 and Table 1) in a manner similar with 
VH2 [13]. In the second configuration, they lay outside, 

at anti-bonding sites, as in NiH2 [14]. Both configura- 
tions have C2v symmetry. We found that the second 
configuration was 1.25 eV higher in energy than the first 
one. For the stable configuration, the Si-O bond lengths 
were 1.65 A compared with 1.75 A in VO [15]. Clearly, 

the saturation of the Si dangling bonds has increased the 

strength of the Si-O bonds. 
The LVMs for the defect along with their isotope shifts 

are given in Table 2. The two highest frequencies, at 2176 
and 2173 cm"1, are the symmetric and anti-symmetric 
Si-H stretch modes, respectively. The 1076 and 774 cm"x 

frequencies are the anti-symmetric stretch and bend 
modes of the Si-O-Si complex, such that the oxygen 

Table 2 
Calculated LVMs for V-0-H2 in Si. All frequencies and isotopic shifts (IS) are in cm  1 

1 

V 16OH2 

Exp. 
LVMs 

2151.5 
2126.4 

943.5 
N.D. 
N.D. 

IS Calc. 
LVMs 

2176 
2173 
1076 
774 
771 

IS Mode 

Bi 
B2 

Bi 
Ai 

V 16OD2 

1567.4 
1549.1 
943.2 

N.D. 
N.D 

584.1 
577.3 

0.3 

1559 
1564 
1076 
765 
698 

617 
609 

0 
9 

73 

A, 
Bi 
B2 

Bi 
Ai 

V 16OHD 

V 18OH, 

2140.6 10.9 2174 

1557.3 569.1 1562 

- 943.5 ~0 1076 

N.D. 774 
N.D 706 

2176 
2173 
1021 
753 
770 

2 
611 

0 
0 

65 

0 
0 

55 
21 

1 

A' 
A' 
A" 
A' 
A' 

A! 
Bi 
B2 

B» 

N.D. - Not detected. 
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atom vibrates in the two perpendicular (0 1 1) symmetry 
planes. Finally, the low frequency mode at 771cm"1 

corresponds to a symmetric Si-H wag-mode. 
The isotopic shifts (Table 2) show that the oxygen- and 

hydrogen-related LVMs are completely decoupled: in 
either case, oxygen or hydrogen isotopic substitution, 
does not affect the LVMs in agreement with the experi- 
mental results in deuterated samples. 

The two highest H-related LVMs are also almost in- 
dependent. The highest LVM is an A± mode and lies 
3cm"1 above the anti-symmetric BY mode. This 
is in poor agreement with an experimental splitting of 
25.1cm"1 and suggests that the distance between the 
H atoms is too large. The observed splitting is similar to 
one found (22.5 cm"1) for the VH2 center [13]. 

All the shifts when one or both H atoms are replaced 
with D, largely agree with the experiment. The oxygen- 
related mode at 1076 cm"1 is much higher than that 
found for the VO at 787 cm"1 [15]. The increase mirrors 
what is seen experimentally, as the neutral VO center has 
a mode at 835 cm"1. 
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Abstract 

The effect of germanium content (JVGe < 7.4 x 1021 cm"3) in solid solutions Si^Ge* on the behavior of v3 vibra- 
tional mode of oxygen and kinetic formation of the low-temperature (450°C) thermal donors (TD) was investigated. It has 
been shown that the higher is Ge content in Si^Ge*, the lower are oxygen loss at heat treatment and TD formation 
rate. From the dependencies of the intensity of absorption band, corresponding to v3 vibrational mode of oxygen, TD 
concentration and oxygen loss at heat treatment on Ge content in Si^Ge*, an assumption is made that interstitial 
oxygen having Ge atoms in their second or third nearest-neighboring sites do not take part in low-temperature TD 
formation. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Germanium; Oxygen; Thermal donors 

It has been known that germanium-doped silicon ex- 
hibits lower rates of low-temperature (450°C) thermal 
donors and radiation-induced defects formation [1-5]. 
The available data however were obtained for mono- 
crystalline samples with germanium content JVGe «S 5 x 
1020cm"3, that is when no significant change in the 
silicon energy structure occurred and germanium acted 
as isovalent impurity. The effect of Ge on the processes of 
defect formation can be considered here as the effect of 
internal elastic stress fields arising from the difference in 
Si and Ge covalent radii. The present work describes the 
data regarding oxygen properties and the features of 
low-temperature thermal donor formation in Sii-xGe^ 
solid solutions with Ge content as high as 7.4 x 1021 cm"3. 

The samples of boron-doped Si^^Ge* grown by 
Czochralski method [6,7] in the Institute of Crystal 
Growth (Berlin, Germany) were investigated. The con- 
tents of oxygen and carbon determined using infrared 
(IR) absorption (1107 and 604 cm"1 lines) were (7-9) x 
1017 and (2-3) x 1016 cm"3, respectively. The germanium 

* Corresponding author. Fax: + 380-44-265-55-88. 
E-mail address: lukh@iop.kiev.ua (L.I. Khirunenko) 

content was measured with X-ray analyzer SP-733 and 
varied from 3.5 x 1019 to 7.4 x 1021 cm"3. 

The crystals were investigated just after growth and 
after annealing in air atmosphere at 450°C. The max- 
imum annealing time was 500 h. Every 10-15 h of an- 
nealing the IR oxygen absorption spectra were measured 
as well as oxygen content and charge carrier concentra- 
tion were determined using Fourier-transform spectro- 
meter IFS-113v and Hall effect technique. 

Oxygen is known to be one of the most active elements 
taking part in the radiation-induced and thermal defect 
formation in silicon. Therefore, the acquisition of a new 
information about oxygen properties is of importance for 
an understanding of defect formation processes and a 
design of methods to control these processes. The role of 
oxygen in the defect formation processes in silicon is 
commonly judged from the behavior of IR absorption 
band corresponding to v3 vibrational mode (1107 cm"1 

at 300 K). At 4K the interstitial oxygen (Si20 quasi- 
molecule) absorption spectrum in v3 vibrational mode 
region consists of 1136.4 cm"1 band with a fine structure 
at the right-hand side which is due to silicon isotopic 
content [8]. In germanium-doped silicon two additional 
absorption bands (1118.6 and 1130.2 cm"1) were found 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00451-2 
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1140 1130 1120 1110 1100 

Wavenumbers, cm'1 

Fig. 1. Ge content dependence of an oxygen absorption spec- 
trum in Sii-^Ge». Resolution 0.5 cm'1. JVGe • 1021, cm"3: (a) 0; 
(b) 0.11; (c) 1,25; (d) 1.8; (e) 3.2; (f) 4.4; (g) 5.8; (h) 7.4. 

at temperatures close to 4K [9-12]. According to 
a model proposed in Ref. [9] these "new" bands are 
ascribed to the v3 vibrational mode of interstitial oxygen 
disturbed by germanium atom located in the second or 
third neighboring site, respectively. 

The oxygen absorption spectra in v3 vibrational mode 
region for Si! _xGex crystals with germanium content up 
to 7.4 x 1021 cm"3 measured at 4.2 K are shown in Fig. 1. 
It can be seen that the absorption spectrum is sufficiently 
transformed as germanium content increases. So with an 
increase of Ge content the 1136.4 cm"1 absorption band, 
which is intrinsic to the silicon, shifts toward the low- 
frequency side (the shift is about 0.75 cm-1 at 
JVGe « 2.2 x 1020 cm"3) and decreases in intensity. At the 
same time the intensity and half-width of absorption 
bands 1130.2 and 1118.6 cm-1 grow and the centroid of 
absorption spectrum shifts toward the low-frequency re- 
gion. At ATGe ^ 5.5 x 1021 cm"3 the 1136.4 cm"1 band 
virtually disappears and the spectrum becomes a wide 
structureless band shifted to the low-frequency region, i.e. 
the oxygen absorption spectrum completely changes as 
compared to that obtained from undoped silicon. Oxy- 
gen absorption spectrum transformation of this kind was 
not observed earlier whatever doping and/or treatment 
of Si was used. Thus in accordance with the model 
proposed in Ref. [9], the data obtained show that at Ge 
content JVGe ^ 5.5 x 1021 cm"3 essentially all interstitials 
oxygen have Ge atoms in the nearest neighborhood. 

The mutual arrangement of oxygen and germanium 
atoms in Sii_xGex crystals at high Ge content and cor- 

Fig. 2. Ge concentration dependence of relative oxygen loss 
r\0 in S^-jGe* at annealing. Time of annealing, hours: (a) 100; 
(b) 200; (c) 310; (d) 450. 

respondingly changed potential reliefs in the vicinity of 
oxygen atoms and near thermal donors nuclei can have 
a sufficient effect on the formation of oxygen-containing 
thermal donor nuclei as well on the oxygen diffusion and 
precipitation during annealing. 

The process of thermal donor formation in Sij-^Ge^ 
crystals was studied using measurement of the relative 
loss of optically active oxygen r\0{t) = 1 - N0(t)/N0(0), 
where N0(0) is the initial oxygen concentration, N0(t) is 
the oxygen concentration after annealing for a time t. 
Fig. 2 shows the relative oxygen loss as a function of 
annealing time. From this figure it can be seen that 
regardless of the annealing time y\0 decreases as Ge con- 
tent increases and at iVGe ^ 5 x 1021 cm"3 no oxygen 
loss is observed within the limits of experimental error at 
used annealing time values. 

The dependence of thermal donor formation rate 
KTD on Ge content for the same samples annealed at 
450°C is shown in Fig. 3. One can see a gradual decrease 
of thermal donor formation rate at JVGe > 3.5 x 
1019cm~3: the higher is Ge content, the lower is the 
thermal donor concentration. It should be noted that 
similar behavior of KTD was observed in the whole range 
of annealing time used in the present work. The compari- 
son of the area under nondisturbed oxygen absorption 
band S1136, obtained from spectrum decompositon, the 
thermal donor formation rate KTD and the loss of optical- 
ly active oxygen r\0 as functions of Ge content (Fig. 4) 
shows a correlation between these dependencies. Name- 
ly, oxygen transfer to the "new" state in Six-xGex as 
compared to Si results in the reduction of oxygen loss 
during annealing and in abrupt decrease of the thermal 
donor formation rate. From this fact it may be suggested 
that oxygen located close to Ge atoms does not take part 
in low-temperature thermal donor formation. 

The obtained experimental results were also compared 
with the theoretical dependencies of relative oxygen loss 
versus Ge content, which we obtained earlier with only 
the internal elastic stress fields due to mismatch of Ge 
and Si covalent radii being taken into account [11]. 
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iVGe,cm- 

Fig. 3. Ge content dependence of an efficiency formation of 
thermal donors in Su^Ge*. Time of annealing, hours: (a) 100, 
(b) 300, (c) 450. 

Fig. 5. Comparison between the experimental dependence of 
f/„ on Ge content in Su -xGex (b) and its simulation according to 
Ref. [11] (a). 

Fig. 4. The comparison of Ge content dependence of v\Q (a), KTD 

(b) and S1136 (c) in Si^Ge*. 

Fig. 5 shows the results for the relative oxygen loss. It can 
be seen that this model is applicable if Ge concentration 
does not exceed 1.1 x 1020 cm"3. The similar situation is 
for the thermal donor concentration as a function of Ge 
content. It is apparent that the system of quasichemical 
equations used in Ref. [11] for the description of precipi- 
tation process does not work at high Ge concentrations. 
Here, the additional investigation of oxygen diffusion 
and thermal donor nucleation is needed as well as con- 
sideration of the change of energy structure and of the 
radius of oxygen capture by the thermal donor nucleus. 

Thus, the study conducted shows that at Ge content in 
Sii_xGex JVGe Ss 5.5 x 1021 cm"3 virtually all interstitial 
oxygen have germanium atoms in the neighboring co- 
ordination spheres which results in abrupt decrease in 
low-temperature thermal donor formation rate. 

This work was supported by the Science and Techno- 
logy Center in Ukraine (project No. 351). 
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Abstract 

Oxygen precipitation in nitrogen-doped Czochralski (NCZ) silicon has been investigated by one-step and two-step 
annealing. It was found that nitrogen in NCZ silicon enhanced oxygen precipitation at lower temperatures ( < 750°C), 
while it had no influence on oxygen precipitation at higher temperatures. We considered that nitrogen could enhance the 
nucleation of oxygen precipitation, rather than its growth. After two-step annealing, the samples were observed by means 
of a transmission Electronic Microscope^ (TEM). New morphology of oxygen precipitates was revealed. The size of the 
oxygen precipitates was about 300-500 Ä. It is suggested that nitrogen interacted with oxygen to form nitrogen-oxygen 
complexes as heterogeneous nuclei which enhanced nucleation of oxygen precipitates. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Oxygen precipitation; Nitrogen; Silicon 

1. Introduction 

Oxygen precipitation in Czochralski (CZ) silicon has 
been widely investigated for many years. It is believed 
that the number, density, size and morphology of oxygen 
precipitates are mainly dependent on the initial oxygen 
concentration, thermal history, annealing temperature 
and time. It was reported that carbon and metal impu- 
rities also play a role in oxygen precipitation. Since the 
last decade, nitrogen in silicon has attracted much atten- 
tion because it can suppress microdefects and increase 
mechanical strength. 

It has been reported that nitrogen in float-zone silicon 
could suppress the formation of swirl defects, and in- 
creased the mechanical strength by locking dislocations 
[1-3]. In CZ silicon, nitrogen atoms interacted with 
oxygen impurity to generate N-O complexes during 
crystal growth and subsequent heat treatment processes 
[4,5]. Recently, Yang et al. have pointed out that nitro- 
gen in CZ silicon could suppress the formation of thermal 

»Corresponding author. Tel: + 86-571-795-1667;fax: + 86- 
571-795-1954. 
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donor [6] and new donor [7], and affect the electrical 
property of silicon while N-O complexes were formed 
[8]. Oxygen precipitates as intrinsic gettering sites have 
been intensively studied for more than 20 yr [9,10]. After 
investigating different intrinsic gettering processes, 
Shimura et al. [11] believed that oxygen precipitation 
was enhanced due to nitrogen in silicon lattice and so the 
denuded zone was narrow. However, a detailed study of 
nitrogen effect on oxygen precipitation has not yet been 
done. 

In this paper, the behavior of oxygen precipitation in 
NCZ silicon isothermally and isochronically annealed in 
the temperature range 450-1150°C has been investigated. 
We considered that nitrogen could enhance the nuclea- 
tion of oxygen precipitation, rather than its growth. New 
morphology of oxygen precipitation was found. 

2. Experiment 

The CZ silicon samples with and without nitrogen, 
which were respectively called CZ and NCZ-N samples, 
were used. The CZ and NCZ samples were cut from CZ 
single-crystal silicon grown in an argon atmosphere and 
in a nitrogen atmosphere, respectively. Both kinds of 
samples with resistivity in the range 1-10 fi cm were 
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Table 1 
The initial concentrations of oxygen and nitrogen in the samples 

Sample      Oxygen (x 1017 cm-3)       Nitrogen (x 1015 cm-3) 

CZ 8.8 
NCZ 6.4 
NCZ-T      7.1 

8.3 
13.8 

about 2 mm in thickness and were polished on both sides. 
At first, the samples were preannealed at 1260°C for 1 h 
to dissolve as-grown oxygen precipitates and to remove 
the influence of the thermal history. Subsequently, the 
samples were annealed isothermally and isochronically 
up to 24 h at a differential of 100°C in the temperature 
range 450-1150°C. Heat treatments were carried out in 
a nitrogen protective gas. After annealing at each step, 
the samples were measured at room temperature by the 
Fourier transmission infrared spectroscopy (FTIR). The 
concentrations of oxygen and nitrogen were calculated. 
The FTIR measurement technique was the same as that 
reported in our previous work [6,7]. The concentrations 
of nitrogen and oxygen after the preannealing are given 
in Table 1. An as-grown NCZ sample, named NCZ-T 
(Table 1), was annealed at 700°C for 4 h following 1050°C 
for 16 h. And then the sample was observed by a JEOL 
200CX high-resolution TEM. 

3. Results and discussion 

In general, oxygen atoms exist at interstitial positions 
in silicon lattice, and are related to the 1107cm-1 

absorption line in FTIR spectrum, which is the local 
vibration mode of oxygen. After heat treatments the 
decrement of interstitial oxygen concentration in silicon 
is usually considered to form oxygen precipitation. Fig. 1 
shows the oxygen concentrations of the NCZ samples 
annealed up to 24 h as a function of temperature. It can 
be seen that the oxygen concentrations almost kept un- 
changed during annealing at temperatures less than 
650°C, while the oxygen concentrations largely decreased 
due to the generation of oxygen precipitation during 
annealing at above 750°C. The maximum oxygen pre- 
cipitation occurred at 1050°C. 

The oxygen concentrations of the CZ silicon samples 
annealed as a function of temperature are shown in 
Fig. 2. The oxygen concentrations maintained the initial 
value while the samples were annealed at lower than 
750°C. The oxygen concentrations decreased with an- 
nealing time due to the generation of oxygen precipita- 
tion during annealing at above 750°C. The maximum 
oxygen precipitation also occurred at 1050°C. 

The oxygen concentration loss rate of the CZ and 
NCZ samples annealed for 24 h is given in Fig. 3. It can 

400        600        800        1000       1200 
Temperature   CO 

Fig. 1. The oxygen concentration of the NCZ samples annealed 
up to 24 h as a function of temperature. 

Temperature CO 

Fig. 2. The oxygen concentration of the CZ samples annealed 
up to 24 h as a function of temperature. 

600        800       1000      1200 

Temperature CC) 

Fig. 3. Oxygen concentration loss rate of CZ-A and CZ-N 
samples annealed for 24 h. 

be seen that the oxygen concentration of the CZ sample 
annealed at 450°C decreased slightly while that of the 
NCZ sample almost remained at the original value. Dur- 
ing annealing at 750°C, the oxygen concentration loss 
rate, i.e., the oxygen precipitation rate, of the CZ sample 
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was lower than that of the NCZ sample even if the CZ 
silicon samples contained higher oxygen concentration 
(Table 1). On the contrary, the oxygen concentration loss 
rate of the CZ samples annealed at above 850°C was 
higher than that of the NCZ samples. 

The experiments indicated that the oxygen concentra- 
tion of the CZ sample annealed at 450°C for 24 h de- 
creased slightly while that of the NCZ sample almost 
kept unchanged. It is well known that the thermal donors 
related to oxygen segregation are formed during anneal- 
ing at about 450°C [12]. Due to the formation of the 
thermal donors some interstitial oxygen atoms in the CZ 
sample were consumed so that the oxygen concentration 
decreased slightly. It was proved that nitrogen could 
suppress the formation of thermal donors in silicon [6]. 
Therefore, the oxygen concentration of the NCZ sample 
roughly remained at the initial value during annealing at 
450°C because of scarcely forming thermal donors. 

When the NCZ samples were annealed below 650°C, 
several kinds of N-O complexes were formed [4-6]. 
Since the formation of the N-O complexes needs con- 
sumption of oxygen atoms, the oxygen concentration 
should decrease. However, the nitrogen concentration 
in the NCZ samples was two orders of magnitude lower 
than the oxygen concentration (Table 1). The consump- 
tion of the oxygen concentration due to the formation of 
the N-O complexes was much smaller than the initial 
oxygen concentration, and so the oxygen concentration 
of these samples remained unchanged during annealing. 

During annealing at 750°C, the oxygen precipitate 
nucleation and the N-O complex formation simulta- 
neously occurred in the NCZ silicon, while only the 
process of the oxygen precipitate nucleation occurred in 
the CZ silicon. After the formation of the N-O complexes 
in the initial period, the N-O complexes as heterogen- 
eous nuclei of oxygen precipitates would easily attract 
oxygen atoms to enhance oxygen precipitation. There- 
fore, the oxygen precipitation in NCZ silicon was mainly 
based on the heterogeneous nuclei, rather than homogene- 
ous nuclei. The density and size of the oxygen precipitates 
in NCZ silicon may be higher than that in CZ silicon. It is 
possible that the decrease of oxygen concentration in the 
NCZ silicon was more than that in the CZ silicon. 

Furthermore, TEM results revealed that new morpho- 
logy oxygen precipitates were generated in the two-step 
annealing NCZ silicon. Fig. 4 shows a TEM image of an 
oxygen precipitate in the NCZ-T sample annealed at 
700°C for 4 h following that at 1050°C for 16 h. It is 
shown in the figure that the oxygen precipitate was 
square and was located on the (110) crystal plane. We 
observed the oxygen precipitate in different crystal direc- 
tions. It was found that the oxygen precipitate was cubic 
and consisted of four {110} and two {10 0} crystal 
facets. The size of the oxygen precipitate was about 
300-500 A. It indicates that during annealing at 700°C, 
on the base of N-O complexes, the nucleus structure of 

Fig. 4. TEM dark field image of an oxygen precipitate in the 
NCZ-T sample annealed at 700°C for 4 h following 1050°C for 
16 h. 

oxygen precipitates in the NCZ silicon was different from 
that in CZ silicon. After annealing at 1050°C, the oxygen 
precipitates grew and had a morphology different from 
that in common CZ silicon. 

During annealing at high temperatures ( > 850°C), the 
rates of the oxygen precipitation in the NCZ silicon were 
obviously lower than that in the CZ silicon containing 
higher oxygen concentration. It means that the oxygen 
precipitation predominantly depended upon the initial 
oxygen concentration, rather than the nitrogen concen- 
tration. According to dynamic principles, the higher tem- 
peratures favor the precipitate growth instead of the 
precipitate nucleation in single-crystal silicon. Precipitate 
nucleation is difficult at higher temperatures, but the 
nuclei, the radii of which are larger than the critical 
radius, one is easy to grow. In this case N-O complexes 
as heterogeneous nuclei are not important for the growth 
of oxygen precipitation. On the other hand, it has been 
reported that nitrogen atoms as a pair diffuse very quick- 
ly at higher temperatures [13,14]. During annealing at 
above 850°C, it is possible that nitrogen atoms directly 
diffuse into oxygen precipitates, rather than form N-O 
complexes. Thus, the oxygen precipitation at the higher 
temperatures mainly depends on the initial oxygen con- 
centration. It is suggested that nitrogen atoms in NCZ 
silicon do not affect the growth of oxygen precipitates 
during higher temperature annealing ( > 850°C), but en- 
hance the nucleation. 

4. Conclusion 

The properties of oxygen precipitation in nitrogen- 
doped CZ silicon annealed at temperatures 450-1150°C 
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have been investigated in comparison with CZ silicon 
without nitrogen. Nitrogen was found to enhance the 
nucleation of oxygen precipitation at lower temperatures 
( < 750°C), but not to affect the growth at higher temper- 
ature ( > 850°C). New morphology of oxygen precipita- 
tion, which was cubic and consisted of four {110} and 
two {10 0} facets of silicon, was found. 
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Abstract 

We report on infrared studies of the 887 cm"1 band arising in silicon, subjected to neutron irradiation with subsequent 
thermal anneals. Deconvolution of this band indicates the presence of two peaks: a strong one at 887 cm"1 and a weak 
one at 884cm"1. The 887 cm"1 peak is, generally, attributed to the V02 defect. We have tentatively correlated the 
884 cm"1 peak to a [V02 + V] defect structure. Theoretical calculations of the vibrational frequencies of the two defects 
support the above hypothesis. The new picture for the 887 cm"1 band, could account for the exhibited uniaxial-stress 
behaviour. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Upon irradiation of Czochralski-grown (Cz-grown) 
silicon, the VO pair is formed. Its presence in the IR 
spectra is verified by an LVM band at 830cm"1 [1]. 
Upon annealing at temperatures of « 300°C this band 
begins to disappear and another band arises with a fre- 
quency at « 887 cm"1. In general, this band is correlated 
with the V02 defect [2]. However, some aspects in the 
behaviour of the 887 cm"1 band cannot be explained if 
one correlates it only with the V02 defect. Thus, the V02 

structure has a D2d symmetry, although uniaxial stress 
studies [3] indicate a lower symmetry for the defect 
correlated with the 887 cm"1 band. 

In this work we used IR spectroscopy to investigate the 
887 cm"1 band in Si. Our results indicate the presence of 
two peaks in the band. We propose that the second peak 
originates from a [V02 + V] defect. Semiempirical cal- 
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culations of the LVM frequency of this defect support 
such a correlation. 

2. Experimental results and discussion 

The material used was Cz-grown silicon crystals with 
an initial oxygen concentration of [Oj]0 ~ 1018cm"3 

and undetectable levels of the carbon impurity (i.e. 
[C] < 1016cm"3). The samples were irradiated by fast 
neutrons at a dose of « 1 x 1017ncm"2, at room tem- 
perature. The IR spectra were obtained at room temper- 
ature. 

Fig. 1 presents the region in the spectra around the 
887 cm"1 frequency. Deconvolution of the band using 
Lorentzian profiles indicates the presence of two peaks. 
As is well established in the literature [2], V02 has an 
LVM frequency at 887 cm"1, and therefore, one of the 
peaks is attributed to this defect. We have tentatively 
correlated the second peak at 884 cm"1 with a 
[V02 + V] structure, where a vacancy is trapped near a 
V02 defect. This is not unreasonable, since in the 
neutron-irradiated Si there are potential sources for 
vacancies. Thus, multivacancy clusters, like V3,V4,V5, 
exist, and some of them, i.e. V4, anneal out [4] at the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 2. The geometry of the V02 defect. 

Fig. 1. Deconvolution of the 887 cm  1 region infrared band. 

temperature range where this band arises, liberating the 
necessary vacancies. In principle, these vacancies could 
be trapped by V02 defects to form a [V02 + V] struc- 
ture. 

In what follows, we shall perform theoretical calcu- 
lations, using semiempirical methods, of the LVM fre- 
quencies of the V02 and [V02 + V] defects. The results 
support the above assignments. 

2.1. Calculation of the LVM frequency of the V02 defect 

It is known [5] that VO is characterised by a <100> 
off-center configuration where the oxygen atom is dis- 
placed by 1.22 A towards the two Si atoms to which it is 
bonded. The defect has a LVM frequency at about 
830 cm'1, which reflects the oscillation of the O(l) oxy- 
gen atom along the ^-direction (Fig. 2). 

We shall now try to calculate the frequency of the V02 

defect, knowing the frequency of the VO defect. A reason- 
able approximation is to assume, according to the theory 
of the covalent bond Ref. [6], that the oxygen atom 
interacts with the two Si atoms to which it is bonded by 
a power-law potential which for the case of the O(l) 
oxygen atom (Fig. 2) has the form 

Ulo, = e 
R + ycos6J       \R + ycos6/ 

*     /        ^ \ 2" 
+ 

R — ycost R — ycosO (1) 

where s, a are empirical parameters determined from 
independant measurements and R is the length of the 
Si-O bond. By making a Taylor expansion around the 
equilibrium position y = 0 we easily obtain 

^tot ~ S R* 
20i 

R 
y2 cos2 0 + 0(A (2) 

where 0(y4) refers to higher-order terms. Thus, the force 
constant Ky in the y-direction would be 

Kv = 2e- 
R4 201 cos2 9, (3) 

We consider that the V02 defect forms from VO by the 
addition of a second oxygen atom, labelled 0(2), at the 
same vacant site as that of O(l) atom. Upon introducing 
this oxygen atom, a new situation is established (Fig. 2). 
The effective charge "n" of the added atom 0(2) has 
a value r\ = 1.02|e| [7] leading to a dipole moment, 
fi = —ri(a — x)f, where f is the unit vector from the 0(2) 
to the O(l) atom, which due to the two equivalent Si-0 
bonds lies on the x-axis, as depicted in Fig. 2. Assuming 
that this dipole moment lies in the middle of the 02M 
segment its corresponding electric field will be given by 
the well-known expression: E = (l/4ne0)(3f(fif} — f)/r3. 
Under the influence of this field the initial atom O(l) is 
pushed towards the Si atoms to which it is bonded. For 
the new equilibrium position the following relation 
holds: Erj = Kxx, where Kx is the force constant in the 
x-axis direction and x is the displacement of the initial 
oxygen atom due to the addition of the second oxygen 
atom. Considering the geometry of V02 defect (Fig. 2), 
the last relation Er\ = Kxx finally gives 

Kxx = 
2n{a — x) 

4TC£0(ö + 21 + x)- \n, (4) 

where 1 = 1.22 A is the distance between the vacancy and 
the oxygen atom in the VO configuration. Kx has a value 
92.16Kgr/s2 [8]. Taking into account [5], that R0 = 
1.66 A oand 0 = 18° we easily find: a = i?0sinö = 
0.5129 A, and substituting into Eq. (4) we obtain 
x = 0.08061 A. Note that the oxygen atoms in both VO 
and V02 structures vibrate along the y-axis. Thus, from 
Eq. (3), the ratio of the force constants Kyyo and 
KyyQl  of the VO and V02  structures, is given by 
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the relation: Ky^0:Ky?V02 = (8s(a2/#o)cos2 0VO): (2s<x2/ 

JR
4

(2O(<T/R)
2
-6)COS

2
0VO2), where the relation for 

Ky<vo was obtained by setting R = R0 = *Jl(J in Eq. (3) 
where R0 is the length of the Si-O bond at the equilib- 
rium position. Since, in general, K = mm2 and taking 

into account that cos 0Vo = isß)IRo and cos 0Vo2 = 
(s/2)/R (Fig. 2) we finally obtain 

Wvo2 

(Ro :fflroU 201 
R 

-6 
1/2 

(5) 

Assuming now that the displacement of the silicon atoms 
that are bonded to the oxygen impurity is negligible, we 
can write: R = R0 — x sin 9 whereupon we get R = 

1.6351 A. Since a = R0/y/2 = 1.1738 Ä, by substituting 
into Eq. (5) we finally have: a>Vo2 = 901 cm-1, which is 
very close to the experimentally observed frequency of 
887cm"1, for the VO, defect. 

Si (3) 

2.2.  Calculation of the LVM frequency of the \V02 + V~\ 
defect 

In this section we shall try to calculate the frequency of 
the [V02 + V] defect, given the frequency of the V02 

defect, by using the dipole-dipole interaction. We con- 
sider that due to the dipole moment /i of the Si-O-Si 
chain, the neighbouring Si atoms are subjected to a cor- 
responding electric field E which polarizes their bonds. 
The polarization Psi of each Si atom is given by the 
relation Ref. [9]: Psi = xSie0E, where asi is the polarisa- 
bility of each silicon atom, due to the four bonds in which 
it participates. Due to the high-order symmetry of the 
silicon crystal, we assume that the polarizability is given 
by the Mossoti relation Ref. [9]: asi = 3(e - l)/iV(2 + e), 
where e = 11.7 [10] is the relative dielectric constant of 
silicon, and N = 0.04969 x 10"30at/m3 is the concentra- 
tion of the silicon atoms per unit cell. Upon substituting 
these values we get: asi = 4.68988 x 10"29m3. Since there 
are two Si-O-Si chains in the V02 configuration, two 
permanent dipole moments Hi and \i2 exist, where fii is 
associated with the O(l) oxygen atom and fi2 with the 
0(2) oxygen atom, as seen in Fig. 3. Due to these dipole 
moments, the Si atom, which will be removed from its 
lattice site, so that the remaining vacancy participates in 
the formation of the [V02 + V] defect, is subjected to an 
electric field Etot =£t +E2, whereE^ andis2 are related 
to Hi and p2 moments as follows: 

■Etot = Ei + E2 

1   (^ifiifi - Hi      3(r2/j2)r2 -/i2 

47TS0 dl 
+ ■ (6) 

Fig. 3. The geometry of the [V02 + V] defect in the plane 
where the dipole moments /i!,/^ and Si(3) atom lie. 

-i'vjsiO) 

where di = 2.9842 Ä is the distance between the points 
where the dipole moment fii is situated and the silicon 

Fig. 4. The structure of the [V02 + V] defect. 

atom Si(3) (Fig. 3), and d2 = 4.9939 A is the distance 
between the points where the dipole moment /j2 is situ- 
ated and the silicon atom Si(3). fx = (0.9098X + 0.4151j>) 
and r2 = (0.54363c + 0.8393y) are unit vectors on the d^ 
and d2 direction, respectively. 

As stated above, in order to form a [V02 + V] defect, 
a Si atom near a V02 defect must be removed. There are 
two possibilities for the formation of [V02 + V]: (i) to 
remove the Si(l) atom, (ii) to remove the Si(3) atom, Fig. 
4. Only the second case is considered here. When the Si(3) 
atom is removed the displacement of the Si(2) atom is 
expected to be perpedicular to the Si-0(1)-Si plane and 
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therefore the bond length will remain almost the same. As 
a result, the vibration frequency of the O(l) atom will be 
affected slightly. The O(l) atom will move downwards 
and the Si-O(l) bond will expand. The vibrational fre- 
quency of the O(l) atom will be smaller than the corre- 
sponding frequency of this atom in the V02 structure. In 
contrast, the 0(2) atom will move upwards and the 
Si-0(2) bond will contract. As a result, the vibration 
frequency of the 0(2) atom will become larger than it is 
inside the V02 structure. 

The interaction energy between the electric field and 
the neutral Si(3) atom is: W = — iC^si^tot)- However, 
when the Si(3) atom is removed, the four initial bonds in 
which it participates will be reduced to two. Therefore, 
assuming that the polarizability is slightly affected by the 
changes of the bond lengths, its value may be taken 
approximately equal to one-half of the initial value. Con- 
sequently, we obtain W = — %(usi/2)s0E?ot. 

Assuming that the displacements x^ and x2 of the two 
oxygen atoms, respectively, are quite small so that, 
X; -4 dt (i = 1,2) and xx, x2 -4 a (Fig. 3), we finally get that 

quencies of the two oxygen atoms of the [V02 + V] 
structure are calculated from Eq. (5) by writing it down 
for [V02 + V] and V02 defects, and their values are, 
respectively, found to be: Wx = 883.4 cm-1 and m2 = 
887.2 cm"1. We therefore tentatively attribute the second 
peak in the spectra to a>! LVM of the [V02 + V] struc- 
ture. The peak with a>2 frequency coincides with the 
887 cm"1 bandofV02. 

This new correlation of the 887 cm"1 band with two 
defects, V02 and [V02 + V] could explain its uniaxial- 
stress behaviour previously reported [3] in the literature. 
This behaviour is consistent with a defect structure hav- 
ing a symmetry lower than orthorhombic [3]. Actually, 
the V02 defect has D2d symmetry, although the 
[V02 + V] structure has apparently a symmetry lower 
than orthorhombic. The presense of two defects at this 
band could explain rather well this behaviour, since the 
measured piezospectroscopic tensor is related to both 
defects, and it is particulary affected by the piezospectro- 
scopic tensor of the defect with the lower symmetry. This 
means that due to the presence of the [V02 + V] defect 

W = 
lass   q2 

2 2 (4nYs0 

'(a + xtfil + 3sin201)     (a - x2)
2(l + 3sin202) 

d\ 4 

+ 2 
9(a + x1)sinÖ1(a — x2)( — sin 6 2)f1r2 — (a + xt)(a — x2) 

44 
3(a + x1)sinö1(a — x2)( — sinoj + 3(a + x1)sm62(a — x2)( — sin02) 

' 44 . (7) 

where 0! = 24.5° and 62 = 57.1°, as is shown in 
Fig. 3. Thus, the forces on the atoms O(l) and 0(2) are 
given by the relations Fj = —dW/dxi,F2 = —dW/ 
dx2, respectively, which for harmonic oscillators have the 
form, 

F, = 
dW 

9xx — — KXtvc>2Xi> 

the apparent symmetry of 887 cm"1 is expected to be- 
come lower than D2d, in agreement with the experi- 
mentally observed behaviour [3]. 

We should report here that the 887 cm"1 band has 
been correlated also with the V30 defect [11,12]. How- 
ever, the results of the above analysis are more in line 
with a correlation with a [V02 + V] defect. 

F,= 
dW 

6x2 
— — KXtv02x2, (8) 3. Conclusions 

where Xx,vo3 is the force constant along the x-axis direc- 
tion of the V02 defect. Assuming that Kxy0l/KxVo = 
K. y.vo. IK, y,VO (a>v02A»v0)2 and Kx,YO = 92.16 Kgr/s2 

we get KxYOz = 105.25Kgr/s2. We have assumed that 
the angles 6X and 02 remain almost constant during the 
formation of [V02 + V], considering that the displace- 
ments of the oxygen atoms are very small. 

From Eq. (8) we get that the displacement of the O(l) 
atom is x: = 0.00402 A and the corresponding one of the 
0(2) atom is x2 = 0.00023 A. Then, the vibrational fre- 

We have performed a study of the 887 cm"1 band in 
neutron irradiated silicon. Using computer deconvolu- 
tion by employing Lorentzian functions, we found that 
this band consists of two peaks at 884 and 887 cm"1. The 
887 cm"1 is generally attributed to the V02 defect. The 
884 cm"1 is tentatively atributed to a [V02 + V] defect 
structure. These correlations are supported by theoretical 
calculations of their LVM frequncies. Our results could 
account for the behaviour of the band under uniaxial 
strees. 
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Abstract 

Three additional infrared absorption lines of interstitial oxygen were found in silicon doped with isovalent impurities 
(Ge, Sn, or C). These lines are supposed to be associated with v3 vibration of Si20 quasimolecules disturbed by isovalent 
impurity (IVI) atoms located in first, second and third coordination spheres. The shift of absorption band for 
IVI-disturbed quasimolecule is shown to be proportional to the deformation charge of IVI and independent of its sign. 
The results obtained confirm a presence of preferential arrangement of IVI atoms relative to interstitial oxygen in silicon 
lattice. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Oxygen; Isovalent impurity 

1. Introduction 

Czochralski-grown silicon remains the basic material 
for solid-state electronics. The oxygen content in this 
type of material can be as high as 1018 cm"3. Being the 
most active impurity in defect-impurity interaction, oxy- 
gen forms a variety of defects [1-3] that can affect the 
electrical and optical properties of Si. In this connection 
the new information regarding microscopic origin and 
macroscopic behavior of oxygen-containing defects be- 
comes rather important for control of defects as well as 
for the development of device parameter improvement 
techniques. 

Considerable attention has been focussed recently on 
the silicon doped with isovalent impurities (IVI). This is 
due to the facts that IVI are electrically inactive and have 
almost no effect on the initial properties of silicon, but at 
the same time, being the sources of internal stress, they 
may have a pronounced effect on defect-impurity inter- 
action and, hence on the Si parameters during material 
growth, heat treatment or irradiation [4-11]. So, a con- 
siderable decrease in formation rate of radiation- 
and thermally-induced defects was observed in tin- and 

* Corresponding author. Fax: + 380-44-265-55-88. 
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germanium-doped silicon [5-9]. Carbon in silicon forms 
a series of radiation defects, including those in combina- 
tion with oxygen, but suppresses the formation of ther- 
mal donors [10,11]. Hence, the investigation of oxygen 
properties in isovalently doped silicon is important from 
both applied and fundamental standpoints. 

It has been known that infrared (IR) absorption spec- 
trum of interstitial oxygen (which forms a quasimolecule 
Si20 in silicon lattice) in the frequency region of v3 vibra- 
tional mode at 4.2 K consists of 1136.4 cm-1 band with 
a fine structure on the low-energy side due to isotopic 
silicon content (28Si, 29Si and 30Si) [12]. In IR absorp- 
tion spectra of interstitial oxygen in germanium-doped 
silicon [13,14] in addition to absorption bands intrinsic 
to silicon, two new vibrational modes near 1130 and 
1118cm-1 were found. In accordance with the model 
proposed in Ref. [13] by Yamada-Kaneta et al., these 
absorption bands are described to v3 vibration of inter- 
stitial oxygen which is disturbed by germanium atoms 
located, respectively, in the second and third coordina- 
tion spheres. 

In carbon-doped Si in addition to the vibrational band 
of substitutional carbon (607 cm-1) there appear two 
other bands near 1103 (A) with two weak satellites, 1052 
(B) cm"1, and three weak satellite bands (X, Y, Z) located 
near 607 cm"1 band [10]. Replacement of 12C by 13C re- 
sulted in an isotopic shift of X, Y and Z bands, while 
A band did not shift. Nevertheless, an assumption was 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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made than A, B, X, Y and Z bands corresponded to the 
vibrational modes of interstitial oxygen with carbon 
atoms in the nearest second or third interstitial site [10]. 

There are no data available regarding the tin-oxygen 
interaction in tin-doped silicon. 

Thus, the interaction between oxygen and isovalent 
substitutional impurities has not been adequately investi- 
gated. It is just this question which is the objective of the 
present work. 

2. Experimental 

Samples of Czochralski-grown silicon doped with ger- 
manium (Ge), tin (Sn) or carbon (C) were investigated. 
The oxygen and carbon content determined using in- 
frared absorption (1107 and 604 cm ~1 lines) were (7-9) x 
1017cm"3 and (0.6-9) x 1017 cm-3, respectively. The 
germanium content was measured with an X-ray ana- 
lyzer SP-733 and varied from 7xl018 to 1.1 x 1020 

cm"3. The concentration of tin measured by neutron- 
activation analysis was 2x 1018-2x 1019cm"3. The IR 
absorption spectra in the region of v3 vibrational mode 
of interstitial oxygen in silicon doped with IVI were 
investigated. The measurements were carried out with 
the Fourier-transform spectrometer IFS-113v at 4.2 K 
with resolution 0.5-0.25 cm"1. 

3. Results and discussion 

Fig. 1 shows IR absorption spectra measured at 4.2 K 
of interstitial oxygen in the region of v3 vibrational mode 
(1132-1050 cm"1) for undoped silicon and for silicon 
doped with Sn, C, and Ge. The spectra are reduced to the 
same oxygen concentration and are shifted along the axis 
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iNv     A b 

1.0 |v^X_ c - 
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0 , . 
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Wavenumbers, cm 

Fig. 1. Absorption spectra of interstitial oxygen on Si doped 
with Ge (a), Sn (b), C (c) and in Si (d). Resolution 0.25 cm"1. 

of ordinates for convenience. In the crystals of undoped 
Si only a week absorption maximum at ~ 1132.7 cm"1 

is observed within the region under investigation (Fig. 1, 
curve d) which corresponds to v3 vibrational mode of 
29Si20. Silicon doped with any of above-listed IVI ex- 
hibits additional low-frequency IR absorption (Fig. 1, 
curves a-c). The intensity of these additional absorption 
bands increases with increasing IVI content in Si. The 
results of decomposition of measured spectra are given in 
Fig. 2. It can be seen that, as opposed to the available 
data, three rather than two additional oxygen absorption 
lines appear in Ge-doped silicon — 1130.1, 1127.2 and 
1118.4 cm"1. A similar ternary structure is also observed 
in Sn-doped (1129.7, 1124.8, 1109.2 cm"1) and C-doped 
(1129.1, 1104, 1052 cm"1) Si. The 1104 cm"1 band in 
C-doped Si has also two satellite bands (1107.9 and 
1099.5 cm"1). With the assumption of the model pro- 
posed in Ref. [13], the observed absorption bands can be 
ascribed to the vibration of interstitial oxygen disturbed 
by IVI atoms located in the nearest 2nd, 3rd and 4th 
coordination spheres relative to an oxygen atom (or in 
the 1st, 2nd and 3rd spheres relative to Si20 
quasimolecule). As the perturbation is a maximum for 
Si20 with IVI atom in the 1st coordination sphere and 
decreases with increasing distance between quasi- 
molecule and the source of disturbance, we may suppose 
that 1118.4, 1109.2 and 1052 cm"1 absorption bands 
correspond to Si20 disturbed by IVI atoms (Ge, Sn, C) 
located in the 1st coordination sphere; 1127.2,1124.8 and 
1104 cm"1 — in the 2nd one; 1130.1, 1129.7 and 
1129.1 cm"1 — in the 3rd one. The possible origins of 
1104 cm"1 band satellites may be the nonequivalency of 
carbon atom located in various site in the 2nd coordinate 
sphere relative to Si2 O or the presence of several C atoms 
in the 2nd sphere. 

Assuming a random distribution of IVI atoms in sili- 
con lattice, the amount of quasimolecules with various 
sets of IVI atoms in the nearest coordination spheres may 
be estimated using probability theory. The probability 
P that i IVI atoms are in the jth coordination sphere 
containing m atoms is defined by the following expres- 
sion: 

P(i,j) = cix;(l - xf (1) 

Nr, i 2x 1020 cm"3; Ns„x2x 1019 cm"3; Nc as 8 x 101 

where c'm is the number of i-combinations of m elements, 
x is the IVI content in Si (0 ^ x =% 1). 

Using Eq. (1) we have estimated the dependence of the 
probabilities that Ge atoms fall into the 1st, 2nd and 3rd 
coordination sphere relative to Si20 quasimolecule, on 
the concentration of IVI in silicon. Fig. 3 shows the 
obtained values of the probabilities that (0-1) IVI atoms 
are located in the 1st, 2nd and 3rd coordination spheres, 
for IVI concentration 0 < JVIVi < 1020 cm"3. It can be 
seen that the probability of IVI atom appearing in the 
nearest coordination spheres increases with increasing 
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Fig. 2. Decomposition of the oxygen absorption spectrum for Ge-doped (a), Sn-doped (b) and C-doped (c) silicon. 
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Fig. 3. Calculated dependencies of probability of IVI atoms 
situation in the 1st (a), in the 2nd (b) and in the 3rd (c) coordina- 
tion sphere relatively of Si20 quasimolecule on IVI content 
in Si. 

IVI content and at given IVI content the probability of 
IVI atom appearing in the more distant spheres exceeds 
that for nearer spheres. The respective intensities of ab- 
sorption components should then be proportional to the 

probabilities of IVI atom arrangement in the correspond- 
ing spheres. 

However, the relationships between intensities of addi- 
tional absorption bands which were experimentally ob- 
served and calculated from the probability values appear 
to vary for different IVI. Thus for IVI concentrations 
shown in Fig. 2, the most intensive absorption compon- 
ent in Si <Ge> corresponds to 1130.1 cm"1 (Ge atom in 
the 3rd coordination sphere), in Si <C> - 1104 cm"1 (C 
atom in the 2nd coordination sphere), while in Si<Sn> 
the 1129.7 cm"1 (Sn atom in the 3rd coordination 
sphere) component is only slightly greater than the other 
components. Note that the intensity ratio holds within 
the whole range of IVI concentration studied. For IVI 
concentrations corresponding to those shown in Fig. 3, 
the ratios of probabilities that IVI atom is located in 
lst-3rd coordination spheres relatively Si20 in silicon 
crystal are: 1.1: 3.2 : 5.4 for Ge, 0.23 : 0.7 :1.17 for Sn and 
0.012: 0.035 : 0.05 for C. Hence the experimental data 
indicate that there is a preferential arrangement of differ- 
ent IVI relative to Si20 in silicon lattice: Ge atoms tend 
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to be located in the 3rd coordination sphere, C atoms 
— in the second one. 

Note also the different shifts of absorption lines of 
interstitial oxygen disturbed by Ge, Sn or C atoms sited 
in the same coordination spheres. Thus for v3 vibrational 
mode of Si2 O quasimolecule disturbed by IVI atom in 
the first coordination sphere, the frequency shifts as 
compared with undoped Si are: ~18cm_1 for Ge, 
~ 27 cm-1 for Sn and ~ 84 cm"1 for C-doping, that is, 

a noticeable increase in shift is observed when passing 
from Ge to C impurity. A similar situation takes place for 
vibration of Si20 quasimolecule having IVI atom in 
its 2nd coordination sphere, but the shift difference 
decreases ( ~ 9, ~ 11.6, ~ 32). The minimum shift dif- 
ference is observed when IVI atom is in the 3rd co- 
ordination sphere ( ~ 6, ~ 6.7, ~ 7.3). 

As indicated above, the effect of IVI on semiconductor 
properties is mainly associated with the deformation 
produced by IVI in the Si lattice. Deformation charge 
A (the change of crystal volume after introduction of 
a single point defect) of IVI in Ge, Sn, C series is known 
to increase more than the order of magnitude and is 
proportional to the difference between covalent radii of 
silicon (rsi = 1.17 A) and IVI (rGe = 1.22 Ä; rSn = 1.44 Ä; 
rc = 0.77 A) [15] (Fig. 4, curve d). Considering the de- 
pendencies of v3 absorption band locations on the differ- 
ence between covalent radii of IVI and Si (Fig. 4, curves 
a-c), we can see that these relationships for quasi- 
molecules disturbed by IVI atom in the 1st, 2nd and 3rd 
spheres are similar to that for the IVI deformation charge 
on covalent radius difference. That is, the shift of v3 vi- 
brational mode is proportional to IVI-induced deforma- 
tion charge. The value of deformation (shift) produced by 
the point source is known to follow the expression [16] 
U = Ar/r3, where r is the distance from the point source 
of deformation. From here a small difference in the shift 
of absorption lines of oxygen with IVI atom in the 3rd 
coordination sphere becomes apparent. Fig. 4 shows 
a deviation from linear dependence as IVI atom passes 
into the 1st sphere. This can also be understood, because 
deformation changes of 2a angle between bonds in Si20, 
force constant (IVI is located very close to Si20) and 
mass correction M' (which is due to the substitution of 
silicon atom by IVI atom [14]) are considerably large for 
IVI atom located in the 1st coordination sphere than 
those for IVI in 2nd and 3rd spheres. 

Fig. 4 also illustrates the shift of absorption band for 
vacancy + oxygen center (VO°) which is essentially Si20 
quasimolecule disturbed by neighbouring vacancy, 
which also is an isovalent "impurity" (rv ~ 0) in silicon. 
As is seen from the figure, the point is in agreement with 
data obtained for IVI, but the deviation from linear 
dependence is more pronounced. In the case of VO- 
center the distance between oxygen atom and vacancy is 
very small which should result in more strong distur- 
bance than produced by IVI. Accordingly, mass correc- 
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Fig. 4. Dependence of IVI deformation charge (d) and location 
of v3 mode for Si2 O perturbed by IVI atom situated in thelst (a), 
2nd (b) or 3rd (c) sphere on the difference between rsi and rIVi. 

tion and force constant should also be changed to 
a greater extent. Thus the data obtained allow us to draw 
a conclusion that the value of interstitial oxygen absorp- 
tion band shift resulted from IVI atom disturbance, is 
mainly due to the value of IVI-induced deformation in 
silicon. 

Of some interest is the fact that regardless of the sign of 
IVI-induced deformation (rc, rv < rsi; rGe rSn > rSi), the 
absorption band of interstitial oxygen always shifts to the 
low-frequency side. According to reference data, the 
angle 2a between bonds in Si20 quasimolecule in silicon 
is about 164°, while the distance between silicon atoms in 
quasimolecule (~3.16 A) is considerably larger than the 
length of Si-Si bond (~2.35 A) [14]. At the same time in 
organosilicon compounds, where Si20 quasimolecule 
may be oriented rather freely and the angle between 
bonds remain close to tetrahedral [17], 2a angle is about 
148°. Unlike these compounds, in Si lattice all six ex- 
ternal bonds of Si20 quasimolecule are rigidly fixed. 
A condition of minimum energy — minimum deviation 
from tetrahedral angles between Si atom bonds — is 
provided by some displacement of neighboring atoms 
and by the increase of angle in quasimolecule. Substitu- 
tion of silicon atom in the vicinity of quasimolecule by 
IVI atom, regardless of the sign of deformation produced, 
results in local symmetry decrease. This probably permits 
some decrease of lattice deformation energy — the 
quasimolecule gains some degree of freedom, the de- 
crease of the angle between bonds can occur and hence 
the distance between silicon atoms in quasimolecule 
also decreases. Thus a reduction of oxygen atom 
deformation potential may occur. This suggestion is sup- 
ported by investigation of deformation charges in Czoch- 
ralski-grown silicon — germanium as well as carbon 
doping were shown to result in compensation of oxygen- 
induced deformations [18,19]. The sign of IVI deforma- 
tion potential is likely to determine the direction 
of oxygen atom displacement, rather than the value of 
displacement. 
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Abstract 

Er-doped silicon is a promising material for silicon microphotonics light sources. Luminescence from Er-O centers in 
silicon exhibits an intensity quenching as the temperature is raised from 4 to 300 K. We present the first unified 
description of the excitation and de-excitation processes over the entire temperature range. We model the phenomena in 
terms of exciton Auger, impurity Auger, and multiphonon transition processes. A set of rate equations that includes all of 
these processes is written to describe the energy transfer, and the normalized luminescence intensity versus temperature is 
computed and compared to experimental data. The proposed model fits the experimental photoluminescence data over 
the entire temperature range. Junction photocurrent spectroscopy measurements confirm the presence of a non-radiative 
multiphonon backtransfer mechanism. The photocurrent generated from the direct optical excitation of Er centers was 
found to increase with temperature in the form expected from the energy backtransfer model. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Silicon microphotonics; Erbium doping; Energy backtransfer 

1. Introduction 

The sharp-line luminescence at X = 1.54 am from er- 
bium-doped silicon arises from the 4Ii3/2 -»*Iis/2 
transition from the excited inner 4f shell of the Er3 + 

center [1]. Unlike luminescence in other semiconductors, 
rare-earth (RE) luminescence stems from spin-state 
transitions at the RE atomic site and does not involve 
radiative transitions from bandgap states or any other 
levels associated with the host lattice. Neglecting the 
possibility of direct optical or hot electron excitation, the 
excitation of an Er center in Si involves the generation of 
electron-hole (e-h) pairs, followed by a nonradiative 
energy transfer of the recombination energy to the Er 
inner 4f shell [2]. The e-h pairs can be generated either 
by above bandgap light or injection of minority carriers 

* Corresponding author. Tel.:   + 1-617-253-6907; fax:   + 1- 
617-253-6782. 

E-mail address: tchen@mit.edu (T.D. Chen) 

at a pn-junction. Room temperature electroluminescence 
(EL) of an erbium-doped silicon pn-junction has been 
demonstrated [3]. We have shown previously that the 
electroluminescence of Er in Si at 4 K and low excitation 
levels is up to 106 more efficient than direct optical 
pumping of Er centers in Er-doped fiber amplifiers [4]. 
The internal quantum efficiency decreases, however, 
strongly from about 5% as the power is increased and the 
temperature is raised. The photoluminescence (PL) inten- 
sity can decrease 3 orders of magnitude at low excitation 
powers when the sample temperature increases from 4 K 
to room temperature. 

2. Background 

Two distinct regimes with different activation energies 
have been identified on the PL versus temperature plot, 
suggesting two different processes of excitation and relax- 
ation: 10-20 meV (below 100 K) and 160 mV (above 
100 K) [4,5]. The temperature dependence of the PL 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PIT: S0921-4526(99)00466-4 
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Fig. 1. Photoluminescence intensity at X = 1.537 um versus 
temperature for Er in silicon (excitation 60 mW). Two distinct 
de-excitation processes above and below 100 K can be identi- 
fied. The inset displays the Si: Er PL spectrum. 

intensity at I = 1.537 am is shown in Fig. 1. The under- 
standing of these processes is critical for the optimization 
of the EL efficiency of Er-doped light-emitting diodes 
(LEDs). We have shown in Ref. [4] the importance of 
understanding the kinetic regimes of energy flow for 
recombination at RE centers in semiconductors. The 
energy transfer from an e-h pair to a radiated photon 
follows a multi-step pathway that is subject to non- 
radiative, alternative pathways. Due to the fairly long 
spontaneous emission lifetime of the 4f shell of about 
1 ms, the energy is effectively stored in the excited 
erbium center. The long spontaneous emission lifetime of 
these centers makes them vulnerable to an energy back- 
transfer process. A nonradiative backtransfer process in 
direct competition with spontaneous emission will affect 
both emission intensity and luminescence decay time. 
A concomitant decrease in emission intensity and 
luminescence decay time has been observed in Si: Er, 
arguing strongly for the presence of a backtransfer 
mechanism [4,5]. 

We have demonstrated that the Impurity Auger effect 
with free carriers is responsible for the temperature 
quenching below 100 K [4]. Electroluminescence decay 
experiments under reverse bias show that despite the 
absence of free carriers, the decay time continues to 
decrease above 100 K with an activation energy of 
150 meV. We concluded that there must be a second 
backtransfer process in addition to the Impurity Auger. 
In this article we will give direct evidence that this 
process involves energy transfer by phonons at an Er-O- 
related bandgap state. We will demonstrate the involve- 
ment of this donor level in a phonon-mediated energy 
backtransfer process by temperature-dependent junction 
photocurrent spectroscopy (JPCS) measurements. More- 
over, this level will be featured in a rate equation model, 
which we will fit to experimental PL intensity versus 
temperature data. 

3. Experimental procedure 

Boron-doped, Czochralski (CZ) silicon wafers 
(0.5-2 Q. cm) were implanted with Er and O, resulting in 
peak concentration of 1018 cm"3. At an Er implantation 
energy of 320 keV the peak concentration depth was 
0.1 Lim. The oxygen was implanted to overlap the Er 
profile. Photoluminescence was performed at various 
temperatures on these samples by exciting with the 
488 nm line of an Ar ion laser. A liquid nitrogen-cooled 
Ge detector, a grating spectrometer, and a lock-in ampli- 
fier were used for signal detection. 

Mesa LED structures were fabricated on B-doped, CZ 
wafers by implanting As to form an n+ emitter [3]. After 
performing a post-implantation damage anneal at 
1000°C for 2 h, the wafers were then implanted with Er 
and O to a peak concentration of 5xl017 and 3x 
1018cm-3, respectively, at an implantation energy of 
4.5 MeV (1.35 um Er peak depth). The oxygen implant 
energy was chosen to match the Er profiles. The Er-O 
was optically activated by annealing at 900°C for 30 min 
in a nitrogen ambient. Aluminum backside and open 
front contacts were formed by evaporation. Mechan- 
ically chopped light from a tunable IR laser diode was 
focused into a spot onto the LED front surface. A reverse 
bias of 5 V was applied during the JPCS measurement. 
The current was measured by a current amplifier and a 
lock-in amplifier. 

4. Results and discussion 

The temperature dependence of the peak Er lumines- 
cence intensity at k = 1.537 urn was shown in Fig. 1. 
Palm et al. [4], Priolo et al. [6], and Taguchi and 
Takahei [7] have written rate equations to describe the 
excitation and de-excitation of Er centers in silicon. Palm 
et al. included an Auger loss process in their description 
but did not include an explicit backtransfer mechanism 
by which energy is transferred from an excited 4f shell 
back to the silicon lattice. Priolo et al. also included an 
Auger loss but additionally modeled the back-transfer as 
a single exponential with an activation energy of 0.15 eV. 
Taguchi and Takahei utilized nonradiative multiphonon 
emission (MPE) rates to describe the backtransfer but 
did not include any Auger effects. The model submitted 
by Priolo et al. is able to describe the PL intensity from 
4 K to room temperature, but it does not indicate a phys- 
ical mechanism by which backtransfer occurs nor does it 
account for the excess energy that must be dissipated 
from an e-h pair. 

We propose a model that includes Auger losses and the 
MPR mechanism utilized by Taguchi and Takahei. Fig. 2 
shows an energy band diagram for the Si: Er system and 
illustrates the various excitation and de-excitation pro- 
cesses involved. The MPE rates We and Wz are given in 
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Fig. 2. Energy band diagram and energy transfer processes for 
Si: Er. An Er center is represented in the figure by an associated 
state in the bandgap at A£T below the conduction band, along 
with the 4f shell with energy £4f. The arrows that represent the 
excitation and de-excitation processes are discussed in the text. 

Ref. [7]. An e-h pair is first trapped at an Er center and 
then recombines to excite the 4f shell. The excess energy 
is dissipated by multiphonon emission. The reverse pro- 
cess, where an excited 4f shell generates an e-h pair, can 
occur by multiphonon absorption. The following rate 
equations, involving the excess carrier density An, the 
density of Er centers with a bound e-h pair Ncb, and the 
concentration of excited Er centers i\"ex, reflect the excita- 
tion and de-excitation processes depicted in Fig. 2: 

d(Aw) 

dt 

dJVe, 
dr 

G - a{An)2 

= a(An)2 - cA,ehnJVeh - WeiVe, 

+ WaNcx - eehJVeh 

dt 
= WeNch - WENC., Nc. 

T4f 
+ CA.Er« 

(1) 

(2) 

(3) 

where G is the carrier generation rate, eeh is the emission 
rate for a bound e-h pair at the Er center, n is the total 
electron concentration, and xM is the spontaneous emis- 
sion lifetime. Eq. (1) describes the generation of carriers 
and the formation of bound e-h pairs at Er centers [4]. 
The next equation accounts for the loss of bound e-h 
pairs by Auger or thermal emission processes. The MPE 
rates are included to reflect the excitation and de-excita- 
tion of the 4f shell. The last equation for the concentra- 
tion of excited Er also reflects the MPE excitation and 
backtransfer pathways and includes the additional loss 
from impurity Auger quenching which is proportional to 
the density of free carriers. 

The normalized PL intensity (aNex/z4{) is computed 
and fitted to the experimental data by adjusting the 
emission cross section of the e-h pair. Values for a 
(=10-12cm-3s-1), cA,eh (=10-10cm-3s-1), and 
cA,Er ( = 10 10 cm 3 s" *) were taken from the results of 
power dependence simulations [4]. Fig. 3 displays the 
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Fig. 3. Experimental and simulated normalized PL versus tem- 
perature. The solid line (—) combines Auger and MPE processes 
and gives good agreement between experiment and computa- 
tion. Calculations for Auger only (• • •) and MPE only (- -) do not 
describe the temperature dependence over the entire range. 
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Fig. 4. JPCS spectrum at 172 K. A reverse-biased Si: Er diode is 
illuminated with IR light (X < Es). The JPCS signal peaks at 
X = 1.537 um, indicating that the measured current originates 
from photon absorption at Er centers. 

computed PL intensity versus temperature and demon- 
strates a good agreement between experiment and com- 
putation. The curve was fitted by adjusting the e-h cross 
section <7eh to a value of 10"15 cm2. This cross section 
has been measured experimentally as the excitation cross 
section of e-h pairs [4,6]. The simulations for Auger only 
or MPE only are also shown for comparison. Clearly, the 
impurity Auger process dominates the quenching at low 
temperatures, and the MPE process accounts for the 
behavior at higher temperatures. 

The existence of a phonon-mediated process is directly 
measured by JPCS experiments. Fig. 4 shows a JPCS 
spectrum of a Si: Er diode at 172 K; a PL spectrum is 
provided for reference. The peak at X = 1.537 um demon- 
strates that the measured JPCS current is derived from 
direct optical absorption of photons at Er centers. A sim- 
ilar peak has been reported by Kik et al. [8]. The peak 
current is observed to increase with temperature. Fig. 5 
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Fig. 5. The peak JPCS signal (X = 1.537 um) versus temper- 
ature. The JPCS signal increases with temperature as phonon- 
mediated transitions become more probable. 

observed by junction photocurrent spectroscopy. Direct 
optical excitation of Er centers result in the generation of 
e-h pairs. The backtransfer current was observed to 
increase with temperature in a manner consistent with 
phonon mediation. Without modifying the spontaneous 
emission lifetime, luminescence from Si: Er appears to be 
fundamentally limited by competitive, nonradiative pro- 
cesses, which are faster than the spontaneous emission 
rate. 
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plots the JPCS peak current versus temperature. The 
slope of the curve in Fig. 5 indicates an activation energy 
of 0.04 eV. The generation of the JPCS current is possibly 
limited by multiphonon absorption, band bending effects 
in the Er-doped region of the material, exciton emission, 
or impurity Auger losses to bound electrons at shallow 
donor states [9]. These processes were not included in 
the present model for the PL. However, their importance 
is currently under investigation in light of the additional 
information provided by the JPCS data. 

In summary, the excitation and de-excitation of Er 
centers in Si has been discussed. Auger and nonradiative 
multiphonon processes have been shown to cause the 
luminescence intensity quenching that occurs when the 
temperature is increased. The temperature dependence of 
the PL intensity was modeled by a set of rate equations. 
The computed and fitted results exhibited good agree- 
ment with the experimental data. The existence of a 
phonon-mediated backtransfer mechanism was directly 
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Abstract 

An enhancement of 1.5 um Si: Er photoluminescence by a mid-infrared pulse from a free-electron laser is investigated 
in detail. It is concluded that the effect is a consequence of defect-related energy storage in Si: Er samples. Carriers 
generated by a band-to-band excitation are participating not only in the excitation of Er luminescence via the excitonic 
mechanism, but are also trapped at various defect states. The infrared pulse photoionizes them, thus promoting extra 
carriers into the excitation channel of the Er3+ ion and leading to an additional luminescence. By scanning the 
wavelength of the free-electron laser ionization spectra of shallow centers participating in the energy transfer are 
obtained. The results also elucidate a special role of oxygen in Si: Er luminescence. © 1999 Elsevier Science B.V. All 
rights reserved. 
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1. Introduction 

Semiconductors doped with rare earths (RE) attracted 
much attention as new light-emitting materials. Narrow 
line emission characteristic for the 4f-shell transition and 
the temperature stability of the emission wavelength pro- 
vide major motivation stimulating research in this area. 
Among various rare-earth doped semiconductor systems 
Si: Er is recognized as the most attractive [1]. This is due 
to the superior level of Si technology and the 1.5 urn 
emission wavelength of Er which matches exactly the 
optimal properties of light waveguides. Also, successful 
incorporation of the optically active Er centers into Si 
could open the possibility for direct light-electron integ- 
ration [2]. Numerous studies are devoted to understand- 

ing the excitation and de-excitation mechanisms of this 
complex system. Full control of these processes is neces- 
sary for optimization of intensity and thermal stability of 
Er luminescence. 

Recently, two-color spectroscopy with a pulsed free- 
electron laser (FEL) operating in the mid-infrared (MIR) 
range has been successfully applied to investigate the 
energy transfer process between 4f-electron shell of an 
Er3 + ion and silicon host. In these experiments changes 
of Er PL are followed as a function of FEL wavelength, 
power and timing with respect to the initial excitation in 
the visible region. Evidence has been obtained that 
luminescence of Er in Si can be generated also by energy 
transfer from shallow centers available in the material 
and not necessarily specifically related to erbium. 

* Correspondence address: Van der Waals-Zeeman Institute, 
University of Amsterdam, Valckenierstraat 65-67,1018 XE Am- 
sterdam, The Netherlands. Tel.: + 31-20-525-5642; fax: + 31- 
20-525-5788. 

E-mail address: thao@wins.uva.nl (D.T.X. Thao) 

2. Experimental 

In the experiments MIR pulses of approximately 5 us 
duration and up to a few mJ energy have been used. 
For spectroscopic measurements the FEL wavelength 
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XrEL was varied in the 7.5-17 |im range (70-170 meV). 
For initial band-to-band excitation the second harmonic 
of a pulsed Nd: YAG laser operating at AYAG = 532 nm 
or a cw solid-state laser with kmoDB = 820 nm were used. 
The signal was detected with a Ge-detector (North Coast, 
T « 75 us) through a narrow band pass filter of 20 nm 
band width tuned to the Er-related emission at 
AEr = 1.54 urn. All the reported experimental data were 
obtained at a temperature of 5 K for samples placed in 
a helium gas flow cryostat (Oxford Instruments). 

In the study two different kinds of samples have been 
used. One sample was prepared from oxygen-rich silicon 
material by Er and oxygen implantation (Cz-Si: Er), fol- 
lowed by a brief annealing in order to recrystallize the 
implantation damage. The PL spectrum of the sample 
contained predominantly emission from the so-called 
cubic Er center [3]. The second sample was prepared 
from oxygen-lean silicon material by Er implantation at 
an elevated temperature of 500°C (Fz-Si: Er). No coim- 
plants have been used and no further heat treatment has 
been applied. The PL spectrum in this case was domin- 
ated by non-cubic components. The Er-related emissions 
of both samples used in the current study can be found in 
Ref. [4]. 
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Fig. 1. Illustration of the MIR-induced Er PL; the delay time 
between the visible and the MIR pulses is At = 1 ms. The inset 
shows the dependence of the magnitude of the MIR-induced Er 
PL on the delay time At. The solid lines represent fits to the 
formula A/PL = ^4[exp( — t/xd) — exp( — J/tr)]. Tr and Td corres- 
pond to the rise time and the decay time of the effect, respective- 
ly. The curves are plotted for ir « 1 ms and rd « 10 ms. 

3. Results and discussion 

MIR illumination of Si: Er samples optically excited in 
the visible region produces two effects. In the Fz-Si: Er 
sample quenching of the Er PL was observed for a small 
delay time between the visible and MIR pulses 
{At < 250 us). This effect is interpreted as arising from the 
MIR-induced disruption of excitation path [5]. For 
a longer delay time the quenching is minimized and the 
enhancement of PL sets in. In the Cz-Si: Er sample only 
the enhancement effect is seen. The kinetics of the extra 
PL are independent of the band-to-band excitation type 
and the same as that of the standard Er PL excited in the 
visible region. Fig. 1 illustrates the time developments of 
Er PL intensity upon Nd: YAG and cw solid-state laser 
excitation and subsequent FEL irradiation (with a delay 
time of 1 ms in case of Nd: YAG). The magnitude of the 
additional PL intensity is bigger in oxygen-rich Cz-Si: Er 
than in oxygen-lean Fz-Si: Er material. The dependence 
of the magnitude of the effect on the delay time between 
the visible and the MIR pulses is presented in the inset of 
Fig. 1. It shows that the additional PL intensity increases 
gradually, attains a maximum at delay time of about 
3 ms, and then decreases; practically no effect can be seen 
for At ^ 30 ms. Based on the experimental data we con- 
clude that the Er-related emission can be generated with 
a light pulse in the mid-infrared range. The results show 
that the centers responsible for the MIR-induced Er PL 
have a long lifetime, of the order of 10 ms. Since the 
smallest energy necessary for generation of the 4/i3/2 ex- 

cited state of Er3 + responsible for the observed lumines- 
cence at k x 1.5 um is approximately 800 meV, and there- 
fore, much larger than the MIR quantum energy of 
70-170 meV, the excitation effect could have been related 
to multiple-photon absorption only. The multiphoton 
absorption in an intense field of a free-electron laser is 
certainly plausible and has been reported in the studies of 
C60 [6]. In the current study, however, the visible excita- 
tion preceding the MIR pulse constitutes a necessary 
condition for the effect to occur. This is evident from the 
observation that the additional PL is not detected when 
the MIR pulse is applied prior to the Nd: YAG laser. We 
can therefore exclude the multiphoton absorption by Si 
crystal or directly by Er3+ ions as possible excitation 
mechanisms responsible for the additional PL signal. We 
propose that the energy provided by the excitation in the 
visible region is stored away for some time and is then 
transferred to Er ions upon application of the MIR pulse. 
This can indeed be expected if we assume that free car- 
riers excited by the visible light undergo various recombi- 
nations. Some of them will result in Er excitation, giving 
rise to luminescence. In strongly defected material, how- 
ever, many carrier-trapping centers will exist, the major- 
ity not being Er related and therefore not contributing to 
Er PL. These provide alternative channels of (mostly) 
nonradiative recombinations. Some of them will serve as 
efficient recombination centers, while others may have 
longer lifetimes. The intense MIR pulse applied after the 
excitation will ionize the longer-living traps. The condi- 
tion for this to occur is a sufficiently small ionization 
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energy of the centers involved (shallow character), so that 
the process can be activated by the mid-infrared radi- 
ation. The chance exists that the free carriers generated in 
that way might be recaptured at Er-related centers ca- 
pable of Er3 + core excitation. Consequently, additional 
PL will appear, with its magnitude governed by intensity 
of the free-electron laser, capture cross section, concen- 
tration and lifetime of the relevant traps. 

The wavelength dependence of the MIR-induced Er 
PL, which was scaled for an identical number of photons 
per pulse at every wavelength, is shown in Fig. 2. The 
results for both samples show a clear difference at low 
energy (hv < 125 meV), followed by a rather similar be- 
havior for the high-energy range. According to the 
above-proposed mechanism of the MIR-induced Er PL, 
results depicted in Fig. 2 represent ionization spectra of 
dominant traps contributing to the energy storage pro- 
cess. It has been shown [7] that the photoionization 
cross section a of a trap can be described as 

■■ const 
E7

D'
2(hv - ED)3'2 

(hv. ,3 + 2y (1) 

where hv and £D correspond to the energy of the ionizing 
beam and the ionization energy of the trap, respectively. 
y parameter (0 < y < 1) depends on the particular form 
of the binding potential and is y = 0 and 1 for the <5-like 
and Coulomb potentials, respectively. Eq. (1) gives 
a rather broad and featureless wavelength dependence, 
with an onset corresponding to hv = ED, and a maximum 
at hv = ^ED and hv = 2ED for de-localized and localized 
binding potentials, respectively. Comparing the 
wavelength dependencies obtained experimentally for 
Cz-Si: Er and Fz-Si: Er samples displayed in Fig. 2 we 
conclude that different traps are responsible for the 
MIR-induced excitation of Er in the two materials. The 

ionization spectrum in Cz-Si has a broad maximum at 
an energy around 90-100 meV and an extrapolated onset 
at 65meV. Following our interpretation we conclude 
that the trap responsible for the MIR-induced Er PL is in 
that case characterized by an extended binding potential 
and an ionization energy £D1 « 65meV. Both features 
agree well with typical shallow effective-mass-theory 
centers in silicon. We note that the observation of a shal- 
low center participating in the energy transfer processes 
pertinent to Er core excitation in an oxygen-rich environ- 
ment is the first spectroscopic evidence of the influence of 
oxygen on the optical activity of Er in silicon. For both 
samples the experimentally measured ionization cross 
sections show a very pronounced increase for the largest 
energies of the MIR beam. We assign this feature to 
a deeper trap characterized by a binding energy 
ED2 «125 meV. This trap appears to be identical in both 
the investigated materials; it seems plausible that it is 
introduced by the Er ion itself. 

The FEL power dependence of the additional PL 
intensity has been investigated and is illustrated in Fig. 3. 
For the pulsed Nd: YAG excitation the effect is initially 
linear and saturation sets in for higher power values. 
Experimental data could be fitted with a formula 

A/PL=ClP/(l+c2P), (2) 

where P is FEL power and c± and c2 are fitting para- 
meters. The integrated intensity of the additional PL 
signal is proportional to the number of Er3 + ions which 
attain the excited state following the MIR pulse. On the 
other hand, the operational power of FEL determines the 
actual number of photons contained in the MIR pulse. 
Therefore, the experimentally determined linear power 
dependence of the MIR-induced PL intensity shows pro- 
portionality between the number of MIR photons and 
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the number of additional recombinations leading to Er 
excitation. We conclude that a carrier (an electron or 
a hole) ionized from a trap by the photon absorption can 
recombine with a carrier of an opposite sign available in 
the material. In this case, the intensity of additional PL 
will increase linearly with MIR power until, at high 
densities of MIR photons, the saturation will appear, as 
populated traps become exhausted. This scenario is con- 
sistent with the experimental behavior obtained for both 
samples under conditions of the primary excitation by 
a pulsed Nd: YAG laser. 

The situation was different for the case of cw solid- 
state laser excitation. As can be seen in Fig. 3, no satura- 
tion of the additional Er PL was observed over three 
decades of FEL power. The magnitude of the MIR- 
induced Er PL was found to be proportional to the 
square-root of the FEL power 

P, in agreement with the experi- 

AIP AJP. (3) 

Under condition of continuous excitation the system 
attains equilibrium and all shallow centers become com- 
pletely filled, thus resulting in carrier storage. Assuming 
that the shallow traps are donors, the generation of extra 
carriers in the conduction band by the MIR pulse will 
resemble the generation of electron-hole pairs across 
a band-gap with the relations Anpimp ~ P and An = pimp, 
where An is the extra electron concentration in the con- 
duction band and pimp corresponds to the hole concen- 
tration at shallow states. This is different from that in the 
case of pulsed Nd:YAG excitation, where we had 
An <?Pimp. The additional PL intensity under cw laser 
excitation will be proportional to the product Anp, where 
p is the number of holes generated by the primary beam. 

This leads to A/PL' 
ments (see Fig. 3). 

4. Conclusion 

We have shown that the Er-related PL can be induced 
by a MIR pulse applied within several tens of milli- 
seconds after the band-to-band excitation. We interpret 
this effect as being due to a release of energy generated 
with the band-to-band pulse and stored at shallow 
centers (predominantly of hydrogenic character). This 
effect is more prominent in oxygen-rich material, thus 
illustrating the special role of oxygen presence in Si: Er 
photoluminescence. 
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Abstract 

Room-temperature electroluminescence is obtained from erbium-doped Si diodes for heavily Er- and oxygen-doped 
material. Such diodes exhibit under reverse bias excitation a characteristic, about 10-20 nm wide emission spectrum 
which has a striking similarity to erbium-implanted silica (Si02 : Er) in contrast to the sharp line spectra of isolated Er 
centers seen at lower temperatures. The wide spectrum is thus attributed to the inhomogeneously broadened emission 
from Er in amorphous Si02.ä precipitates. We show that the isolated centers can be transformed into Er-containing 
precipitates for sufficient Er- and O-doses by proper choice of the annealing temperature after implantation. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Rare earth centers; Electroluminescence from Si: Er 

One of the present concepts to construct light emitting 
devices from silicon involves erbium as a dopant [1-3]. 
The Er3+ ion exhibits an internal radiative transition 
{J = 1£-*1£) within the incompletely filled 4f shell at 
a wavelength of 1.54 um. This transition is utilized al- 
ready for optical amplification in silica fibers. In Si 
containing also oxygen, Er was shown to exhibit unex- 
pectedly high quantum efficiencies at low temperatures 
both for interband excitation and for forward bias in an 
electroluminescence (EL) diode. At temperatures above 
about 150 K, however, the luminescence yield is strongly 
quenched and thus efficient room-temperature operation 
is not possible [4,5]. 

Nevertheless, room-temperature electroluminescence 
has been obtained by several groups from erbium- and 
oxygen-doped Si diodes operated under reverse bias with 
much weaker quenching [6-8]. In this paper, we investi- 
gate the origin of this type of electroluminescence. In 
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+ 43-732-2468-9696. 

E-mail address: wolfgang.jantsch@jk.uni-linz.ac.at 
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particular, we show that it can be obtained in Er- and O- 
implanted samples after annealing at 1000°C. The result- 
ing Er centers exhibit an inhomogeneously broadened 
spectrum that resembles strongly that of Si02 : Er, 
whereas after annealing at 900°C practically only the 
sharp lines of isolated centers with well-defined geometry 
and crystal field can be seen. The apparent "transition" 
temperature of 1000°C between the two types of spectra 
coincides with the threshold for the formation of Si02 

precipitates in oxygen-doped Si [9]. We conclude thus 
that the Si02 : Er clusters are responsible for the reverse 
bias electroluminescence at 300 K and their formation 
conditions are specified. Embedding Er in Si02 provides 
also a plausible explanation for the inefficient quenching 
of this type of luminescence; because of the large energy 
gap, the backtransfer process has much higher activation 
energy. 

The main tool for the identification of Er centers in Si 
is high-resolution photoluminescence (PL) spectroscopy 
[10,5]. In Fig. 1 we show spectra of Si implanted with Er 
with an energy of 300 keV at different doses at 300 K. 
A 10-times higher dose of O was coimplanted with ener- 
gies to match the Er profile according to "TRIM"-code 
simulation. We use the 514 nm line of an Ar laser for the 
excitation and the spectra are recorded with a Bomem 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00468-8 
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Fig. 1. Photoluminescence spectra at 77 K of Si implanted with 
Er and O after annealing for 30 min (a) at 900°C and (b) at 
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Fig. 2. Integrated PL intensity at 77 K of Si implanted with Er 
and O (squares) or Er only (dots). Samples were annealed after 
implantation at 900°C (full symbols) or at 1000°C (open sym- 
bols). 

DA8 Fourier spectrometer set for 0.5cm"1 resolution. 
The spectra shown in Fig. la were obtained after anneal- 
ing at 900°C for 30 min in forming gas atmosphere in 
a lamp-heated oven. The spectra show the sharp lines 
typical for isolated Er centers, namely the isolated Er 
interstitial and that of an Er-O complex with lower than 
cubic symmetry [5,10]. With increasing dose, the PL 
yield increases first, reaches a maximum for a dose of 
1 x 1013 cm-2 (corresponding to a volume concentration 
of 1.5 x 1018 cm"3 according to TRIM code simulation) 
and decreases sharply for higher dose. 

For comparison, in Fig. lb PL spectra are given after 
annealing at 1000°C for 30 min. For these samples we 
obtain much wider spectra which are very similar to 
those obtained from Er-doped silica and also from oxi- 
dized porous Si [11]. There it was shown that not only 
the PL spectra are practically identical but also the PL 
excitation spectra. Attempts to detect the PLE here failed 
however, possibly because of strong coupling of the ex- 
cited Er states to states of the surrounding Si host (to our 
knowledge, PLE due to the excited Er states was never 
observed for a single-crystal Si host). 

Again the peak intensities increase with increasing 
dose but the maximum yield is obtained at higher dose 
(1 x 1014cm"2 which corresponds to a volume concen- 
tration of 1.5 x 1019 cm"3) than for the samples annealed 
at 900°C. The integral intensities for the two types of 
spectra are given in Fig. 2. For comparison, the integral 
PL intensity for a CZ-Si: Er sample without additional 
O implantation is also given. We observe a strong max- 
imum in the integrated yield for the samples annealed at 
1000°C at an Er dose of 1 x 1014 cm"2. The correspond- 
ing curves for 900°C annealing show also a maximum, 
much flatter though. For this annealing temperature, 
however, the intensity comprises at least two different 
spectra due to  the interstitial Er (dominant up  to 

a dose of 1 x 1014cm"2) and that of Er-O complexes 
which become stronger for the higher doses. For high 
dose, the PL yield decreases for all types of Er centers, 
most likely because of the formation of other, non-radi- 
ative Er precipitates. 

The annealing time is also of crucial importance as it 
was reported already in Ref. [12]. After annealing for 
a few seconds to minutes, only a wide, unidentified PL 
peak apparently close to 1.6 pm is seen. This peak is modi- 
fied already by the sensitivity cut-off of the Ge detector. 
This luminescence may be connected with extended C- 
related radiation defects [13] (see also Fig. 3a). With 
increasing annealing duration, this type of luminescence 
decreases whereas the Si02 : Er luminescence increases. 
The latter finding is consistent with a migration of Er 
(and/or O) over some distances as necessary for the 
formation of clusters or precipitates. 

In order to make use of the weaker quenching 
of the cluster luminescence we produced p-n junc- 
tions by implanting Er, O and P into Si: B. In Fig. 3 
we compare EL spectra obtained for forward and for 
reverse bias obtained at 77 K, where both spectra show 
comparable intensity. The spectrum seen under forward 
bias shows also the cluster luminescence but in addition 
also some luminescence near the band edge and the 
broad peak at 1.6 am. Under reverse bias, this peak is 
much weaker. The peak intensity at 1.54 um is plotted in 
Fig. 4 for both polarities as a function of temperature. It 
is clearly seen that under reverse bias, quenching of the 
cluster luminescence is much less pronounced than under 
forward bias. For comparison, the intensity of the iso- 
lated centers is also shown for forward bias (or, com- 
pletely equivalent, interband excitation). The excitation 
efficiency under reverse bias for this type of centers is 
much smaller than for forward bias and quenching is 
difficult to follow. 
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fer process is less effective for the cluster luminescence. 
Within this model, the lower backtransfer efficiency is 
plausible since the backtransfer is a thermally activated 
process ruled by the difference in the Er activation energy 
and the activation energy of the coactivator level, and by 
the coupling between Er and the coactivator states (de- 
termined by the overlap of the relevant electronic states). 
For clusters, the energy gap is much bigger, so backtran- 
sfer may occur only to states outside the cluster whose 
coupling will depend on the cluster size and the distance 
of the Er within the cluster from its boundary. In any case 
we expect lower efficiency for the backtransfer for such 
clusters as seen here. 

For reverse bias, quenching is least effective permitting 
thus room-temperature operation. Reverse bias excita- 
tion differs in two aspects: (i) the excitation is achieved by 
transfer of kinetic energy by hot carriers instead of energy 
transfer and (ii) the free carrier concentration in the p-n 
junction is drastically reduced. Free carriers are held 
responsible for PL quenching by an Auger process and it 
has been demonstrated that the luminescence decay time 
is shorter for forward bias than for reverse bias support- 
ing the Auger model [14]. For forward biased diodes, 
the EL intensity and the decay time have slightly different 
temperature dependencies, demonstrating also a temper- 
ature dependence of the excitation efficiency [15]. Sim- 
ilar investigations for reverse bias are under way. 

In summary, we have shown that room-temperature 
EL can be achieved from Er- and O-implanted Si after 
annealing at 1000°C under reverse bias. We attribute the 
spectra seen to Si02 : Er clusters formed at these temper- 
atures. The superior quenching behavior of these clus- 
ters is attributed to the reduced coupling between the Er 
states and the Si host which prevents energy backtran- 
sfer, the mechanism held responsible for isolated Er 
centers. 
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Abstract 

In an electroluminescent structure based on erbium-doped crystalline silicon we have found and studied a new 
mechanism of excitation of erbium ions involving Auger recombination of electrons from the upper subband of the 
conduction band with holes from the valence band. The new excitation mechanism is weak at low temperatures, but it is 
resonantly enhanced at 160 K, when the energy distance of the edge of the upper subband of the conduction band from 
the valence band edge coincides with the energy of the second excited state of the erbium ion due to temperature 
shrinking of the silicon energy gap. © 1999 Elsevier Science B.V. All rights reserved. 
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The interest to electroluminescent structures based 
on erbium-doped crystalline silicon is connected with 
their possible use as light-emitting diodes compatible 
with silica-glass optical fibers. The most promising 
results up to now were obtained with p-n junction 
electroluminescent structures operating at reverse bias 
in which the n-region was doped by erbium (it is well 
known that erbium-oxygen complexes introduce donor 
states in silicon) [1-7]. In these works [1-4,6,7] hot- 
electron luminescence besides erbium luminescence was 
observed and the excitation process was attributed to 
impact excitation of erbium ions produced by hot elec- 
trons. 

In the present work we demonstrate that in a reversely 
biased p-n junction another efficient excitation mecha- 
nism can occur which is a resonance Auger process. 

Electroluminescent structures with p+-n+ junctions 
provided by N.A. Sobolev (Ioffe Institute) were fabricated 
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by co-implantation of erbium and oxygen in a crystalline 
silicon substrate doped by phosphorus (n+-layer) and 
implantation of boron onto the substrate surface (p+- 
layer) [7]. Our structures differed from those described in 
Refs. [1-6] in that they were fabricated from (1 1 1) 
rather than (10 0) substrates and erbium concentration 
in them was lower, not exceeding 2xl017cm"3. The I- V 
characteristics had a conventional rectifying shape. Er- 
bium luminescence was measured at reverse bias on the 
structure as a function of temperature in the temperature 
range 77-300 K. Parallel with the measurements of 
the luminescence intensity the voltage on the structure 
at constant current through it or the current at constant 
voltage were registered during the temperature runs. 
The electroluminescence (EL) spectra at T = 11 and 
300 K consisted of lines of erbium emission at 1.54 um 
and a broad band of luminescence induced by hot elec- 
trons. 

In Fig. la temperature dependences of the intensity of 
erbium EL are given and the voltage on p+-n+ junction 
of the electroluminescent structure for two values of 
current through the structure. In the temperature range 
140-160 K, where the intensity of erbium EL at 1.54 urn 
sharply increases, a rise of the voltage on the p-n junc- 
tion (in the constant current regime) simultaneously 
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(b) 1000/T, K'1 

Fig. 1. Experimental (a) and calculated (b) temperature depend- 
ences of erbium EL intensity (1,2) and voltage drop on p-n 
junction (3,4) in the constant current regime for two values of 
current through the structure: (1,3) 60 mA; (2,4) 240 mA. 

1000/T, K 

Fig. 2. Experimental (a) and calculated (b) temperature depend- 
ences of erbium EL intensity (1) and current through the struc- 
ture (2) in the constant bias regime; (3) hot-electron EL intensity. 

occurs. This fact points to annihilation of electron-hole 
pairs in the process of excitation of erbium EL, i.e. 
a strong recombination mechanism is switched on (the 
resistance of the p-n junction increases). To check this 
assumption we have measured temperature dependences 
of the intensities of erbium EL, hot electron EL 
(X = 1.35 urn) and current through the sample at con- 
stant bias at p-n junction (Fig. 2a). In the temperature 
range around 160K an abrupt jump of erbium EL is 
observed which is accompanied by a significant drop of 
the current through the p+-n+ junction and of the inten- 
sity of hot electron EL. This result draws unambiguously 
to the conclusion that the process of erbium excitation 
occurs via Auger recombination of nonequilibrium car- 
riers rather than impact excitation. 

Auger excitation of erbium ions involving the recombi- 
nation of conduction electrons with free holes was con- 
sidered by Yassievich and Kimerling [8]. (The energy 
band diagram demonstrating this process is shown in 
Fig. 3.) They have shown that in the case of recombina- 
tion of electrons from the main A t subband of the con- 
duction band with free holes the Auger process is highly 
inefficient, since the Bloch amplitudes of these bands are 
orthogonal. On the other hand, the probability of an 
Auger process with the participation of the electrons 
from the upper A'2 subband is fairly high. It is important 

Er      4, 

-> 1.54 um 
4T 

Fig. 3. Energy band diagram with schematic representation of 
the Auger process of erbium ion excitation (1) and optical 
transitions responsible for hot electron EL (2). 

also that the recombination energy of the A'2 electrons 
with the holes is close to an energy of the transition of an 
erbium ion from the ground 4I15/2 to the second excited 
state 4I11/2(1.26 eV). We assume that the energy of Auger 
recombination of the A'2 electrons and the valence band 
holes at 77 K is slightly larger than that of the 
4Ii5/2-4In/2 transition in the 4f shell of the Er3 + ion, and 
therefore such a transition can occur only with emission 
of phonons. The rise of the temperature to 160 K leads to 
a shrinking of the silicon energy gap by 10 meV approx- 
imately, and the Auger recombination with excitation of 
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Er3 + ion from the ground 4Ii5/2 to the second excited 
state 4In/2 of 4f-shell becomes resonant. This results in 
a sharp increase of the rate of the Auger excitation 
process, the efficiency of which is very high (cf. Fig. 2a). 
Due to the symmetry properties of the Bloch amplitudes 
of the conduction and the valence bands [9] the electrons 
making tunnel transitions in the reversely biased p-n 
junction appear predominantly in the A'2 subband of the 
conduction band. 

The broad band observed in the EL spectrum is caused 
by allowed optical transitions of electrons heated by 
electric field in the A'2 subband to the At subband. 
The reduction of the intensity of hot electron EL simul- 
taneously with the sharp rise of erbium EL in the 
same temperature range (cf. Fig. 2a) points directly 
to an Auger excitation of erbium ions with a participa- 
tion of electrons from the A'2 subband of the conduction 
band. 

The probability of the Auger process under discussion 
is proportional to a product of concentration of 
nonequilibrium electrons n by concentration of equilib- 
rium holes in the depletion layer of the p-n junction, 
which is controlled by a temperature tail of the Bol- 
tzmann distribution: p = p0 exp( — q&/kT), where p0 is 
the concentration of holes in the p + contact, 0 is a char- 
acteristic potential at the point of maximum electric field 
in the p-n junction (due to high concentration of holes in 
the p-region (5 x 1019 cm"3) and comparatively low con- 
centration of electrons in the n-layer (2 x 1017 cm"3) this 
point is very close to the p-contact). 

The experimental results can be described with the set 
of balance equations for the concentration of nonequilib- 
rium electrons generated in the "active" zone (p-n junc- 
tion) and the concentration of excited erbium ions 

G = ynp0 exp( — q&/kT)Nt + nv/L, 

ynp0 exp( - q<P/kT)(NEl - N£t) 

(1) 

rr 
x + ap0 exp( — q<P/kT) ■■m 

+ To   exP(  —j-f (2) 

where G is the generation rate of nonequilibrium carriers 
in the p-n junction due to tunnel transitions, y is the 
coefficient of Auger-excitation of erbium ions, a is the 
coefficient of de-excitation of erbium ions due to their 
interaction with free holes, N*, NEr, and JV, are concen- 
tration of excited erbium ions, concentration of optically 
active erbium ions and total concentration of erbium 
ions, respectively, L is the thickness of the p-n junction, 
and tr is the radiative lifetime of an erbium ion in the 
excited state. We have included also the back-transfer 
de-excitation mechanism which contributes a term 
To 1 exp( — Eac/kT) to the probability of de-excitation of 

erbium ion. (This back-transfer process corresponds 
to a generation of an electron on previously empty 
donor and a hole in the valence band; the donor states 
are depopulated in the high electric field of the p-n 
junction.) The characteristic energy of the back-transfer 
process is £ac =ES- E{{. - Ed where Es = 1.17 eV 
is the silicon bandgap, £fr = 0.8 eV the excitation 
energy of an erbium ion and Ed = 0.15 eV the energy 
of the donor level connected with the erbium-oxygen 
complex. 

The concentration of free electrons in the region of 
erbium ions excitation (in the p-n junction) is controlled 
by two factors: Auger recombination of free electrons 
with holes and drift of electrons from the "active" zone 
under the action of high electric field with a limiting 
velocity v. 

In the regime of constant current through the struc- 
ture ;„ 

va q 
yjo_ 
vaq 

1 

■ I$r<n(]o/q)l<r<j0/q) + 1]" (3) 

where JEL = N*/xt, Jgg" = NEr/xr and we have introduc- 
ed the notations <x = yp0 exp( - q<P/kT)/v and T"

1
 « 

(ap0 exp( - q$/kT) + TQ 
J
 exp( - EJkT)) s> x~ K 

We assume that y and a are independent of the temper- 
ature both below and above the resonance, but a does 
not depend on the temperature in the whole temperature 
range involved, while y reveals a significant jump at the 
threshold (at T = 160 K). Then at low temperatures 
the intensity of erbium luminescence is proportional to 
the current whereas at high temperatures the system is 
close to saturation and the dependence on the current 
only demonstrates to what extent the saturation is in- 
complete. 

At constant current through the p-n junction the elec- 
tric field applied to the structure can be represented by 
the expression characteristic for thermally activated tun- 
neling 

E = EeQn(Uo/(qGLKaNtL + l]))1'2, (4) 

where Ec is a characteristic electric field. 
A strong enhancement of a at the resonance threshold 

leads to a marked rise of the voltage on the structure. 
Since a enters the logarithm argument, the change in the 
voltage is much weaker than the variation of a. 

In the constant voltage regime according to the for- 
mula 

j=j0/(crNtL + l), (5) 

the current starts to decrease compared to the j0 value 
even below the resonance threshold due to an increase of 
hole concentration in the recombination region and 
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suffers an additional drop at the threshold. A further 
decrease of the current at higher temperatures is connec- 
ted again with the rise of the hole concentration (y is 
again constant above the threshold). 

The intensity of electroluminescence in this regime is 

- lELX^Uo/q)lHJo/q) + <rNtL + 1]- (6) 

We have calculated the intensity of erbium EL, voltage 
on the structure (in the constant current regime) and 
current through the structure (in the constant reverse 
bias regime) using formulas (3)-(6). The results of calcu- 
lations are shown in Fig. lb and Fig. 2b. It is clear that 
the calculated temperature dependences are in fair agree- 
ment with the experimental results. 

In conclusion, we have demonstrated that a new mech- 
anism of excitation of erbium ions, i.e. an Auger recombi- 
nation process with participation of A'2 electrons and 
valence band holes, acts in reversely biased EL structures 
based on erbium-doped crystalline silicon. 
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Abstract 

The photoluminescence intensity of erbium in silicon was measured as a function of laser excitation power and 
temperature. Results of these measurements are described on the basis of a physical model which includes the formation 
of free excitons, the binding of excitons to erbium ions, excitation of 4f-shell electrons of erbium ions and decay of excited 
erbium ions by light emission. An Auger energy transfer to free carriers by both erbium-bound excitons and excited 
erbium ions must be included in the model in order to obtain a quantitative agreement with experiment. From the 
temperature dependence two activation energies are derived, which are associated with the binding of excitons to erbium 
centers and with an energy transfer process from excited erbium ions back to erbium-bound excitons, respectively. The 
luminescence properties of the different types of Er-doped crystalline silicon are remarkably similar. © 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 

The luminescence of erbium in silicon has triggered 
considerable research activity in recent years. From 
a fundamental point of view, the chain of processes 
through which the energy imparted to s and p electrons 
of the host crystal is transferred to the final step of light 
emission in the 4Ii3/2 to 4Ii5/2 transitions of 4f inner- 
shell electrons is a challenging topic. The particular emis- 
sion wavelength of 1.54 urn, as a wide-band carrier for 
long-distance signal transport via glass fibers, stimulated 
application-oriented research. In particular, the efficiency 
of the light generation and its dependence on temper- 
ature are important topics. 

In the present experiments, the photoluminescence 
(PL) from erbium in silicon was measured in crystalline 
float-zoned and Czochralski-grown samples and in 
a sample grown by a sublimation MBE method. The 
characteristic luminescence spectra, in the wavelength 
range between 1.5 and 1.6 urn, were observed. The differ- 
ent line structures of the spectra, which reflect the crys- 
tal-field effect, revealed the presence of optically active 
centers of different symmetry and/or atomic structure, in 
individual samples. The dependence of the photo- 
luminescence intensity on Ar+ laser excitation power and 
on the temperature was measured and analyzed on the 
basis of the excitonic luminescence model with the aim of 
achieving quantitative agreement. 

* Correspondence address: Van der Waals-Zeeman Institute, 
University of Amsterdam, Valckenierstraat 65-67, NL-1018 XE 
Amsterdam, Netherlands. Tel: + 31-20-525-5642; fax: +31-20- 
525-5788. 
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2. Experimental 

In  the  experiments three different kinds  of sam- 
ples were used. The first sample was prepared from 
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Czochralski-grown silicon by erbium and oxygen im- 
plantation (Cz-Si: Er,0), followed by annealing for 
30 min at the temperature of 900°C. The peak Er concen- 
tration was 1017cm"3. The second sample was prepared 
from float-zoned silicon implanted with Er (Fz-Si: Er) at 
an elevated temperature of 500°C to a peak concentra- 
tion of 4 x 1017cm"3. No co-implants were done and no 
further heat treatment was applied. The third sample was 
a crystalline silicon layer of 2 urn thickness, which was 
grown by a sublimation MBE method at 500°C on top of 
a p-type silicon wafer, followed by annealing at 700°C for 
30 min (MBE-Si: Er). The sample had an Er concentra- 
tion of 1018 cm-3. 

Luminescence was excited by the 514.5 nm line of an 
Ar+-ion laser. The laser power could be varied in the 
range of 1 uW to 10 mW and was focused on a spot of 
about 1 mm diameter measured in front of the sample 
dewar. The temperature of samples was measured by 
a RhFe metallic resistor in a four-point-probe configura- 
tion to an accuracy of 0.1 K. Temperature measurements 
were performed in the range of 4-200 K. The PL signal 
was detected by a Ge-detector cooled by liquid nitrogen. 

3. Model and discussion 

(nj§r), respectively: 

G+fnx = yn2 + yxn
2, (1) 

7x«2 + cfxbnxbNx = cnxnEr— — +fnx + —, (2) 
nEr tx 

»Er - «xb     ,       *    ,    1 

»Er T* 

»Er — l|r  1 
= nxb  + cfxbnxhNx + cAxnnxb (3) 

«Er 

and 

(4) 
nEr - n£r 1      nf r 1 

"xb T =   + »Er/l— + CAEr"»ir, 
«Er T Td T* 

where /= yx(NcNv/Nx]c-^kT,fxb = e-*»'"■ and /, = 
e £A/kr; Ex, Exb and EA are the binding energy of elec- 
tron and hole in a free exciton, the exciton binding energy 
on the Er-related trap and the energy dissipated in the 
creation of an excited Er ion from the bound exciton 
situation, respectively. NC,NV and Nx are temperature- 
dependent densities of states in conduction, valence and 
exciton bands, respectively. Similar set of rate equations, 
but without Auger processes, has been developed 
earlier [1]. 

3.1. Excitonic luminescence model 

In the model the overall process of energy transfer in 
the Er-doped Si is considered. The process starts with the 
formation of electron-hole pairs by the incident light, at 
the rate G, followed by free-exciton creation with the rate 
yxn

2. Free excitons can be bound at erbium-related traps, 
which will occur proportional to their concentration 
nEr and the available unoccupied fraction [(nEr — nxb)/ 
»Er], where nxb denotes the concentration of excitons 
trapped at Er-related centers. Er-bound excitons can 
transfer their energies in an Auger process with a transfer 
time T* to the 4f electrons of a Er ion in the ground state, 
i.e., proportional to fraction [(nEr - n|r)/nEr]. Finally, the 
Er PL follows from decay of the excited Er ions with 
a temperature-stable radiative decay time rd: I oc n|r/Td. 
Competing recombination paths included in the model 
are the alternative electron-hole recombinations with the 
rate yn2, the direct recombination of free excitons or their 
recombination via alternative centers with the lifetime 
zx and the thermally induced dissociation of Er-bound 
excitons into free excitons. Apart from these, two Auger 
processes, which remove energy from the PL path, 
should be accounted for in the competition paths. They 
are related to Er-bound excitons and excited Er ions and 
dissipate energy to free electrons in the conduction band. 
Based on the above description the following balance 
equations can be written for free electrons (n), free ex- 
citons (nx), Er-bound excitons (nxb) and excited Er ions 

3.2. Excitation power dependence 

The power dependence of the PL intensity was mea- 
sured at low temperature. In this case, we can simplify the 
equations by putting f=fxb =/i = 0. Solving Eqs. 
(l)-(4), an approximate solution for niT/nEl is derived as 

»Er/»Er  = C2G/(b0  + b.G1'2 + b2G + b3 G3/2), (5) 

where b0,b1,b2,b3 and c2 are temperature-independent 
factors. In the high-power limit this result yields 
nfr ~ 1/G1/2 or nEr ~ 1/n resulting in a decrease of PL 
intensity. This decrease of Er PL has not been observed 
in the present experiments, nor has it been reported in the 
literature. A numerical estimate [2] shows that such an 
effect corresponds to a high value of G, about 
1026cm~3 s"1, which is not reached in actual experi- 
ments. For this reason, under the usual experimental 
conditions linear increase at low power with (c2/b0)G is 
observed, followed by saturation at the level c2/b2. Using 
the normalized units for power P = G/Gi with 
Gi = b0/b2 and for PL intensity I = {n%lnEr)l(c2/b2\ 
Eq. (5), for the case of strong Auger processes, will read 

J = 
1 + ßjp + P 

with 

ß = 
cAErTd 

CAxT* 

1/2 

+ 
cAErTd 

1/2 

(6) 

(7) 
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The PL has linear increase at low power with I = P 
and saturates at high power at J = 1. Therefore, charac- 
teristic features of the luminescence process are only 
revealed at intermediate power, e.g. at P = 1, where 
j = 1/(2 + ß). In Fig. 1 theoretical curves for ß = 0 and 
2 are presented. The experimentally obtained power de- 
pendence of the PL intensity of sample Cz-Si: Er,0 is 
plotted in the inset. The solid line is the best fit to the 
data with Eq. (6), yielding ß = 2.25. Similar fits made for 
samples Fz-Si: Er and MBE-Si: Er gave ß = 2.63 and 3.3, 
respectively. With Eq. (7) this result is converted to 
(cAErWcAx1*)*1 ~ 4 for implantation samples and « 9 
for the MBE sample. This can be compared with the 
published data for cAEr = 10~12cm3s-1, Td = 10~3s, 
cAx = 10-10cm3s_1 andT*=4xl(T6s [3]. One con- 
cludes that cAErtd/cAxT* is very similar in the three kinds 
of investigated material. Although this can be due to an 
accidental combination of parameters, one is tempted to 
believe that all process parameters, i.e., cAEr,Td,cAx and 
T*, have similar, material-independent values. In such 
a case the differences in structure of the luminescent 
centers in the three materials, as evidenced by their PL 
spectra, have very little influence on the efficiency of the 
Er PL process. 

3.3. Temperature dependence 

For an analysis of the Er PL temperature dependence, 
the set of Eqs. (l)-(4) is considered in its complete form. 
The solution of n$r/nEr is obtained also in the form of 
Eq. (5), but in this case the coefficients are temperature 
dependent as they include the state densities in conduc- 
tion, valence and exciton bands and the functions /, /xb 

and/i. At low temperatures, Eq. (5) will give the solution 
(n$,/nEl)T=0. For the practical purpose of comparing 

model predictions with experimental results it is useful to 
express measured intensities normalized to the low-tem- 
perature value, i.e., (n8r)r/(wfr)r=o- After some approxi- 
mations one can obtain a final solution 

(n|r)r/(ngr)r=o = 1/[1 + ANxz*e-E»'kT 

+ BJVxTde-(£"'+&)/tr]. (8) 

Eq. (8) can be rewritten as 

lM)r=o/(ngr)r - H/T3'2 

= NJT^2\_AT*e-E^lkT + BTde-(£-' +£*)/tr] (9) 

with A at B. Note that the binding energy of an elec- 
tron-hole pair in a free exciton £x does not appear in the 
solution. The ratio between the two pre-exponential fac- 
tors is about equal to Td/r*. Fig. 2 represents experi- 
mental data for the sample Cz-Si: Er.O with the solid line 
as the best fit to Eq. (8). Two activation energies, which 
are necessary to fit the measured data, are represented in 
the inset by two straight lines. Results for the three 
samples measured at an intermediate power are given in 
Table 1. Fits are performed using a T3/2 term in the 
pre-exponential factors. In the literature, however, ana- 
lyses with temperature-independent pre-exponential fac- 
tors prevail. The first activation energy is identified as the 
binding energy £xb of an exciton at the Er-related trap. 
At temperatures above 100 K a second energy of about 
HOmeV becomes significant. At high temperatures the 
PL intensity has already decreased; this energy therefore 
cannot be determined with high accuracy. An error limit 
of at least lOmeV has to be accepted. Following our 
analysis, this energy corresponds to J5xb + EA, leading to 
the experimental result EA « 100 meV. By the physical 
model EA is given as EA = Eg — £x — Exb — £PL — Ed. 
With  estimates  for  silicon  band  gap  energy  £g = 

ario° 
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Fig. 1. Normalized luminescence intensity /as a function of 
normalized laser power P with ß = 0 and 2. The experimental 
data points (x) at P = 1 are given for three samples. The inset 
shows the Er PL intensity versus excitation power with the solid 
line as the best fit to Eq. (6) for sample Cz-Si: Er.O. 

Fig. 2. PL intensity as a function of sample temperature nor- 
malized to the yield at low temperature. The solid line is the fit 
with Eq. (8). The inset plots (IT=0 - IT)/ITT

3'2 as a function of 
reciprocal temperature illustrating the analysis based on Eq. (9) 
for sample Cz-Si: Er,0. 
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Table 1 
Activation energies and their corresponding pre-exponential 
factors following from the fits with Eq. (9) for the investigated 
samples. Notation At = At*NJT312 and B1 = BTdNJT3'2 is 
used 

Sample 

Cz-Si:Er,0 
Fz-Si:Er 
MBE-Si:Er 

(K- 3/2-, (meV) (K- 

0.46 
0.04 
0.006 

15.6 
12.2 
3.6 

575 
32 

370 

(meV) 

120 
92 

123 

obtained by the consistent use of normalized units for 
both PL intensity and excitation power. The thermal 
dependence is governed by the binding energy of excitons 
to Er centers in the temperature range below 100 K. At 
higher temperatures, an activation energy about 100 meV 
becomes more prominent. This energy is associated with 
the energy back-transfer from an excited Er into an 
Er-bound exciton. The physical properties are similar for 
all Er-doped crystalline samples and are consistent with 
numerical data published in the literature. 
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4. Conclusion 

The dependence of Er PL intensity on excitation 
power and temperature has been measured and analyzed 
by a physical model. A satisfactory agreement could be 
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Abstract 

We present emission channeling experiments on the lattice location of Er in CZ Si single crystals with a well-defined 
O concentration of 6.5-6.6 x 1017 cm"3 and 60 keV-implanted Tm + Er doses ranging from 4.3 xlO12 to 3.6 x 
1013 cm"2. The experimental results are compared with the predictions of a simulator which models the formation of 
Er„0„, clusters on the basis of simple diffusion and capture kinetics. We find that our experimental data compare 
favorably with a scenario where the formation of Er„Om defects with one or more O atoms is responsible for removing 
the Er atoms from their tetrahedral interstitial (T) sites. This suggests that Er does no longer occupy the T site even in 
simple (ErO) pairs. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Lattice location; Er in Si; Implantation 

1. Introduction 

The presence of O is known to increase the lumines- 
cence from Er-related centers in Si. It can be regarded as 
proven that O forms complexes with Er which directly 
modify the structural, electrical and optical properties of 
Er [1-15]. However, there is also strong evidence that, 
possibly apart from ErO complex formation, additional 
mechanisms exist as to how O enhances the Er lumines- 
cence yield [6,7]. More knowledge on the composition 
and microscopic properties of ErO complexes can help to 
better understand the different mechanisms. Presently, 
engineering the optimum atomic neighborhood of Er in 
Si will be helpful in maximizing the luminescence output 
of Er-based light-emitting devices. 

As a first step in order to allow a comparison of 
possible scenarios of Er„Om clustering with experimental 
data we have developed a simulator that allows to model 

* Corresponding author. Tel: + 32-16-327617; fax: + 32-16- 
327985. 

E-mail address: ulrich.wahl@fys.kuleuven.ac.be (U. Wahl) 

the interaction of Er and O during high-temperature 
annealing on the basis of simple diffusion and capture 
kinetics [14]. Previously we have compared predictions 
of the simulator with experimental results on the lattice 
location of radioactive 167mEr, which was determined by 
means of conversion electron emission channeling [14]. 
Experimentally, it was found that during annealing at 
900°C the interaction of Er and O leads to a removal of 
Er from near-tetrahedral interstitial (T) lattice sites. In 
O-rich Czochralski (CZ) Si with a shallow Er profile close 
to the surface, the time scale for this process is limited by 
the out-diffusion of O from the bulk of the sample. The 
remaining fraction of Er on near-T sites therefore shows 
qualitatively a l-COx/(mav0) (D0xt)il2 behavior, where t is 
the time of annealing, C0x and D0x the concentration and 
diffusion coefficient of oxygen, <j> the implanted Er dose, 
and mav the average number of O atoms needed to 
remove one Er atom from its T site. However, since the 
oxygen concentration in our previous CZ Si samples was 
only known within an order of magnitude, an accurate 
estimate on the mean number mav of O atoms was diffi- 
cult. In this contribution we present the results of recent 
emission channeling experiments in CZ Si single crystals 
with a well-defined O concentration. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00472-X 
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2. Method 

The preparation of 60keV 167Tm (tm = 9.45 d) im- 
planted samples at CERN's ISOLDE facility and the 
emission channeling lattice location experiments using 
conversion electrons from 167mEr (t1/2 = 2.28 s) have 
been described in previous publications [8,13,16]. For 
our recent experiments we used n-Si: P CZ single crystals 
«1 1 1> orientation, 7.3-12 £1 cm) with an oxygen con- 
centration of 6.5-6.6 x 1017 cm"3. The implanted doses 
of Er + Tm were 4.3 x 1012 cm"2 (sample A, resulting 
in a peak concentration of [Er + Tm]max = 2.0 x 
1018cm"3), 5.7xl012cm"2 (B, 2.7 x 1018 cm"3), 
6.8 x 1012 cm"2 (C, 3.2 x 1018 cm"3), 1.2 x 1013 cm"2 (D, 
5.7xl018cm"3), 2.3xl013cm"2 (E, 1.1 x 1019 cm"3), 
and 3.6 x 1013 cm"2 (F, 1.7 x 1019 cm"3). A filament that 
heats the back-side of the Ta sample holder allowed in 
situ thermal processing in the channeling goniometer at 
< 10"6mbar. The temperature was measured by two 

thermocouples attached to the sample holder, and the 
annealing time given is the time after reaching the setpoint 
temperature. Due to the temperature gradients between 
the thermocouples, the sample holder and the sample 
surface, the temperature uncertainty amounts to + 15°C. 
Quantitative identification of Er atoms on near-T inter- 
stitial sites was achieved through fitting the experimental 
electron emission yields by theoretical channeling patterns 
calculated for these lattice sites [8,13,16]. 

The mathematical simulator which models the diffu- 
sion of Er and O and the formation of Er„ and Er„Om 

clusters has been described in Ref. [14]. The starting 
situation is a Gaussian depth profile of 60 keV implanted 
Er (mean depth 336 A, FWHM 195 A) and a constant 
O profile. Both Er and O are allowed to diffuse at 900°C, 
and, assuming that they interact with each other within 
certain capture radii which we derive from the mean 
volume of the defects, a set of coupled differential equa- 
tions determines the concentrations CBmoim) of Er„Om 

complexes. These equations are solved by the method of 
finite differences. This means that the concentrations 
CEr(„)0(m) of all desired Er- and O-containing clusters are 
updated within finite time intervals At and depth intervals 
Ax. The diffusion coefficients of erbium (DEt « 10"15 

cm2 s"1 at 900°C) [2] and oxygen [D0x = 0.13 cm2 s"1 x 
exp( — 2.53 eV/kT), corresponding to 1.8 x 10~12 cm2 s"1 

at 900°C] [17] are taken from the literature. All complexes 
are assumed to be thermally stable and immobile. However, 
formation of 02 dimers and oxygen precipitation are ne- 
glected since the dimers are unstable at 900°C, and O pre- 
cipitation occurs at this temperature only on time scales of 
the order of 100 h [17]. 

3. Results 

Fig. 1 shows the normalized fraction of Er remaining 
on near-T sites as a function of isothermal annealing time 

10 100 1000        10000      100000 

annealing time at 900°C [s] 

Fig. 1. The data points are the fractions of 167mEr atoms which 
are left on near-T sites in CZ Si as a function of isothermal 
annealing time at 900°C, observed by emission channeling ex- 
periments in samples with an oxygen concentration of 
6.5-6.6 x 1017 cm"3. Solid lines: fractions of Er remaining out- 
side Er„OmS1 clusters calculated for four different Er + Tm 
peak concentrations according to the model described in the 
text; dashed lines: the same for all Er remaining outside 
Er„OmS2 clusters. 

at 900°C for all 6 CZ Si samples investigated in the 
present study. The qualitative behavior with respect to 
the implanted Er dose is similar to the data we have 
published in Refs. [13,14], the removal of Er from near-T 
sites being fastest in low-dose implanted samples. The 
solid lines in Fig. 1 display the calculated fraction of free 
Er plus Er within Er„ clusters, i.e. all Er atoms remaining 
outside Er„OmS1 complexes, while the dotted lines show 
the calculated fraction of free Er plus Er within Er„ and 
Er„z iC1! clusters, i.e. all Er outside Er„Om^2 clusters. As 
can be seen, the assumption that all Er within Er„Om^i 
clusters is removed from near-T sites agrees well with the 
experimental data for all implanted Er doses and anneal- 
ing times, except for the initial 30 and 60 s anneal steps. 
While this may indicate that initially not all O is bound 
to Er, it is highly probable that during these relatively 
short annealing periods the implanted Si surface may not 
have fully reached 900°C. On the other hand, the scen- 
ario which considers only Er within Er„OmS2 clusters as 
being off the T sites (dotted lines) is clearly not in accord- 
ance with the experimental data. 

The simulations confirm that the cluster distributions 
depend strongly on the processing conditions. In order to 
illustrate different scenarios, Fig. 2 displays calculated 
fractions of Er„Om clusters for three different sample 
treatments. For instance, annealing of the high-dose im- 
planted sample F for 1800 s should favor mainly Er-rich 
clusters [Fig. 2(a)]. On the other hand, a short 120 s 
anneal of sample B should produce mainly O-rich clus- 
ters but still leave a relatively high amount (23%) of 
isolated Er [Fig. 2(c)]. An intermediate situation is sug- 
gested for typical processing conditions which are used to 
optimize the luminescence output of Er-implanted CZ Si, 
such as described in Ref. [12] (2 MeV implantation, 
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Fig. 2. Calculated distribution of Er„Om clusters for three differ- 
ent processing conditions using the model described in the text. 

[Er]max = 3.5 x 1018 cm" [O] = 1.8 x 1018 crrT 
900°C for 1800 s). The simulator indicates 75% of Er 
bound in clusters with O, 19% in pure Er clusters and 
only 6% of free Er [Fig. 2(b)]. If we do not allow for Er„ 
cluster formation, as would be the case if these small 
clusters were unstable, 13% of Er would remain isolated. 

Note that we have in all cases assumed that at max- 
imum 6 O atoms can be bound to one Er atom. The high 
amount of Er within Er! 06 clusters reflects this bound- 
ary condition. From theoretical considerations it has 
been suggested that Er, 06 defects with Er on a hexag- 
onal (H) site with respect to the Si lattice are particularly 
stable [11]. In order to check whether such defects are 
produced in substantial amounts, we have annealed 
sample B for a total of 2000 s at 900°C, which should 
result in the formation of Er„Om complexes with an O/Er 
ratio of 5.9. However, we only obtained flat electron 
emission patterns and thus did not find any indication for 
a preferred lattice site of Er. 

4. Discussion 

The results presented above have shown that the onset 
of O diffusion is of vital importance in producing com- 
plexes of Er and O. Concerning the Er lattice location 
following implantation and annealing, the emission chan- 
neling experiments with 167mEr suggest three main struc- 
tural stages, which are distinguished by the amount of 
remaining lattice damage and the possibilities for Er„Om 

complex formation. In the following we will discuss these 
three stages in comparison with the results of other tech- 
niques which have investigated Er-implanted Si samples. 

4.1.  The as-implanted state of Er 

This situation is characterized by isolated Er atoms in 
defect-rich surroundings. For the lowest doses used in 

our studies (4-6 x 1012 cm""2 at 60 keV) we found already 
about 70% of Er close to tetrahedral interstitial sites (T) 
[13], with a mean displacement of 0.42 A from the T site. 
As already remarked before [8,13,16], the displacement 
of 0.42 A can also be interpreted as a mixture of several 
sites in the range 0- « 0.6 A from the T sites. Tetrahedral 
interstitial sites have also been predicted by theory to be 
the most stable sites for isolated Er in Si [11,18,19]. With 
increasing dose the observable near-T fraction decreases 
due to accumulation of damage. No difference is found 
between oxygen-rich CZ Si ([O] x 1017-1018 cm"3) and 
oxygen-lean float zone (FZ) Si ([O] « 1015-1016 cm"3). 
This is also indicated by extended X-ray absorption fine 
structure (EXAFS) experiments on Er and O co-im- 
planted samples. Even following 30 min of annealing at 
450°C, the surroundings of Er were still dominated by 
6 + 2 nearest-neighbor (NN) Si atoms [9]. Due to the 
remaining implantation damage, which forms efficient 
recombination centers for electrons and holes, lumines- 
cence from as-implanted samples is weak. 

4.2. Recrystallization at 600-700°C 

At these temperatures the implantation damage re- 
covers to a large extent, resulting in more or less 
80-100% of Er on near-T sites. The fact that we observe 
no difference between CZ and FZ Si [8,13] is in agree- 
ment with the low O and Er mobilities at 600°C and the 
small O/Er ratio of 0.02-1 in our CZ samples. Substantial 
formation of Er„Om complexes does not take place, and 
we suggest that in both CZ and FZ Si at low Er concen- 
trations mainly isolated Er exists, however, in an envi- 
ronment where not all defects have been removed. It has 
been reported that the photoluminescence (PL) of FZ 
and CZ samples annealed at 600°C showed similar 
intensity [1,7] and even in the case of CZ Si annealed 
at 700°C was dominated by Er centers of cubic symmetry 
and a number of centers with lower than axial 
symmetry [7]. The cubic centers were attributed to 
isolated Er on T sites, while the low-symmetry Er 
centers were ascribed to complexes with implantation- 
induced defects [7]. Exceptions are samples co- 
implanted with high doses of Er and even higher doses 
of O (O/Er « 10 or greater). In these samples Er„Om 

clusters can already form during solid-phase epitaxial 
regrowth, especially if the crystals have been amorphized 
during implantation [5]. This is due to the increased 
mobility of Er at the crystalline-amorphous interface. 
EXAFS analyses of FZ Si co-implanted with 
1019 Er cm ~3 and 1020 O cm _ 3 have observed 3 + 2 NN 
Si and 4.4 + 0.6 NN O atoms following recrystallization 
of the amorphized samples at 620°C for 3 h [9]. Electron 
paramagnetic resonance (EPR) of the same samples re- 
vealed several signals of trigonal and monoclinic sym- 
metry, which were attributed to complexes including Er 
and O [15]. 



U. Wahl et al. /Physica B 273-274 (1999) 342-345 345 

4.3. High-temperature annealing 

At 900°C the diffusivity of Er is moderate while that of 
O is high. We believe that in CZ Si the high-temperature 
annealing results in a mixture of various Er„Om clusters 
with Er on different lattice sites. Since emission channeling 
cannot resolve such a mixture of sites, we simply observe 
random sites. Although we have some indication that in 
the case of FZ Si the disappearance of near-T Er is due to 
Er out-diffusion to the surface, occurring on a time scale of 
hours, the underlying processes are not yet fully under- 
stood. A key question, to be answered by future studies, is 
whether small Er„ clusters are actually formed, and which 
lattice sites Er might occupy in these complexes. 

CZ Si samples implanted with Er resulting in O/Er 
ratios around 1 generally show an increase of the Er 
luminescence following annealing for not too long time 
periods (30 s-30 min) at 900°C. Usually the luminescence 
in such samples is still dominated by the cubic Er centers, 
while at the same time additional non-cubic, axial-sym- 
metric Er centers increase in concentration 
[4,7,10,12,15]. The axial-symmetric Er centers are as- 
cribed to ErO complexes [7]. In our opinion, the fact that 
the cubic PL signal increases in the presence of O, too, 
does not contradict our observation that Er is removed 
from T sites by reacting with one or more O atoms. It 
rather points out that there are additional mechanisms 
for O to enhance the Er luminescence, which are not due 
to the formation of optically active Er„Om centers. One 
such mechanism, which has already been suggested in the 
literature, is O passivation of Er-implantation-related 
recombination levels [6,7]. This additional role of O is 
also evidenced by the fact that the Si near-band-edge 
luminescence, which is not directly related to Er, was 
found to increase in the presence of oxygen [5,7]. 

A direct proof that Er acts as an efficient O getter 
comes from the EXAFS analyses of CZ Si which was 
implanted with 5 x 1017 Er cm"3 and annealed at 927°C 
for 30 min [3], and from EXAFS of amorphized FZ Si 
co-implanted with 1019Ercm~3 and 1020Ocm~3 and 
annealed at 900°C for 30 s [9]. Under these conditions 
the Er neighborhood was characterized by 6 NN 
O atoms, and 5.1 + 0.5 NN O atoms, respectively. 

Following prolonged annealing at 900°C, e.g., for 60 h, 
especially with high O concentrations (O/Er » 10), the 
Er PL spectra lose their sharp line features, giving way to 
a broad band luminescence at 1.54 um, which was at- 
tributed to large ErO clusters [4]. 

5. Conclusions 

In summary, we have shown that in CZ Si the fraction 
of Er which is removed from near-T sites shows a good 
correlation with the amount of O that can be delivered 
by the bulk of the wafers during the time of annealing. 

One O atom per Er„Om cluster is sufficient to remove Er 
from near-T sites. The structural properties which char- 
acterize the three different stages of Er-implanted Si 
samples (as-implanted, recrystallized, and high-temper- 
ature-annealed) have been discussed. 
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Abstract 

Formation of donor centers in Czochralski-grown silicon doped with Dy, Ho, Er, and Yb by means of ion 
implantation is studied. Three kinds of donors with ionization energies less than 0.2 eV make their appearance in 
implanted Cz-Si after annealing at T = 700°C and 900°C. Shallow donor centers at « Ec - 40 meV are attributed to 
oxygen-related donors. Two kinds of deeper donors turned out to be associated with complex defects containing 
rare-earth ions. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Implantation; Rare-earth impurity; Oxygen-related donors 

1. Introduction 

The optical properties of rare-earth ions embedded in 
semiconductor materials are of scientific and practical 
interest, since their peculiarities stem from the intracenter 
f-f transitions. Among the covalent IV-group semicon- 
ductors, silicon with erbium ions is most extensively 
studied because of its possible applications in optoelec- 
tronics. Up to now the doping of Si with Er is very often 
performed by means of ion implantation with subsequent 
annealing at high temperatures for removal of the dam- 
age and activation of the implanted atoms. The interac- 
tions of Er impurity atoms with intrinsic defects and 
other impurities, first of all with oxygen in Czochralski- 
grown silicon (Cz-Si), result in the formation of various 
defect complexes in implanted materials. There are many 
papers concerning with deep centers in Si: Er and Cz- 
Si : Er studied thoroughly by DLTS; see for instance 
[1-3]. However, the information on donor centers with 

♦Corresponding author. Tel.:   + 7-812-247-9952; fax:   + 7- 
812-247-1017. 
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activation energies less than 0.2 eV was scanty until re- 
cently [4], though these donors govern the electron con- 
ductivity of Cz-Si: Er. 

In the present work we concentrate on the behavior of 
rare-earth ions in Si, paying special attention to erbium 
impurity. The use of other rare-earth dopants helps us in 
identifying impurity centers by comparison. The results 
obtained throw new light on the formation processes of 
impurity-related donors. 

2. Experimental 

Wafers of carbon-lean Cz-Si with oxygen contents in 
the range from 2 x 1017 to 1 x 1018 cm"3 were used. All 
starting materials were of p-type, with the boron concen- 
tration in the range from 8 x 1013 to 2 x 1015 cm-3. 

The rare-earth doping was carried out by means of ion 
implantation at energies of 1.0-1.3 meV and doses up to 
1 x 1013 cm-2, i.e. beyond the onset of amorphization of 
the implanted layers. The implanted samples were an- 
nealed successively in two steps at T = 700°C and 900°C 
for 30 min in a chlorine containing atmosphere. The radi- 
ation damage is mostly removed at T = 700°C whereas 
the annealing at higher temperatures is used for the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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formation of the well-known Er-related centers with light 
emission at I« 1.54 um [5]. At implantation doses 
$ ^ 5 x 1011 cm"2, the implanted layers of about 0.5 um 
in thickness became n-type after the first annealing step. 
Under our experimental conditions the Er peak concen- 
tration at a largest dose of <P(Er) = 1 x 1013 cm-2 was 
3xl017cm-3. 

Electrical measurements of the concentration of free 
electrons in the implanted layers vs. temperature, n(T), 
were taken with the help of the Van der Pauw technique 
over the temperature range from T « 20 to 300 K. Anal- 
ysis of the n{T) curves was carried out on the basis of the 
corresponding electroneutrality equations. 

3. Results and discussion 

3.1. Formation processes in implanted Cz-Si after 
annealing to T = 700°C 

By way of illustration, a typical curve of n(T) for one of 
the samples studied is depicted in Fig. 1. A detailed 
analysis of such experimental curves based on the statis- 
tics of charge carriers allows one to determine the con- 
centrations of centers with ionization energies less than 
0.2 eV. 

Three kinds of donor centers make their appearance in 
Cz-Si implanted with Dy, Ho, Er, and Yb. 

First of all, shallow donor states with ionization ener- 
gies from x 30 to « 40 meV are present in considerable 
concentrations; see Fig. 1. They resemble closely the 
oxygen-related shallow donors formed in Cz-Si [6] and 
Cz-Si irradiated with fast neutrons [7] during heat treat- 
ment over the temperature interval from T = 600°C to 
700°C. In both cases [6,7] the shallow donors in Cz-Si 
are distributed over the ionization energy interval from 

x 20 to « 40 meV, the maximum of their distribution 
always being placed at around 40 meV. It has been found 
that a simple model of two donor levels at E^ < £c — 
30 meV and E2 « Ec — 40 meV used in the calculations 
of n(T) curves can be a reasonable substitute for the real 
donor distribution. This is also true for Cz-Si implanted 
with rare-earth ions. For all the samples in this work, the 
calculated n(T) curves fit the experimental ones at 
T < 80 K using a similar two-level model. This provides 
strong support to the conclusion that the nature of the 
shallow donors in Cz-Si after implantation is akin to the 
nature of oxygen-related shallow donors in Cz-Si, origin- 
ating from oxygen aggregation at high temperatures 
[6,7]. However, there are some distinctions in their prop- 
erties in the implanted layers, because in this case the 
formation of oxygen-related donors takes place in the 
presence of implantation-induced native defects in large 
concentrations. These defects can serve as nucleation 
sites for oxygen atoms. Actually, the total concentration 
of shallow donors turned out to be dose-dependent; see 
Fig. 2. The involvement of native defects in oxygen 
aggregation appears to contribute to higher thermal 
stability of the shallow donors as well as their higher 
production rate as compared to those formed under the 
"pure" heat treatment conditions; cf. Ref. [5] and present 
work. 

The donor centers of the second kind are character- 
ized by a single ionization energy of about 70 meV. Their 
concentration was found to be dose-dependent; see for 
instance Fig. 2. These donors are believed to be asso- 
ciated with rare-earth impurities, since their ionization 
energy turned out to be dependent on the impurity ions 
implanted, as can be seen from Fig. 3. 

Along with the donors discussed above, additional 
deep donor centers have been found in implanted Cz-Si. 
As can be seen from Fig. 3, these donor centers are 
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Fig. 1. Electron concentration vs. reciprocal temperature for 
Cz-Si implanted with Er and annealed at T = 900°C. 0(Er) = 
lxl012cm"2. Points, experimental; curves, calculated. The 
contribution of shallow donor centers at the saturation plateau 
is given by dashed line. 

Fig. 2. Donor concentrations vs. ionization energies for Cz-Si 
implanted with Er and annealed at T = 700°C #(Er) = 
5xlOucm~2 (circles); $(Er) = 1 x 1012cm~2 (triangles); 
<Z>(Er) = 1 x 1013 cm"2 and <2>(0) = 1 x 10" cm"2 (diamonds). 
Dashed lines are shown as a eye's guide only. 
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Fig. 3. Donor concentrations vs. ionization energies for the 
Cz-Si implanted with Dy (triangles), Ho (diamonds), Er (circles), 
and Yb (squares) and annealed to T = 700°C. Doses: <P(Dy, Ho, 
Yb) = 1 x 1013 cm"2; $(Er) = 1 x 1013 cm"2 and coimplantation 
with oxygen at <P(0) = 1 x 1014 cm"2. 

sensitive to the chemical nature of rare-earth impurities, 
too. 

3.2. Formation processes in implanted Cz-Si 
after annealing to T = 900°C 

At elevated temperatures of the postimplantation an- 
nealing the positions of two groups of donor states, the 
shallow ones and those with ionization energies of about 
70meV, remain practically unaltered. However, they 
appear to be partially annealed in some cases; cf. Figs. 2 
and 4. 

In Cz-Si doped with Dy and Ho after the second 
annealing step, our estimates showed little if any changes 
in the position of deep donor centers at « Ec — 100 meV, 
though their concentration decreased slightly; cf. Figs. 3 
and 5. In contrast, we could not detect the presence of 
donor states at « Ec — 120 meV in Cz-Si: Er after an- 
nealing to T = 900°C. Instead, new donor states at 
Ec — (145 + 5) meV are formed in this material (Fig. 5). 
As is seen from Figs. 2 and 4, the concentrations of these 
new donor states are comparable to those of donors at 
»Ec - 120 meV formed at T = 700°C, especially at 

heavy doses. Therefore, one can think of some trans- 
formations of the donor centers considered. Reliable 
analysis of the data concerning the deeper donors in 
Cz-Si: Yb presents difficulties which prevent arriving to 
a certain conclusion like in the case of Cz-Si: Er. 

Let us briefly discuss the new information gained in 
this work paying attention to Cz-Si: Er annealed at 
T = 900°C. 

The well-known quenching of an erbium-related pho- 
toluminescence band at X « 1.54 um at T ^ 100 K is said 
to be due to thermal ionization of donor centers at 
« Ec — 150 meV preventing from the formation of 

bound excitons at them; see for instance Ref. [10]. We 
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Fig. 4. Donor concentrations vs. ionization energies for Cz-Si 
implanted with Er and annealed at T = 900°C. <P(Et) = 
5xlOncm"2 (circles); <P(Er) = 1 x 1012cm~2 (triangles); 
<£(Er) = 1 x 1013 cm"2 and CP(O) = 1 x 1014 cm"2 (diamonds). 
The sample implanted at $(Er) = 1 x 1013 cm"2 and $(0) = 
1 x 1014 cm-2 was cut from another Cz-Si wafer with low oxy- 
gen concentrations (about 2x 1017cm~2). Dashed lines are 
shown as a eye's guide only. 
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Fig. 5. Donor concentrations vs. ionization energies for the 
Cz-Si implanted with Dy (triangles), Ho (diamonds), Er (circles), 
and Yb (squares) and annealed to T = 900°C. Doses: $(Dy, Ho, 
Yb) = 1 x 1013 cm"2; *(Er) = 1 x 1013 cm"2 and coimplanta- 
tion with oxygen at $(Ö) = 1 x 1014cm"2. The Cz-Si: Er 
sample was cut from another Cz-Si wafer with low oxygen 
concentrations (about 2 x 1017 cm"3). 

believe that this quenching mechanism may not be very 
efficient, since at heavy doses of ion implantation most of 
these donors are neutral up to room temperature because 
of the presence of donor states at Ec — 40 meV and 
Ec — 70 meV in large concentrations. 

In a recent paper [8] the nonradiative decay of the 
excited Er3 + ions in Cz-Si: P: Er at very low temper- 
atures, at T ^ 30 K for the most part, is discussed in 
terms of the Auger impurity process with the energy 
transfer to free electrons; see also Ref. [9]. In the temper- 
ature range of interest, free electrons are thought to be 
released from shallow donor centers at « Ec — 20 meV 
[8]. However, these donor states were found to be present 
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only in a small fraction of the total concentration of 
shallow donors; see Fig. 4. Taking into account a more 
realistic donor distribution one can estimate that in the 
Cz-Si: P : Er studied in Ref. [8] the free electron concen- 
tration at T < 30 K may be much less than a critical one 
of about 7 x 1014 cm"3 and, hence, there is a need to 
examine this possible channel of Er deexcitation once 
again. 

On the other hand, it is possible to suggest a unified 
model [11] which can provide a satisfactory description 
of the quenching of the characteristic Er luminescence on 
the basis of the dominant deexcitation mechanisms men- 
tioned above. A careful analysis of optical and electrical 
data over the entire temperature range can help in 
clarifying the most important details of the underlying 
processes. 

4. Conclusion 

The present study on Czochralski-grown silicon im- 
planted with different rare-earth impurities allows us 
to trace some general trend in the formation of donor 
centers with ionization energies less than 0.2 eV, respon- 
sible for the electrical properties of doped layers. Three 
kinds of donor centers are formed in Cz-Si after im- 
plantation with subsequent annealing to T = 700°C and 

900°C. Shallow energy states at Ec - 30... 40 meV are 
attributed to oxygen-related donors. Other donor centers 
at « Ec - (60... 80) meV and « Ec - (100... 150) meV 
appear to be associated with rare-earth impurities. Some 
striking transformations of deeper donor centers in Cz- 
Si : Er takes place over an annealing temperature inter- 
val of T = 700°C to 900°C, leading to the appearance of 
donor centers at « Ec — 150 meV. These new centers 
are believed to be involved in the characteristic Er 
luminescence. 
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Abstract 

Electron paramagnetic resonance (EPR) measurements have been performed on samples of Er implanted FZ Si which 
have been co-implanted with O ions. For an Er concentration of 1019/cm3 well-defined Er3 + centers with monoclinic and 
trigonal symmetry are observed in samples with 1020 O/cm3 but are replaced by broad anisotropic resonances in samples 
with 3 x 1019 O/cm3. The different centers are attributed to the formation of Er-O complexes with different configura- 
tions of O atoms. In the case of the trigonal Er-O center calculations reveal that this center cannot be associated with an 
Er atom residing at either the Si tetrahedral interstitial or substitutional site but is consistent with an Er atom located at 
the hexagonal interstitial site surrounded by six O atoms. The importance of the Er/O concentration ratio for the 
formation of the complexes is discussed. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 76.30.Kg; 78.55. - m; 61.72.Tt 
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1. Introduction 

The incorporation of Er with light atoms such as O or 
F has been shown to be one of the most successful ways 
of obtaining room-temperature light emission at 1.54 um 
from Si [1,2]. In the presence of a sufficient concentration 
of impurity atoms, the Er-related photoluminescence 
(PL) intensity on going from 77 K to room temperature 
was observed to only decrease by a factor of 30 compared 
to a reduction by over three orders of magnitude in the 
absence of sufficient impurity atoms [1]. This use of 
impurity codoping has led to the observation of room- 
temperature electroluminescence (EL) from Er-doped Si 
p-n diodes [2]. In addition, Er concentrations of 
1019"20/cm3 can now be obtained before the onset of 
precipitation [3]. These beneficial effects have been at- 
tributed to modifications of the local environment 
around the Er atom through the formation of Er-impu- 
rity complexes [1-3]. Consequently it is therefore of 

* Corresponding author. Tel.: + 44-1483-259841; fax: +44- 
1483-534139. 

E-mail address: d.carey@ee.surrey.ac.uk (J.D. Carey) 

considerable interest to determine the structure of these 
complexes. 

Some information has already been obtained from 
extended X-ray absorption fine structure (EXAFS) 
measurements of O-containing samples, which showed 
Er to be surrounded by a cage of 4-6 O atoms [4]. 
Recent ab initio cluster calculations have also suggested 
that there is a change to the environment around the Er 
atom which depends upon the number of O atoms pres- 
ent nearby [5]. These calculations also make predictions 
about the location and symmetry of the most stable 
configuration of Er atoms within the lattice which can 
be tested using electron paramagnetic resonance (EPR) 
spectroscopy and PL spectroscopy. In a recent paper we 
reported EPR measurements which have showed that 
in samples with concentrations of 1019 Er/cm3 and 
1020 O/cm3 well-defined monoclinic and trigonal Er-O 
complexes are formed [6]. However, no well-defined 
centers were observed from a sample with only 3 x 
1019 O/cm3. Tentative models for the monoclinic centers 
were proposed but no attempt was made to describe the 
trigonal center nor any attempt to discuss how the Er-O 
complexes fit into the Si lattice. In this paper we discuss 
the lattice location and coordination of some of the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PIT: S0921-4526(99)00474-3 
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centers and discuss the importance of the Er/O concen- 
tration ratio. 

2. Experimental details 

Samples of n-type FZ (1 0 0) Si wafers received mul- 
tiple implants with Er ions (0.5-5 MeV) at 77 K to a total 
fluence of 1015/cm2. This resulted in an approximately 
uniform concentration of 1019 Er/cm3 to a depth of 
~ 1.8 um from the surface. Three samples were co-im- 

planted with O ions (0.15-0.5 MeV) to give an approxim- 
ately uniform impurity concentrations of 3 x 1019/cm3 

(labelled sample Ol) and 1020 O/cm3 (02 and 04). After 
implantation a continuous amorphous layer extends 
from the surface to a depth of 2 urn. All three samples 
were subsequently annealed at 450°C for 30 min, 620°C 
for 3 h and samples Ol and 02 were further annealed at 
900°C for 30 s. Further details of the sample preparation 
conditions have been give elsewhere [6]. EPR measure- 
ments were performed in a modified Bruker EPR spec- 
trometer employing 100 kHz field modulation and a 
TE102 rectangular cavity. The microwave frequency was 
approximately 9.23 GHz and the samples were cooled to 
approximately 10 K using an Oxford Instruments flow 
cryostat. 

3. Results and discussion 

The EPR spectrum from sample 04 for the magnetic 
field parallel to the [0 0 1] direction is shown in Fig. 1. 
A number of sharp lines can be observed and the lines 
labelled OEr-1' and OEr-3 have each been shown to 
belong to monoclinic Clh centers with effective spin 
S = i and with principal g values given in Table 1 [6]. 
The intense line labelled OEr-2' could be fitted [6] to 
a single spin \ exhibiting trigonal symmetry with princi- 
pal g values gn = 0.69 and gL = 3.24. The weaker line 

0.05 0.10 0.15 0.20        0.25 0.30 

Magnetic field (Tesla) 

Fig. 1. Low-temperature EPR spectrum from sample 04 for the 
magnetic field parallel to the [0 0 1] direction. 

Table 1 
Principal g values for the different centers observed in sample 
04 

Center   g1 Qi Tilt angle" 
(deg) 

Symmetry 

OEr-1' 0.80 5.45 12.55 56.90 
OEr-3 1.09 5.05 12.78 48.30 
OEr-2' 0.69 3.24 3.24 54.74 
OEr-4 2.00 6.23 6.23 54.74 

6.27 Monoclinic 
6.31 Monoclinic 
2.39 Trigonal 
4.82 Trigonal 

aThe tilt angle is the angle the 1-axis makes with the [0 0 1] 
direction as rotated about the [110] direction. 

OEr-4 also exhibits trigonal symmetry and its principal 
g values are similarly reported in Table 1. Only centers 
OEr-1' and OEr-2' were clearly resolved in sample 02, 
where they have been labelled centers OEr-1 and OEr-2, 
respectively. Future discussion will concentrate on these 
two centers. The EPR spectrum from sample Ol, (not 
shown), revealed only the presence of two broad anisot- 
ropic resonances [6]. The appearance of sharp lines in 
samples 02 and 04 is indicative of the formation of 
well-defined Er-O complexes. The transition from an 
Er/O concentration ratio of 1: 3 to 1:10 implies that the 
environment around the Er has changed due to bonding 
with O atoms. It is known that the C-phase of Er203 

occurs with two different coordinations each with Er3 + 

surrounded by six O atoms, though not in the form of an 
octahedron [7]. Previous EPR measurements of Er3 + in 
Y203, which has the same structure as Er203, reveal Er 
to be in sites with monoclinic C2 and trigonal C3i sym- 
metry. In the case of the monoclinic site the principal 
g values are gz = 12.314, gx = 1.645 and gy = 4.892 [7]. 
Not only are these principal g values similar to those 
observed for center OEr-T but also the average g value, 
#av, as defined by 

= 3(91 + 92 (1) 

is 6.28, almost identical to that obtained for center OEr- 
1' (6.27). The average g value can be used as a quantitat- 
ive measure of the local crystal field around a paramag- 
netic ion [8]. We thus suggest that center OEr-1' consists 
of an Er3 + ion surrounded by six O atoms, however, in 
the absence of either hyperfine data or electron nuclear 
double resonance (ENDOR) measurements the exact ar- 
rangement of atoms remains unclear. 

In the case of the OEr-2' center since the g values of the 
trigonal C3i center observed in Y203 : Er3+, are gn = 
12.17 and g± = 3.32 [7], are clearly different from the 
g values of center OEr-2' we conclude that they are 
completely different centers. In order to determine the 
likely lattice location and coordination of center OEr-2' 
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it is necessary to calculate the g values for the different 
coordinations. When an Er atom is incorporated into Si, 
the 16-fold degenerate spin-orbit ground state is split 
into a number of Stark levels. The number and type of 
Stark levels can be obtained from group theory and can 
be shown, for Td, symmetry, to be T6 + T7 + 3r8 [9]. 
Which of these five levels lies lowest, and is thus the 
paramagnetic ground state, can be calculated from the 
crystal field Hamiltonian [10] 

H = BA(Ol + 50f) + B6(0°6 - 210$): (2) 

where 0™ are the crystal field equivalent operators and 
the coefficients B4 and B6 determine the crystal field 
splitting [10]. Eq. (2) can be solved by the introduction of 
two parameters x and W defined such that 

BiF(4) = Wx and B6F{6) = W{\ - \x\) (3) 

where W is an energy scale factor and F(4) and F(6) 
are numerical constants [10]. The quantity x is the crys- 
tal field mixing term (~B4/B6) and runs from - 1 to 
+ 1. With labelling appropriate to Td symmetry, the 

T7 representation lies lowest for — 1 < x < - 0.46, the 
T6 representation for — 0.46 < x < 0.58 and the T8 rep- 
resentation for x > 0.58. Negative values of x correspond 
to a substitutional site, whereas positive values of x indi- 
cate an interstitial site. Using the crystal field eigenstates 
given elsewhere [10] the g values associated with 
transitions within the F6 and T7 states are 6.80 and 6.00, 
respectively, and are independent of x. In the case of the 
T8 states, as these states occur more than once, the 
g values depend upon x [11]. For centers with less than 
cubic symmetry it is possible to use Eq. (1) to relate the 
observed principal g values to the g value associated with 
a center with cubic symmetry gc [8]. This approach has 
been shown to be valid provided that the lower symmetry 
crystal field is small when compared to cubic crystal field. 
Since the average g value for center OEr-2' is 2.39 and is 
far enough removed from the cubic g values for a T6 state 
(6.8) or T7 state (6.0) we can conclude that this center is 
not associated with an Er residing at a substitutional (Ts) 
site for which x < 0 or at a T6 tetrahedral interstitial site 
(Tj) in the range 0 < x < 0.58. For the remaining region 
of 0.58 < x < 1, corresponding to a T8 level lying lowest, 
the use of the average g value is not valid [11]. In this 
case it is necessary to calculate the g values for each value 
of x and use the associated cubic crystal field eigenstates, 
labelled P and Q in the notation of Ref. [11], to calculate 
the principal g values gn and gL via [11] 

gj(P -Q) and gL=g,(P + Q), (4) 

where the Lande g value is taken to be f. Fig. 2 shows 
the calculated g values determined by this method using 
intervals for x of 0.01. It is clear from Fig. 2 that at no 
stage does gn approach the observed value of 0.69 and 
neither does g± approach 3.24 and we thus believe that 

i | i i i | i i i | i i i | i i i | i 
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Fig. 2. The calculated principal g values gH and g± determined 
for an Er3 + center in trigonal symmetry. 

center OEr-2' does not originate from a trigonally split 
T8 ground state. Consequently, OEr-2' cannot be asso- 
ciated with either the Ts or Tj sites within the Si lattice. 
(It is also interesting to note that the g values of the other 
center which exhibits trigonal symmetry (center OEr-4) 
cannot be attributed to either the Ts or Ti sites either.) 
Since center OEr-2' is observed in samples with an Er : O 
concentration ratio of 1:10, and not with 1:3.3, we 
believe that it is a well-defined Er-O complex with a large 
number of O atoms surrounding a central Er atom with 
trigonal point symmetry. Recent calculations by Wan et 
al. have predicted that in the presence of O, the Er atom 
tends to reside at the hexagonal interstitial (Hi site) 
surrounded by six O atoms [5]. Such an arrangement of 
atoms would have trigonal point symmetry and was 
found to be over 1 eV more stable than either of the Ts or 
T; sites when Er is surrounded by four O atoms. In view 
of the fact that center OEr-2' possesses trigonal sym- 
metry, is only observed with a large number of O atoms 
surrounding it and cannot be associated with either the 
Ts or Tj sites, it is suggested that it may be the same as 
the trigonal center predicted by Wan et al. though other 
arrangements of atoms which would lead to trigonal 
symmetry are also possible. 

Wan et al. have also calculated that in the absence 
of O, the most stable configuration consists of an Er 
atom residing at the Tf site surrounded by four Si atoms 
[5]. The observed PL spectrum from sample Ol could be 
fitted to an Er3+ center located at the T; site with 
x = 0.35 [6]. This center has also been observed by 
Przybylinska et al. [12]. Such a value of x would indicate 
a T6 ground state which should produce an isotropic 
EPR line with a g value of 6.8. No such line is observed 
though the broad anisotropic lines that are present may 
mask the signal from this center. The origin of these 
broad lines is unclear but Wahl et al. have recently 
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concluded that even 1-2 O atoms per Er atom are suffi- 
cient to remove an Er atom from the Ti site [13]. This 
will produce a large number of non-cubic centers which 
may be the reason for the broad EPR lines observed from 
sample Ol. We believe that there is a minimum concen- 
tration ratio of O : Er required to form well required to 
form well-defined Er-O complexes consisting of one Er 
atom and six O atoms. When the O concentration is 
limited, corresponding to Er/O concentrations of 1: 3 or 
less, no well-defined complexes will form. Only when the 
O concentration is large enough will the corresponding 
complexes form. An Er: O concentration ratio of 1:10 is 
sufficient for this to occur. 

4. Conclusions 

Electron paramagnetic resonance measurements made 
on samples of Er-doped Si co-implanted with O reveal 
the presence of monoclinic and trigonal centers. The 
monoclinic centers are attributed to an Er-O complex 
with six O atoms though the exact arrangement within 
the Si lattice is unclear. The dominant trigonal center is 
also attributed to an Er-O complex but cannot be asso- 
ciated with an Er atom at tetrahedral substitutional or 
interstitial sites. This center is consistent with the results 
of ab initio calculations that predict that Er resides at the 
hexagonal interstitial (Hj site) surrounded by six O atoms. 
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Abstract 

We have studied electroluminescence (EL) in the amorphous silicon-based erbium-doped structures in the temperature 
range 77-300 K. The EL intensity at the wavelength of 1.54 urn corresponding to a radiative transition in the internal 
4f-shell of the Er3+ ion is low at 77 K but sharply increases starting from 220 K and exhibits a maximum near the room 
temperature. Measurements of the resistance of the electroluminescent structure as a function of temperature performed 
in parallel with the measurements of the EL intensity demonstrated a correlation in behavior of these two quantities: 
a pronounced decrease of the resistance occurs at the same temperature where the EL intensity starts to rise. Our results 
can be explained by the excitation of erbium ions via an Auger process which involves the capture of conduction electrons 
by neutral dangling bonds (D°) defects located close to erbium ions and thermally activated tunnel emission of electrons 
from deep donors to the conduction band that keeps the stationary current through the structure. A theoretical model 
proposed explains consistently all of our experimental data. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Erbium-doped amorphous silicon; Auger excitation; Electroluminescence 

Intense studies of erbium luminescence in semiconduc- 
tor matrices in the last decade were motivated by the fact 
that the wavelength 1.54 um of erbium luminescence cor- 
responding to a transition from the first excited state 
4I13/2 to the ground state 4I15/2 in the 4f-shell of an Er3 + 

ion coincides with the absorption minimum in silica- 
glass optical fibres. 

Recently, in several works an efficient photolumines- 
cence (PL) [1-3] and electroluminescence (EL) [4] from 
erbium in amorphous hydrogenated silicon (a-Si: 
H<Er» was reported. The interest to this semiconductor 
matrix was drawn both by a simple and inexpensive 

* Corresponding author. Tel.: + 7-812-247-9140; fax: + 7- 
812-247-1017. 

E-mail address: mikhail.bresler@pop.ioffe.rssi.ru (M.S. 
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method of doping it with erbium (magnetron sputtering 
of metallic erbium in the silane (SiH4) atmosphere) and 
comparatively weak temperature quenching of erbium 
photoluminescence in amorphous silicon which makes 
this material promising for fabrication of light-emitting 
diodes operating at room temperature. 

We have proposed that excitation of erbium ions in 
a-Si: H<Er> occurs due to an Auger process in which an 
electron from the conduction band is captured by a neu- 
tral defect of the dangling bond-type D° with a formation 
of the D" state. The energy released at this transition is 
transferred to an electron of the internal 4f-shell of the 
erbium ion exciting it from the ground *Ii5/2 to the first 
excited 4Ii3/2 state (defect-related Auger excitation 
(DRAE) [5,6]. The efficiency of such a process is deter- 
mined by a close coincidence of the energy of the 
D° + e->D" transition and that of the 4I15/2 ->4I13 

transition. 
13/2 
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In the case of electroluminescence the capture of con- 
duction electrons by D°-centers leads to the disappear- 
ance of free charges transmitting the current, therefore 
a reverse process of ionization of deep centers should 
exist in high electric field. In the present work we demon- 
strate that excitation of erbium ions in electrolumines- 
cent structures is actually done by the DRAE mechanism 
and the role of reverse process supplying free electrons in 
the conduction band is played by multiphonon tunnel 
ionization of erbium-induced donors and D"-centers in 
electric field. 

The structures studied were films of a-Si: H<Er> with 
a thickness of as 1 um and a diameter of 1 mm deposited 
on a substrate from n-type crystalline silicon of 300 urn 
thickness. Aluminium electrical contacts were sputter 
deposited on the amorphous silicon film and the substra- 
te. EL was measured in the regime of stabilized current 
pulses at 100 Hz with a duty cycle of 1: 2. The light was 
collected by a system of lenses from the reverse side of the 
substrate and analyzed by double grating spectrometer 
supplied with a nitrogen-cooled germanium photodetec- 
tor. At direct bias (" + " at the upper aluminum contact, 
" — " at the n-type crystalline silicon substrate) only EL 
of free excitations (A as 1.16 um) from the substrate was 
observed at room temperature. At reverse bias both er- 
bium {k as 1.54 urn) and defect {X as 1.34 um) lumines- 
cence were detected. 

The temperature dependence of the erbium lumin- 
escence intensity for different currents through the 
structure is shown in Fig. la. Whereas the intensity of 
photo- and electroluminescence usually decreases at 
higher temperatures (i.e. suffers temperature quenching), 
in our case it is very low at liquid nitrogen temperatures 
but increases significantly while approaching the room 
temperature. For all the curves of Fig. la, maximum in 
the EL intensity is observed close to room temperature. 
The voltage drop on the structure measured as a function 
of the temperature in parallel with the EL measurements 
revealed a maximum at the temperature when EL inten- 
sity starts to increase, then decreased on the rise of 
temperature and had a slight minimum at the temper- 
ature of EL maximum (Fig. lb). 

The dependences of EL intensity and electric current 
through the structure on electric field measured at 
room temperature demonstrate close similarity: both 
quantities approach the exponential dependence on elec- 
tric field squared at high values of electric field. The 
intensity of erbium EL depends linearly on the excitation 
current. 

The electroluminescent structures studied are the 
structures of Al/a-Si: H<Er>/n+-c-Si/Al type, i.e. they 
have a Schottky barrier at the aluminum contact and an 
a-Si/c-Si heterojunction at the contact with the substrate. 
However, as we shall see later, in the El regime when high 
electric field is applied to the structure, the role of con- 
tacts is of minor importance. 
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Fig. 1. (a) Temperature dependence of the intensity of erbium 
EL at 1.54 um at reverse bias, (b) Temperature dependence of 
the voltage on the structure V. Currents through the structure: 
5 mA (1), 10 mA (2), 15 mA (3), 20 mA (4). 

Energy band diagrams of the electroluminescent struc- 
tures studied are shown schematically in Fig. 2a and b for 
direct and reverse bias, respectively. In Fig. 2b the pro- 
cess of excitation of erbium ion is also shown. (It should 
be mentioned that due to a high resistance of the 
amorphous layer the potential drop concentrates on the 
bulk of it). When direct bias is applied to the structure, 
holes travel through the amorphous layer to the crystal- 
line silicon substrate (cf. Fig. 2a) and luminescence of 
a free exciton from the n-type substrate is observed. At 
reverse bias erbium luminescence at the wavelength of 
1.54 urn is only seen. No erbium luminescence in the 
structure with the n-type substrate is observed at direct 
bias demonstrating the absence of electron current in this 
case whereas no exciton luminescence from the substrate 
is seen at reverse bias. Thus, our experimental results 
indicate a monopolar conduction in the structure. The 
current is transferred by holes in the case of direct bias 
and by electrons at reverse bias. The erbium ions are 
excited only by electrons captured by D°-defects. 

The position of the Fermi level f determined from the 
temperature dependence of electrical conductivity indi- 
cates that in a large range of erbium concentrations 
(1018-1020 cm"3) it is nearly independent of the concen- 
tration of erbium ions f as 0.5-0.45 eV below the edge of 
the conduction band), i.e. the Fermi level is pinned at 
a special position in the amorphous silicon bandgap, 
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n-c-Si 

0.805 eV 

Fig. 2. Energy band diagrams of the EL structure: (a) at direct 
bias, (b) at reverse bias. 

namely to the donor state induced by erbium-oxygen 
complex in amorphous silicon of the same nature as in 
crystalline silicon (cf. Ref. [7]). 

From the defect absorption coefficient a « 103 cm-1 

measured for our samples [5] the concentration of dangl- 
ing bond defects (D-defects) ND « 1018cm~3 can be 
deduced. Since the concentration of erbium in our struc- 
tures was by one order of magnitude higher, nearly all the 
D-centers captured additional electron from the donor 
levels and were in D" state. 

To construct a theoretical model which will permit the 
explanation of all our experimental results, we shall use 
two facts: (i) the erbium EL intensity 7L depends linearly 
on the current through the structure; in the whole range 
of currents studied and (ii) in sufficiently high electric 
fields applied to the structure both the EL intensity 
IL and the current j approach asymptotically the ex- 
ponential dependence on the electric field squared. We 
shall also introduce two assumptions the validity of 
which seems highly probable: (i) the mechanism of excita- 
tion of erbium ions in the case of electroluminescence is 
the same as that for photoluminescence [5], i.e. an Auger 
process of capture of free electrons from the conduction 
band by neutral dangling bonds (D°-centers) while the 
energy released in this process is transferred by Coulomb 
interaction to a 4f-electron of a nearby Er3+ ion 
(DRAE-process); (ii) the electric field applied to the struc- 
ture concentrates on the amorphous silicon layer where- 
as the voltage drop on the contact will be negligibly 

small. The validity of this assumption is based on a small- 
ness of the characteristic field in the contact at no bias 
and the large resistance of the amorphous layer. 

Now, we can write two principal equations of our 
model for the electric current and the EL intensity: 

j = qirnE, (1) 

h = cAnN°D-, (2) 

where q is the electron charge, ft the mobility of electrons, 
n the concentration of conduction electrons, E the elec- 
tric field applied to the structure, cA the DRAE-process 
contribution to the capture coefficient of free electrons by 
D°-centers, JVg the concentration of D°-centers, x and 
Tr are total and radiative lifetimes of erbium ion in the 
excited state, respectively. 

To satisfy the conditions JL ccj,IL cc/cc exp(£2/is2) 
we should admit that the only quantify which depends 
markedly on electric field is the concentration of conduc- 
tion electrons n; the dependence of the concentration 
n on the electric field should be described by the formula 

n = n0 exp (£2/£c
2), (3) 

where n0 is the equilibrium concentration of conduction 
electrons, £c is a characteristic electric field. The depend- 
ence given by Eq. (3) corresponds to thermally activated 
tunnelling of electrons from deep centers [8]. 

Since the dependence of both the current and the 
intensity of erbium luminescence on electric field is con- 
trolled mainly by exponent entering expression (3), these 
dependences as practically similar and the luminescence 
intensity is linear in electric current in agreement with the 
experiment. From the dependence ln(JL) ~ E2 we have 
obtained the value of the characteristic field 
Ec = 1.6 x 105 V/cm and calculated the tunnelling time 
T2~3X10~

14
S in an order-of-magnitude agreement 

with the results obtained for other defects and other 
semiconductors [8]. 

In the lowest approximation we should not consider 
the dependence on electric field of the electron mobility 
ß and concentration of D°-centers iVg. 

Therefore, the experimental results lead to the con- 
clusion that the concentrations of negatively charged 
D-centers and neutral donors are nearly unaffected by 
the electric field and in the calculations we can use their 
equilibrium values. 

It is the pinning of the Fermi level to the position of the 
donor state that makes possible the situation when elec- 
tric field influences strongly the concentration of free 
electrons with nearly no effect on the concentrations of 
D° and D"-centers. However, these can be changed by the 
temperature: the rise of temperature will lead to a redis- 
tribution of electrons between D-levels and donors. 

Using the expression for equilibrium concentration of 
D°-centers, we arrive at the following formula for the 
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temperature dependence of EL intensity in the regime of 
constant current: 

h = CAND exp 
kT   J q/iEj Tr 

(4) 

where Eh the electric field applied to the structure at the 
current j, depends only weakly on the temperature, and 
£_ is the position of the D~ -level. 

From the data presented in Fig. 1 it is seen that the 
V(T) dependence, where V = E/d is the voltage at the 
structure, has a maximum in the temperature region 
where the EL intensity rises with the temperature. This 
situation can be described within our model. In fact, we 
can express the electric field (voltage at the structure) via 
the current density. 

E = EQ /log J 
' qim0E' (5) 

where in the logarithm argument we can approximately 
substitute E0 for E. For the temperature dependence of 
the field E which is determined both by the dependence 
log n0 ~ C/T and that of the characteristic field £c we 
obtain 

v-l/2 

(X + X0) 
.3/2' (6) 

where x = 1/T, x0 is a constant connected with the so- 
called tunnelling time of an electron (see Ref. [8]). The 
temperature dependence of the EL intensity 7L is given 
by 

1 
exp(-|C-e_|x). (7) 

Fig. 3. Calculated temperature dependences of the intensity of 
erbium EL, IL (curve 1) and the voltage on the structure, 
V (curve 2) in the constant current regime. 

erbium luminescence increased with the temperature rise 
and exhibited a maximum near room temperature. 

Excitation of erbium is determined by an Auger pro- 
cess involving capture of conduction electrons by D°- 
centers with the energy transfer to 4f-electrons of the 
erbium ion due to Columb interaction. The stationary 
state is kept by multiphonon tunnel ionization of nega- 
tively charged dangling bonds (D~-centers) and donors 
induced by introduction of erbium ions into amorphous 
silicon. The theoretical model proposed describes quant- 
itatively the whole collection of experimental data. 

This work was partially supported by the Russian 
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Swedish Natural Science Research Council for financial 
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In Fig. 3 temperature dependences of V = E/d and 
iL calculated from formulae (6) and (7) are given. It is 
clear that the dependences obtained are in reasonable 
agreement with the experimental data. 

At low temperatures the ionization of deep centers 
in strong field occurs due to tunneling without the par- 
ticipation of phonons and the EL intensity would be 
temperature-independent in agreement with our 
measurements. 

In conclusion, we have studied electroluminescence 
(EL) of erbium-doped amorphous hydrogenated silicon 
in the temperature range 77-300 K. The intensity of 
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Abstract 

In order to make predictive models of transition metal gettering during semiconductor processing, a complete 
understanding of the process variables in high temperature ranges is essential. These variables are the internal gettering 
site density and capture radius, the intrinsic metal solubility, silicon doping level, the band gap, the effective density of 
states of the conduction and valence bands, and the transition metal defect level position in the gap. The least understood 
of these parameters is the temperature dependence of the transition metal defect level position. The work of Gilles et al. 
and McHugo et al. demonstrates that the doping enhancement of the solubility of Fe in p-type silicon vanishes at 
temperatures above 1000°C. They model this behavior by proposing movement at high temperature of the defect level for 
interstitial Fe from within the energy gap into the valence band. We explore the available models for Si effective density of 
states as a function of temperature and generate a third density of states model based on 0 K ab initio band structure 
calculations with the temperature-appropriate carrier occupations given by Fermi-Dirac statistics. We also consider 
uncertainty in Ec in the processing temperature regime. We show that uncertainties in the Si intrinsic properties database 
in the processing temperature regime can account for the available dopant-enhanced solubility data by assuming that 
£T remain at a constant fraction of Ec. To quantitatively model gettering processes at high temperatures, more reliable 
estimates are needed for the densities of states of the conduction and valence bands, Ea and the behavior of defect levels 
as temperature rises. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si; Effective density of states; Fe; Defect level; Processing temperature 

1. Introduction 

The presence of transition metals in silicon device 
processing has deleterious effects on performance, yield 
and reliability. In silicon photovoltaics, we are concerned 
with the impact transition metals have on minority car- 
rier lifetime and thereby efficiency. For integrated circuit 
applications, we are concerned with gate oxide integrity 
and device parameter homogeneity across a wafer. For 
this reason, a quantitative understanding of transition 
metal equilibria and kinetics at high temperature is 

♦Corresponding author. Tel.:  + 617-253-6907; fax 617-253- 
6782. 

E-mail address: alsmith@mit.edu (A.L. Smith) 

needed in order to design gettering processes through 
accurate simulation. We explore the case of interstitial Fe 
(Fej), however, the method is quite general and can be 
extended to other deep-level impurities in a semiconduct- 
ing host. 

Researchers measuring Fe-dopant-induced solubility 
enhancement in p-type Si have found the enhancement to 
be less than they expected at temperatures ~ 1000°C 
and have proposed an instability of the well-known Fe, 
defect level (ET) as these high temperatures are ap- 
proached [1,2]. However, in order to infer the behavior 
of Fe in the processing temperature regime, we first need 
to complete our understanding of silicon at these temper- 
atures. 

In order to model dopant-enhanced solubility of de- 
fects in Si quantitatively, we need to understand the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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temperature dependence of the various defect levels and 
Si parameters with precision. With regard to the defect 
Fe, E7, the Fermi level (EF), and the intrinsic carrier 
concentration (n,) are the controlling parameters. The Si 
materials parameters, EF and n{, in turn depend on the 
effective density of states (DOS) of the conduction and 
valence bands (Nc and JVV, respectively) and the 
semiconductor band gap (EG). In the work presented 
here, we demonstrate that uncertainties in the Si intrinsic 
properties database in the processing temperature regime 
can account for the available dopant-enhanced solubility 
data by assuming that ET remain at a constant fraction 
of EG. 

2. Doping-enhanced solubility 

Heavy p-doping increases the solubility of donor and 
interstitial transition metal impurities. This effect is 
driven by electron-hole equilibria and defect pairing to 
ionized acceptors which we model with defect reactions 
[3-7]. The intrinsic solubility of Fe in Si [8] represents 
the undoped reference level. The solubility in silicon is 
governed by the equilibrium between Fe from an external 
source with Fe; donors in solid solution in the Si matrix. 
In p-type silicon, increased ionization of Fe; and pairing 
of Fe* to ionized acceptors (As") contributes to solubility 
enhancement. 

The quantitative calculation for the ratio of ionized to 
neutral charge states for Fe; is given by Fermi-Dirac 
statistics for the defect level. The equilibrium constant for 
ionized Fei+ • As~ pair formation is given by Kimerling et 
al.[9]. Increased p-type doping increases dopant-en- 
hanced solubility by moving EF with respect to the Fe; 
ionization level. As more Fe; is positively ionized, pairing 
becomes more likely. 

3. Si in the processing temperature regime 

Our interest in Si can be categorized into three temper- 
ature regimes: measurement, device operation, and pro- 
cessing. Most of our theoretical and experimental under- 
standing of silicon is from very low temperatures, ap- 
proximately 0 - 400 K, in the measurement temperature 
regime. This temperature regime overlaps reasonably 
with the temperature regime of device operation, pre- 
dominantly between 200 and 500 K, providing accurate 
data for device simulation. For the case of the much 
higher temperatures of the processing temperature re- 
gime, approximately 700 - 1300 K, simulations currently 
rely heavily on extrapolations from the measurement 
temperature regime. In order to predict the interaction of 
defect levels with EF, we need to understand the variation 
of Nc, Ny, and EG at high temperature. It is necessary to 
extrapolate currently available values of these para- 

meters well beyond the range of available measurements. 
In doing so, we gain an appreciation for how the uncer- 
tainty at processing temperatures will affect our calcu- 
lations for dopant-enhanced solubility of Fe in Si. 

The available models for Nc and JVV show disagree- 
ment even in the measurement temperature regime. The 
routinely used T3/2 model found in classics such as Sze's 
Physics of Semiconductor Devices [10] is based on a para- 
bolic band approximation. Si, however, is known to 
deviate from this approximation even at low temper- 
atures. The valence band most strongly defies this cat- 
egorization due to a lack of parabolicity in energy, an- 
isotropy in the constant energy contours and the effect of 
spin-orbit coupling. At processing temperatures, the 
parabolic approximation is inadequate for both Nc and 
Ny. A more realistic empirical fit to data up to 500 K is 
provided by Green [11]. While the Green relation is 
a better fit to the experiment, it is only valid to 500 K and 
it is not valid when the Boltzmann approximation breaks 
down, such as in the case of degenerately doped material. 
This limitation is due to the fact that density of states 
effective mass is, in general, both temperature and energy 
dependent (see, for example Ref. [12]). 

In order to generate a more physically reasonable 
method for EF determination in the processing temper- 
ature regime, we determine the 0 K DOS from first 
principles using density functional theory within the local 
density approximation (LDA) with the Vienna ab inito 
simulation package (VASP) [13,14]. The LDA band 
structure-generated DOS has been shown to correlate 
with experiment better than the parabolic band model 
[15]. VASP numerically solves the LDA Kohn-Sham 
equations using ultra-soft pseudopotentials [16,17] and 
a plane wave basis set. A cut off energy of 300 eV was 
used. The exchange and correlation functional was that 
of Ceperley and Alder [18] as parameterized by Perdew 
and Zunger [19]. fe-space sampling was performed with 
the method of Monkhorst and Pack [20] using an 
18x18x18 grid, /c-space integrations were performed 
using the linear tetrahedron method including correc- 
tions according to Blöchl et al.[21]. We perform a rigid 
energy shift to correct for EG which is well known to be 
underestimated by LDA. We then use Fermi-Dirac stat- 
istics (F-D) with numerical integration and EG(T) to 
determine EF(T) as dictated by the charge neutrality 
condition. Certain limitations of the calculation include 
neglecting spin-orbit coupling and greater inaccuracy in 
calculating excited states. On the other hand, this method 
can be used in the degenerately doped regime without 
resorting to the parabolic band approximation. In Fig. 1, 
we compare the calculated DOS with those given by 
a parabolic approximation to illustrate that they are very 
different even in the regions near the valence and conduc- 
tion band edges. In fact, within ~ kT of the band ex- 
trema, the DOS varies approximately linearly with E as 
opposed to the E1/2 variation for the parabolic model. 
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Fig. 1. Comparison of the density of states as a function of 
energy obtained ab initio to the density of states for a parabolic 
approximation to the valence and conduction bands. 

There are additional concerns with DOS modeling at 
processing temperatures. All three of these models rely on 
the assumption that the band structure is not signifi- 
cantly altered as temperature increases. In the processing 
temperature regime, we need to consider the influence of 
phonons on the band structure. Other factors that also 
need consideration are thermal expansion and the influ- 
ence of the energy level occupations found at high tem- 
perature. The method we have developed for modeling 
DOS as a function of temperature is a physically reason- 
able starting place for determining EF in the processing 
temperature regime, but it is by no means an ending 
point. 

In Fig. 2, we compare EF for both the case of intrinsic 
Si and for Si with an acceptor concentration (NA) of 1019 

cm""3 using the three DOS models discussed. The esti- 
mate using the ab initio calculated DOS falls between the 
curves calculated with Nc and iVv by the T3'2 model and 
the extrapolation of Green's relations. It is important to 
note that EF is quite sensitive to the DOS model used, 
varying by more than 0.1 eV at the highest temperatures 
shown. 

Since EF is not a measurable quantity, we look at 
estimates of dopant-enhanced solubility generated using 
the different DOS models. Fig. 3 displays calculations of 
Fe solubility for JVA = 1.5 x 1019 cm"3 with each DOS 
model assuming Er remains at a constant fraction of the 
gap. The solid line shows the intrinsic Fe solubility. The 
curve predicting the greatest dopant-enhanced solubility 
was generated using again the T3/2 model, however for 
this case, the Boltzmann approximation is used to deter- 
mine EF. The significant difference between this curve 
and that of the same DOS model with F-D integrals 
determining EF demonstrates the importance of using 
the appropriate carrier statistics. Due to the extremely 
high doping level, F-D are needed. 

Also in Fig. 3, we overlay the data of McHugo et al. 
The data is fit within error by the calculations using our 
DOS method and the T3/2 model, with no instability of 
£T required. The calculation using the Green extrapola- 

400    600    800   1000  1200 
Temperature (C) 

Fig. 2. Calculated values of £F as a function of temperature for 
three different density of states approximations in the intrinsic 
(upper three curves) and heavily doped (bottom three curves) 
regimes. The dashed lines corresponds to £F using the ab initio 
density of states the solid lines are determined with Green's 
JVC and Nv and the dotted lines were obtained with the 
T3/2 using the data from Sze. 
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Fig. 3. Comparison of calculated dopant-enhanced solubility of 
Fe in Si as a function of temperature using different density of 
states approximations while assuming ET remains at a constant 
fraction of EG. The doping level is NA = 1.5 x 1019 which corres- 
ponds to the doping level of the Si investigated by McHugo et al. 
(solid squares denote their data points). With the exception of 
the fine dotted line, all calculations were performed using 
Fermi-Dirac statistics to calculate EF. A comparison between 
the fine dotted line (£F obtained with the Boltzmann approxi- 
mation for the T3/2 model) and the dashed double-dot line 
illustrates the error generated using the Boltzmann approxima- 
tion. The solid line represents the intrinsic Fe solubility. 

tion underestimates for the data point at 1000°C. The 
T3/2 model when used with the Boltzmann approxima- 
tion overestimates the concentration at 1100°C. 

The last parameter we require knowledge of in the 
processing temperature regime is EG. Again, we have no 
reliable expression at these extreme temperatures. That 
most commonly used was derived by Varshni [22] with 
fitting parameters valid to 750 K extracted by Alex et 
al.[23]. We have used this relation in the calculations 
above, but note that extrapolations of empirically based 
polynomials beyond their regime of validity are notori- 
ously unreliable. 
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Fig. 4. Comparison of calculated dopant-enhanced solubility of 
Fe in Si for different temperature dependencies of £G. ET was 
held a constant fraction of the gap and we use the T3'2 model for 
effective density of states. The dashed line was calculated using 
the Varshini relation for EG with the parameters of Alex et al. 
while the dotted curve calculation relies on the extrapolation of 
a semi-empirical model for EG. 
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Fig. 5. Comparison of calculated dopant-enhanced solubility of 
Fe in Si for different temperature dependencies of the Fe defect 
level, ET, in the gap. Dotted line was calculated assuming that 
ET is a constant distance from the valence band edge. For the 
dot-dashed curve, ET was held a constant fraction of the gap. 
The dashed curve was obtained by assuming that ET is a con- 
stant distance from the conduction band edge. The solid line 
denotes intrinsic solubility. 

A semi-empirical expression has been developed 
[24,25] and fit [26] over the 0 - 300 K temperature 
range. Extrapolations to higher temperatures are consis- 
tent with extrapolations of a linear fit valid up to 
415 K[10]. The extrapolations of these relations from 
415 to 750 K diverges significantly from the expression 
based on Varshni's model. Nevertheless, we calculate 
dopant enhanced solubility comparing the two sets of 
EG(T) to observe the impact that uncertainty in EG has 
on our predictions. Fig. 4 shows these results where again 
we assume £T remains at a constant fraction of the gap 
and we use the T3/2 model for Nc and NY. Note that for 
the data point at 1100°C, the semi-empirical EG calcu- 
lation is no longer within error. 

4. Defect properties in the processing regime 

In addition to the temperature dependence of funda- 
mental properties of the host material, quantitative 
prediction of dopant-enhanced solubility for a defect 
requires the temperature dependence of (i) any defect 
level in the gap and (ii) relevant parameters for reac- 
tions of the defect with other species in the host matrix. 
For the case of Fe in p-type Si, these parameters are 
£T and EB. 

For the dopant-enhanced solubility calculations con- 
tained in this paper, we focus on temperatures above 
700°C where pairing has negligible impact on the solubil- 
ity enhancement. Nevertheless, to generate a complete 
understanding of the dopant-enhanced solubility at all 
temperatures, the exact temperature dependence of 
EB should be determined. 

Motion of ET within the gap will affect the ionization 
statistics and thereby the dopant enhanced solubility of 
Fe in p-type Si. The defect level of a species which is very 

foreign to its host matrix is expected to behave indepen- 
dently from the band edges. 

In Fig. 5 we show calculations based on three cases of 
ET behavior as temperature is increased and EG narrows: 
(i) ET stays at a constant fraction of EG, (ii) ET a fixed 
energy from the valence band edge, and (iii) ET a fixed 
energy from the conduction band edge. Defect level posi- 
tion does affect the results, as expected, however, only the 
case with ET a constant fraction of EG is within error of 
the experimental data. 

5. Conclusion 

The commonly used T3/2 model is not accurate even in 
the device operation regime and the available relations of 
Green do not extend past 500 K. We have constructed 
a DOS model using ab initio calculations and temper- 
ature-appropriate Fermi-Dirac statistics to generate 
a more physically motivated extrapolation of DOS into 
the processing temperature regime. Nevertheless, much 
remains to be explored about high temperature effects on 
the band structure. The available data of dopant-en- 
hanced solubility of Fe in Si can be modeled within error 
assuming ET remains at a constant fraction of EG by 
either the T3/2 model for Nc and JVV or the ab initio 
DOS. There is no evidence at this time for instability of 
ET, however more accurate data for the Si DOS and 
EG in the processing temperature regime will shed light 
on the temperature dependence of ET. 
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Abstract 

Ion implantations of radioactive 57Mn+ into differently doped silicon single crystals held at 300-600 K have been 
utilized for 57Fe Mössbauer studies of interstitial and substitutional Fe. Site and charge state assignments have been 
made on the basis of the determined hyperfine interaction parameters and Debye temperatures. Substantial fractions of 
substitutional "Mn probe atoms are proposed to occur due to annealing reactions. This site is maintained in the 
subsequent decay to 57Fe by < 50% of the 57Fe atoms, the remainder is displaced by recoil effects into interstitial 
sites. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Among the 3d metal impurities in silicon iron can be 
said to be one of the best studied. However, this state- 
ment holds true almost exclusively for interstitial iron, 
Fej, only and complexes formed with it, whereas little is 
known about substitutional iron, Fes [1]. In intrinsic 
silicon the low total Fe solubility is attributed entirely to 
neutral Fe? and no signal from Fes has been detected [1]. 
This holds also for p- and p+-type material, where, how- 
ever, solubility enhancements by orders of magnitude are 
found for temperatures < 1000°C [2,3]. This is due to 
both the occurrence of ionised Fe;

+, related to the well- 
known Fe?/+ donor level at £v + 0.38 eV, and the 
formation of variously charged Fes-acceptor complexes 
at low temperature. The donor level was concluded to 
shift towards the valence band with increasing temper- 
ature and to merge with it at about 1000°C. In n+- 
type material even larger solubility enhancements are 

* Corresponding author. Tel:   + 45-894-22899; fax:   + 45- 
861-20740. 

E-mail address: gw@ifa.au.dk (G. Weyer) 

attributed to the occurrence of substitutional Fes form- 
ing multiple acceptor centres and pairs with donors [2]. 
Simultaneously the Fe diffusivity decreases owing to the 
immobility of Fes and Fes-donor pairs. The behaviour of 
Co and Mn in heavily doped material was generally 
similar to that of Fe [2]. For Mn not only in n-type but 
also in intrinsic material substitutional Mns was con- 
cluded to be the dominant species. Utilizing radioactive 
57Co tracers, by 57Fe Mössbauer spectroscopy (MS) as- 
signments were made for both the spectra of Fes and 
Fes-donor pairs in n+-type material and those of Fer 

acceptor pairs in p-type material [2,4]. According to Ref. 
[1] all other experimental evidence for the existence of 
substitutional Fe was obtained in irradiated materials 
either by EPR [5] or by MS [6-8]. Theory predicts no 
band-gap states for Fes [9-11] and calculations of the 
57Fes isomer shift [7,12] are in reasonable agreement 
with each other and with the assignments made in Refs. 
[6-8], whereas these isomer shift values are significantly 
different from those given for 57Fes in n+-type silicon 
[2]. 

In this contribution we present further evidence for 
an unambiguous identification of the Mössbauer spec- 
trum of Fes in differently doped materials and mention 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00478-0 
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briefly also new results for Fei. The experimental 
approach as described in Ref. [8] is different from pre- 
vious procedures. Short-lived radioactive "Mn isotopes 
(Ti/2 = 1.5 min) are implanted and a substantial anneal- 
ing of the radiation damage from the implantation pro- 
cess is achieved during the "Mn lifetime at 400-600 K 
prior to the decay and the measurement of the 57Fe 
Mössbauer spectra at those temperatures. However, ow- 
ing to an average decay recoil energy of <£R> = 40 eV 
imparted on the 57Fe daughter atoms, a sizeable fraction 
is expelled mainly into interstitial sites. (Note that the 
recoil energy and the 57Mn half-life were erroneous in 
Ref. [8].) 

2. Experimental 

Isotope separated beams of radioactive 57Mn+ ions 
were implanted with an energy of 60 keV into silicon 
samples at the ISOLDE facility at CERN [13]. The 
samples were mounted in an implantation chamber [14] 
and held at temperatures of 300-600 K. About 1011 

ions/cm2 were implanted into each sample for each 
measurement at five different temperatures. P-type 
(3 x 1018 B/cm3), n-type (5 x 1014 P/cm3), and n+-type 
(3-4 x 1020 P/cm3) samples were employed. Mössbauer 
spectra were measured with a resonance detector [15] 
equipped with a stainless steel converter foil enriched in 
57Fe. The isomer shifts, 6, are given at 298 K relative to 
a-iron. 

3. Results and discussion 

As discussed previously [8], accurate determinations 
of the isomer shifts for the lines assigned to interstitial Fe 
on tetrahedral sites and substitutional Fe, revealing the 
anticipated Fermi-level dependence, have hitherto been 
hampered by the presence of a quadrupole-split line in 
spectra from ion implantation studies [6-8]. This line, 
attributed to a 'damage site' of unknown nature, showed 
substantial annealing between 77 and 297 K [6,8] and is 
here found to be annealed completely in p- and n-type 
material at 480 K, where only a 10% spectral fraction 
remained in n+-type material. Spectra measured at 
533 K are shown in Fig. 1, where the three lines found in 
the spectra are indicated; their parameters (from simulta- 
neous fits for 480-573 K) are gathered in Table 1. The 
narrow lines are assigned to Fe^t) on tetrahedral sites 
and Fes, respectively, the broad lines, labelled Feu, have 
not been reported previously. The Debye temperatures, 
9, obtained from the fit have large uncertainties, however, 
the more precise ratios of the corresponding Lamb- 
Mössbauer factors establishes their ordering. The Debye 
temperatures, deduced here for the first time, clearly 
reflect the substitutional and interstitial nature of Fe and 

-1.5     -1.0     -0.5     0.0      0.5      1.0      1.5 

Velocity [mm/sec] 

Fig. 1. 57Fe Mössbauer spectra measured at 533 K for n+-, n-, 
and p-type silicon single crystals. The analysis in terms of three 
different lines is indicated. 

Table 1 
Mössbauer parameters and site assignments for the individual 
components in the spectra 

Line öa 
<7b'< A eD(K) 

assignment (mm/s) (mm/s) (mm/s) 

Fes(t, n
+) 0.813(9) 1 _ } 

Fej(t, n) 0.802(10) >0.09(1) - >246(10) 
Fe,(t,p) 0.790(9) J - J 
Fes - 0.026(10) 0.11(2) - 442(30) 
Fe„(n,p) 0.37(4) 0.24(4) 0.38(10) 232(80) 
Fe„ (n+) 0.21(3) 0.31(5) 0.41(10) 318(20) 

"Relative to the center of the spectrum of a-Fe. 
bThe additional Gaussian broadening of the lines, all lines have 

the same Lorentzian width of 0.35(1) mm/s. 
"The line broadening given for the interstitial iron is the line 

broadening at 480 K. 

corroborate the site assignments made on the basis of the 
isomer shifts previously. For Fes a mass defect approxi- 
mation yields a value of 9 « 440 K, which is in agreement 
with the experimental value. The pronouncedly lower 
value for Fe;(t) suggests that the Debye temperatures 
enable a distinction between interstitial and substitu- 
tional sites. This then gives an indication as to the nature 
of the new broad lines. The Feu(n,p) lines have the same 
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Mössbauer parameters in n- and p-type material and the 
low Debye temperature implies an interstitial Fe loca- 
tion. The difference in the isomer shift to those for Fe^t) 
and a small quadrupole splitting indicate a rather differ- 
ent location in a site of non-cubic symmetry. The line in 
n+-type material, Feu(n

+), is distinguished from this line 
by a different isomer shift and a larger Debye temper- 
ature in particular. This points to an unusually stable 
interstitial location or to a perturbed substitutional site. 

In the analysis the line broadening due to the stainless 
steel absorber material was taken into account by 
a Gaussian broadening of the Lorentzian lines. At 480 K 
the Fe; and Fes lines show no further broadening, how- 
ever, at the highest temperatures the Fe; lines broaden 
whereas the Fes line width stays constant. The line widths 
of the new broad lines are much larger and not well 
determined except for n+-type material, where it is ap- 
proximately constant. The broadening of the lines as- 
signed to interstitial Fe^t) sites is obviously related to the 
onset of diffusions, i.e. a few diffusional jumps occur 
within the lifetime of the excited nuclear state (140 ns), as 
observed previously [16]. This issue will be addressed in 
a forthcoming paper. 

From the spectral intensities of the lines population 
fractions for the different Fe lattice sites have been cal- 
culated within a Debye model. The annealing of the 
quadrupole-split line of the 'damage site' leads predomi- 
nantly to an increase of the Fes fraction, whereas the 
Fe;(t) fraction is approximately constant up to 480 K and 
the same ( « 60%) in all materials at that temperature. 
This gives evidence that the Fe^t) fraction results from 
recoiling Fe atoms irrespective of the lattice location of 
the Mn parent atoms. The annealing behaviour observed 
concordantly in all experiments [6-8] with different im- 
planted 3d probe atoms, i.e. Co, Fe, and Mn, suggests 
that substitutional sites are occupied by substantial frac- 
tions upon annealing. This can be attributed to the high 
concentration of vacancies in the radiation damage cas- 
cade created by the implanted ion. Given this lattice 
location, the Mns probe atoms can be considered immo- 
bile, whereas the diffusivity of Mnj would result in diffu- 
sion lengths during its lifetime, which exceed the dimen- 
sions of the damage cascades and the implantation depth 
for the highest temperatures, if no trapping occurs. How- 
ever, this fraction may interact with lattice defects and 
impurities. It is well known that in the temperature range 
investigated mobile Mni as well as Fei form pairs with 
B [17,1] in p-type material; the Mössbauer parameters of 
the Fei-B pairs are also known [4]. The absence of any 
indications for these lines in the present spectra is either 
due to a complete relocation of the recoiling Fe atoms 
from the pairs or a preferential substitutional location in 
the implantation and annealing processes. The recoil 
effects for atoms located initially on interstitial or substi- 
tutional sites are likely to be different. An interstitial 
relocation appears most probable in both cases, whereas 

the probability to remain on the initial site should be 
higher for substitutional than for interstitial location 
considering the difference in the Debye temperatures, i.e. 
in the bond strength. A replacement collision of a recoil- 
ing Fe atom with Si atoms should have a low probability 
due to the low recoil energy and the large mass difference. 
These considerations are in accordance with the domi- 
nant interstitial fractions observed. If those are recoil- 
produced, the atoms can be considered to be statistically 
distributed on interstitial sites making the probability of 
having a lattice defect or an impurity in the local atomic 
surrounding very small. Thus, the differences observed 
for the isomer shifts in n- and p-type material can be 
attributed to the Fermi-level dependence. The Fermi- 
levels are not accurately known due to an unknown 
potential influence of the residual radiation damage. 
However, for the heavily doped materials the Fermi 
levels can be safely assumed to be in the upper and lower 
halves of the band gap, respectively. As discussed pre- 
viously [8] then the decay should lead to Fe? and Fe* 
states in n+- and p-type material, respectively. The 
isomer shift values given in Table 1 at 298 K (corrected 
for the second-order Doppler shift) are more accurate 
than previous values [6-8], which mostly deviate from 
the present values however, by less than 2a. A more 
detailed discussion of the results for Fe?/+ is postponed 
until a further analysis of the more comprehensive set of 
data. 

The origin of the substitutional fraction is to a large 
extent attributed to the substitutional location of the Mn 
parent atoms upon annealing of the 'damage site'. The 
recoil in the subsequent decay does not alter this location 
for a certain fraction of the Fe daughter atoms. The 
isomer shift for the substitutional line is the same in p- 
and n-type material within error bars. Considering the 
known Mn?/+ band-gap state [18], Mns should be neu- 
tral in the n-type material and then the ß~-decay leads to 
positively charged Fes

+. In the p-type material the decay 
of Mns

+ leads initially to Fe?+. However, as this state is 
a resonance state in the valence band [9,18] it should be 
filled within times shorter than the lifetime of the Mös- 
sbauer state (140 ns) and thus again Fes

+ results. The 
narrow line width is consistent with Td symmetry. The 
centre is therefore most likely not the same as a Fei+- 
vacancy centre observed by EPR in e"-irradiated, mod- 
erately doped p- and n-type silicon, where the Fe atom is 
proposed to be slightly displaced from the substitutional 
site [5]. This should lead to a quadrupole-split or at least 
broadened Mössbauer line. This appears consistent with 
the characteristica of the Feu(n

+) line, which, however, is 
unlikely also to be due to a Fes

+ charge state. If it is due to 
substitutional Fe, the MS data indicate a neutral charge 
state, i.e. the Fes

0/+ state would be in the upper half of the 
band gap. The isomer shift, 8 = 0.41(1) mm/s, of a broad 
line (F = 0.78 mm/s) assigned previously to Fes in n+- 
type material [2] is however, significantly different from 
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the present value. This line converts reversibly 
(600-900°C) into a quadrupole-split doublet with the 
parameters: ö = 0.07(2) mm/s, r = 0.64 mm/s and 
A = 0.79 mm/s, assigned to Fes-P pairs. Both lines have 
the same but unknown Debye temperature. The former 
line could be contained in the Feu(n

+) line found in the 
present investigation. Note that in our analysis this line 
was found to be analysed best with a quadrupole-split 
doublet, where the components, if interpreted as a single 
lines, would have isomer shifts of + 0.41 and + 0.05, 
respectively. The former value agrees with that of Ref. 
[2], the latter is close to that assigned here to Fes

+ and 
agrees with that of possibly neutral Fes"-P+ pairs. Thus it 
appears conceivable that these lines could be due to the 
neutral Fes° and/or to (multiply) charged Fes~n acceptor 
states in the upper half of the band gap. The relatively 
high Debye temperature determined here appears consis- 
tent with a substitutional Fe location. In this context, the 
large line width observed in both investigations could 
result from the simultaneous presence of different charge 
states having different isomer shifts. Theoretical values 
for the isomer shift of Fes° [6,7], are too uncertain to 
warrant a reliable identification of that charge state, 
however, they are not inconsistent with the supposition 
given above. 

In summary: The generally similar behaviour of the 3d 
elements in question under ion implantation conditions 
in all material types and under diffusion conditions in 
n+-type suggests that the occurance of substitutional 
impurities is correlated to the presence of high vacancy 
concentrations. In implanted material these are created 
athermally, whereas in n+-type material evidence for 
their presence in high concentrations in thermal equilib- 
rium has been found [19]. In n- and p-type material the 
Mössbauer parameters of substitutional Fe, assigned to 
Fes

+, are well determined and in reasonable agreement 
with theoretical expectations. The results for n+-type 
material are less clear-cut. One or more broad lines are 
found within a range of isomer shifts, these are tentatively 
assigned to Fes° and differently charged Fes"

n states in the 
upper half of the band gap. The substitutional fractions 
are large in all ion implanted material types. Given the 
recoil production of the interstitial fraction, they amount 
to « 100%. This finding for ion implanted material may 
be of relevance also with respect to the importance of 
a suppression of 3d metal impurity contaminations in 
device technologies. 
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Abstract 

We have implanted the radioactive probe atom 67Cu (t1/2 = 61.9 h) into single-crystalline Si. Monitoring the 
ß~ emission yield from the decay of 67Cu to 67Zn as a function of angle from different crystallographic directions allows 
to determine the lattice location of the Cu atoms by means of the emission channeling effect. We give direct evidence that 
the majority of implanted Cu occupies near-substitutional sites. As most-likely lattice location we suggest a displacement 
of 0.51(7) A along <1 1 1> directions from substitutional sites to bond center positions. The annealing behavior shows 
that near-substitutional Cu is remarkably stable, and we estimate a dissociation energy of 2.2(3) eV. © 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 

Cu represents a widespread contaminant in Si process- 
ing [1] and is responsible for several deep levels [2]. 
These deep levels act as recombination centers for elec- 
trons and holes, and hence are usually detrimental for the 
performance of electronic devices. Since Cu is also the 
fastest interstitial diffuser in Si (migration energy 
Em = 0.18 eV) [3] with a very low intrinsic room-temper- 
ature solubility, it shows a strong tendency to precipitate 
or to react with various defects (cf. Ref. [1] and references 
therein). Among these are acceptors, and damage-related 
centers such as divacancies [4], dislocations, implanta- 
tion defects, or voids [5]. The binding of Cu to these 
defects may be used beneficially in order to getter Cu 
within regions away from the active region of electronic 
devices. 

The basic knowledge on the lattice sites of Cu in Si is 
very poor [1], despite its significance as a deep impurity 
and its technological role as potential contaminant in Si 
processing. Theory [6-8] as well as analogies to the other 

3d and IB metals in Si [9,10] and to Cu in Ge [11,12] 
suggest that both tetrahedral interstitial and substitu- 
tional Cu may exist. Electron paramagnetic resonance 
(EPR) [13] and photoluminescence (PL) [14] have been 
able to detect a number of Cu-related signals with less 
than cubic symmetry which are supposed to be due to 
Cu-Cu pairs. Direct lattice location techniques such as 
ion beam channeling cannot be applied at low Cu con- 
centrations, and at higher concentrations Cu forms pre- 
cipitates. 

In this contribution we report on first results of 
ß~ emission channeling [15] lattice location experiments 
using the radioactive isotope 67Cu (r1/2 = 61.9 h) im- 
planted into single-crystalline Si. The ß~ particles emit- 
ted during the decay from 67Cu to 67Zn (maximum 
energy 577 keV) experience channeling effects along 
major crystal axes and planes. Monitoring the angular- 
dependent ß~ emission yield by means of a position- 
sensitive electron detector as a function of angle from 
<1 0 0>, <1 1 0> and <1 1 1> directions allows to directly 
determine the lattice location of 67Cu. 

»Corresponding   author.   Tel.:    + +32-16-327617;   fax: 
+ +32-16-327985. 

E-mail address: ulrich.wahl@fys.kuleuven.ac.be (U. Wahl) 

2. Method 

Clean beams of 60 keV radioactive Cu isotopes are 
available from newly developed laser ion sources at 
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CERN's on-line isotope separator ISOLDE [16]. Im- 
plantations of 67Cu into an n-Si: P float zone (FZ) 
grown single crystal (resistivity 700-1300 £1 cm, <1 1 1> 
orientation, implanted dose 3.8 x 1012 cm"2) were done 
at room temperature, under 7° towards the surface 
normal of the sample and using a 1 mm beam spot. 
A position-sensitive Si detector was used in order to 
detect the emitted ß~ particles. The same detection sys- 
tem was already applied in our previous experiments on 
the lattice location of rare earths in Si, and is described 
in more detail in Refs. [17,18]. Emission channeling 
patterns were extracted for the integral energy range 
from 97 to 600 keV. The value of 97 keV has been chosen 
as lower boundary in order to exclude the 84 and 92 keV 
conversion electrons emitted from the well-known 9.2 us 
Mössbauer state in 67Zn, which is populated from the 
67Cu decay. 

In order to deduce the Cu lattice location from the 
ß~ emission patterns we have carried out computer 
simulations of ß~ emission yields, based on the dynam- 
ical theory of electron diffraction [15]. To approximate 
the continuous ß~ energy spectrum of 67Cu, simulations 
were done for electron energies from 100 to 550 keV in 
steps of 25 keV, and the results were averaged according 
to the theoretical spectral ß~ distribution. We calculated 
characteristic two-dimensional patterns of electron emis- 
sion probability within a range of + 3° around the 
<1 1 1>, <10 0> and <1 1 0> directions in steps of 
Ax = Ay = 0.05°. Due to limitations in computing time, 
however, we had to restrict ourselves to lattice sites with 
trigonal or tetragonal symmetry, and we considered sub- 
stitutional (S), tetrahedral interstitial (T), hexagonal (H), 
bond center (BC), anti-bonding (AB), split <1 0 0> (SP) 
and the so-called Y and C sites (Fig. 1), as well as various 
<1 1 1> and <1 0 0> displacements between these sites. 
Quantitative information on the occupied sites was then 
obtained by comparing the fit of simulated patterns to 
the observed yields. The fit procedures used for this 
purpose have been discussed earlier [18]. 

3. Results and discussion 

Figs. 2(a)-(c) show the normalized ß~ emission yields 
measured in the vicinity of the <1 1 1>, <1 0 0> and 
<110> directions following room-temperature im- 
plantation of 67Cu and annealing for 10 min at 100°C, 
150°C and 200°C. An enhancement of ß~ emission yield 
is visible along all of the axial directions, and also along 
the {1 1 1} and {1 1 0} planes. This proves that the ma- 
jority of Cu is located close to substitutional sites, leading 
to channeling of emitted ß~ particles along the closest- 
packed axial and planar directions. While {10 0} planar 
channeling in Si is usually not very pronounced (a few per 
cent above unity), in our case we even observe an electron 
emission yield below unity along the {1 0 0} planes. This 

(110! plane in 
Si lattice 

5.431 Ä 

Fig. 1. High-symmetric lattice sites in Si. Cubic symmetry: 
S = substitutional, T = tetrahedral interstitial; trigonal sym- 
metry: BC = bond center, AB = anti-bonding, H = hexagonal; 
tetragonal symmetry: SP = split <1 0 0>, Y = the so-called Yb 
sites, and C = the so-called C-sites. 

gives evidence that the Cu atoms exhibit a significant 
displacement from ideal substitutional lattice sites. 

More specific information on the occupied lattice sites 
is obtained by fitting the experimental yields with theor- 
etical patterns. Figs. 3(a)-(c) show the calculated yields 
for 100% of emitter atoms on ideal S sites, assuming 
a root-mean-square (rms) thermal vibration amplitude of 
«! = 0.079 A for the Cu atoms. For a fraction of 20% of 
emitter atoms on S sites and 80% on random sites these 
patterns reproduced most of the general features of the 
experimental yields shown in Figs. 2(a)-(c). Note that 
random sites are sites which cause an isotropic emission 
yield, for instance sites of very low crystal symmetry or in 
heavily damaged surroundings. However, the quality of 
fit considerably improved by introducing displacements 
from ideal S sites. The best fits, assuming a single Cu 
lattice site in addition to random sites, are shown in Figs. 
2(d)-(f) and correspond to 70%, 62% and 76% of emitter 
atoms displaced from ideal S sites by 0.51(7) A along 
<1 1 1> directions towards the bond center positions. 
The decrease in the chi square of fit, x2, compared to 
S sites was significant (20-40%). We also tried <1 0 0> 
displacements from S to SP (S-»SP) and <1 1 1> dis- 
placements from S to AB (S -> AB) sites. In the case of 
S -> SP a local minimum of x2 was found for a distance of 
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experiment      simulation for displaced S sites 

{110} 

BC site 
2-1012 

(d) <111> 
H1.42-1.49 
»1.34-1.42 
Hi 1.27-1.34 
fgg 1.19 -1.27 
■■1.12-1.19 

1.05-1.12 
0.97-1.05 
0.90 - 0.97 

(e) <100> 
|l. 19-1.22 
■£1.15-1.19 
■i1.12-1.15 
■■1.08-1.12 
■11.04-1.08 
■B 1.01 -1.04 
■■0.98-1.01 

0.94 - 0.98 

(f) <110> 

■■ 1.24 -1.29 
■11.20-1.24 
■■1.15-1.20 

■g1.06-1.11 
■■1.01-1.06 

0.97-1.01 
0.92 - 0.97 

T[deg] 

Fig. 2. (a), (b) and (c): ß~ channeling patterns following room- 
temperature implantation of 3.8xl012cm~2 of 67Cu into n- 
Si:P FZ and annealing at 200°C. Shown are normalized 
emission yields from the integral ß~ intensity in the vicinity of 
<1 1 1>, <1 0 0> and <1 1 0> directions, (d), (e) and (f) are best fits 
of simulated patterns to the experimental yields, corresponding 
to 70%, 62%, and 76% of emitter atoms on sites which are 
displaced by 0.51 A from the S site towards the BC site. 

0.41 A from the S site, but the absolute x2 values were up 
to 32% worse than for S -> BC. Since the <1 1 1> and 
<1 0 0> channeling patterns for S -> BC and S -» AB sites 
are identical, only the <1 1 0> pattern could be used in 
order to test for S -> AB displacements. While a local 
minimum was found for a displacement around 0.51 A 
from S to AB, the x2 values were 19% worse than for 
S -> BC, and hence Cu on S -> AB sites is less likely. We 
also considered Gaussian distributions of Cu atoms 
centered at the S sites. For an rms displacement of 
«! = 0.40 A, these were also in agreement with the ex- 
perimental data, so that an ensemble of Cu atoms with 
small but varying displacements from S sites cannot be 
ruled out. 

On the other hand, major fractions of Cu on sites with 
displacements from the substitutional position larger 
than 0.6 A were all clearly not in accordance with the 
experimental data. As an example we show the patterns 
due to the bond center positions [Figs. 3(d)-(f)], which 
are located at 1.17 A from the S sites. Finally, we also 
investigated the possibility that, besides the near-substi- 
tutional Cu fraction, additional smaller fractions might 
be located on other high-symmetric sites. However, only 

Fig. 3. (a), (b) and (c): Simulated angular-dependent ß~ emission 
yields for 100% of 67Cu atoms on ideal substitutional sites, (d), 
(e) and (f): Simulated yields for 100% on bond center positions. 
The angular resolution and orientation have been chosen corre- 
sponding to the experimental channeling patterns shown in Fig. 
2(a), (b) and (c). 

the fits where we considered a combination of near-S 
sites and bond centered sites were compatible with the 
experimental data, indicating that a substantial part of 
the random fraction might be due to the occupancy of 
BC sites. Since the channeling patterns from BC sites are 
generally weak [Figs. 3(d)-(fQ, an unambiguous identi- 
fication of such a BC fraction will require measurements 
with improved statistics, though. In summary, we con- 
sider it most likely that the majority of Cu [69(6)%] is 
located at a position around 0.4-0.5 times the distance 
from S to BC sites, and the remainder on random sites. 
However, since we did not test these sites, we cannot 
exclude that the ~ 0.51 A displacement occurs along 
other crystal directions such as <1 1 0> or <2 1 1>, lead- 
ing to a lower symmetry than trigonal or tetragonal. 

In order to interpret the incorporation of Cu into 
near-substitutional sites, we have to consider the defect 
situation following ion implantation, which we have 
simulated using the MARLOWE code [19]. Tlwmean 
implantation depth of 60 keV 67Cu in Si is 494 Ä with 
a straggling of 186 A. The simulations indicate that 
around 800 vacancies are created for every implanted Cu 
atom, and that the mean distance to the nearest vacancy 
is less than 5 A. Hence, Cu should have ample possibility 
to be trapped within vacancy-related defects. 

Fig. 4 shows the isochronal (10 min) annealing behav- 
ior of the fraction of Cu on near-S sites for temperatures 
up to 600°C. Already in the as-implanted state we found 
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Fig. 4. Isochronal annealing sequence (10 min, measurements at 
20°C) for the fraction of 67Cu on near-substitutional sites. 

56% of Cu atoms close to substitutional sites. Upon 
annealing to 200°C, the near-S fraction reached a max- 
imum (cf. Fig. 2), and decreased continuously at higher 
temperatures along with an increase in the random frac- 
tion. Since the implantation damage, which is to some 
extent responsible for the random Cu fraction, decreases 
with increasing annealing temperature, the growth of the 
random Cu fraction must be associated with either 
a change in the local surroundings, or with Cu atoms 
changing to lattice sites of lower symmetry. A direct 
proof that Cu lattice site changes are involved, comes 
from the fact that following the anneal step at 600°C, the 
ß~ count rate dropped by a factor of two. Since there was 
no detectable contamination outside the sample, we con- 
clude that the radioactive Cu must have diffused 
throughout the bulk of the crystal. Assuming that the 
dissociation of Cu from near-substitutional sites follows 
an Arrhenius behavior with an attempt frequency of the 
order of the lattice vibrations (~1012 Hz), we estimate an 
activation energy of 2.2(3) eV for this process. This com- 
pares to the thermal stability of high-dose Cu implants 
into single-crystalline Si (>2.2 eV), Cu in Cu3Si precipi- 
tates (2.2 eV) and Cu within voids (2.7 eV) [5], but is 
considerably higher than in amorphous Si, where an 
activation energy of 1.2 eV has been reported for Cu 
diffusion [20]. 

4. Conclusions 

We have given direct evidence that the majority of 
implanted Cu occupies near-substitutional sites in Si. 
The displacement from S sites amounts to 0.51(7) A and 
occurs most likely along the <1 1 1> directions towards 
the bond center positions. We suggest that this lattice 
position is due to Cu within a single or double vacancy. 
The annealing behavior shows that near-S Cu is remark- 
ably stable, and that the room-temperature diffusion of 
Cu is suppressed once it occupies substitutional sites. 

This indicates that the formation of substitutional Cu is 
also involved in the initial stages of the radiation damage 
gettering mechanism. 

Finally, the radioactive isotope 67Cu has been found 
very suitable for lattice location studies of implanted Cu 
in semiconductors. Further experiments will be under- 
taken to study possible influences of doping type, crystal 
growth mode (FZ, CZ, epitaxial), or additional impurities 
on the lattice sites and stability of Cu in Si. 
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Abstract 

The chemical state and the stability of metal precipitates in silicon have been studied using synchrotron-based X-ray 
fluorescence and absorption. Specifically, we have studied the stability and chemical nature of iron and copper impurities 
in single and polycrystalline silicon. In polycrystalline silicon material, we observe the presence of iron oxide or silicate 
precipitates at dislocations. Furthermore, our results demonstrate dissolution of copper precipitates from oxygen 
precipitates and their growth-related defects. Based on these results, we suggest oxygen in silicon can complex and 
stabilize only some metal impurities, depending on the formation energies of the metal oxide compounds. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Defects; Transition metals; X-ray analysis 

1. Introduction 

Transition metal impurities significantly affect the 
properties of silicon by acting as charge carrier recombi- 
nation/generation centers or as electrical shorts. Even 
trace amounts of impurities, on the order of parts-per- 
trillion (ppt), within the active device region can create 
these deleterious conditions. The active device region of 
integrated circuits is generally within the first 10 um from 
the surface. Therefore, removal or gettering of impurities 
into the bulk of the silicon is used to improve device 
performance via precipitation of impurities at oxygen 
precipitates and their growth-related defects [1]. The 
active device region of a solar cell is the entire thickness 
of the silicon wafer, therefore, gettering of impurities out 
to the frontside and/or backside layers is commonly 
attempted. For solar cells, an added complication is the 
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atory, MS 2-400, 1 Cyclotron Road, Berkeley, CA 94720, USA 
Tel.: + 1-510-486-4874; fax +1-510-486-7696. 
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presence of structural defects, such as oxygen precipitates 
and dislocations within the active device region. These 
defects act as precipitation sites for metal impurities, 
essentially competing for impurities with the front and 
backside gettering layers, such that localized regions of 
poor performance can form at the defects [2]. 

The dissolution rate or stability of metal precipitates 
with the application of a thermal treatment is an impor- 
tant factor for both integrated circuit (IC) devices and 
solar cells. For IC devices, stability is desired to retain 
metal impurities away from the active device region. 
Conversely, stability is not desired for solar cells where 
the impurities must be removed from the active device 
region. 

Stability of precipitates is determined by the thermo- 
dynamic balance between metal precipitates and dis- 
solved metal impurities in the silicon lattice. For 
nm-scale precipitates in silicon crystals, complete dis- 
solution is possible since the silicon material generally is 
of sufficient volume to absorb all dissolved impurities 
afforded by the precipitates. The thermodynamic balance 
is primarily determined by the chemical state of the metal 
precipitate. The strain field of a structural defect and 
native point defect concentrations may slightly alter the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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balance but these effects are thought to be minor com- 
pared to a variation in the chemical state of the precipi- 
tate. 

Past research has been only partially successful in 
determining the chemical state of metal precipitates at 
structural defects in silicon mainly because of the small 
sampling volume and poor sensitivity of standard char- 
acterization techniques. The chemical state of copper 
precipitates has only been identified when precipitated at 
unspecified structural defects, typically near the surface, 
where the copper was found to be in a low-temperature 
polymorph form of Cu3Si [3,4]. The chemical state of 
nickel, cobalt and palladium precipitates has also been 
studied when precipitated near the surface [5]. Studies 
on iron have concentrated on iron reactions with 
a Si-SiOz surface, where both FeSi2 and a modified form 
of Fe2Si04 phases have been detected [6-8]. While these 
studies show which chemical phases could form in sili- 
con, they do not directly show which phases form at 
structural defects such as oxygen precipitates, disloca- 
tions and stacking faults where the presence of oxygen, 
carbon and strain fields may modify the phase formation 
process. Identification of the chemical state at these de- 
fects is of critical importance to fully understand the 
stability of metal precipitates in IC devices and solar 
cells. 

The work presented here is a study of the chemical 
state and stability of metal precipitates at dislocations in 
polycrystalline silicon and at oxygen precipitates and 
their growth-related defects in single-crystal silicon. We 
utilize the novel characterization techniques of synchro- 
tron-based X-ray fluorescence and X-ray absorption 
microscopy to determine elemental distributions and the 
chemical state of nm-scale precipitates of iron and copper 
in silicon. Based on our results, we discuss the effect of 
oxygen-metal reactions in regards to precipitate stabil- 
ity. 

2. Experiment 

Boron-doped polycrystalline silicon (polysilicon) 
grown by a casting technique and single-crystal Czoch- 
ralski (CZ) silicon was used in this work. Dissolved 
oxygen concentrations were 2-3 xlO17 atoms/cm3 for 
the polysilicon and 1018 atoms/cm3 for the CZ silicon. 
The CZ silicon material was subsequently subjected to 
a series of heat treatments to produce an oxygen precipi- 
tate density of 10n precipitates/cm3. Descriptions of the 
precipitate-forming heat treatments are given in Ref. [9]. 
Prior to analysis, surfaces were cleaned with a VLSI 
grade piranha (H2S04:H202) etch in a class 100 clean 
room. Cu was intentionally introduced in CZ material by 
dip-coating the samples in a solution of copper fluoride 
tri-hydrate, HF and H20 followed by a 1170°C in-diffu- 
sion performed in a N2 ambient. The anneal times used 

in these experiments were more than sufficient to estab- 
lish the equilibrium concentration of 1018 Cu atoms/cm3 

throughout the thickness of the material [10]. The sam- 
ples were air-cooled with a cooling rate of « 25°C/s to 
allow for the Cu to precipitate. No dissolved Cu was 
detected with Transient Ion Drift (TID) measurements, 
which has a sensitivity of 1011 Cu atoms/cm3. Dissolu- 
tion anneals were performed at 460°C for 30 min in 
a quenching furnace with a quench rate of 1000°C/s, in 
order to freeze the dissolution process. 

We performed X-ray fluorescence (XRF) and X-ray 
absorption spectroscopy (XAS) at the Advanced Light 
Source, Lawrence Berkeley National Laboratory in or- 
der to ascertain elemental distributions and chemical 
state, respectively, of metals in the silicon material. Both 
XRF and XAS analysis were performed with X-rays 
focussed to a spot size of 1-2 urn2, with scan areas typi- 
cally over hundreds of microns. Considering typical 
sampling depths for 3D transition metals with XRF and 
XAS are on the order of 10-80 urn, the sampling volumes 
are significant. Furthermore, the u-XRF system is ca- 
pable of detecting metal precipitates with radii > 20 nm, 
which is superior to other standard characterization 
techniques such as secondary ion mass spectroscopy, 
energy dispersive spectroscopy or auger electron spectro- 
scopy. This combination of large sampling volume and 
high sensitivity allows for analysis that was previously 
unachievable. 

The u-XRF system detects fluorescent X-rays emanat- 
ing from the material after excitation with a wide band 
pass, 12.4 keV energy X-ray beam. The energy of the 
fluorescent X-rays signifies the elements present. The 
u-XAS system detects changes in the excitation of core- 
level electrons into empty valence band states with the 
use of a narrow band pass, variable energy X-ray beam. 
By monitoring the absorption of the impinging X-ray 
beam as the energy of the beams varied, we obtain 
a fingerprint for the chemical state of the element, which 
is compared to standard samples of known chemical 
state. Since the valence band electrons are sensitive to 
variations in chemical binding, this technique provides 
an excellent means for chemical state identification. 

3. Results and discussion 

Fe Kct and Kß X-ray emission was detected in 
as-grown polysilicon with the u-XRF system. The energy 
position and relative ratio of Fe Ka to Kß clearly 
identified to fluorescent X-rays as those from Fe in 
the polysilicon. The Fe signal was compared to a stan- 
dard sample of known Fe dose to obtain a peak concen- 
tration of 5 x 1016 Fe atoms/cm2. If we assume the Fe is 
precipitated as one precipitate, located within the 
top 5 um of the sample, the precipitate size can be cal- 
culated to be 288 nm. However, considering earlier work 
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[11], the Fe is more likely a fine dispersion of small 
precipitates. 

The absorption spectra of the Fe precipitate(s) in the 
polysilicon sample is shown in Fig. 1, which is the sum- 
mation of 19 spectral scans taken with the u-XAS system. 
Multiple XAS scans are also shown in Fig. 1 for Fe, FeSi 
and FeSi2 standards. Fe suicides would be expected 
to form in this material since suicide formation temper- 
atures are in the same range as crystal growth 
temperatures. We observe little similarity between the 
absorption spectra, indicating the Fe in the polysilicon is 
not Fe, FeSi nor FeSi2. This is unexpected considering 
the matrix is silicon. 

The shift of the absorption edge for the Fe spectra 
suggests the Fe atoms have been elevated to a higher 
valence state. This is common for metal oxides and metal 
silicates but not for metallic iron or Fe suicides. Further- 
more, the presence of the pre-edge structure indicates the 
local environment of the Fe atoms in this compound is 
highly asymmetric, which again is common for oxides 
and silicates but not for metallic Fe or Fe suicides. 
Further indications of Fe-oxygen complexes comes from 
other research, which has indicated that Fe may complex 
with oxygen precipitates in silicon [12]. 

With these possibilities in mind, we analyzed standard 
powders of a-Fe203 and Fe2Si04 with the u-XAS be- 
amline for comparison to the Fe in the polysilicon. Re- 
sults are shown in Fig. 2. We observe some similarity 
between the absorption spectra of the metal oxides and 
silicates with the Fe in polysilicon. In particular, the 
pre-edge structure is remarkably similar. Furthermore, 
the absorption edge of Fe in polysilicon falls between 
oc-Fe203 and Fe2Si04. Considering Fe in a-Fe203 is in 
a + 3 charge state and Fe2 Si04 is in a +2 charge state, 
the Fe in polysilicon seems to be a mix of + 2 and + 3 
charge states. From these comparisons, one may suggest 
the Fe in polysilicon is a mixed state of oxide and silicate. 
These results compare well with Kitano [7] who ob- 
served the formation of a mixed + 2, + 3 state of 
Fe2Si04 with Fe reaction with a Si-Si02 interface. 

With the iron in an oxide or silicate state, the ability to 
remove or getter the iron from the material is greatly 
hindered by to the high binding energy of iron to oxides 
and silicates relative to iron suicides. Table 1 lists the 
standard molar enthalpy of formation for iron suicides, 
oxides and silicates at 298 K, data from [13,14]. The data 
has not been corrected for compound formation within 
a silicon matrix, however, these numbers provide a rela- 
tive indication of binding energy. From the data, the 
thermodynamic formation energies of iron oxides and 
silicate is significantly higher than iron silicides, thus, the 
binding energy of the iron atom to an oxide or silicate 
precipitate is higher than to a suicide precipitate. With 
a higher binding energy, the solubility of Fe in the pres- 
ence of an oxide or silicate precipitate will be low, com- 
pared to the presence of a suicide precipitate. Since 
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Fig. 1. X-ray absorption spectra from Fe in polysilicon, FeSi, 
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Fig. 2. X-ray absorption spectra from Fe in polysilicon, a- 
Fe203 ( + 3 charge state) and Fe2Si04 ( + 2 charge state). 

dissolution is a flux-limited process, this lower solubility 
decreases the dissolution rate, i.e. the gettering rate. This 
result has significant impact on solar cell improvements 
via gettering and for the robustness of gettering at oxygen 
precipitates in IC device silicon. 

We have also studied the stability of Cu at oxygen 
precipitates and their growth-related defects after inten- 
tional contamination. Using the u-XRF system, we have 
identified the positions of Cu precipitates with reference 
to an intentional scribe mark on the sample. The elemen- 
tal map is shown in Fig. 3. Next, we annealed the sample 
at 460°C for 30 min to dissolve the Cu precipitates. Based 
on theoretical calculations of precipitate dissolution, 
[15], a Cu3Si precipitate of radius smaller than 70 nm 
would fully dissolve for a 460°C, 30 min anneal. The 
sample was re-scanned in the same area with the u-XRF 
system. We observe a decrease in the amount of Cu at 
each precipitate but the precipitates remain, suggesting 
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Table 1 
Enthalpies of formation for Fe related compounds. Data from 
[13,14] 
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Fig. 3. Elemental map of precipitated Cu in single-crystal silicon 
taken with u-XRF. 

the 460°C anneal was not sufficient to fully dissolve the 
Cu precipitates. Considering we do not observe full dis- 
solution in this study, the Cu precipitates are either larger 
than 70 nm or stabilized at the oxygen precipitate and/or 
growth-related defects. Stabilization may occur within 
the dislocation strain field or by chemical state change if 
the Cu reacts with the oxygen precipitates. We will per- 
form further work to identify the chemical nature of the 
Cu and study dissolution at higher temperatures. 

4. Conclusion 

Based on our results we can conclude that Fe in 
polysilicon solar cells can be in the form of an oxide or 
a silicate. This is contrary to common thought, where 
a Fe suicide is expected to form. With the iron being in 
the form of an oxide or silicate, the rate of impurity 
removal is significantly reduced due to a higher binding 

energy of Fe atoms to oxides or silicates as compared to 
silicides. Furthermore, we have initial results indicating 
that Cu precipitates are stabilized to some extent in 
single crystal silicon with oxygen precipitates and their 
growth-related defects. This stabilization may be due to 
the formation of a chemical state different than Cu3 Si or 
to the strain fields associated with structural defects. 
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Abstract 

Photoluminescence spectra of high-purity crystalline silicon samples are measured for temperatures up to 1000 K. The 
room-temperature lifetime of the near-edge-photoluminescence is in agreement with a coulomb-enhanced radiative 
decay of free excitons. However, the increase in lifetime with temperature asks for a Shockley-Read-Hall recombination 
process, which involves a deep-defect of unknown origin. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Minority-carrier lifetimes in semiconductors are an 
important parameter in device performance. Defects and 
impurities strongly influence the lifetime of carriers and 
make the minority carrier lifetimes a sensitive probe for 
small defect concentrations. Usually, the measurements 
of the lifetimes are performed at room temperature but it 
was pointed out that differences in the lifetime of some 
samples show up only at elevated temperatures. [1] In 
this paper, we will present the lifetime of the near-band- 
gap photoluminescence (PL) from Si samples at elevated 
temperatures. 

2. Photoluminescence line shape 

The measured PL intensity is proportional to the emit- 
ted energy flux j(E). For an indirect excitonic emission 
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711-689-1602. 

E-mail address: weber@kernix.mpi-stuttgart.mpg.de (J. 
Weber) 
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process j(E) is given by [2] 

(hcof 
j\hco) ■ 

ex.p(hco/kT) 
a(ha>). (1) 

Introducing the excitonic absorption coefficient from 
Ref. [3] yields 

j(hm) ~ m2exp 
hm 

kT 'ZJ       Z-I       
aabs./em.cb 

{-Jhco — Eg — £exc + k@b ® G(a1) 

f rl(hw - £g - £exc ± k0h)®G(a2)). (2) 

The first expression in the sum accounts for the absorp- 
tion into bound states of the free exciton (FE), whereas 
the integral I takes care of the absorption into unbound 
excitonic states. The sum is over all phonon replicas 
b with energies k@h, which are weighted by cb. The 
second summation is for the phonon absorption and 
emission processes. The Gaussian broadening G ac- 
counts for the different intrinsic as well as experimental 
broadening mechanisms. In Ref. [4] we have given the 
details of the photoluminescence line shape analysis. 
Only the LO and TO phonon replicas are included in the 
analysis, the TA phonon replica is too weak to be of any 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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importance. We also neglect the small temperature de- 
pendence of the exciton binding energy Eexc, the near- 
infrared refractive index and the phonon energies in our 
analysis. 

3. Experimental 

Lifetime-measurements were carried out by modula- 
ting the laser beam (Ar+-ion laser, 514.5 nm line) with an 
acousto-optical-modulator. The excitation powers were 
chosen to be sufficiently low (below 200 mW peak power) 
to justify the applicability of the low-injection-conditions 
of the decay-laws. The transients were detected by an 
InAs diode and stored in an transient recorder. The 
resolution of our time resolved measurements is «0.1 us. 

The sample was mounted in a clean quartz tube, which 
was inserted into the bore of a temperature controllable 
oven with high-thermal stability. Heating of the sample 
by the laser radiation was found to be negligible. 

In total, we have investigated 9 different samples. In 
this report we will concentrate on two high-purity sam- 
ples with the following specifications: 

Si No. 1: p-type FZ Si, 3000 Hem, natural oxide, 
Si No. 2: p-type FZ Si, 0.5 flcm, 104 nm thermal 

oxide, 

Sample No. 2 showed the highest PL-intensity of all 
investigated samples. The minority carrier lifetime mea- 
sured at room-temperature by laser/microwave lifetime 
measurement (uPCD) is 600 us. All other high-purity 
samples show slightly smaller minority carrier lifetimes 
(100-400 us). 

4. Photoluminescence results 

In Fig. 1 typical PL spectra at different sample temper- 
atures are presented. At 35 K the spectrum exhibits 
the well known features of the near band-gap PL in Si. 
The exciton bound to the boron acceptor (BE) and the 
free exciton (FE) in different phonon replicas are clearly 
resolved. For details of the peak assignment see Ref. [5]. 
With increasing temperature a smooth change in the PL 
features occurs, there is an increasing broadening of the 
different lines, which results in only one broad PL band 
above around 100 K. A pronounced shift of the broad PL 
band with temperature is a direct indication for the 
reduction of the energy gap. 

Fig. 2 gives three typical PL spectra at different sample 
temperatures along with the least-squares fits according 
to Eq. (2). The fitting procedure involved 5 free para- 
meters: (1) the energy gap Ee, (2) the broadening G(ai) of 
the absorption into the bound states of the FE, (3) the 
broadening G(a2) of the absorption into the unbound 

1.0 1.1 1.2 

energy (eV) 

Fig. 1. Normalized photoluminescence spectra of the 0.5 flcm 
boron doped sample with surface passivation by a thermal 
oxide, recorded at different temperatures. 
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Fig. 2. Typical PL spectra at three different temperatures, (a) 
T = 63 K, (b) T = 298 K, (c) T = 628 K. The least-squares fits 
according to Eq. (2) are shown along with the different recombi- 
nation processes contributing to the line shape. 
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states of the FE, (4) the ratio aabs./em. of the phonon 
absorption and emission processes, and (5) the ratio r of 
the relative strength of the unbound/bound FE processes 
(for details see Ref. [4]). The applicability of a pure 
excitonic recombination even at 600 K is justified by the 
calculations of Schlangenotto et al. The enhancement 
factor of recombination via excitonic states to the un- 
modified band-band transitions is « 7 at 600 K. [6] 
Furthermore, the unmodified band-band transition has 
a similar spectral dependence as the unbound excitonic 
recombination and their influence can be incorporated in 
the parameter r. 

The fitting parameter of main interest is the value of 
the fundamental indirect energy gap at high temper- 
atures. Our results on the temperature dependence of 
£g were already published in Ref. [4]. 

5. Life-time-measurements 

The PL-decay of the two samples is shown in Figs. 3a 
and b. After a fast non-exponential decay, the PL-transi- 
ents up to « 700 K follow a simple exponential law. The 
lifetimes of the exponential part, show a remarkable 
increase with temperature. From room-temperature up 
to about 700 K the lifetimes of sample Nos. 1 and 2 rise 
by a factor of about three, the lifetime of sample No. 1 
always being about half that of No. 2. At temperatures 
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Fig. 3. Luminescence decay at different temperatures: (a) p-type 
FZ Si, 3000 Qcm, with native oxide surface; (b) p-type FZ Si, 0.5 
Clem, with thermal oxide. 

above 700 K lifetimes decrease very rapidly below the 
resolution of our set-up. The decrease corresponds to 
a drastic reduction of the PL-intensities in that temper- 
ature range. Auger-processes which should become im- 
portant because of the « 1017-1018 cm-3 free-carriers 
at these temperatures are a possible explanation of this 
behavior. 

Radiative lifetimes in the millisecond range were cal- 
culated e.g. by Dumke [7] on the basis of indirect recom- 
bination. The calculations however neglected the 
coulomb-enhancement, i.e. the possibility of formation of 
excitons. The lifetime of free excitons is given by [6] 

Te(us) = 210tanh- 
0i 

2T 
(3) 

in agreement with an earlier estimation by Cuthbert [8]. 
At room-temperature Eq. (3) predicts a value of 120 ITS, in 
the right order of magnitude compared to the measure- 
ments. The excitonic lifetime according to Eq. (3) is 
independent of doping, whereas the conventional radi- 
ative lifetime should vary with the inverse of dopant 
concentration and is therefore in contradiction to the 
comparitively small differences between the two investi- 
gated samples. 

Although there is some evidence that the measured 
room-temperature-lifetime is in accordance with theoret- 
ical models of the coulomb-enhanced radiative process, 
the temperature-dependence of the lifetime according to 
Eq. (3) is contrary to the observed. Fig. 4 summarizes the 
measured lifetimes at different temperatures. 
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Fig. 4. Temperature-dependence of the lifetimes obtained from 
fitting the exponential parts in Fig. 3. 
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The influence of different recombination processes in 
high-purity Si was recently subject of several publications 
[9,10]. Above shallow dopant concentrations of [C] ^ 
1016 cm"3 the lifetime is dominated in crystalline 
Si by intrinsic recombination processes, like the 
Coulomb enhanced Auger recombination, etc. below 
[C] x 1016 cm"3 recombination via defects and impu- 
rities determine the lifetime of carriers. The recombina- 
tion process is described by Shockley, Read and Hall and 
the following temperature dependence of the lifetimes in 
the low injection limit is predicted [11,12]: 

TSRH lp0 u [Er-EF\ 
"eXPV    kT    )\ 

(IE, - £T - Ml TnO L°XPV          kT )\ 
(4) 

where ET is the trap energy, EF the Fermi energy and 
£i the intrinsic Fermi energy. Eq. (4) gives the correct 
temperature dependence if we assume an acceptor level 
(TPO -4. Tn0) in the middle of the band gap. A fit of 
the high-temperature regime gives a level position 
Ey = 450 — 650 meV for the unknown defect. The differ- 
ence in both samples is the tn0 value (xn0 oc l/Nj). In 
sample No. 1 the concentration of the unknown defect 
NT is a factor of « two lower compared to No. 2. 

Recombination via deep impurity levels as an explana- 
tion for the measured lifetimes in high-purity silicon 
was already discussed by Landsberg [13]. From numer- 
ous lifetime-measurements in silicon, which all gave 
values much lower than the predicted radiative lifetimes, 
which he assumed to be in the millisecond range, he 
concluded that there must be a residual "life-time-limit- 
ting" defect in silicon. 

At present, the origin and the concentration of the 
deep level is not known, we find the same level energy in 
all studied p-type high-purity samples. One could specu- 
late that the level is the acceptor level of substitutional 
Au, but further studies are necessary to establish this 
correlation. 

6. Summary 

The magnitude of room-temperature-PL lifetimes is in 
the correct order of excitonic recombination, but the 
temperature dependence can only be explained by an 
impurity-induced recombination process. The Shockley- 
Read-Hall recombination predicts the right temperature 
dependence, but to explain the absolute values of measured 
lifetimes, the introduction of a speculative deep defect is 
necessary. The level position of the unknown defect in 
high-purity Si is at Ev + (0.55 + 0.1) eV, which makes 
the substitutional Au acceptor a possible candidate. 
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Abstract 

Using Hall and conductivity measurements the formation of a Li-Au-related complex in p-type crystalline silicon is 
demonstrated. Substitutional gold is known to introduce two energy levels in the band gap of silicon, a deep acceptor 
level at Ec - 0.56 eV and a deep donor level at Ey + 0.34 eV. We observe two energy levels introduced by lithium 
diffusion of Au-doped silicon, a previously reported acceptor at £c -0.41 eV in n-type Si:Au and a new level at 
£v + 0.41 eV in p-type Si: Au. In addition, control of the Li-doping level of p-type Si is found to shift the Fermi level 
position between the deep donor level to the deep acceptor level as expected, thus confirming their presence in the 
samples. We discuss the identity of these levels in comparison with theoretical predictions for the interaction between 
hydrogen and the energy levels of substitutional Au in silicon. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Gold-lithium complex; Electrical conductivity 

1. Introduction 

The well-known ampotheric gold center in Si [1,2] 
gives rise to an acceptor level at EQ — 0.56 eV and a do- 
nor level at Ev + 0.34 eV. It is well known that both 
hydrogen [3] and lithium [4] passivate gold acceptors in 
silicon. Lithium is the neighbour of hydrogen in the 
periodic table and is a fast interstitial diffuser in silicon 
with a high interstitial solubility. Due to the high solubil- 
ity of lithium in silicon it is possible to obtain uniform 
lithium concentrations between 1014 and 1017 cm-3 

throughout the bulk of the sample using diffusion below 
300°C [4]. This is in contrast to hydrogen where the 
penetration depth is only a few micrometers after remote 
hydrogen plasma treatment [5]. The interaction of hy- 
drogen with the gold center introduces at least six new 
energy levels observed in deep-level transient spectro- 
scopy (DLTS) [5-8]. 

In an earlier study we reported that in n-type silicon, 
lithium interacts with the gold acceptor at Ec — 0.56 eV 
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forming an electrically neutral center as well as an elec- 
tron trap at £c — 0.41 eV [4]. The lithium passivation of 
gold was previously studied in n-type material only [4] in 
which a uniform Au concentration of 2 x 1014 cm"3 had 
been produced by diffusion at 893°C. It was found that 
gold acceptors in silicon can be passivated by lithium as 
well as hydrogen [4]. There were two complexes of Au 
and Li observed, one of them being neutral, the other 
possessing a level at Ec — 0.41 eV in the bandgap, pre- 
sumably an acceptor. Two gold-lithium centres have 
been identified in Si using EPR and double-ENDOR 
measurements, an orthorhombic Au-Li pair and a trig- 
onal Au-Li3 complex with a single donor level within the 
band gap above EQ - 0.41 eV [9]. 

Diffusion of gold into n-type silicon at temperatures 
below 750°C introduces the Au acceptor state at 0.56 eV 
below the conduction band which reduces the electron 
concentration. When the gold concentration exceeds the 
net concentration of residual donors the resistivity ap- 
proaches that of intrinsic silicon [1]. Higher diffusion 
temperatures change the conductivity of the samples 
from n-type to p-type. The p-type conduction in highly 
gold-doped silicon is governed by the substitutional gold 
and its deep donor state at 0.34 eV above the valence 
band. In this investigation we focus the attention on 
Li-diffusion into p-type Au-doped Si. The purpose is to 
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monitor the dominating electrical levels using temper- 
ature-dependent resistivity and Hall coefficient measure- 
ments. 

2. Samples preparation and experimental details 

The silicon used in this work was n-type float zone 
phosphorus-doped (10 0)-oriented silicon with a nominal 
resistivity of 8.5-11 Q cm. The wafers were coated with 
approximately 1500 A thick gold layer on one side and 
gold was driven in at 1179°C for 4 h in nitrogen ambient. 
Details of the gold-doping procedure have been given 
elsewhere [10]. The concentration of gold diffused into 
the silicon starting material at 1179°C is estimated from 
the data of Collins et al. [1] to be roughly 6 x 1017 cm"3. 
The lithium was predepositied at 300°C for 30 min, after 
which excess lithium was removed from the surface of the 
samples. Lithium was then driven in at 300°C for 10 
h followed by a rapid quenching in liquid nitrogen. 

Temperature-dependent Hall and conductivity mea- 
surements were made on samples of typical size 3x3 mm2. 
Ohmic contacts were made to the four corners of the 
square samples using an alloy of aluminum and GaAl. 
The Hall coefficient was estimated from the slope of the 
Hall voltage versus the magnetic field in the range 0-0.75 
T. In this range the product pHB is small compared to 1. 
Therefore, the Hall voltage will vary linearly with B. 
Electron and hole concentrations were calculated from 
the Hall coefficient RH as n = — l/eRH and p = l/eRH, 
respectively. The sample resistivity p was measured ap- 
plying the van der Pauw method [11]. The Hall mobility 
for electrons is then given by ßH = 1/epn with a similar 
equation for holes. 

3. Experimental results 

Fig. 1 shows the carrier concentration versus recipro- 
cal temperature for Si: P samples diffused with gold and 
co-doped with lithium as described in Table 1. The car- 
rier concentration increases again upon baking of the 
co-doped samples. When the Au concentration exceeds 
that of the shallow donors the samples turn p-type and 
the donor level at Ev + 0.34 eV is the only active level. 
Our samples became p-type after Au diffusion at 1179°C 
for 4 h. In agreement with expectations the slope of 
\n{pT~312) versus 1/T for a Si:P sample (SI), which was 
Au diffused at 1179°C for 4 h, shows p-type conductivity 
and a thermal activation energy of 0.36 eV. 

Lithium co-doping of the samples increases their resis- 
tivity and thus decreases the carrier concentration. We 
find that Li diffusion at 300°C may or may not shift the 
Fermi level to the Ec - 0.56 eV acceptor level. Sample S2 
which was Au-doped in a similar way as sample SI but 
also Li diffused at 300°C for 10 h shows n-type conduct- 

2.5      3      3.5      4      4.5      5 

1000/T [K~'] 

Fig. 1. The carrier concentration versus the reciprocal temper- 
ature for Si:P, + SI Au diffused at 1179°C for 4 h, x S2 after 
Au diffusion Li diffused at 300°C for 20 min and baked at 300°C 
for 10 h,* S3 Au and Li diffused baked at 100°C for 10 h and 
150°C for 30 min, □ S4 Au and Li diffused baked at 100°C for 
10 h and 205°C for 30 min. 

ivity with thermal activation energy of 0.56 eV as shown 
in Fig. 1. Some samples (such as sample S4) remained 
p-type with thermal activation energy of 0.36 eV after 
similar Li diffusion and further baking, however. This 
illustrates the fact that there is a delicate balance between 
the Au centres and the interstitial Li donors in our 
samples. 

In earlier work we reported that Li diffusion and 
a subsequent thermal annealing of weakly Au-doped 
Si:P samples produced a new electron trap at at 
Ec - 0.41 eV [4]. This level was observed in DLTS 
measurements and attributed to a complex of Au and Li. 
Au and Li diffused sample that is baked at 100°C for 10 
h and 200°C for 30 min (sample S3) is expected to show 
the previously observed 0.41 eV Au-Li trap [4]. How- 
ever, this is not the case for the more strongly Au-doped 
p-type samples in this study. A thermal activation energy 
of 0.41 eV is obtained. Hence, the corresponding level is 
located at Ev + 0.41 eV instead of Ec - 0.41 eV as found 
in samples which remain n-type after the initial Au diffu- 
sion. In view of the unexpected coincidence of the binding 
energies it must be pointed out that the p-type conductiv- 
ity is firmly established in the case of Fig. 1 which places 
the 0.41 eV level in the lower half of the bandgap. The 
DLTS measurements of the n-type Au-Li co-doped sam- 
ples, however, are only sensitive to traps in the upper half 
of the bandgap. 

Fig. 2 shows the Hall mobility in the temperature 
range 170-390 K. The temperature dependence of the 
Hall mobility in this temperature range is expected to 
follow nHccT~* where a is a constant. The Hallmobility 
has a temperature dependence of T~1J for samples 
where the 0.56 eV donor level governs the conductivity, 
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Table 1 IttUlc  1 

Electrical parameters of Si: P, diffused by gold and lithium 

Sample 

SI 
S2 
S3 

S4 

Au 1179°C4h 
Au 1179°C4h 
Au 1179°C4h 

Aull79°C4h 

Li 300°C 20 min baked 300°C 10 h 
Li 300°C 20 min baked 300°C 5 h 
baked 100°C 12h, 200°C 30 min 
Li 300°C 20 min baked 300°C 4 h 
baked 100°C 10 h, 205°C 30 min 

n/p [m  3] A£ [eV] 

lxlO13 0.35 2.3 

Type 

6.0 xlO12 0.36 2.5 P 
5.3 xlO10 0.52 1.7 n 
1.7 xlO12 0.41 3.4 P 

s 

I" 

100 

I 

. o 

1 

c 

\ \ . 
* X 

□ 

■ 

* 
» -to 

SI + K   D   + 

S2 X * 
S3 K *% 
S4 □ 

1      1      1 ,     , 
5.3 5.4 5.5 5.6 5.7 5.8 5.9   6 

log(T) 

Fig. 2. The Hall mobility versus temperature for Si: P, + SI Au 
diffused at 1179°C for 4 h, x S2 after Au diffusion Li diffused at 
300°C for 20 min and baked at 300°C for 10 h, * S3 Au and Li 
diffused baked at 100°C for 10 h and 150°C for 30 min, □ S4 Au 
and Li diffused baked at 100°C for 10 h and 205°C for 30 min. 

such as sample S2. This is consistent with early measure- 
ments of the temperature dependence of the Hall mobil- 
ity in n-type gold-doped silicon [1]. In samples where the 
0.34 eV level controls the conductivity the temperature 
dependence of the Hall mobility is T~2-5. This value is 
consistent with measurements by Weman et al. [12] and 
is slightly lower than what is generally expected for 
p-type silicon for temperatures T > 100 K, where optical 
deformation potential in addition to the acoustic defor- 
mation potential govern the scattering process [13]. 
When the new Au-Li level at Ev + 0.41 eV controls the 
conductivity the temperature dependence of the Hall 
mobility becomes T~3-4 as seen for sample S3. 

4. Discussion and conclusion 

Deep-level passivation by hydrogen is commonly ob- 
served in semiconductors. In general, the passivation 
of deep levels is still incompletely understood. Neutral 

substitutional Au in silicon has the electronic configura- 
tion t\. It is therefore expected to offer three possible 
configurations when forming complexes with hydrogen, 
Au-Hi, Au-H2 and Au-H3. The last configuration 
should be that of the passivated Au, since this defect has 
full t2 manifolds if each hydrogen atom simply adds its 
electron to the t2 subshell of Au. Recent calculations 
show that this simple model is not sufficient to explain 
the interaction between hydrogen and gold, since calcu- 
lations predict that AuH3 in fact has a shallow acceptor 
level [14]. 

Lithium (ls22s1) is a well known impurity in silicon, 
normally observed at the tetrahedral interstitial site act- 
ing as a shallow donor with a level at Ec — 0.0338 eV and 
as such its electronic structure is well understood [15,16]. 
Passivation of shallow and deep defects by lithium has 
been investigated in detail in GaAs and Si for reasons of 
comparison with hydrogen passivation. Experimental 
evidence suggests similarities between lithium and hydro- 
gen as far as shallow acceptor passivation is concerned 
[17,18]. However, shallow donors in GaAs and Si are not 
passivated by lithium which suggests that a negative 
charge state of interstitial Li comparable to H " does not 
exist in these materials. Deep donor levels are passivated 
by lithium, however. The passivation of the gold centre 
has been investigated for both hydrogen [3,19,20] and 
lithium [4]. The question whether one might expect 
differences between the interaction between hydrogen 
and gold, on the one hand, and lithium and gold on the 
other hand, has not been addressed theoretically yet. 

In the present study the interaction between Au and Li 
has been investigated for the first time in p-type samples 
where the deep gold donor level at Ev + 0.34 eV governs 
the p-type conduction before Li diffusion. By controlling 
the Li concentration after the lithium-diffusion step we 
are able to maintain the p-type conductivity or convert 
the sample to n-type with the gold acceptor level at 
Ec — 0.56 eV governing the electron concentration in the 
conduction band. A schematic diagram of the energy 
levels of the ampotheric gold center in the band gap of 
silicon is shown in Fig. 3. Furthermore, the figure 
shows  the  levels  introduced  by  hydrogenation and 
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Fig. 3. Schematic diagram of the energy levels of the ampotheric 
gold center in the band gap of silicon on the left and energy 
levels introduced by co-doping with hydrogen and lithium. 

ium. Its binding energy is determined, placing its energy 
level at £v + 0.41 eV. 
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lithium diffusion. The second acceptor level of gold has 
not been observed experimentally. A hitherto unknown 
level at £v + 0.41 eV appears in Au-Li co-doped samples 
after baking at relatively low temperatures (100-200°C). 
In gold-hydrogen co-doped samples the closest resem- 
blance to our observations is found in the Au-Hj config- 
uration where the --/- gold acceptor level is pulled down 
in the bandgap by the addition of one H atom to an 
acceptor level labeled Gl at £c - 0.19 eV (observed in 
n-type samples) while a donor level G2 is found at 
£v + 0.21 eV (observed in p-type samples) [4,19,20]. 
A deep level labeled G4 at Ec - 0.54 eV close to the gold 
level at £c - 0.56 eV is also present in these samples 
[5,7]. Thus Gl, G2 and G4 are believed to be different 
charge states of the same Au-H pair. Recent ab initio 
calculations suggest that G2 and G4 are due to the 
Au-Hj configuration [14]. Furthermore, calculations 
suggest that the G3 level is due to the Au-H2 configura- 
tion [14]. In our gold-lithium co-doped samples the 
three levels LI at £c - 0.41 eV (observed in n-type sam- 
ples), the new level at £v + 0.41 eV (observed in p-type 
samples), and the £c - 0.52 eV level could well corre- 
spond to the levels Gl, G2, and G4. The LI level is then 
possibly due to a downward shift of the Au~ _/~ level 
and thus in the Au-Lij configuration. However, this 
assignment of the Au-Li levels is based on speculations 
alone in the absence of theoretical predictions. Thus, for 
instance, we cannot exclude the possibility that the 
£v + 0.41 eV level corresponds to the G3 level and there- 
fore the Au-Li2 configuration. 

In summary, at least five complexes of gold and lith- 
ium have been reported in silicon by different researchers: 
An electrically inactive complex and an electron trap at 
£c - 0.41 eV were deduced from DLTS measurements in 
addition to the two centres observed by Alteheld et al. 
[9]. In this study a new center is observed in more 
strongly Au-doped silicon which is co-doped with lith- 
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Abstract 

The behaviors of melting and rapid solidification of Si have been studied by in situ ultra-high-voltage electron 
microscopy (UHVEM). Quenching experiments from a partly molten state have also been carried out. The lattice defects 
introduced are examined in detail by conventional transmission electron microscopy (C-TEM). Planar defects, disloca- 
tions, and defect clusters are found to form in the specimens. The results indicate that thermal point defects are associated 
with the formation of induced defects. Thermally formed stacking fault tetrahedra exhibit that clustering and the collapse 
of thermal vacancies actually occur in Si at high temperatures. Some dislocations are helical, and this shows that a strong 
interaction exists between induced dislocations and thermal point defects during cooling from high temper- 
atures. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Defect cluster; Thermal vacancy; Stacking fault tetrahedron 

1. Introduction 

Diameters of Czochralski-grown Si crystals (CZ-Si) 
have been increased with the development of semicon- 
ductor device technology. At the beginning of the 21st 
century, crystals with diameters of 40 cm are expected to 
be produced commercially. This is all due to the remark- 
able refinement of device scales and higher integrated 
circuit densities. Accordingly, there are demands for the 
growth of higher quality Si crystals. 

Among the various types of crystal defects, point de- 
fects are intrinsic ones thermodynamically, and are intro- 
duced into the bulk from the melt-solid interfaces during 
crystal growth. Point defects induced around the center 
of growing crystals become harder to diffuse out to 
a thermal equilibrium level with increasing crystal size 
during a period of crystal growth. Consequently, the 
supersaturated point defects become associated with 
various defect formations by the device processing; an 
example that is introduced is the formation of octahedral 
void defects [1,2]. 

Although a fast crystal growth rate is favorable from 
an economical stand point, thermal equilibrium condi- 

* Corresponding author. Fax: + 81-722-51-6439. 
E-mail address: oshima@riast.osakafu-u.ac.jp (R. Oshima) 

tions during crystal growth become highly disturbed in 
such a case. This results in poor-quality grown crystals. 
Therefore, knowledge on the behaviors of point defects in 
Si at high temperatures has become increasingly impor- 
tant. Compared with work on point defects involving 
metals, however, few quenching experiments have been 
done for Si [3], possibly because the formation energy of 
a vacancy and that of an interstitial atom are large and 
comparable [4], making expectations low for the freezing 
of large amounts of point defects even by quenching from 
the melting temperature. 

Our recent study has suggested the validity of quench- 
ing experiments for Si [5]. In this paper, we present 
results on the melting behaviors and the lattice defects 
introduced by the rapid solidification of Si studied by 
ultra-high-voltage electron microscopy (UHVEM) 
and the conventional transmission electron microscopy 
(C-TEM). 

2. Experimental 

2.1. Rapid cooling from a partly molten state in UHVEM 

Disc specimens 2.4 mm in diameter cut from commer- 
cial float zone grown undoped Si (FZ-Si) and CZ-Si 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00485-8 



384 H. Nishizawa et dl. /'Physica B 273-274 (1999) 383-386 

wafers were used in the experiments. A hollow 0.2 mm 
deep was made at the center of each specimen with an 
ultrasonic drill, and chemically thinned in a mixed solu- 
tion of nitric acid and hydrofluoric acid. Each specimen 
mounted in a tantalum holder was heated on a specially 
designed heating stage able to accommodate temper- 
atures of about 2300 K maximum. In situ observations 
were carried out in the Hitachi HU-2000 UHVEM of 
Osaka University operated at 2 MV. The images were 
continuously recorded on videotapes. Some specimens 
were cooled and solidified quickly by a sudden cut off of 
the electric power of the heating stage after a partly 
molten state, and they were recovered carefully at room 
temperature. They were further examined in detail by 
C-TEM using a JEOL-200CX electron microscope oper- 
ated at 160 kV. 

2.2. Quenching of tiny FZ-Si crystals from a molten state 

Tiny crystals with a size of 5 x 5 x 1 mm were cut from 
an FZ-Si single crystal using an ultrasonic cutting ma- 
chine. Each specimen was melted quickly by infrared 
beam heating, and then solidified rapidly under an ambi- 
ent condition. Although the cooling rate of the specimen 
itself was unable to be measured, it was estimated to be 
on the order of several thousand degrees per second or 
more near the melting temperature. The solidified spheri- 
cal specimen about 2 mm in diameter was sliced to a disc 
0.2 mm thick by a diamond wheel cutter, and mechan- 
ically dimpled slightly at the center. Then, chemical 
thinning was applied to make a small hole at the center, 
and observations were made by C-TEM. 

3. Results and discussion 

Fig. 1 is a sequence showing in situ observations of 
melting involving an FZ-Si specimen in UHVEM. In 
order to avoid the effect of additive electron irradiation, 
the electron dose rate was kept lower than 1 x 1021e/m2; 
this value is too low to induce a sufficient number of 
Frenkel pairs during observation. In this experiment, the 
heating rate was carefully controlled lest the whole speci- 
men be melted and fall instantly from the sample holder. 
Ordinarily, melting started at the specimen edge and the 
profile of the edge gradually changed. As the melting 
proceeded, a marked mass flow took place on the speci- 
men surface, and the surface morphology was drastically 
changed. Finally, an extremely thin constriction was 
formed at the root of each projected region as shown in 
Fig. 1(f). 

When the heating rate was somewhat too large, the 
constriction was broken and the tip was lost. In most 
cases, however, the thinner the constriction was, the more 
strongly the attractive force acted at the thinnest part. 
When the diameter of the constriction became less than 

00 :zi:ai:i j    2M'm "|:?s:a''.'s 

Fig. 1. Sequence for an in situ observation of melting of FZ-Si 
with UHVEM, taken from a videotape. 

100 nm, and the temperature was under steady state, 
both sides of the constriction stuck together momentarily 
producing some thickness again by vigorous surface dif- 
fusion. This indicated that the surface tension of liquid Si 
is quite large. 

It was also observed that thinner regions were formed 
near the roots of the projected regions due to an out 
diffusion of mass. Dislocation arrays were seen around 
the root of each projected part as shown in Fig. 2. 
Stereomicroscopy showed that the dislocation arrays lay 
on different sets of {111} planes as indicated in the 
micrograph. It was found by dark field electron micros- 
copy from various reflections that the Burgers vectors of 
both sets of dislocations were parallel to <0 1 1> and they 
were 60° dislocations. 

Examples from different 400 type reflections are also 
shown in Fig. 2. These dislocations were considered to be 
responsible for the rapid flow of mass as well as the 
surface diffusion at high temperatures. Shape changes 
due to mass transportation at a high temperature by 
either shear or diffusion are illustrated in Fig. 3(a) and (b). 
Helical dislocations were frequently observed around the 
centers of the thinnest regions as shown in Fig. 4, indicat- 
ing that absorption or emission of point defects of the 
dislocations actually took place during the cooling after 
the solidification. Tiny defects with bright dotted con- 
trasts were also seen by the weak beam dark field elec- 
tron micrograph. They were too small to determine, but 
were inferred to be small interstitial type dislocation 
loops from their contrasts. 
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Fig. 2. Dislocation arrays formed near a root of a projected region of Si rapidly solidified in UHVEM, and the determination of their 
Burgers vectors; bright field image (left), and dark field images from g = 040 (center) and g_ = 400 (right). Most of the dislocation 
contrasts from g = 400 disappear. Dislocations indicated by a and b lie on the {1 1 1} and {111} planes, respectively. 

Fig. 3. Illustrations of shape changes of specimens due to mass 
flow by (a) shear and (b) diffusion. 

250nm 

Fig. 4. Weak beam dark field micrograph from an 022 reflection 
showing helical dislocations and tiny defect clusters of FZ-Si 
rapidly solidified in UHVEM after a partly molten state. 

Notable defects of another type were stacking faults. 
Fig. 5 shows various types of small stacking faults ob- 
served in FZ-Si specimens rapidly cooled from a molten 
state. These stacking faults were usually formed in re- 
gions whose thicknesses were abruptly changed by solidi- 
fication after a partly molten state; this was confirmed by 
stereomicroscopy. However, since the widths of the 
stacking faults were too small, and they were confined in 
the specimens, their exact nature was difficult to deter- 
mine by a conventional judgment technique using their 
fringe contrasts [6]. Some faults nonetheless did exhibit 
a triangular shape when viewed from the [1 1 1] direc- 
tion as shown in Fig. 5(c). From dark field electron 
microscopy with systematic changes to the excited reflec- 
tions, they were found to be stacking fault tetrahedra 
(SFT) surrounded by {1 1 1} planes. The formation of 

stacking fault tetrahedra in Si has been reported only in 
ion-implanted [7] and neutron-irradiated specimens [8] 
so far, but not in thermally treated ones. 

Since the nucleation of an SFT is considered to be 
induced by the clustering and the collapse of thermal 
vacancies on a {111} plane [9], the present results 
clearly indicate that the interaction of thermal vacancies 
actually takes place at high temperatures. Concerning 
the formation mechanism of the present SFT, the nuclea- 
tion and growth mechanism has already been discussed; 
see the previous letter of the present authors [5]. A sim- 
ilar SFT was also observed in a rapidly cooled CZ-Si 
specimen. 

The present experiments exhibit that vacancy-type de- 
fect clusters are easily formed in Si rapidly cooled from 
a partly molten state by the local supersaturation of 
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Fig. 5. A variety of small stacking faults formed in FZ-Si rapidly solidified in UHVEM after a partly molten state, (a) and (b) Weak beam 
dark field micrographs from 022 reflections, and (c) bright field micrograph viewed along the [1 1 1] direction. 

(2) The formation of stacking fault tetrahedra clearly 
exhibited the clustering and the collapse of thermal va- 
cancies that took place on the {111} planes at high 
temperatures. 

(3) The formation of helical dislocations indicated the 
interaction of dislocations induced by shear with thermal 
point defects in Si at high temperatures. 
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Fig. 6. Electron micrograph showing planar defects and disloca- 
tions formed in FZ-Si quenched from a molten state. The defect 
with a fringe contrast at the left is a stacking fault, and the band 
at the right is a {1 1 1} twin. 

vacancies. They also show that larger planar defects 
can be seen inside rapidly solidified specimens as 
shown in Fig. 6. This micrograph shows the formation of 
a {1 1 1} stacking fault, a {1 1 1} twin band, and some 
dislocations. In this case, stacking fault is determined to 
be of extrinsic type by the conventional fringe contrast 
method [6]. Therefore, the formation mechanism is dif- 
ferent from that of the tiny planar faults mentioned 
above. 

4. Conclusions 

Although few quenching works have been performed 
on Si, the present study showed that quenching experi- 
ments are worth studying intrinsic point defects of Si. 
From TEM observations of various defects formed in Si 
by rapid cooling from a partly molten state, the results 
can be summarized as follows. 

(1) Various types of lattice defects were found to form 
in the rapidly cooled specimens. They were stacking 
faults, twins, dislocations, and tiny defect clusters. 
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Abstract 

The deep levels of copper-hydrogen complexes in silicon were investigated by DLTS and MCTS. Copper-doped 
silicon was hydrogenated by wet chemical etching. Two deep levels at Ec - 0.36 eV and Ev + 0.54 eV were attributed to 
the Cu-Hi complex. A third charge state of this defect might be overlapping with the Cu donor at £v + 0.21 eV. The 
levels at £c - 0.25 eV and £v + 0.27 eV were assigned to the Cu-H2 defect. The results are compared with former studies 
on the hydrogen complexing of Au and Ag. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Copper is an important and well-studied [1-5] metal 
impurity in silicon. It is the fastest diffuser in silicon [6,7] 
which makes it a feared contaminant in semiconductor 
technology. 

Hydrogen is known to be able to form complexes 
with transition metals in silicon. The complexes can 
contain different numbers of hydrogen atoms, whereby 
in most, but not all, cases the complex containing 
the highest amount of hydrogen is electrically passive. 
The interaction between hydrogen and transition 
metals has been investigated for Au [8], Ag [9] 
and Pt [10] among others, but up to date not in the case 
of copper. 

In this paper we report about first results from a DLTS 
study of the formation of copper-hydrogen complexes in 
silicon and compare our findings with results on complex 
formation of silver and gold with hydrogen. 

»Corresponding author. Tel: + 49-711-689-1543;fax: + 49- 
711-689-1602. 

E-mail address: sknack@kernix.mpi-stuttgart.mpg.de (S. 
Knack) 

2. Experimental 

For our studies we used n- and p-type floating-zone 
silicon which was doped with copper during crystal 
growth and co-doped with phosphorous and boron, re- 
spectively. The shallow doping concentrations in the 
crystals were about 1014cm"3 while the concentration 
of the substitutional copper was measured to be at 
1013cm~3. 

Hydrogen was introduced into our samples by means 
of wet-chemical etching in an mixture of HF, HN03 and 
CH3COOH (1: 2 :1) at room temperature. 

Schottky contacts were formed by evaporating metal 
contacts of 1-2 mm diameter onto the sample surface 
without heating the sample. Gold was used as contact 
material for n-type samples and aluminium in the case of 
p-type material. An eutectic gallium-indium alloy was 
scratched onto the backside of the samples to give ohmic 
contacts. 

Deep-level transient spectroscopy (DLTS) and minor- 
ity carrier transient spectroscopy (MCTS) experiments 
were performed on the Schottky contacts. For the DLTS 
and MCTS experiments two different cryostats were 
used, which could be cooled down by liquid helium for 
DLTS and liquid N2 for MCTS. The capacitance transi- 
ents were analogue filtered, whereby different filters (first 
to third order) could be used for signal processing. The 

0921-4526/99/S-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00486-X 
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MCTS measurements were done by backside illumina- 
tion of the samples. In order to get spatially resolved 
concentration profiles of the deep levels measured, 
DDLTS measurements at different voltages were per- 
formed. For the correct calculation of the concentrations 
the depth profiles of the free carriers as obtained by CV 
measurements were taken into account. 

3. Results and discussion 

The DLTS and MCTS spectra measured on our n- and 
p-type samples are shown in Fig. 1. The deep levels were 
labelled as shown in Fig. 1. (Electron traps are indicated 
by an E and hole traps by an H followed by the approx- 
imate peak temperature for an emission time of 50 ms.) 
There are three dominant peaks in the DLTS - 
spectrum of the n-type sample (E(100)-E(180)). The depth 
profiles of the concentration of these levels are shown in 
Fig. 2. As can be seen, the level E(100) is homogeneously 
distributed at greater depth and falls off towards the 
surface. This is consistent with the interpretation of 
E(100) as related to the substitutional Cu defect [3,4]. 
The missing concentration of isolated Cus near the sur- 
face is due to defect reactions. Contrary to E(100) the 
levels E(140) and E(180) are located near the surface and 
have an exponentially decreasing concentration at 
greater depth (Fig. 2). This is the expected behaviour for 

Ü -100 

E{100) 
E(180) 

H(260) 

H(200)     ri<225> 

DLTS-spectra of n-type Si:Cu 
etched sample 

T 
200 

H(100) 

300 

DLTS-spectra of p-type Si:Cu 
etched sample 

H(225) 
I H(260) 

Temperature (K) 

Fig. 1. DLTS and MCTS spectra of floating zone Si: Cu. 
Spectra were measured at an emission time of 50 ms. (a) Spectra 
of n-type material; (b) Spectrum of p-type material. 

complexes containing hydrogen which has been intro- 
duced by wet chemical etching. The depth profiles clearly 
show that the two levels are related to different defects. 
Summing up the concentrations for E(100), E(140) and 
E(180) which accounts for all the defects containing cop- 
per, which can be measured in the upper half of the band 
gap, there is still a significant decrease in concentration in 
the near surface region. The copper might be either 
contained in a defect which leads to levels in the lower 
band gap only or is bound in an electrically passive 
complex. 

The levels in the lower half of the band gap can be seen 
from the majority spectrum in p-type material as well as 
from the minority spectrum of the n-type sample. Due 
to the different filters used for analysing the transients 
the peak positions of the level vary slightly between the 
DLTS and MCTS measurements. Contrary to the DLTS 
measurements, the level H(260) can hardly be seen in the 
MCTS spectrum, which hints that the photocurrent and 
the hole capture coefficient of H(260) were too small to 
significantly fill the level. On the other hand, the levels 
H(200) and H(225) overlap in the DLTS-spectrum be- 
cause of the lower-order filter. H(225) can only be seen as 
a shoulder to H(200). Fitting the two overlapping peaks 
shows that H(225) is smaller relative to H(200) in the 
majority spectrum compared to the minority spectrum. 
The reason for this might be that the formation of 
H(225) depends on the level of the Fermi energy and 
therefore differs between n- and p-type material or that 
H(200) is not completely filled in the MCTS experiment. 

Fig. 3 shows the depth profiles of the deep levels 
measured in our p-type samples. Because of the strong 
overlap with H(200) no profile for H(225) could be 
obtained. The nature of this level is not known up to 
now. The profiles of levels H(100) and H(200) coincide 
deeper in the bulk material but show a significant differ- 

10" 

I  10" 

Depth profiles of deep levels 
in n-type Si:Cu after etching 

depth (um) 

Fig. 2. Depth profiles of deep levels in n-type Si: Cu after 
etching of the samples. 
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a) depth profiles of deep levels 
in p-type SI:Cu after etching 

b) difference between the profiles of 
H100 and H200 compared to H260 

■    H(100)-H(200J 
X    H(260) 

depth (urn) 

Fig. 3. (a) Depth profiles of deep levels in p-type Si: Cu after 
etching of the samples, (b) Difference of the profiles H(l 0 0) and 
H(2 0 0) compared to the profile of H(2 6 0). 

ence in the near surface region. While both profiles 
decrease towards the surface, the reduction in con- 
centration of H(200) is more pronounced. From the as- 
signment of the two levels to the donor and acceptor 
state of substitutional copper [3,4] one would expect 
completely identical profiles. There have been previous 
reports [3] about this discrepancy in peak height be- 
tween acceptor and donor level, which had been tenta- 
tively related to an insufficient evaluation of the space 
charge region at different temperatures. Our calculation 
of the profiles has taken into account this effect. We 
therefore can exclude space charge effects as a reason. 
The difference in concentration is real and can only be 
found near the surface. 

For a more detailed analysis of the depth profiles, we 
used the model of Feklisova and Yarykin [11] describing 
the formation of complexes with hydrogen and an iso- 
lated centre under the conditions of wet chemical etching. 
The in-diffusing hydrogen is trapped by an isolated 
centre forming complexes containing one or more hydro- 
gen atoms. An approximate solution in greater depth of 
the bulk shows that the concentrations of the different 
complexes decrease exponentially with depth, whereby 
the characteristic length is proportional to the inverse 

C"s Cu-H,    Cu-H2 Ags Ag-H, Ag-H2 Aus    Au-H, Au-H2 

~W G1 

Cu"" 
E(140) 

E(18Ö) E6 
Ag" E2 

. *    Q4 
G5 

H(260) 
G3 

H(125) Ag"* 
H2 

H3 
Au        Q2_ 

Cu" H(100) 

this work Yarykin et al. (1999)    Sveinbjörnsson et al. (1995) 

Fig. 4. Deep levels of the hydrogen complexes of the group IB 
elements, copper, silver [9] and gold [8]. 

number of hydrogen atoms. We fitted the exponential 
part of the concentration profiles obtaining a ratio of 
1.8 + 0.4 for the characteristic lengths of the levels E(140) 
CLE(i 4 0)= 2.8 urn) and E(180) (LE(1 8 0) = 5.2 urn) and 
of 1.8 ± 0.3 for H(125) (L„(1 2 5, = 6.7 urn) and H(260) 
(^H(2 6 o) = 12 um). We conclude from the ratios that 
E(180) and H(260) are levels of a Cu-H! complex while 
E(140) and H(125) are different charge states of a Cu-H2 

defect. No level can account for the missing copper con- 
centration in the near surface region. We propose that 
the Cu near to the surface is bound in an electrically 
passive complex containing three or more hydrogen 
atoms. This would be analogous to the cases of Au and 
Ag [8,9]. 

In Fig. 4, the difference in the concentrations of 
H(100) and H(200) is shown. For comparison the depth 
profile of H(260) is also given. If we allow a bigger error 
from the subtraction, the two profiles are comparable. 
This gives a possible explanation for the observed dis- 
crepancies in peak height for H(100) and H(200). 
H(100) is a superposition of the substitutional Cu 
double donor and a level of the Cu-H, defect. This sug- 
gestion is supported by the fact that by variation of the 
filling pulse length two capture coefficients differing by 
about one and a half order of magnitude could be extrac- 
ted (see Table 1). At present the assignment is still very 
tentative and needs to be investigated further. It should 
be tried to resolve the presumed superposition of two 
levels either by high-resolution Laplace DLTS or by 
DDLTS in the time domain. 

According to the vacancy model of Watkins [12] 
which has been very successful in describing the energy 
levels of substitutional transition metal defects, the en- 
ergy level positions are derived from the energy levels of 
the vacancy and should be comparable for transition 
metals from the same group. This similarity also trans- 
lates to the hydrogen complexes of the transition metals 
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Table 1 
List of activation energies and carrier capture coefficients of the deep levels in copper-doped n- and p-type silicon 

Level A£ c„ CP Assignment 
(eV) (cm3 s"1) (cm3s_1) 

£(100) 0.167(3) 3.2xlO-10(105K) 6.5xlO~6(105K) Cu"-'- 
£(140) 0.254(4) 4.6xl0-11 (143 K) 7.0xlO"6(144K) Cu-H2 
£(180) 0.360(3) 7.5xlO~11(183K) 1.3xl0"5(185K) Cu-H! 
if(100) 0.207(4) 2.4xlO"5(97K) 

8.9xl0~7(97K) 
Cu°/+ 

H(125) 0.27 (1) —   Cu-H2 
H(200) 0.478(5) — 5.6xl0"6(204K) Cu-'° 
tf(225) 0.506(7) — I.lxl0-6(233K) 9 

tf(260) 0.54 (1) — — Cu-Hi 

as has e.g. been shown in the cases of Au and Ag [8,9]. 
One would therefore expect copper as the third element 
of this group to show an analogous picture. Fig. 4 shows 
an overview of the deep levels found for the hydrogen 
complexes of the group IB elements. While for Ag and Au 
the level schemes have a close qualitative resemblance, 
Cu as the first element of the group shows a different 
picture. 

The properties of the discussed levels are summed up 
in Table 1. The activation energies are calculated using 
the standard T2-correction. The capture coefficients for 
minority carriers were calculated assuming an average 
drift velocity vd = 2.5* 106 cm/s in the space charge region. 

evidence for a passive copper complex which contains 
three or more hydrogen atoms. 
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Abstract 

In-diffusion and annealing processes of substitutional nickel atoms in dislocation-free silicon are studied at 960°C to 
distinguish between the site exchange mechanisms of the nickel atoms. The concentration of substitutional nickel atoms 
varies exponentially with time according to the theory of dissociative mechanism in both processes. Interstitial nickel 
atoms in dislocation-free silicon precipitate in the bulk as confirmed by an infrared microscopy. Nickel precipitates play 
an important role in the vacancy generation and annihilation. It is suggested that, in dislocation-free silicon, nickel 
diffuses under the dissociative mechanism, the dominant point defects mediating the site exchange of nickel atoms are 
vacancies, and that the crystal surfaces, and nickel precipitates or precipitate-induced lattice defects play a role as the 
sinks and sources of vacancy annihilation and generation. The rate-limiting step for the site exchange of substitutional 
nickel atoms is the diffusion of vacancies in the silicon crystal. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Nickel atoms in silicon occupy both interstitial and 
substitutional sites of silicon lattice [1]. A large fraction 
of nickel atoms occupies the interstitial sites, the rest, 
10"4-10"3 of total nickel atoms, remaining in the electri- 
cally active substitutional sites [2]. As a result of the fast 
interstitial diffusion, nickel is known as one of the fastest 
diffusers in silicon. It has been reported [1,3,4] that nickel 
atoms in dislocated silicon exchange their sites between 
the interstitial and substitutional sites via the dissociative 
mechanism, i.e., the dominant intrinsic point defects me- 
diating the site exchange are vacancies. In dislocated 
silicon, both the crystal surfaces and dislocations play 
a role as sinks and sources (SS) of vacancy annihilation 
and generation. The site exchange process of nickel 
atoms is limited by the diffusion of vacancies. For dislo- 
cation-free   silicon,   however,   experimental   evidence 

♦Corresponding author. Tel.:   +81-92-606-3131, ext.2405; 
fax: +81-92-606-0726. 

E-mail address: kitagawa@emat.fit.ac.jp (H. Kitagawa) 

allowing to distinguish between site exchange mecha- 
nisms and to examine the SS of the point defects involved 
in nickel diffusion is lacking. Thus, it is an open question 
which type of point defects, vacancies or self-interstitials, 
works, or which mechanism, the dissociative mechanism 
or the kick-out mechanism [5], operates in the site ex- 
change of nickel atoms in dislocation-free silicon. 

In present study, the in-diffusion of substitutional 
nickel atoms and the annealing of supersaturated substi- 
tutional nickel atoms in dislocation-free silicon are inves- 
tigated experimentally. The purpose of the present study 
is to clarify which point defects dominate in the nickel 
diffusion in dislocation-free silicon. In the present paper, 
it will be shown that a small fraction of the nickel precipi- 
tates acts as SS of vacancy annihilation and generation, 
i.e., SS exist within the bulk even in dislocation-free 
silicon. 

2. Experimental 

N-type, phosphorus-doped, float-zoned, and disloca- 
tion-free silicon crystals were used in the experiment. 
Their phosphorus content ranged from 1.3 xlO13 to 
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1.5 x 1014cm"3. In-diffusion and annealing experiments 
were carried out at 960°C in a flowing nitrogen gas 
ambient after the nickel deposition by evaporation on 
both surfaces of the samples. For annealing experiment, 
samples were first saturated with nickel at 1020°C. In 
both processes, the samples were rapidly cooled at the 
rate of about 90 K/s to room temperature by pulling the 
samples out of the furnace. The concentration of substi- 
tutional nickel in the samples, Cs, was determined by 
measuring the change of the electrical resistivity by the 
four-point probe method at 20 + 0.02°C under the as- 
sumption that nickel introduces an acceptor level at 
Ec — 0.47 eV in n-type silicon [6,7]. The concentration 
determined in this way is an average over the uniform 
region of the U-shaped distribution of nickel. We re- 
garded the distribution as being uniform after the re- 
moval of a surface layer of the thickness of 0.2/ from each 
surface of sample, where / is the thickness of the sample, 
to ensure the measurement of the increase (in-diffusion 
process) and the decrease (annealing process) of Cs while 
the heat-treatment time t elapses. Nickel precipitates 
were observed by an infrared microscopy (OLYMPUS 
BHSM-IR). 

3. Results and discussion 

The time dependence of Cs in the in-diffusion and 
annealing processes is shown in Fig. 1. The curves are 
calculated by Eqs. (1) and (2) predicted by the theory of 
the dissociative mechanism in which the time dependence 
of Cs is given by the exponential function of time t with 
time constant z [3,4], i.e., 

for the in-diffusion process and 

(CI - C.)/C« - Cs°) = 1 - exp( - t/z) (2) 

Cs/C° = 1 - exp( - t/z) (1) 
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Fig. 1. In-difTusion and annealing processes of nickel in silicon. 
Diffusion temperature is TD = 960°C in the in-diffusion pro- 
cesses. For the annealing processes, the sample was first 
saturated with nickel at TD = 1020°C (CJS8.5 x 1013 cm"3), 
then annealed at TA = 960°C (Cs° S 2.2 x 1013 cm-3). Curves are 
calculated from Eqs. (1) or (2) with T listed below, (a): 
/ = 0.05 cm, r = 2.45xl03s (in-diffusion), (b) / = 0.10 cm, 
T = 5.92 x 103 s (in-diffusion), (c): / = 0.20 cm, z = 1.84 x 10* s 
(in-diffusion), (d): / = 0.30 cm, T = 2.50 x 104 s (in-diffusion), (e): 
/ = 0.05 cm, T = 9.02xl03s (annealing), (f): ( = 0.10 cm, 
T = 3.11 x 104 s (annealing), (g): / = 0.20 cm, z = 3.50 x 104 s (an- 
nealing) and (h): / = 0.30 cm, z = 4.89 x 104 s (annealing). 

for the annealing process, where the superscripts 0 and 
i denote the thermal equilibrium value of Cs and the 
value of Cs at t = 0, respectively. 

Not only the in-diffusion and annealing processes 
shown in Fig. 1, but also the results obtained from 
a series of experiments performed so far at the temper- 
ature range from 940°C to 1020°C show that both pro- 
cesses obey Eqs. (1) or (2). Thus, we take the view that 
nickel atoms in dislocation-free silicon exchange their site 
between substitutional and interstitial sites via the disso- 
ciative mechanism and the dominant point defects work- 
ing in the site exchange are vacancies as confirmed in 
dislocated silicon [1,3,4]. 

It was reported [8] that in in-diffusion process of 
substitutional impurity atoms, the relationship between 
the in-diffused concentration and time depends strongly 
on the thickness of the removed surface layers in the 
dissociative mechanism in dislocation-free silicon, pro- 
vided the sinks of vacancy annihilation are only the 
crystal surfaces. In contrast to this theoretical prediction, 
the relationship between Cs and t in the present study 
was always in accordance with Eqs. (1) or (2), indepen- 
dent of the thickness of the removed surface sections. 
This suggests that some SS of vacancies exist in the bulk, 
even in the dislocation-free silicon. 

The anticipation that the SS exists in the bulk is also in 
accordance with the dependence of z of the in-diffusion 
and annealing processes on the sample thickness, /. 
The time constant z obtained experimentally in the 
present study varied strongly from sample to sample. 
This is understood if the SS exist in the bulk and the 
density and size of the SS vary from sample to sample, 
depending on the diffusion and cooling conditions. If the 
SS of vacancies are only the crystal surfaces, as generally 
assumed for dislocation-free silicon, z should only 
depend on /. 

Nickel precipitates in the bulk, which are potential 
candidates for vacancy SS in the bulk, were investigated 
in the present study. Nickel precipitates, which were 
identified by comparison between infrared microscope 
images of nickel-doped and undoped silicon crystals, 
were distributed inhomogeneously within the bulk. We 
focused on the distribution, density and size of the pre- 
cipitates. However, the morphology and composition of 
the precipitates could not be determined in the present 
study. Fig. 2 shows the two-dimensional display of the 
distribution of the nickel precipitates in the in-diffusion 
(a) and annealing (b) processes. In the in-diffusion pro- 
cess, the precipitate density in the center of the crystal 
was significantly lower than that in the vicinity of the 
surface. After annealing the density was reduced, indicat- 
ing that interstitial nickel atoms diffuse out to the surface 
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Fig. 2. Two-dimensional distribution of nickel precipitates in 
dislocation-free silicon of two samples: (a) doped with nickel at 
1080°C for 120 min and (b) annealed at 940°C for 120 min after 
being doped with nickel at 1080°C for 120 min. Distribution in 
the plane of z/lz =0.1 is shown, where lz is the thickness of 
samples and z is the distance from the surface. 

during annealing or cooling. The diameters of the pre- 
cipitates ranged from 10 (or smaller) to 20 urn. 

We assume that the precipitates of nickel in the bulk 
are formed not only during quenching, but also during 
the heat treatment in the in-diffusion and annealing pro- 
cess, and that the nickel precipitates or precipitate-in- 
duced lattice defects can act as SS of vacancies. In the 
dissociative mechanism, the reciprocal of the time con- 
stant, 1/T, of in-diffusion and annealing processes is given 
by [9] 

1/T = [(n/l)2 + 47ir0iV] x CV°DV/(C° + Cv°), (3) 

under the assumption that the precipitates are spherical 
(radius r0 and number per unit volume N) and distribute 
randomly in the bulk. Dv and C° are the diffusion coeffi- 
cient and the concentration of vacancies, respectively. 
The term (ft/02 on the right-hand side of Eq. (3) describes 
the contribution of the crystal surface to x as the SS of 
vacancies, while AKTQN describes the contribution of the 
spherical precipitates. Eq. (3) shows that T

1/2
 is simply 

proportional to / when N = 0. For the display of this 
characteristic, the experimental data of T1/2

 as a function 
of / are plotted in Fig. 3 together with the semi-quantit- 
ative values of Eq. (3) in which T

1/2
 at / = 0.05 cm is 

normalized to unity. It is worth mentioning that the con- 
tribution of internal sinks and sources increases with the 
increase of the sample thickness. Thus, Fig. 3 shows that 
a small fraction of nickel precipitates within the bulk or 
precipitate-induced lattice defects can work as SS of va- 
cancies in silicon, and that the site exchange of nickel 
atoms is limited by the vacancy diffusion from the crystal 
surface and the vacancy SS in the bulk. To our knowledge, 
the present result is the first experimental indication of 
the effect of SS of vacancies in the bulk on site exchange 
of metal impurity atoms in dislocation-free silicon. 

0.1 0.2 0.3 
Thickness of Sample / (cm) 

Fig. 3. Time constant of in-diffusion (O) and annealing (•) 
processes of nickel in dislocation-free silicon as a function of the 
thickness of the sample. Solid line and broken curve show the 
values of Eq. (3) calculated under the assumed values of N = 0 
and N = 4x 104cm"3, respectively. 

Since diffusion coefficient, D{, of interstitial nickel 
atoms is high (A « 10"4-10"5 cm2/sat 800-1200°C [1]) 
and the solubility decays exponentially with temperature, 
interstitial nickel atoms can diffuse out to the surface and 
form precipitates at the surface [10] which have been 
attributed to NiSi2-type silicide. Seibt and Schröter [11] 
also reported that interstitial nickel atoms precipitate 
within the crystal bulk after rapid cooling from high 
temperatures. It was shown [11] that coherent platelets 
on Si {111} planes are formed, which consist of two 
{111} layers of NiSi2 and are bounded by dislocations. 
Unfortunately, the composition and morphology of the 
nickel precipitates cannot be determined by infrared- 
microscope observations alone. From a series of in-diffu- 
sion and annealing experiments, C°DV or the vacancy 
contribution to the silicon self-diffusion coefficient, Df*, 
has been found to range from 3.1 x 10"18 at 940°C to 
1.0xl0"16cm2/s at 1020°C, which is in fairly good 
agreement with the result reported by Tan and Göseie 
[12]. However, since these temperatures are in the range 
in which the temperature dependence of Df* almost co- 
incides with that of DjD, the self-diffusion coefficient via 
interstitial mechanism, it cannot be decided by means of 
the present experiments or nickel diffusion which mecha- 
nism predominates in self-diffusion of silicon. 

In summary, in-diffusion and annealing processes of 
substitutional nickel atoms in dislocation-free silicon 
were studied at 960°C. It was suggested that nickel atoms 
in dislocation-free silicon exchange their sites via the 
dissociative mechanism and that the dominant point 
defects mediating the site exchange are vacancies. The 
crystal surfaces, and nickel precipitates or precipitate- 
induced lattice defects were found to play a role as SS of 
vacancy annihilation and generation. The site exchange 
of substitutional nickel atoms is limited by the diffusion of 
vacancies from the crystal surface and the vacancy SS in 
the bulk. 
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Abstract 

A novel straightforward method to determine the diffusion parameters of positively charged iron in p-type silicon has 
been developed. The method is based on application of high-frequency bias pulses to a Schottky diode, providing the 
total iron ionization and drift in the space charge region. Temperature-dependent measurements in the range from 25°C 
to 180°C revealed the migration energy of positively charged iron of 0.84 eV, thereby supporting the data obtained from 
the iron-boron pairing. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Iron in silicon is known to diffuse as an interstitial 
impurity. The effective diffusion coefficient of iron 
diffusing in both its neutral, Fe°, and ionized, Fe+, 
charged states is given by Deff(Fej) =/xD(Fe;+) + 
(1 — /)xD(Fei°), where/is the fraction of ionized iron, 
and can be described in the wide temperature range as 
D(FeO = 1.3 x 1(T3 x exp( - 0.68 eV//cT) cm2/s [1,2]. 
However, due to the uncertainty in /at elevated temper- 
atures, the specific migration barriers for Fe;

+ and Fe? 
cannot be directly obtained from the temperature de- 
pendence of Deff(Fe(). Numerous FeB re-association ex- 
periments revealed the activation energy to be 0.8-0.9 eV 
[1,2], which was attributed to the diffusion barrier for 
Fei+ [3]. In principle, the difference between the FeB 
re-association data and the overall fit for Z)eff(Fei) can be 
explained under assumption that the Fe^ migration en- 
ergy is lower than the barrier for the last jump of Fei+ to 
boron [2]. On the other hand, this barrier was experi- 
mentally measured in Ref. [3] to be 0.65 eV. Thus far, it is 

* Corresponding author. Fax: + 1-360-883-7240. 
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not clear whether or not the re-association kinetics rep- 
resent the migration barrier for Fe,1". Therefore, an alter- 
native method excluding the short-range Fei-Bs interac- 
tion is required for determination of the Fe* migration 
barrier. 

In this work we have developed a novel method to 
measure the D(Fei+) via drift of positively charged iron in 
a space charge region (SCR) of a Schottky diode on 
p-type Si. The key experimental idea consists of the 
application of high-frequency reverse bias pulses, which 
provides favorable conditions for total ionization and 
drift of iron in the SCR. During the half period when the 
bias is off, the Fe, traps are filled with holes, and become 
positively charged; while during the half period when the 
bias is on, iron is driven by the electric field towards the 
edge of the SCR. To keep iron within the SCR in a posit- 
ively charged state at the annealing temperature, the 
pulse frequency, Fp, should be high enough to satisfy 
6h ^ Fp, where eh is the hole emission rate. 

2. Experimental 

We used double-side polished FZ Si wafers doped 
with boron to 2.0 x 1014 cm"3. Iron was introduced by 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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thermal annealing at 900°C for 2 h following "back-side" 
ion implantation with a dose of 1 x 1011 Fe/cm2. The Fe; 
and FeB traps were measured by DLTS on Al Schottky 
diodes formed on opposite wafer surface. The total Fe 
concentration was uniformly distributed up to, at least, 
10 am and equal to 2xl012cm"3. The samples from 
second set were doped with boron and iron to 8 x 1014 

and 6 x 1013 cm"3, respectively. The pulsed bias anneal 
experiments were carried out in the temperature range 
from 27°C to 180°C following thermal annealing at 180°C 
to dissociate the FeB pairs. The temperature dependence 
of Fe;+ mobility was determined via measurements of 
changes in the Fei concentration profiles using the 
depth-dependent DLTS technique. The concentration 
profiles of shallow acceptors were measured by the C-V 
method on each diode before and after annealing. The 
diode leakage current at room temperature did not exceed 
100 nA at a reverse bias of 20 V. 

3. Results and discussion 

3.1. Drift of Fe^ under pulsed bias annealing 

Fig. 1 presents a direct evidence of the feasibility of 
pulsed bias annealing (PBA) method for studying Fef 
drift across the SCR in p-type silicon. The diode was 
annealed at 50°C for 8 h, while the applied bias was 
switched between 8 and 2 V at the high frequency of 
1 MHz. During annealing, the near surface layer 
AW! = W(2 V) - W(0 V), was permanently depleted of 
charge carriers creating a zone of predominantly neutral 
iron. In spite of the strong electric field, the Fe concentra- 
tion profile in Fig. 1 is uniformly flat within A Wlt indic- 
ating that the Fei+ fraction was indeed negligibly small. 
Pulse   biasing   over   the   deeper   layer   defined   by 

AW2 = W(8 V) - W(2 V) strongly enhances the fraction 
of positively charged Fe in the space charge region. The 
resulting drift of Fe;

+ produces a dip in the Fe concentra- 
tion profile. Note that pulsed bias annealing at a low 
pulse frequency (1 Hz) did not lead to a notable Fe 
redistribution. If the applied bias of 1 MHz was switched 
between 8 and 0 V, i.e. Fe^ was present in the entire SCR, 
the dip initially formed close to the surface and then 
extended deeper with annealing time, as shown in Fig. 2. 
Note that the loss of the Fe concentration in the near 
surface region is compensated by an increase of Fe con- 
centration deeper than ~ 5 urn. In Fe-doped samples 
with a boron concentration of 8 x 1014 cm"3 an Fe redis- 
tribution also occurred under pulsed bias annealing; 
however, the time needed for Fe* to drift the same 
distance was shorter by about a factor of two due to the 
higher electric field over the shallower SCR. Thus, based 
on the observed Fe profile dependence on annealing 
time, temperature, and electric field strength, we con- 
clude that the observed iron redistribution is governed 
totally by drift and can be used for determination of its 
mobility. 

3.2. Determination of Fef mobility 

A set of samples were subjected to 1 MHz pulsed bias 
annealing in the temperature range from 27°C to 180°C. 
The changes observed in the Fe concentration profiles 
were similar to those presented in Fig. 2. By solving the 
diffusion-drift equations and fitting the Fe concentration 
depth profiles obtained under pulsed bias annealing, the 
temperature dependence of D(Fef) was determined, (see 
Fig. 3). The migration energy for positively charged iron 
is equal to 0.84 eV, which agrees well with previously 
published values derived from the FeB pair re-associ- 
ation kinetics [3]. We also measured FeB re-association 

2 3 4 

Depth (um) 

Fig. 1. The Fe, concentration profile measured by DLTS on 
samples doped with boron and iron to 8 x 1014 and 
6x 1013 cm-3, respectively, after 1 MHz pulsed bias annealing 
at 50°C for 8 hours. The reverse bias was switched between 8 and 
2 V corresponding to the SCR width of 4.1 and 2.8 am, respec- 
tively. 

S 
1 

3 4 5 
Depth (um) 

Fig. 2. Development of the Fe; concentration profiles as mea- 
sured by DLTS before and after pulsed bias annealing at 120°C 
for 20 and 40 min. The reverse bias was switched between 8 and 
0 V at a frequency of 1 MHz. The boron and initial iron concen- 
trations were 2 x 1014 and 2 x 1012 cm-3, respectively. 
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drift 
association 
Ref. [2] 

Fig. 3. Temperature dependence of D(Fej+) as determined from 
the Fej+ drift experiments, and FeB pairing kinetics. The overall 
fit for OefrfFe^) from Ref. [2] is also presented. 

Fe* fraction to 50% at 150°C. However, since the data in 
Fig. 3 does not reveal a notable deviation from a straight 
line, the occupancy of the Fe trap with holes must be 
100%. As a check we calculated that an increase of the Fe 
ionization energy by only 0.02 eV provides total Fe ioniz- 
ation over the whole temperature range. Therefore, we 
used the data in Fig. 3 to calculate the Fe + fraction under 
constant bias annealing. 

By comparing the results of the pulsed vs. constant 
bias annealing experiments performed at 90°C, we found 
the Fe+ fraction under constant bias annealing to be 
~ 3%, while calculations using EFe = Ey + 0.38 eV, and 

ern, (Tp from Ref. [4] yielded a value of ~0.5%. This 
discrepancy, by factor of 6, does reflect the uncertainty of 
the parameters of the Fe level extrapolated to elevated 
temperatures. Again, raising the Fe level position by only 
0.02 eV accounts for this discrepancy. 

kinetics on the same Si wafer to directly compare the 
migration energies determined by the two methods. The 
measurements were performed in the temperature range 
of 27°C to 90°C following thermal dissociation at 180°C 
for 3 min. The diffusion coefficient was calculate using 
the expression given in Ref. [3]. The temperature de- 
pendence of D(Fe+), also shown in Fig. 3, yielded a mi- 
gration energy of 0.85 eV. It is important to note that: (i) 
the good agreement of the DFei+(l/T) slopes implies that 
the activation energy obtained in the FeB re-association 
experiments indeed represents the diffusion barrier; and 
(ii) the close values for diffusion coefficients determined 
over wide temperature range confirm the validity of 
a pure Coulombic Fe-B interaction. 

3.3. Determination of Fe? fraction under constant bias 
annealing 

As it was shown above, annealing of the Schottky 
diodes under a constant bias at 50°C did not lead to 
redistribution of iron. By increasing the temperature to 

5= 90°C the shape of the Fe concentration profiles 
changed in a similar fashion to that in Fig. 2, indicating 
the presence of a notable fraction of positively charged 
iron. To determine the fraction of Fe* from the depend- 
ence of the observed changes in iron concentration pro- 
files on constant bias annealing time, one needs first to 
obtain reliable data for 100%-ionized iron. To evaluate 
the occupancy of the iron level with holes under 1 MHz 
pulsed bias, we used the values £Fe = £v + 0.38 eV, and 
ff„, ap from Ref. [4]. The results of calculation predict full 
ionization of iron up to ~ 100°C, and a reduction of the 

4. Conclusion 

Summarizing the experimental data on Fej4" drift, we 
have demonstrated the feasibility of a novel method for 
determination of the diffusion parameters of Fe+. The 
migration energy of 0.84 eV determined from the drift 
under pulsed bias annealing is higher than that derived 
from the overall fit of high- and low-temperature diffu- 
sion data. However, this value is in remarkable agree- 
ment with the iron migration energy measured by FeB 
pairing. This implies negligible impact of the barrier for 
the last jump of iron to boron. On the other hand, the 
direct determination of the diffusion coefficient supports 
the model of a pure Coulombic Fe-B interaction. Fur- 
ther investigation of the Fe drift as a function of anneal- 
ing temperature, pulse frequency, and tp/T ratio can help 
determine the fundamental properties of Fe at elevated 
temperatures. 
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Abstract 

It is shown that investigations on substitutional TM-defects grown-in by the FZ-technique can be used as a suitable 
detection method for vacancies and self-interstitials in silicon. For the interpretation of the experimental results, 
approximate analytical solutions are presented for the temperature field in the growing crystal, for the transport 
equations describing the diffusion and recombination of intrinsic point defects and for the capture process connected 
with the formation of substitutional TM-defects. The analysis is demonstrated on dislocation-free FZ-crystals doped with 
Pt and Rh, respectively. The capture of the interstitial TM-defects by the vacancies takes place in different temperature 
ranges depending on the metal type. First results about the capture coefficients for Si- and TM-interstitials are 
derived. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Four years ago, it was reported about the axial distri- 
butions of transition metal (TM) defects in float zone 
(FZ) silicon crystals [1]. It was shown that the defects for 
the doping metals with the valence N > 8, which were 
observed by deep-level transient spectroscopy (DLTS), 
are caused by substitutional TM-defects Ms. For the 
important metals Au, Pt, Ir and Rh (group II) nearly 
uniform axial distributions Ns(z) were found. The almost 
complete incorporation of the doping concentration on 
lattice sites could be interpreted by the existence of a suf- 
ficiently high concentration of vacancies. But all crystals 
investigated at that time were grown in vacuum (type A) 
[1]. A different doping behavior was observed meantime 
in FZ-crystals grown in an argon ambient (type B) [2,3]. 
High concentrations Ns, comparable to those in A-crys- 
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tals, could be detected only in the initial parts and in the 
quickly cooled end parts of the crystals. This behavior 
gave a first hint that the distributions of both vacancies 
and self-interstitials are important for the interpretation 
of the results found in B-crystals [3]. 

In this work, it will be shown that the axial distribu- 
tions of substitutional TM-defects in dislocation-free 
crystals are mainly determined by the growth parameter 
P = V/G, where V denotes the growth velocity and G the 
temperature gradient at the melt/solid interface. Taking 
into consideration recombination and diffusion of intrin- 
sic point defects, Voronkov [4] has shown already in 
1982 that for P > Pcril a vacancy-dominated (V) and for 
P < Pcril an interstitial-dominated (I) region exists in 
grown Si-crystals. On the basis of these results the author 
presented for the first time a correct interpretation for the 
formation of microdefects (D-defects, A-swirls) in 
FZ-crystals. Recently Dornberger and v.Ammon [5] 
published extensive experimental results for large-dia- 
meter CZ-crystals, which are consistent with the critical 
growth parameter Pcrit = 2.23 x 10"5 cm2/(Ks). In the 
present work the dependence of the growth parameter on 
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the axial position will be derived from a simple analytical 
solution of the heat conduction equation. As representa- 
tives of the metals of group II, a detailed interpretation of 
the axial distribution JVs(z) is presented for the dopants 
Pt and Rh in B-crystals. For the determination of the 
theoretical distributions Ns(z), approximate solutions of 
the transport equations for vacancies and self-interstitials 
are used, which have been derived recently in Ref. [6]. 
Based on the results in Ref. [6] a theoretical critical 
growth parameter can be estimated in first approxima- 
tion according to Pcrit = 2.26 x 10"5 cm2/(K s), which is 
in agreement with the experimental value cited above. 
For all numerical calculations presented in this work the 
same parameters of intrinsic point defect as published by 
Sinno et al. [7] will be used. 

2. Experimental details 

The crystals were prepared by the FZ-technique in an 
argon ambient close to atmospheric pressure with the 
following growth parameters: growth direction = 
<11 1>, pull rate = 3.4 mm/min, seed rotation = 6 rpm, 
feed rod rotation = 10 rpm, crystal diameter 2r0 = 2 cm, 
crystal length L = 10-15 cm. For the TM-doping a metal 
amount of 3 mg for Pt and 8 mg for Rh was dissolved in 
the molten zone. The doping process was finished by 
quickly separating the crystal from the feed rod and 
switching off the inductor power. This process resulted in 
an average cooling rate of about 10 K/s in the last crystal 
part, whereas a broad middle region can be characterized 
by about 1 K/s. The electrically active defects were inves- 
tigated with DLTS on samples near the radial position 
r = r0/2 using Schottky contacts with a diameter 4-5 mm. 

3. Theoretical and experimental results 

3.1.  Growth parameter 

The formation of substitutional TM-defects depends 
strongly on the distributions of vacancies and self-inter- 
stitials in the grown crystal. The estimation of these 
distributions involves the temperature gradient G at the 
melt/solid interface and by this the growth parameter 
p = V/G for each axial position zcryst of the cylindrical 
FZ-crystal. We have solved the heat conduction equation 
taking into account adequate boundary conditions. Dur- 
ing the growth of FZ-crystals the heat loss at higher 
temperatures is mainly determined by the heat radiation 
via the cylindrical surface. For small-diameter crystals 
the heat conduction is governed approximately by the 
one-dimensional differential equation [8] 

d 

dz 

'fc(T) dT 

k0   dz dz 

2ecr 

r0k0' 

cPpV 
k0 

(lb) 

where z is the distance to the melt/solid interface, T(z) the 
temperature, k(T) the thermal conductivity, a = 
5.7 x 10"12 W/(cm2 K4) the Stefan-Boltzmann constant, 
e = 0.57 the emissivity, cp = 0.922 J/(g K) the specific 
heat, p = 2.33 g/cm3 the density, V the growth velocity, 
and r0 the crystal radius. 

If the thermal conductivity is approximated by the 
function k(T) = k0/T [9], the differential equation (la) 
can be solved in closed form for the growth rate 
V = 0{b = 0) 

T(z) = Tw /    cosiJlawTl{\ - z/w)], (2) 

where the heat conduction across the boundary between 
the cylindrical part and the seed cone (z = w) of the 
FZ-crystal has been neglected. Using the condition 
P(0) = Tm, where Tm denotes the melting temperature, 
the temperature Tw at the boundary can be determined. 
For w/r0 ^ 5 the solution is approximately given by 

KßTnll+y/towTlT1'2. (3) 

For normal growth rates the second term in Eq. (la) is 
sufficiently small and the complete solution can be esti- 
mated by a perturbation analysis. Inserting T(z) accord- 
ing to (2) into the right-hand side of Eq. (la) yields after 
integration the first approximation for the temperature 
gradient 

<* = JW^ •* w Ö ■* ml-* m -* w)- 
(4) 

■ aT4 (la) 

Using the approximation k0 = 360 W/cm [10] the 
growth parameter P = V/G was estimated for the growth 
rate V = 3.4 mm/min and r0 = 1 cm. Fig. 1 shows the 
parameter in dependence on the axial position zcrysl = w 
for both cases b = 0 and b # 0. The gradient is evidently 
lowered by the zone movement up to about 10%. In the 
first crystal part the gradient decreases strongly, which 
leads to the condition P > Pcril in this range. But the 
main parts of our FZ-crystals are characterized by the 
reversed condition P < Pcrit. The range of the stationary 
crystal growth starts evidently near the position 
zcryst = 9 cm with G = 390 K/cm and P = 1.45 x 
10"5cm2/(Ks). 

3.2. Intrinsic point defect distributions 

For the interpretation of the substitutional TM-defect 
distributions it is assumed that the doping leads at first 
to the formation of interstitial TM-defects, which can 
be trapped by the vacancies during the cooling period 
in the temperature range T sj Tc. In the range T >TC, 
the distributions of vacancies and self-interstitials are 
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Fig. 1. Dependence of the growth parameter P on the axial 
position. 

Fig. 2. Dependence of the vacancy and self-interstitial concen- 
tration on the distance to melt/solid interface for stationary 
growth conditions. 

determined by diffusion and recombination processes. 
The basic differential equations could be recently solved 
by simple analytical approximations [6]. All experi- 
mental results presented in this work show that the 
recombination between vacancies and self-interstitials is 
sufficiently high, which can be described by the relation [6] 

Q(T) = CyC{ = CyCf«, 

Q(T) = CVmCIm exp 
kTm\ T (5) 

where Cv, Q are respectively concentrations of vacancies 
and self-interstitials (thermal equilibrium values are 
labelled by the suffix eq), H = 7.37 eV is the activation 
energy characterizing the total temperature dependence 
of Q near the melting point [7], k the Boltzmann con- 
stant, CVra = 11.7 x 1014 cm"3, CIm = 9.6 x 1014 cm"3 [7]. 

In the case of high recombination the intrinsic point 
defect distributions depend only on the growth para- 
meter P [6] according to 

CV(T) = C + JC2 + qQ(T). 

C = (CVm - Clmq)/2, 

HDJm\(„ .  HDVm P + 
2kTl 2kTl 

(6a) 

(6b) 

(6c) 

with DVm = 4.3 x 10 5 cm2/s: diffusivity of vacancies at 
T = Tm, DIm = 3.8 x 1(T4 cm2/s: diffusivity of self-inter- 
stitials at T = Tm [7]. 

Knowing the characteristic temperature T0, the rela- 
tions (5) up to (6c) can be used as starting point to 
estimate the substitutional TM-defect distributions. The 
parameter Tc depends mainly on the binding energy of 
the metal atom on the lattice site which is not yet known 
at present. Hence, it is very important that Tc can be 
directly determined with our experimental results as will 
be shown below. The steep increase of the substitutional 
defect concentration at the crystal end is generally 
located in the range of the stationary crystal growth. The 
distributions of vacancies and self-interstitials for these 

growth conditions are shown in Fig. 2. For distances 
z > 2 mm to the melt/solid interface the concentration of 
the self-interstitials d is evidently the dominating 
species. Whereas Q tends to a constant value given 
according to Eqs. (5) and (6a) by 2( - C)/q, the vacancy 
concentration Cv decreases very quickly with increasing 
distance to the interface. The capture of the interstitial 
TM-defects by the vacancies starts near the positions 
z = 4 and 7 mm for Pt and Rh, respectively. These posi- 
tions correspond to the temperatures Tc = 1530 K for Pt 
and 1410 K for Rh. Taking into account the growth 
parameter P(z) as demonstrated in Fig. 1, the concentra- 
tions CV(TC) and C}{TC) can be estimated for each axial 
position. Fig. 3 shows these distributions for the dopants 
Pt and Rh. A sufficient high concentration Cv can be 
recognized only in the range zcrysl < 1.5 cm. In the main 
part of the crystal, on the other hand, the vacancy con- 
centration is low and the formation of substitutional 
TM-defects is additionally hindered by a high concentra- 
tion of self-interstitials. 

Similar distributions can also be estimated for the 
rapidly cooled crystal end. Provided that Eq. (5) is fulfil- 
led in the range T^TC even for the cooling rate 
ß = 10 K/s, the concentrations CV(TC), Q(TC) can be 
derived from the distributions shown in Fig. 2. Neglect- 
ing a further diffusion during the fast cooling period the 
relation (5) yields 

(CY - A)(C,° - A) = Q(TC), (7) 

where C°, C° denote the initial concentrations according 
to Fig. 2. After solving the quadratic equation for A(z), 
both concentrations are known. The intrinsic point de- 
fect concentrations in this range are shown for Pt and Rh 
in Fig. 4. 

3.3.  Capture process 

In the temperature range T < Tc two capture pro- 
cesses have to be considered. The reaction of self-inter- 
stitials with vacancies leads to the formation of new 
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Fig. 4. Concentrations of vacancies and self-interstitials at two 
temperatures Tc in dependence on the distance to the crystal 
end. 

ordinary lattice points with a concentration AiVL, whereas 
the capture of interstitial TM-defects generates substitu- 
tional TM-defects with a concentration JVS. Introducing 
the capture coefficients RQ(T) for the first and rc(T) for 
the second process the coupled nonlinear differential 
equations can be written in the form 

ß^£± = - i?c(T)X(r)[JV, - AJVL], 
dj 

ß~= -re(T)X(T)lND-Nsl, al 

X(T) = JVV - Ns - ANL, 

(8a) 

(8b) 

(8c) 

where   JVV = CV(TC), Nt = C,(TC), ND = lTMlot, ß = 
VG: cooling rate. 

An approximate solution can be derived, if the temper- 
ature dependence of Rc/rc can be neglected and if either 
AiVL « (p - i)Ns or AN^ < Ns, where 

p = 1 + (i?ciV,)/(/-ciVD). (9) 

The solution for T -* 0 can be written in the form 

IN^ sinh[R/2] 
Ns = 

P     sinh[i?/2 + In^/pNo/Ny]' 

ßR = [pJVD - iVv] rc(T)dT. 

(10a) 

(10b) 

Fig. 5. Comparison between the experimental and theoretical 
distribution of Rhs-defects for the range of normal crystal 
growth, JVD =3xl013cm"3. 

From Eq. (10a) it follows immediately that Ns « Nv/p 
for JR ^> 1 and Ns « JVD for — R > 1. In our crystals the 
first case can be recognized in the I-dominated regions, 
whereas the second case is fulfilled whenever Nv is high. 
Using the capture coefficient rc(T) = r0 exp[ — Ec/(kT)~] 
the integration in Eq. (10b) yields approximately 

ßR = [pJVD - JVv]rc(rc)/crc
2/£c. 

3.4.  Comparison between theory and experiment 

(11) 

Since the capture coefficients are presently not known, 
a first rough determination was performed using our 
experimental results. Figs. 5 and 6 show the axial distri- 
butions of substitutional Rh- and Pt-defects measured in 
dislocation-free FZ-crystals. For Rh a steep decrease of 
the concentration is observed in the first crystal part. For 
Zcryst > 3 cm the concentration is small and tends to 
a constant value near 5 x 1011 cm"3 in the range of the 
stationary crystal growth. The steep increase at the crys- 
tal end is caused by the fast cooling process. A qualitat- 
ively similar behavior can be observed for Pt (see Fig. 6). 
But the concentration in the middle region is much 
higher compared to that of Rh. A first important in- 
formation about the capture coefficients can be derived 
from the concentration of substitutional defects in (or 
near) the range of the stationary crystal growth. Using 
the results in Fig. 3 and Eqs. (9) and (10a) leads to the 
numerical relations rJRc « 9 for Rh and « 10 for Pt, 
provided that R > 1 is fulfilled. A second important in- 
formation can be derived from the results measured at 
the quickly cooled crystal end. If the relation (7) holds up 
to the temperature Tc, a condition for the recombination 
strength of intrinsic point defects must be fulfilled, which 
can be written in the form Rc(Tm)/(ßEc) 5= A{TQ) [6]. 
According to the approximate analysis published 
in Ref. [6] the parameter A can be easily estimated 
with Bessel functions, which leads to the condition 
RQ(TJ ^ 2.2 x 10"14 cm3/s for Tc = 1410 K, ß = 10 K/s 
and J5C = 1.25 eV. Since the activation energy for the 
recombination Ec cannot be directly determined with 
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Fig. 6. Comparison between the experimental and theoretical 
distribution of Pts-defects for the range of normal crystal 
growth, JVD = 7 x 1013 cm"3. 

our experimental results, we have chosen a value, which 
is nearly equal to the migration energy of self-interstitials 
E « 1 eV [7]. Taking into account these results the cap- 
ture coefficients of the interstitial TM-defects can be 
estimated according to r0 S= 3.5 x 10"14cm3/s (Rh, 
rc = 1410 K) and rQ Ss 9.2 x 10"14 cm3/s (Pt, 
Tc = 1530 K). Inserting these relations into Eq. (11) leads 
to ßR/(pND - Nv)^ 4.9 xl0~12 cm3 K/s for Rh and 
> 14.9 x 10"12 cm3 K/s for Pt. For the estimations of 

the theoretical distributions Ns(z), we have used the 
lower limit of these data and the cooling rate ß = 1 K/s in 
the range of normal crystal growth and ß = 10 K/s for 
the quickly cooled crystal end. The doping concentration 
JVD was estimated with the segregation coefficients [1] to 
about 3 x 1013 cm"3 for Rh and 7 x 1013 cm"3 for Pt. 
The theoretical results calculated with Eq. (10a) are dem- 
onstrated in Figs. 5 and 6 by the drawn curves. The steep 
decrease of the substitutional Rh-defects in the first crys- 
tal part (see Fig. 5) is evidently consistent with the theory, 
but systematic deviations can also be recognized. A sim- 
ilar comparison for the dopant Pt is shown in Fig. 6. The 
higher concentration of substitutional Pt-defects in the 
range zcryst > 2 cm is obviously caused by the higher 
concentration of vacancies at the temperature Tc as 
demonstrated in Fig. 3. In the range of the stationary 
crystal growth R = 437 for Pt and 189 for Rh holds, 
consistent with the above postulated condition R J> 1. 

For a better fitting of the experimental results the 
growth parameter has to be changed up to about 15% 
around the position zcryst = 2.5 cm as indicated by the 
dotted curve in Fig. 6. Such changes can be expected, for 
example, if a weak after-heating due to the inductor field 
near the melt/solid interface is taken into consideration. 
But also in the frame of the present theory a systematic 
deviation to the experimental results seems possible. 
Since the intrinsic point defect concentrations shown in 
Fig. 3 were calculated with approximations, which are 
valid only in the stationary case, a delay effect can be 
expected for quickly changing growth conditions (Fig. 1). 
In this case, all curves in Fig. 3 have to be shifted 
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distribution of Rhs-defects for the quickly cooled end part of the 
crystal. 
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Fig. 8. Comparison between the experimental and theoretical 
distribution of Pts-defects for the quickly cooled end part of the 
crystal. 

somewhat to the right consistent with the deviations 
shown in Figs. 5 and 6. 

The distributions of substitutional TM-defects in the 
quickly cooled crystal ends are demonstrated in more 
detail in Figs. 7 and 8. For the representation of the 
experimental results the distances to the crystal end were 
measured on the cylindrical surface. Taking into account 
the concave shape of the melt/solid interface these data 
were lowered by an average distance of 1 mm. The ex- 
perimental distribution for Rh in Fig. 7 shows that the 
increase of the concentration starts near to the distance 
L — Zcryst = 7 mm, which was used above for the deter- 
mination of the important parameter Tc. Taking into 
account the intrinsic point defect distributions (see Fig. 4) 
the theoretical distribution of substitutional Rh-defects 
was estimated with Eq. (10a). The theoretical distribution 
is evidently in fair agreement with the experimental re- 
sults. It can be concluded, therefore, that Eq. (7) used for 
the estimations is correct. Similar distributions are demon- 
strated for the dopant Pt in Fig. 8. The agreement between 
the theoretical and experimental results is again good. 

4. Conclusion 

A study was presented about the axial distribution 
Ns(z) of substitutional Pt- and Rh-defects in small-diameter 
FZ-crystals. For dislocation-free crystals grown with 
a velocity V = 3.4 mm/min high concentrations Ns are 
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only observed in the initial parts and in the quickly 
cooled end parts of the crystals. With analytical approxi- 
mations for the temperature field and for the distribu- 
tions of vacancies and self-interstitials it could be proven 
that the concentration of substitutional TM-defects de- 
pends on the growth parameter P = V/G at each axial 
position. In the interstitial-dominated regions, character- 
ized by P < .Pcri„ markedly decreased concentrations 
JVS are observed. These concentrations depend strongly 
on the parameter Tc, which characterizes the temper- 
ature range T < Tc, where the interstitial TM-defects 
can be effectively trapped by the vacancies. Using the 
experimental results in the quickly cooled end parts, the 
important data Tc = 1530 K for Pt and Tc = 1410 K for 
Rh were determined. From the experimental results in 
the interstitial-dominated region and at the crystal 
end it was concluded that the capture coefficients of 
the interstitial TM-defects must be set according 
to rc > 3.5 x 10"14 cm3/s (Rh, Tc = 1410 K) and rc ^ 
9.2 x 10"14cm3/s (Pt, Tc = 1530 K). Using an approxi- 
mate solution for the capture process theoretical 
distributions Ns{z) could be derived for the range of the 
normal crystal growth and for the quickly cooled crystal 
end. A fair agreement between theory and experiment is 
found for both dopants. These results show that invest- 
igations on FZ-crystals doped with substitutional TM- 
defects can be used as a suitable tool to determine the 
concentration of vacancies and self-interstitials. 

Acknowledgements 

The work was performed at the-Institut für Mikroelek- 
tronik   und   Festkörperelektronik   der   Technischen 

Universität (TU-Berlin) in cooperation with Wacker 
Siltronic AG (Burghausen) and the -Institut für Kristall- 
züchtung (IKZ-Berlin). The authors would like to 
thank Mrs. H. Baumüller (IKZ-Berlin), A. Eckert 
and B. Tierock (TU-Berlin) for extensive technical 
assistance in sample preparation. The support by Dr. W. 
Schröder and Dr. H. Riemann (IKZ-Berlin) during 
the crystal growth experiments is gratefully acknow- 
ledged. 

References 

[1] H. Lemke, Mater. Sei. Forum 196-201 (1995) 683. 
[2] H. Lemke, in: C.L. Claeys, P. Rai-Choudhury, P. Stal- 

lhofer,  J.E.   Maurits  (Eds.),  High  Purity  Silicon  IV, 
The   Electrochemical   Society,   Pennington,  NJ,   1996, 
p. 272. 

[3] H. Lemke, W. Zulehner, B. Hallmann, in: H.R. Huff, 
U.   Gösele,   H.  Tsuya  (Eds.),   Semiconductor  Silicon, 
The  Electrochemical   Society,   Pennington,  NJ,   1998, 
p. 572. 

[4] V.V. Voronkov, J. Crystal Growth 59 (1982) 625. 
[5] E. Dornberger, W. von Ammon, J. Electrochem. Soc. 143 

(1996) 1648. 
[6] H Lemke, W. Südkamp, Phys. Stat. Sol. (a) 176 (2) (1999) in 

press. 
[7] T. Sinno, R.A. Brown, W. von Ammon, E. Dornberger, J. 

Electrochem. Soc. 145 (1998) 302. 
[8] H.S. Carslaw, J.C. Jaeger, Conduction of Heat in Solids, 

Clarendon Press, Oxford, 1959. 
[9] J.M. Ziman, Electrons and Phonons, University Press, 

Oxford, 1967. 
[10] C.J. Glassbrenner, G.A. Slack, Phys. Rev. 134A (1964) 1058. 



ELSEVIER Physica B 273-274 (1999) 404-407 

PHYSICA 
www.elsevier.com/locate/physb 

Dependence of electrically detected magnetic resonance signal 
shape from iron-contaminated silicon wafers on the thermal 

treatment of the samples 

T. Mchedlidze3'*, K. Matsumotoa, T.-C. Lina, M. Suezawab 

"Komatsu Electronic Metals Co., Ltd., 2612 Shinomiya, Hiratsuka 2540014, Japan 
bInstitute for Materials Research, Tohoku University, Sendai 9808577, Japan 

Abstract 

The shape of the electrically detected magnetic resonance (EDMR) signal from iron-contaminated Czochralski-grown 
silicon (CZ-Si) samples strongly depends on the thermal treatments applied to the samples before and after the 
contamination procedure, although the average gi-value of the spectra apparently does not vary. A signal from an 
iron-contaminated float-zone grown silicon (FZ-Si) sample was detected employing an EDMR signal detection unit with 
enhanced sensitivity. For similar contamination levels, the signal from the FZ-Si sample has amplitude about ^ that of 
the CZ-Si signal and has specific shape. Further study of the EDMR signals from iron-contaminated Si samples will be 
useful for the investigation of gettering and recombination processes in Si wafers. Besides that, dependence of the EDMR 
spectrum shape on the thermal processes employed can help to pinpoint the process responsible for wafer contamination 
during semiconductor device fabrication. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: EDMR; Iron in silicon; Contamination 

1. Introduction 

The electrical detection of magnetic resonance 
(EDMR) remains a largely unclaimed measurement tech- 
nique in the silicon industry in spite of its extremely high 
sensitivity to several types of defects (see Refs. [1,2] and 
references therein). The absence of an established model 
for spin-dependent recombination (SDR) processes, 
which are responsible for the EDMR signal, is probably 
to be blamed for this situation. The SDR is only a part of 
the overall recombination processes in common silicon 
systems. Thus, the intensity of the EDMR signal of 
a sample will depend on the concentrations of SDR- 
active and other carrier recombination centers and cross 
sections of relevant recombination processes in a com- 
plex manner. Moreover, some known recombination 

* Corresponding author. Fax: + 81-643-248915. 
E-mail address: teimuraz@steppenstones.com (T. Mchedlidze) 

centers that give rise to the ESR signal do not reveal 
EDMR activity. On the contrary, centers not participat- 
ing in recombination processes are occasionally detected 
by the EDMR in the presence of SDR-active centers. Due 
to these factors, the EDMR is only a qualitative defect 
detection method at the present time. On the other hand, 
the EDMR can provide an important information for 
structure modeling of the detected defects in the same 
way, as does the ESR. 

In the previous work [2], we detected SDR signals 
from iron-contaminated CZ-Si samples. These signals 
(KEM-1 and KEM-2 spectra) were different from the 
ESR signals in Si reported previously. The absence of 
signals in the non-contaminated reference samples and 
the dependence of the signal intensity on concentrations 
of oxygen and iron in the samples led us to hypothesize 
that the signals were related to some iron-oxygen com- 
plexes. Furthermore, the analysis of signal anisotropy as 
well as size/concentration calculations for oxide precipi- 
tates in the samples investigated enabled us to propose 
oxide precipitates decorated with iron atoms as a source 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00491-3 
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of the detected signal. The KEM-1 and KEM-2 signals 
differed only by the shape of the EDMR signal. We 
hypothesized that both signals originated from similar 
defects and that shape variation was stipulated by a dif- 
ference in post-contamination thermal treatment of the 
samples. If the last hypothesis is correct, the EDMR 
method may be capable of pinpointing the process se- 
quence responsible for the contamination during 
semiconductor device fabrication. To investigate this 
possibility, we decided to conduct EDMR measurements 
for the iron-contaminated samples subjected to different 
thermal processes before and after contamination. 

2. Experimental 

We used boron-doped (pSUB = 10 Q cm) CZ-Si mir- 
ror-polished wafers, with a (10 0) surface planes as 
a starting material (interstitial oxygen concentration in 
the wafers was Ot — 1.3 x 1018 cm"3, as measured by 
Fourier transform infrared absorption method using the 
ASTM F 121-76 standard). FZ-Si wafers with similar 
resistivity were also investigated {0{ « 1 x 1016 cm"3). 
The starting sample wafers were subjected to various 
combinations of thermal processes prior to and after the 
iron-contamination procedure. 

Below, the letters and numbers in the labels of samples 
correspond to the starting material (first letter 'C for 
CZ-Si and 'F' for FZ-Si) and preparation procedures 
which were employed. The second position in the label 
identifies the procedure, used to create gettering sites in 
the wafers prior to contamination: T - internal sites (IG 
process, two-step annealing at 650°C, 5 h + 900°C, 4 h) 
or 'E' - external sites (EG process, 0.8 um thick poly-Si 
film deposition on the back surface of the wafer at 650°C 
for 3 h). The letter 'P' in the third position of a label 
indicates that an epitaxial layer about 4 urn thick was 
deposited on wafer surface (T« 1000-1200°C, t < 
10 min, pEPI « PSUB)- The next number corresponds to 
the level of iron contamination: '1' - low, '2' - middle, '3' 
- heavy (sign '#' will stand for either contamination 
level). The contamination of wafers was done in SC-1 
solution, containing iron atoms at concentrations of 1, 
10, and 100 ppb. After dipping in the contaminated SC-1 
solution, wafers were spin-dried. The last letter in the 
sample label specifies the post-contamination procedure 
employed. Thus, the letter T" corresponds to annealing 
of wafers at 1000°C for 1 h and cooling to 800°C in the 
furnace. The letter 'C designates the CMOS process 
(1000°C, 5h +1175°C, 9h + 800°C, 2h + 1000°C, 
4 h). The letter 'G' indicates gettering annealing (1000°C, 
1 h + 600°C, 2 h) and the letter 'L' means low-temper- 
ature annealing (600°C, 17 h). '0' in the label instead of 
a letter means that the sample was not subjected to that 
particular treatment step. 

We used deep-level transient spectroscopy (DLTS) and 
surface photovoltage (SPV) analysis to estimate iron con- 
centration in the contaminated samples. The resultant 
iron concentration in the subsurface layer (about 1-3 urn 
from the wafer surface) was estimated from the intensity 
of the iron-boron pair peak in the DLTS spectra. The 
iron concentration in the bulk of the samples was cal- 
culated from results of SPV measurements according to 
the established procedure [3]. The iron concentration 
detected in the wafer subsurface region was generally 
lower than that in the bulk due to gettering processes. 

Sample preparation for the EDMR measurements, in- 
stallation and measurement procedures are described 
elsewhere [2]. In the present work we restricted our 
investigation to comparison of the EDMR signals ob- 
tained from different samples. Thorough investigation of 
EDMR spectra anisotropy and deduction of relevant 
microscopic models for the defects are tasks for the 
future. Spectra were measured for similar orientations of 
the samples (the static magnetic field vector was perpen- 
dicular to the wafer surface (1 0 0) direction, with pre- 
cision better than 1°). The temperature during all 
measurements was (12 + 0.3) K (we used an Oxford-type 
He-flow cryostat). The microwave frequency was 
9.07 GHz and microwave power was 200 mW. The 
EDMR signals (differential of the sample resistance by 
the magnetic field) were detected using an EG&G model 
5110 lock-in amplifier. For this purpose, magnetic field 
was modulated with 0.2 G amplitude on 100 KHz fre- 
quency. The samples were illuminated with a highly 
stable white light source to create charge carriers at low 
temperatures. 

3. Results and discussion 

In the all samples, except the non-contaminated start- 
ing wafers, we were able to detect EDMR signals of 
various shapes and intensities. The intensity of EDMR 
signals is usually expressed as AR/R, where AR stands for 
sample resistivity change during the magnetic resonance 
and R - for sample resistivity out of resonance [4,5]. For 
our case, the shape of the spectra for different samples 
was significantly different. To compare signal intensity 
for different samples we integrated the EDMR spectra. 

For the samples subjected to similar thermal proced- 
ures, the integrated intensity of the EDMR signal corre- 
lated well with the iron concentration measured by the 
SPV method. In Fig. la and b the EDMR spectra ob- 
tained from several samples are presented. As seen from 
the Fig. la, the intensity of the signal grows with the iron 
contamination level. 

In Fig. 2, a correlation between the integrated EDMR 
signal and iron concentration for the different samples is 
presented. In the case of the samples subjected to similar 
thermal processes having different contamination levels 
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Fig. 2. Correlation between iron concentration in the samples 
(SPV measurement results) and integrated EDMR signals from 
different samples. The size of the symbols is related to the level of 
contamination. Squares correspond to CIP#T samples, up-tri- 
angles to CIP#C, diamonds to CEP#T, down-triangles to 
C00#T, circles to CE0#T, star to F003T sample, and cross to 
re-measured KEM-1 spectra. 

Fig. 1. The EDMR spectra obtained from iron-contaminated Si 
samples subjected to various treatments, (a) Samples with differ- 
ent levels of contamination subjected to similar treatments, (b) 
Samples with the same level of contamination subjected to 
different treatments. Sample labels with corresponding magnifi- 
cation factor for amplitude and corresponding groups are in- 
dicated beneath the curves. Three dotted lines are presented for 
eye-guide. Experimental conditions: rMEAS = 12 K, PMW = 
200 mW,/RES = 9.06892 GHz,/MOD = 100 KHz, HMOD = 0.2 G, 
B\\(0 1 1), measurements under illumination. 

the correlation between these values is good. In the case 
of the samples subjected to different thermal processes, 
even for similar contamination levels the correlation 
seems to be significantly worse. Probably, the difference 
can be attributed to the influence of recombination 
centers not relevant to the iron. In the figure the 
re-measured result for the sample used in the previous 
work [2] is also presented (CZ-Si sample, 
0; = 1.5 x 1018 cm"3, contaminated in the SC-1 solution 
containing 13 ppm of iron). 

Although contamination and annealing procedures for 
the F003T and C003T samples were similar as well as 
SPV measurement results for these samples, a large dif- 
ference in the integrated intensity of the EDMR signals 
(about 45 times, see Fig. 2) was observed. We attribute 
this result to the lower concentration of oxygen in the 
FZ-Si sample. 

The results presented in Fig. 2 once again prove the 
supposition [2,6] that the EDMR measurement method 
is unable to give quantitative results on defect concentra- 
tions at present. However, on the other hand, all the 
EDMR signals observed in iron-contaminated samples 
are under the detection limit of the ESR measurement 
method (about 1012 spin G"1 cm"3 for our case), indic- 
ating much higher detection possibilities of the EDMR 
for these defects. 

Table 1 
Groups of samples with similarly shaped EDMR spectra. The 
symbol '#' indicates that samples with either contamination 
level revealed similar signal shape 

Group Similar shape Close shape 

IG 

EG 

CIP#L 
CEP#L 
C0P#L 
C00#L 
C0P#T CIP#G 
C0P#C CEP#G 
C00#T CE0#G 
C00#C C0P#G 
CIP#T C00#G 
CIP#C 

CEP#T 
CEP#C 
CE0#T 
CE0#C 

F003T 

The shapes of EDMR spectra, obtained from the sam- 
ples subjected to similar heat treatments were very sim- 
ilar for all investigated contamination levels (see spectra 
in Fig. la for an example). On the contrary, the samples 
subjected to different heat treatment procedures prior to 
and/or after the contamination even with an equal iron 
contamination level revealed dissimilar shapes of the 
EDMR signal. Although exactly similar spectral shapes 
were not found for any two samples subjected to different 
thermal treatments, the spectra can be roughly divided 
into several groups. The representative spectra of each 
group are shown in Fig. lb and the groups are defined in 
Table 1. We must stress here, that the classification given 
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in Table 1, is far from being explicit, because spectra from 
only one orientation of the samples were considered. An 
examination of spectral anisotropy may reveal more dif- 
ferences and/or similarities. 

Let us first highlight the similarities among spectra 
presented in Fig. lb. In the figure positions of dotted lines 
correspond to the ^-factor values of « 2.006 (dotted line 
1), x 2.001 (dotted line 2) and « 1.996 (dotted line 3). 
The positions of respective peaks in the spectra do not 
vary much (compare positions of the three main respect- 
ive peaks toward the dotted lines in Fig. lb for different 
groups); also all the spectra can be fitted with similar 
number of gauss-shaped absorption line derivatives. The 
EDMR measurements at different temperatures for the 
newly obtained EDMR signals revealed temperature be- 
havior similar to that reported previously for the KEM-1 
and KEM-2 spectra [2]. All these facts, together with 
results reported previously, lead us to hypothesize that 
all the obtained spectra are due to similar defects, name- 
ly, iron-oxygen complexes. Anisotropy measurements 
and other investigations should be conducted to prove 
this supposition finally. 

Additional investigations should be performed to dis- 
cuss possible reasons for the behavior of individual lines 
in the spectra. Below we will present only some general 
consideration. Let us suppose that the classification given 
in Table 1 is correct. In such a case we can conclude that 
the low-temperature processes, near to 600°C, mainly 
determine the shape of the EDMR spectra. The best 
example supporting this supposition is probably the sim- 
ilarity of the spectra obtained from the L-group samples. 
For these samples, their 'thermal history' was almost 
eliminated during the prolonged annealing at 600°C. 
Also, EDMR signals from several samples subjected to 
the EG process revealed similar shapes regardless of the 
other procedures applied during their preparation. Sim- 
ilarly, for the large IG group, the main process, which 
determined the shape of the EDMR spectra, was prob- 
ably the oxide precipitate creation during the IG process. 
Surprisingly, C00 # T and C00 # G samples also revealed 
similarly shaped spectra. We can assume that the stable 
embryo of oxide precipitates already existed in the start- 
ing Si material due to high oxygen concentration. 

According to previously published results [6-8], the 
gettering process of iron occurs in a relatively low-tem- 
perature range (<700°C). Thus, it can be assumed that 
different structures of iron-oxygen complexes created 

during low-temperature processes are responsible for the 
observed differences in the shape of the EDMR signal. 

4. Summary 

For the CZ-Si and FZ-Si samples contaminated with 
iron and subjected to various thermal treatments prior to 
and after the contamination, EDMR signals were ob- 
served. The EDMR signal intensity roughly correlated 
with the iron concentration in the samples estimated 
from the SPV measurements. 

The shape of the EDMR signal was different for sam- 
ples subjected to various thermal processes prior to 
and/or after the contamination procedure. The processes 
conducted at relatively low temperatures (400-650°C) 
had an especially strong effect on the shape of the EDMR 
signal. We suppose that such behavior can be explained 
by the fact that gettering of the iron atoms occurs in that 
temperature range. 

Further investigations of EDMR signal anisotropy 
will probably yield important information on gettering 
processes and the structure of the defects relevant to the 
detected signals. Besides that, the data herein presented 
indicates the possibility that EDMR signal shape can 
pinpoint the process responsible for wafer contamina- 
tion. Such information would be of extreme importance 
in the fabrication of semiconductor devices. 
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Abstract 

Out-diffusion profiles of supersaturated high-temperature substitutional gold and low-temperature substitutional gold 
in silicon have been measured by two heat-treatment methods. The profiles of high-temperature substitutional gold show 
those for a kick-out mechanism, and supersaturated high-temperature substitutional gold is annealed near the specimen 
surface. On the other hand, the profiles of low-temperature substitutional gold show a flat distribution even after the 
annealing, and supersaturated low-temperature substitutional gold agglomerates in the silicon resulting in electrically 
inactive during the heat-treatment. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Gold atoms in silicon occupy interstitial and substitu- 
tional sites, and the substitutional gold exists in three 
states: low-temperature substitutional gold in a condi- 
tion of supersaturation below 850°C, high-temperature 
substitutional gold in a condition of supersaturation 
above 850°C or undersaturation, and agglomerations of 
substitutional gold [1]. High-temperature substitutional 
gold diffuses slowly, and their effective atomic-flow is 
dominated by an interchange mechanism of silicon atom 
with interstitial gold atom [2]. On the other hand, low- 
temperature substitutional gold diffuses rapidly by a ring 
mechanism [3] and the atomic-flow is limited by the 
diffusion [4]. 

During the heat-treatment for gold-indiffusion, most 
of gold atoms exist as high-temperature substitutional 
gold, because total concentration of gold atoms is nearly 
equal to the concentration of electrically active gold 
atoms [5] and the concentration of substitutional gold is 
less than thermal equilibrium value. Limiting process for 

* Corresponding author. Tel.:   +81-92-606-3131 ext. 2426; 
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E-mail address: morooka@ee.fit.ac.jp (M. Morooka) 

the gold indiffusion depends on silicon crystals such as 
intrinsic defects and specimen thickness [6]. On the other 
hand, during the heat-treatment for the annealing of 
supersaturated gold atoms, namely, during the re-heat- 
treatment below the temperature for the indiffusion, 
supersaturated substitutional gold exists as high-temper- 
ature substitutional gold or low-temperature one de- 
pending on temperature history of the specimen after 
gold-indiffusion [1]. 

In this paper, out-diffusion profiles of supersaturated 
high-temperature substitutional gold in silicon and 
supersaturated low-temperature one have been investi- 
gated by two types of heat-treatment, after gold-indiffu- 
sion at 1150°C, and out-diffusion mechanisms of the 
supersaturated substitutional gold have been discussed. 

2. Two types of heat-treatment for annealing of 
supersaturated substitutional gold 

High-temperature substitutional gold in the heat- 
treatment for gold-indiffusion at 1150°C changes into the 
condition of supersaturation by cooling to 1000°C as 
shown in Fig. 1(a) called as "continuous annealing". In 
this case, during the heat-treatment at 1000°C, substitu- 
tional gold is still in the configuration of high-temper- 
ature substitutional gold in spite of the supersaturation 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Two types of heat-treatment for annealing of super- 
saturated substitutional gold, (a): annealing of high-temper- 
ature substitutional gold, "continuous annealing", and 
(b): annealing of low-temperature one, "ordinary annealing". 

due to the annealing temperature above 850°C, and the 
supersaturated concentration of high-temperature one 
decreases to a thermal equilibrium value with the in- 
crease of annealing time. 

High-temperature substitutional gold in the gold-in- 
diffusion at 1150°C changes into low-temperature substi- 
tutional gold by rapid cooling to room temperature after 
the indiffusion, and the supersaturated concentration of 
low-temperature one decreases to a thermal equilibrium 
value by the subsequent heat-treatment at 700°C as 
shown in Fig. 1(b) called "ordinary annealing'. 

3. Measurement of out-diffusion profile of substitutional 
gold in silicon 

Most of low-temperature substitutional gold remain- 
ing upto the end of heat-treatment is frozen in the speci- 
men at room temperature by the rapid cooling after the 
heat-treatment for the annealing as shown in Fig. 1(b). 
Even in the case of heat-treatment for the annealing of 
high-temperature substitutional gold as shown in Fig. 
1(a), most of high-temperature substitutional gold re- 
maining till the end of heat-treatment is frozen in the 
specimen as low-temperature substitutional gold by the 
rapid cooling [7]. Therefore, we have measured the con- 
centration of low-temperature substitutional gold, which 
is electrically active with dominant deep level of 
Ec — 0.54 eV, after the cooling, and the obtained con- 
centration of the deep level is regarded as the final 
concentration of high-temperature or low-temperature 
substitutional gold during the heat-treatment for the 
annealing. 

The concentration profile of the deep level was ob- 
tained by a capacitance measurement in lines with Au-Si 
Schottky diodes on an angle-lapped surface of the speci- 
men, as shown in Fig. 2 [8]. Here, the diameter of gold 
dot is 0.15 mm and the lapped-angle is 11.3°. We used 
n-type silicon crystals containing phosphorus concentra- 
tion of 8xl016cm"3, and the capacitance of the 
Schottky diode was about 14 pF. 

gold rod 

evaporated gold dot        j j surface 

Fig. 2. Measurement of out-diffusion profile of substitutional 
gold in silicon by a capacitance method on an angle-lapped 
surface. 

Total concentration of gold atoms on several points of 
the angle-lapped surface was also measured by SIMS 
method to compare with the concentration of substitu- 
tional gold. 

4. Out-diffusion profiles of supersaturated high- 
temperature substitutional gold in silicon 

Gold atoms were indiffused into several silicon speci- 
mens of 2.1 mm thickness from Au-Si surface layer at 
1150°C for 90 h. After a rapid cooling to room temper- 
ature, one of the specimens was used for the measurement 
of indiffusion profile of high-temperature substitutional 
gold, whose profile was regarded as the initial concentra- 
tion profile for the subsequent annealing of super- 
saturated one. The obtained profile is shown in Fig. 3 as 
the initial profile, but the specimen surface in the data 
retreats behind that in the indiffusion, which is the sur- 
face in the annealing as mentioned below. 

The other specimens were heat-treated again at 
1150°C for 30 min after removing 0.1 mm thickness of 
specimen surface layer by a mechanical and subsequent 
chemical method. Most of substitutional gold, which has 
changed into low-temperature substitutional gold from 
high-temperature one by the rapid cooling after the 
gold-indiffusion, becomes again high-temperature substi- 
tutional gold by this heat-treatment. The concentration 
of high-temperature substitutional gold exists in a condi- 
tion of supersaturation by cooling to 1000°C as shown in 
Fig. 1(a) and the specimens were heat-treated sub- 
sequently at the temperature for a long time for the 
annealing of supersaturated high-temperature substitu- 
tional gold. The concentration profiles after the anneal- 
ing were measured by the capacitance method, as shown 
in Fig. 3. The heat-treatment time at 1000°C is indicated 
for each sign in the figure. The profiles show a typical 
out-diffusion to surface of supersaturated impurities in 
solid. 
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Fig. 3. Out-diffusion profiles of high-temperature substitutional 
gold in silicon after the annealing of supersaturated one at 
1000°C. Specimen thickness is about 1.8 mm. ( +) initial profile 
before the annealing, (O) profile after the annealing for 240 h, 
(•) total concentration of gold atoms measured by SIMS on the 
sample signed by (O), and (A) profile after the annealing for 
480 h. 
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Fig. 4. Concentration profiles of low-temperature substitutional 
gold in silicon after the annealing of supersaturated one at 
700°C. ( + ) initial profile before the annealing, (O) profile after 
the annealing for 0.1 h, (A) profile after the annealing for 0.2 h, 
and (O) profile after the annealing for 0.4 h [4], (•) total concen- 
tration of gold atoms measured by SIMS on the sample signed 
by (O). 

Total concentration of gold atoms measured by SIMS 
method on several points on the angle-lapped surface of 
the same sample signed by O are shown by •, for 
comparison with the concentration of high-temperature 
substitutional gold in the annealing. 

the decrease of low-temperature substitutional gold, and 
the total concentration is intact as the initial concentra- 
tion of low-temperature substitutional gold as shown in 
Fig. 4. 

5. Concentration  profiles  in  the  annealing  of super- 
saturated low-temperature substitutional gold in silicon 

After the heat-treatment at 1150°C for 90 h for the gold 
indiffusion, the specimens were cooled rapidly to room 
temperature, and most of substitutional gold changes 
into low-temperature substitutional gold by this cooling. 
Then, the specimens were heat-treated again at 700°C as 
shown in Fig. 1(b), and the concentration profile of 
substitutional gold, which is an annealing profile of 
supersaturated low-temperature substitutional gold, was 
measured by the capacitance method, as shown in Fig. 
4 [4]. Specimen thickness in the heat-treatment was 
about 2.5 mm, and the difference between initial profiles 
in Figs. 3 and 4 was made by the difference of specimen 
thickness. In the case of annealing of low-temperature 
substitutional gold, the concentration profile shows a flat 
type profile, and the concentration decreases uniformly 
in the whole of the specimen without relation to the 
distance from specimen surface. The concentration of 
low-temperature substitutional gold decreases with the 
increase of annealing time due to its supersaturation. 

On the other hand, total concentration of gold atoms 
measured by SIMS method does not decrease in spite of 

6. Discussion 

The concentration of high-temperature substitutional 
gold in the heat-treatment for the annealing of super- 
saturated one is nearly equal to total concentration of 
gold atoms as shown in Fig. 3. Therefore, most of gold 
atoms are located at the center of substitutional site [1] 
during the heat treatment for the annealing as shown in 
Fig. 1(a), and the supersaturated high-temperature sub- 
stitutional gold is annealed near the specimen surface. 
The profiles are very similar to those for a kick-out 
mechanism limited by the diffusion of interstitial silicon 
atoms from a specimen surface. In this case, the concen- 
tration at the specimen surface should be a thermal 
equilibrium value and the concentration increases with 
increasing the distance from the surface. However, the 
surface concentration in the annealing is slightly smaller 
than that in the indiffusion at the same temperature as 
shown in Fig. 5. The difference of the surface concentra- 
tion between them seems to be caused by the difference of 
chemical situation of the surface, that is, the silicon sur- 
face is bounded by argon ambiance in the annealing but 
the surface is bounded by Au-Si fusion in the indiffusion. 

The concentration of low-temperature substitutional 
gold   decreases   uniformly  in   the   specimen   by   the 
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Fig. 5. Difference of the concentration of high-temperature sub- 
stitutional gold near the surface between the concentration in 
the indiffusion and that in the annealing. (A) profile after the 
annealing at 1000°C for 480 h show in Fig. 3, and ( +) indiffu- 
sion at 1000°C for 480 h. Specimen thickness is same in both 
cases. 

heat-treatment for the annealing of supersaturated one, 
and the decrease is very fast in spite of low temperature in 
contrast to the annealing of high-temperature substitu- 
tional gold. The evidence that the total concentration is 
nearly equal to the initial concentration of low-temper- 
ature substitutional gold, supports the annealing mecha- 
nism of supersaturated low-temperature substitutional 
gold, that is, supersaturated one agglomerates by a ring 
diffusion with homogeneous nucleation resulting in elec- 
trically inactive gold atom [4]. 

low-temperature one in silicon have been investigated. 
The results are summarized as follows. 

(1) Those of high-temperature substitutional gold show 
a profile of kick-out mechanism limited by the diffu- 
sion of interstitial silicon atoms from the specimen 
surface. In this case, gold atoms are annealed out 
near specimen surfaces. 

(2) Those of low-temperature substitutional gold show 
a flat distribution due to agglomeration of homo- 
geneous nucleation. In this case, gold atoms exist in 
the specimen as electrically inactive agglomeration. 
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Abstract 

Iron is the most investigated metallic impurity in crystalline silicon. It is thought that the fundamental physical 
properties of Fe in Si, such as diffusivity, solubility, and reaction constants of pairing with boron, are firmly established. 
However, our analysis shows that there remains a good deal of contradiction in the literature data, and that the 
uncertainty of the reaction constants is too large for quantitative predictive simulations of iron defect reactions, such as 
gettering simulations. Possible reasons for discrepancies in the literature data are discussed, and improved measurement 
procedures are suggested. Finally, the current state of understanding of the reactions of iron to form iron oxides and 
silicates, which may be responsible for lifetime-killing intragranular defects in solar cells, is discussed. © 1999 Elsevier 
Science B.V. All rights reserved. 
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Iron is one of most ubiquitous and detrimental metal 
impurities in silicon technology, and has been intensively 
studied over the past 45 yr. Recently, we have undertaken 
an extensive critical analysis of the current state of under- 
standing of properties of iron in silicon. This analysis 
revealed that some of the fundamental properties of iron, 
such as its diffusivity or interaction with shallow accep- 
tors, which were thought to be fully understood, are 
actually uncertain or inaccurate. Additionally, a number 
of other important defect reactions of iron, such as inter- 
action of iron with oxygen, are hardly studied at all. 
A complete report on our study, which includes more 
than a thousand references, will be published elsewhere 
[1,2]. In this article, we present some of our conclusions, 
discussed at this conference, which we believe will have 
a strong effect on further studies of iron in silicon. 

Currently high-end technology requires maintaining 
the surface iron contamination at the level of 1011 cm-2 

and below. Since ultrapure technology is extremely 
expensive, it has become increasingly important to 
understand and model the behavior of iron and its getter- 
ing during thermal processing of silicon wafers. We have 

♦Corresponding author. Fax: + 1-510-486-4995. 
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recently developed a gettering simulator, capable of 
modeling of relaxation and segregation gettering (see, 
e.g., Ref. [3]). Besides the parameters of the silicon wafer 
itself, such as its doping level and thickness of the epi- 
layer or denuded zone, input parameters for the simula- 
tor include several fundamental physical parameters spe- 
cific for iron in silicon. It is well known that segregation 
of iron in p + substrates is driven by pairing of iron with 
boron. The kinetics of pairing is determined by diffusivity 
of iron in p- and p+-Si. The equilibrium segregation 
coefficient is determined by the fraction of iron that is 
ionized and can be efficiently trapped, and by the pairing 
constants of Fe;

+ and B". The fraction of the ionized 
interstitial iron is determined by the position of its energy 
level with respect to the Fermi level. The available experi- 
mental data [4-6] indicate that the energy level of iron is 
strongly temperature dependent at high temperatures, as 
shown in Fig. 1. McHugo et al. [5,6] and Gilles et al. [4] 
concluded that the position of the iron level at 
T = 800°C coincides with that measured by DLTS and 
Hall effect (£v + 0.38 eV), whereas at T > 900°C the iron 
level dives towards the valence band and nearly merges 
with it at T >1100°C. McHugo et al. [5,6] pointed out 
that the iron level shifts so closely to the valence band at 
1100°C that the Boltzmann approximation was no lon- 
ger valid, and he could not accurately calculate the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Temperature dependence of the position of the donor 
level of iron in the band gap with respect to the valence band 
edge. 

position of the iron level at 1100°C (arrow in Fig. 1). The 
absence of experimental data between the temperatures 
where the DLTS and Hall effect data were obtained, and 
1000 K, which was the lowest temperature of the solubil- 
ity studies, makes the interpolation of the iron level 
position over the whole temperature range difficult, al- 
though such interpolation is unavoidable in simulations 
of segregation gettering. One can imagine three substan- 
tially different simple approximations for the intermedi- 
ate temperature range, as indicated in Fig. 1: a parabolic 
fit to the experimental data (curve 1), a step-like 
function (curve 2) and a smooth curve given by 
(£Fe(T) - Ey)IE%{T) = const (curve 3), where ES(T) is the 
temperature-dependent band-gap width. The parabolic 
dependence is the only curve of the three, which is 
smooth and fits well the experimental data. Although it 
would be premature and speculative to conclude that the 
temperature dependence of the iron level position in the 
band gap is described by this parabolic function, we want 
to attract attention of the scientific community to this 
possibility. Experimental studies at T < 1000 K are re- 
quired to determine which of the three models provides 
a better description for the temperature dependence of 
iron in silicon. Note that the difference between the 
curves 1, 2, and 3 results in orders of magnitude of 
difference in segregation coefficient of Fei+ in p+-Si sub- 
strates in the intermediate temperature range. 

Another factor, that affects both the effective diffusivity 
of ionized iron and its segregation coefficient in p+ sub- 
strates, is the kinetics of formation and dissociation of 
FeB pairs. These kinetics are characterized by the equi- 
librium binding energy Eh, diffusion barrier of interstitial 
iron Em, and potential barrier for dissociation of FeB 
pairs jEdiss. The equilibrium binding energy Eh can be 
obtained from the analysis of the temperature depend- 
ence of the equilibrium fraction of Fei; paired with boron, 

JV(FeB)      _ Z 

iV(Fei
+)JV(Bs-) ~ iV^eXPl kBT (1) 

where Nt is the density of interstitial sites in the silicon 
lattice (5 x 1022 cm"3), Z = 4 is the number of possible 
orientations of an FeB pair with tetrahedral symmetry 
around an acceptor atom, and N(FeB), N(Fei+), and 
N(BS") are the concentrations of FeB pairs, ionized inter- 
stitial iron, and negative boron acceptors, respectively. 
The binding energies obtained by using Eq. (1) vary from 
0.45 [7], 0.53 [8], and 0.58 [9] to 0.6 [10,11] and 0.65 eV 
[12,13]. While the scatter by 0.1-0.2 eV is not very im- 
portant from the point of view of fundamental physics of 
semiconductors, it is unacceptable for the task of quantit- 
ative prediction of gettering. A scatter in the binding 
energies reported by different groups can be partly as- 
cribed to the interaction of iron with other impurities, 
unintentionally introduced in silicon samples, and by the 
narrow temperature range of the measurements. 

A similar, if not greater, uncertainty was found in the 
reported association and dissociation energies of FeB 
pairs. The association kinetics of FeB pairs can be de- 
scribed using the theory of diffusion-limited precipita- 
tion/trapping, developed by Ham [14]. It can be shown 
[15] that the association rate of FeB pairs is given by the 
following expression: 

es0kBT 566.7T 

q2NAD(Fei)     D(Fei)iVA 
(2) 

where NA is the concentration of shallow acceptors (in 
our case, boron) in cm-3, T is the temperature in Kelvin, 
and -D(Fei) is the iron diffusivity in cm2/s. This equation 
was extensively used for determining the diffusion barrier 
of ionized iron at low temperatures, and yielded strongly 
scattered values for the diffusion barrier from 0.58 to 
0.81 eV (see Ref. [1] for more detail), which is certainly 
not accurate enough for the purpose of predictive 
modeling. 

The dissociation kinetics of FeB are determined by the 
potential barrier £diss for a jump of the Fe; ion away from 
the first closest neighbor position to the boron atom. The 
dissociation time constant is given by 

^dis vexp   — 
kBT 

(3) 

where v is the attempt frequency. To the best of our 
knowledge, only two values of £diss were reported in the 
literature by the same group: Ediss = 1.17 eV 
(v = 1.8xl010s-1) [16], and 1.2 eV (v = 5 x lO^s"1) 
[17]. The accuracy of these values is unknown, since no 
independent data are available. 

It is important to note that the association or dissocia- 
tion energies of the pairs were calculated from the tem- 
perature dependence of the reaction rate. In most studies 
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it was assumed that the reaction is either purely dissocia- 
tion or purely association. This assumption is generally 
incorrect and may lead to substantial errors since in fact, 
the rate of the observed reactions is determined by both, 
the association rate rass = x~J, and the dissociation rate 
^diss = "Tfcs- This point can be illustrated by the analysis 
of a simple differential equation, describing the reaction 
kinetics. If we neglect the precipitation of iron, assume 
that most of the interstitial iron is ionized 
(N(Fe;) = N(Fei+)), and that the concentration of iron is 
much less than the concentration of boron, then the 
iron-boron pairing reaction is given by the following 
differential equation: 

dJV(FeB) 

dr 
x(iV(Fei)-JV(FeB))-rdis 

x JV(FeB). 

The solution of this equation is given by 

r«. 

(4) 

JV(FeB) = 
+ »d« 

x JV(Fei) 

+ rdis 
■xAT(Fei)-iVo(FeB) 

x exp( - (rass + riiss)t) (5) 

where iV0(FeB) is the initial concentration of FeB pairs at 
the beginning of the measurement (t = 0). It is important 
to keep in mind that the reaction rate is always given by 
the sum of association and dissociation rates, 
'' = rass + <"diss- The common assumption r = rass or 
»■ = rdiss may lead to significant errors, and the apparent 
activation energy of the reaction as reported in the litera- 
ture may actually come out to be between the true 
dissociation and association barriers. This may be a pos- 
sible explanation for the disagreement of pairing 
constants reported by different groups. Thus, a careful re- 
examination of the pairing reactions using state-of-the- 
art silicon material and modern cleanroom facilities, and 
taking into account both association and dissociation 
reactions, is required to obtain the FeB pairing constants 
with a better accuracy. 

Another important defect reaction of iron, which is 
poorly understood, is its interaction with oxygen, dis- 
solved in the silicon lattice. These reactions may take 
place either at the Si/Si02 interface during wafer oxida- 
tion, or in the bulk of the wafer during nucleation and 
growth of oxygen precipitates. The possibility of a chem- 
ical reaction of iron with oxygen and silicon, resulting in 
the formation of iron oxides or iron silicates, is frequently 
neglected in favor of the formation and growth of iron- 
silicide precipitates, and was not explored until highly 
sensitive synchrotron-radiation-based X-ray techniques 
which can distinguish different types of bonding were 
developed and applied to silicon materials. Kitano [18] 

diffused iron into boron-doped CZ silicon wafers 
through a 20 nm Si02 film at 750°C and 900°C, removed 
oxide by HF chemical etching, and studied the state 
of iron at the silicon surface (former Si/Si02 interface) by 
using angular-dependent TXRF and total reflection 
fluorescence X-ray absorption fine structure technique, 
using synchrotron radiation as a source of X-rays. X-ray 
analysis revealed that significant amount of iron concen- 
trated at the Si02/Si interface formed chemical bonds of 
the type Fe-O, Fe-Si and Fe-Fe. The valence of iron was 
a mixture of Fe3+ and Fe2+, mostly Fe3+. From these 
observations Kitano [18] inferred that the layer formed 
by iron at the Si02/Si interface is iron silicate, in which 
a portion of Fe3+ ions is reduced to Fe2+, similar to the 
natural iron silicate Fe3+Feo.~s [Si04], known as 
laihunite [18]. Recent studies of McHugo [19], who 
studied iron precipitates, located by XRF microprobe in 
the bulk of mc-Si, revealed that a similar reaction may 
take place in the bulk of a wafer. He analyzed near-edge 
X-ray absorption fine-structure spectroscopy (NEXAFS) 
spectra of detected iron agglomerates and compared 
them with those from the samples of iron oxides and 
silicides. Although unambiguous identification of the 
phase of iron was not achieved, it was concluded that 
agglomerated iron was certainly not in the form of suic- 
ide, but rather iron silicate, primarily with the valence 
Fe3 + . This is in agreement with the findings of Ref. [18]. 
The possibility of formation of iron silicates or oxides 
was also discussed in studies, which investigated TEM 
images of iron precipitates in silicon dioxide or at the 
Si/Si02 boundary [20-24]. The available thermodyn- 
amical data on enthalpy of formation of iron oxides and 
silicates in the silicon lattice are scarce, but they indicate 
that these compounds should be much more stable dur- 
ing anneals than iron suicide. Thus, iron-oxide and iron- 
silicate precipitates will not be dissolved during standard 
gettering anneals. If the following studies will show that 
these precipitates are electrically active, the physics of 
formation of iron oxides and silicates may provide an 
important key to the understanding of the nature of 
gettering-resistant intragranular recombination centers 
in solar cells [25,26]. 

In conclusion, we have analyzed the available data on 
the position of the electrical level of iron in the silicon 
band gap and its pairing with shallow acceptors, demon- 
strated that the accuracy of these data is not sufficient for 
quantitative modeling of iron in silicon, and suggested an 
explanation for disagreement between different groups. 
Furthermore, we have emphasized the importance of 
understanding of poorly studied defect reactions of iron 
and oxygen. 
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Abstract 

We review the electrical and diffusion properties of iron-related electrically active defects (IRDs) in floating zoned (FZ) 
and Czochralski (CZ)-grown n-type silicon. A small fraction of iron atoms dissolved into n-type silicon forms electrically 
active IRDs. From in-diffusion and annealing properties, IRDs can be related to interstitial iron atoms independent of 
phosphorus, oxygen and hydrogen atoms. We propose a model that IRDs observed in the present study are due to 
intermediate states in consecutive reactions of iron-related complex formation process. IRDs observed in CZ and FZ 
n-type silicon are identical. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Iron, n-type silicon; Electrical activity; Iron complexes 

1. Introduction 

In spite of the principal importance of iron impurity in 
semiconductor device technology, the diffusion and elec- 
trical properties of iron in n-type silicon are much less 
established than those in p-type silicon. While it has been 
generally accepted that iron atoms in n-type silicon do 
not electrically ionize [1,2], a few researchers [3-5] have 
reported the observation of iron-related levels in n-type 
silicon. We have shown [6] from deep-level transient 
spectroscopy (DLTS) and Hall effect that iron in n-type 
silicon is electrically ionized and introduces a donor level 
at £c - 0.41 eV (hereafter referred to as the level C in FZ 
silicon and level E3 in CZ silicon) and, at least, one 
acceptor level at EQ - 0.21 eV (hereafter referred to as the 
level B in FZ silicon and level E2 in CZ silicon). Since the 
first report by our group in 1992 [6], some fundamental 
aspects of the diffusion and electrical properties of iron- 
related defects (IRDs) have been clarified by electrical 
measurements. It has been found, from a series of studies 

»Corresponding author: Tel.:  + 81-92-606-3131, ext. 2405; 
fax: +81-92-606-0726. 

E-mail address: kitagawa@emat.fit.ac.jp (H. Kitagawa) 

[6-12], that IRDs observed in the present study are due 
to intermediate states in consecutive reactions of iron- 
related complex formation process. IRDs observed in CZ 
and FZ n-type silicon have been found to be identical. 

The purpose of the present report is to review the 
results of our studies on the diffusion and electrical prop- 
erties of IRDs in floating zoned (FZ) and Czochralski 
(CZ)-grown n-type silicon. Based on the in-diffusion 
and annealing processes of IRDs, we will propose a 
possible model on the composition of the electrically 
active IRDs. 

2. Experimental 

The silicon crystals used for the experiment were phos- 
phorus-doped dislocation-free, FZ and CZ n-type silicon. 
Their phosphorus content ranged from 4xl013 to 
4xl014cm-3 in both FZ and CZ silicon. CZ silicon 
contained oxygen of 18 x 1017 cm-3 (ASTEM F121-79) 
and carbon of 5.0 x 1016cm"3. The oxygen content in 
CZ silicon was about two orders of magnitude higher 
than that in FZ silicon. Iron was diffused in flowing 
nitrogen gas ambient after iron was deposited on the 
surfaces of the silicon slices by vacuum evaporation. 
The diffusion heat treatment was terminated by pulling 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00494-9 
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Fig. 1. DLTS spectra of iron-doped n-type CZ and FZ silicon. 
Iron diffusion was performed at 1160°C for 30 min. The reverse 
bias was 5 V, filling pulse bias 0 V, rate window 0.5/5.0 ms and 
injection pulse width 500 us. 
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Fig. 2. In-diffusion process of IRDs as a function of diffusion 
time, tD. Solid curves show the calculated values based on the 
consecutive reaction model (see text). 

the slices out of the quartz furnace tube to the cool 
region. DLTS measurement was performed on 
a Schottky barrier diode formed by gold evaporation. 
The samples were always stored in a liquid-nitrogen bath 
except during measurements because it was needed that 
special attention was paid to keep the sample always 
below room temperature since interstitial iron atoms are 
mobile even at room temperature. The concentration of 
the iron-related defect centers was evaluated from DLTS 
peak height and the steady-state capacitance. 

3. Results and discussion 

3.1. Electrical properties of iron-related defects 

Electrically active iron-related defect centers were ob- 
served by DLTS and Hall effect in the sample prepared 
under the rapid cooling condition. Their levels, donor 
and acceptor characters and concentration have been 
evaluated by combined analyses of Hall coefficient and 
DLTS [6,10,12]. The DLTS spectra of iron-doped n-type 
CZ and FZ silicon are shown in Fig. 1. Among electron 
trap centers observed, those labeled as E3 and C are 
donors and the others are acceptors. Hereafter we con- 
fine ourselves to the analyses for the levels C, E3, B and 
E2. The electron thermal emission rates of levels B and 
C observed in FZ silicon have been found [10] to be 
equivalent to those of levels E2 and E3 observed in CZ 
silicon, respectively. 

3.2. In-diffusion characteristics of iron-related defects 

The introduced concentrations of IRDs in the in-diffu- 
sion process at 1160°C are shown in Fig. 2 as a function 
of the diffusion time, tD. The characteristics common to 

the in-diffusion processes are as follows: (1) the concen- 
tration higher than the order of 1013 cm"3 cannot be 
introduced at elevated diffusion temperature, hence the 
thermal equilibrium concentrations of IRDs are not de- 
fined, (2) in a longer diffusion time, DLTS signal becomes 
broadened and eventually disappears, and (3) the intro- 
duction processes of levels E2 and E3 in CZ silicon are 
qualitatively the same, respectively, as those of levels 
B and C for FZ silicon, except for longer time region at 
which the IRDs seem to dissociate into many other 
defects. Therefore, the abnormal behavior of introduced 
concentration of IRDs could not be attributed to single 
interstitial iron atom, Fe;. For such abnormal in-diffu- 
sion characteristics of IRDs, a model has been proposed 
[7-12], on the basis of a consecutive progress of iron 
precipitation reaction or complexes of Fej with other 
defects which cannot be identified yet. 

3.3. Isothermal annealing of iron-related defects 

Under an isothermal annealing, concentrations of elec- 
trically active IRDs decay exponentially with the anneal- 
ing time, tA. Fig. 3 shows the concentrations of levels 
E3 and C as a function of tA, the isothermal annealing 
process at temperatures from room temperature to 
150°C, where the sample was subjected to the isothermal 
experiment immediately after iron was diffused at 1160°C 
for 30 min. The decay constants, x, of the levels E3 and 
C are expressed by T = 1.2 x 10"4exp(0.65 eV/kTA), 
where k is the Boltzmann's constant and TA is the an- 
nealing temperature. The activation energy of T, 0.65 eV, 
is close to the binding energy, 0.65 + 0.05 eV [13], for the 
pairing of positively charged interstitial iron and nega- 
tively charged substitutional boron in p-type silicon, 
suggesting that electrostatic force is included in the iron- 
related defect formation. 
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Fig. 3. Isothermal annealing of level E3 (CZ silicon) and level 
C (FZ silicon) at temperatures from room temperature to 150°C. 
The concentration of defects, NT, is normalized by the concen- 
tration, JVT0, at tA = 0. 

3.4. Proposed defect model 

exp( — KtA), should hold in the isothermal annealing 
process, where K is the rate constant independent of the 
concentration of annealing species, NT, and proportional 
to the diffusion coefficient, D, of the annealing species 
associated with, for example, level C. Assuming random 
distribution of spherical complex of the radius, r0, with 
the number per unit volume, N0, we have 
D = (47tr0AfoT)_1 [14], where T is the decay constant in 
isothermal annealing. Assuming r0 = 2.35 x 10"8 cm, 
N0 = 9.0 x 1012 cm"3 and T = 3.0 x 107 s at room tem- 
perature and T = 5.1 x 103 s at 150°C, we obtain 
D = 1.3 x 10"14cm2/s at room temperature and 
D = 1.5 x 10"12 cm2/s at 150°C These values of D are in 
good agreement with diffusion coefficient of Fej reported 
in Refs. [15,16] and give an evidence that Fe; takes part 
in the iron-related complex formation. 

3.5. Discussion 

The present results indicate that only a small fraction 
of iron atoms forms electrically ionizable complexes, 
identical IRDs being formed in both CZ and FZ n-type 
silicon. Their complexes behave as acceptors and a do- 
nor. Thus negatively charged and positively charged 
iron-related states coexist in n-type silicon. Although 
substitutional iron atoms can be a candidate of the ioniz- 
able species, the presence of substitutional iron atoms in 
silicon has not yet been confirmed. 

The in-diffusion and annealing processes of IRDs sug- 
gest that the electrically active IRDs are complexes of Fej 
with other defects [7-12]. Especially, the abnormal be- 
havior of introduced iron-related levels B, C, E2 and 
E3 could not be attributed to single Fe; atoms. The 
model of the consecutive defect reaction model [5,9-12] 
has been proposed. Consider the reaction process that 
the formation of electrically active complex, ß, which is 
composed of the combination of Fe; and other defects, a, 
present in the crystal, followed by the defect reaction for 
the formation of another complex, y, which is electrically 
inactive. Then the concentration of ß, Afp, as a function of 
time t is given by iVp = ^^„/(It! - fe2)[exp( - kit)- 
exp( - k2tj], where ki and k2 are the rate constants of 
the consecutive reactions Fet + a -> ß and ß -> y, respec- 
tively, and Na0 is the concentration of defect a at t = 0. 
The values of JVß fitted to the experimental in-diffusion 
data are shown in Fig. 2 by solid curves for levels B and 
C. The calculated numerical values are given in Fig. 2. 
The agreement between the calculated and experimental 
values are good. If this model is valid, the introduction of 
levels B and C implies that the observed defects are due 
to intermediate states of iron-related complexes formed 
by consecutive defects reaction including Fe;. 

Simple exponential decay of the concentration in the 
isothermal annealing as shown in Fig. 3 is equivalent 
to that of a first-order chemical reaction. Therefore, 
the   relationship,   diVT/d£A = - KNr,   or   NT = NT0 

DLTS observations have shown [8] that the donor 
state (level C) is dissolved into two or more different 
electron-trap states after the storage of the sample at 
room temperature for longer than 200 d. Eventually all 
traps become unobservable electrically upon annealing 
at room temperature for a period longer than one year. 
Since the observation of IRDs using electrical measure- 
ments exhibits strong dependence on thermal history, it 
is considered inappropriate to use routinely iron-related 
levels as an indication of iron contamination in n-type 
silicon. 

An identical nature of IRDs observed between CZ and 
FZ silicon suggests that IRDs cannot be attributed to 
oxygen atoms. Furthermore, we could not find any effect 
of phosphorus atoms, nitrogen or hydrogen on the char- 
acteristics of IRDs. 

The IRDs can be re-generated by a successive iron 
diffusion [9,10]. This fact indicates that the IRDs are 
generated during iron diffusion at high temperature. 
However, the introduced concentration of IRDs strongly 
depends on the cooling rate [10]. As stated in Section 3.4, 
we interpret the electrical activity of the observed IRDs 
on the basis of the composition of the electrically active 
species related to Fe;. Another mechanism that may be 
electrically observable is space-charge region around the 
complex as discussed in Ref. [17]. However, DLTS and 
Hall effect might not be so powerful as to give a conclus- 
ive picture of the mechanisms involved. 

4. Conclusion 

Electrical properties of iron-related defects in n-type 
CZ and FZ silicon were studied using DLTS and Hall 
effect. We proposed a model that electrically active iron- 
related complexes are due to intermediate states in 
consecutive reactions of iron-related complex formation 
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process. The iron-related defects observed in CZ silicon 
are identical to those observed in FZ silicon. 
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Abstract 

In this paper we present a photoluminescence study of a platinum centre with zero-phonon lines at « 777.5 and 
« 778.8 meV. Uniaxial stress data show that these transitions occur at an axial defect with C2v symmetry aligned along 

a (1 0 0) axis and exhibiting strong stress-induced reorientations even at low temperature. The centres are shown to align 
parallel to the stress axis. The observed stress shift rates are very similar to the shift rates of the conduction band edges, 
suggesting that these transitions occur at a centre containing a loosely bound electron. Experiments on samples produced 
by the decay of radioactive Au to Pt show that, in p-type material, the defect anneals out in the region of 100 K, while it 
remains stable in n-type material. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The study of Pt-doped silicon has a long history, and is 
interwoven with the case of Si: Au [1-5]. For Si: Pt, the 
negatively charged centre Pt" has been studied in great 
detail, and several key properties of this centre have 
emerged from EPR measurements, in particular the 
alignment under stress of defects into one preferred ori- 
entation [6,7]. By the signs of the piezospectroscopic 
tensor it was concluded that the sense of this alignment 
was opposite to that occurring in the single negative 
vacancy, i.e. under stress the Pt" defects realigned paral- 
lel to the stress axis. No corroborative evidence for this 
description of the Si: Pt" centre has been reported. For 
the case of Si: Au°, on the other hand, which is isoelec- 
tronic to Si: Pt", good data are available from optical 
measurements, but the EPR is famously absent, although 
strong arguments to explain its absence have been ad- 
vanced [8]. (One report of the Si: Au° EPR has been 
published [9] but the identification has been questioned 

[3]). Here we provide some details of a photolumines- 
cence (PL) centre, previously confirmed as involving one 
Pt atom [10], which shows some strong parallels to the 
Si: Au° centre, but which proves to be difficult to definit- 
ively assign to Si: Pt". 

2. Experimental details 

The samples were prepared from n- and p-type silicon 
ingots with resistivities in the order of 12 Q cm. Platinum 
was introduced by ion implantation at 170 KeV and 
a flux of 1013 ions/cm2. Following implantation the sam- 
ples were annealed at 900°C in a tubular furnace in inert 
atmosphere for 1 h followed by a rapid thermal quench. 
Details of the experimental procedures, including the 
preparation of samples containing radioactive isotopes, 
are described elsewhere [10]. 

3. Results 

* Corresponding author. Tel.: + 353-1-704-5390; fax: + 353- 
1-704-5384. 

E-mail address: martin.henry@dcu.ie (M.O. Henry) 

A typical spectrum is shown in Fig. 1 for 4.2 and 17 K. 
The spectrum is dominated by two zero-phonon lines 
(ZPL) labelled A and B at 777.55 and 778.85 meV with 
instrument-limited half-widths of 0.2 meV at 12 K. The 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Photoluminescence spectra recorded at 4.2 and 17 K for 
Si: Pt. The inset shows that the two lines share a common 
ground state and that the upper line oscillator strength is four 
times that of the lower. Some structure in the region of 785 meV 
in the 17 K spectrum is due to anti-Stokes sidebands. 

temperature dependence of the zero-phonon lines (ZPL) 
reveals that the splitting occurs in the excited state as 
shown in the inset of Fig. 1. The transition probability 
from the higher-energy excited level is four times the 
transition probability from the lower level. The spectral 
sideband shows a maximum at « 30 meV from the ZPL 
and is dominated by strong local vibrational modes. This 
shape can be reproduced with two local modes for each 
ZPL: a weak phonon of 7.5 meV and a strong mode of 
9.6 meV. Several replica and combinations of these 
modes can be identified in the phonon side band (up to 
four). The temperature dependence of the integrated 
intensity of the ZPL can be measured giving an ionisa- 
tion energy £ of «13 meV. 

The phonon sideband can be reproduced using the 
theory of linear electron-phonon coupling and 
a Huang-Rhys factor S « 1.2. From the energy of the 
ZPL we can measure a spectroscopic localisation energy 
of 378.6 meV (measured from the free exciton energy of 
1155.7 meV). Taking out a value of 13 meV as the ionisa- 
tion energy we are left with « 366 meV. The electron- 
phonon coupling contributes with a relaxation energy 
that accounts for £R = 36 meV and so we get a residual 
binding energy «330 meV, in agreement with the mea- 
sured substitutional platinum donor level reported in the 
literature to be in the region of 320-330 meV [11]. 

3.1.  Uniaxial stress 

Uniaxial stresses up to 250 MPa were applied along 
the three major crystallographic axis of Si: Pt samples 
at 4.2 K. The effect of these perturbations can be seen in 
Fig. 2. These effects are unusual in one aspect: under 
<1 0 0> stress the zero-phonon lines start by splitting in 
three components but at even moderate stresses the high- 
er-energy components begin to lose intensity, and the 
spectrum becomes identical to the spectra of stress free 

750  755  760  765  770  775  780  785 

Energy (meV) 

Fig. 2. Uniaxial stress data for the two zero-phonon lines. The 
solid lines are fits obtained for transitions at a C2v centre. 

samples (except for a shift in energy). The intensity ratio 
of the two zero-phonon lines at high stress is different 
from that measured in stress free samples due to the fact 
that the two stress components shift at different rates 
under <1 0 0> and are thus further apart in energy. Under 
<1 1 1> stress the lines are not split by the external field 
although some line broadening is observed. Under 
<1 1 0> three components are observed. Considering 
only the splitting patterns at low stresses the data can be 
fitted considering that the electronic transitions are be- 
tween non-degenerate states at a centre of C2v symmetry 
with a C2 axis along the <1 0 0> axis of the silicon crystal. 
The stress perturbation can be written as 

H = AiSxx + A2Syy + A3szz, 

where sy denotes the stress tensor components defined 
relative to the local defect axis and At,A2 and A3 are 
stress parameters that in principle can be different for 
each line. With this perturbation the secular matrix of the 
system can be solved considering the set of parameters 
shown in Table 1. 

The fit shown in Fig. 3 was obtained using these 
parameter values and setting the interaction between the 
two neighbouring excited states to zero. In this notation 
the line in <1 0 0> that goes to lower energy corresponds 
to centres oriented parallel to the applied stress. Fig. 4 
shows the log plot of the intensities of the three compo- 
nents seen in <1 0 0) as a function of applied stress for the 
stress range in which they can be clearly observed. It is 
clear that they project out, in the limit of zero stress, to 
the intensity ratios J^ : J2 : 73 = 1:1: 2 in accordance 
with the theoretical prediction by Kaplianskii for 
a C2v centre [12]. As the stress components all come 
from the differently oriented centres relative to the stress 
axis we have to interpret this stress-induced dichroism as 
due to reorientations between the differently oriented 
centres. We note that this reorientation process occurs at 
very low temperature and stress. 
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Table 1 
Stress parameters according to Kaplyanskii notations 

Line 
(meV) 

A 
(meV/Gpa) 

B 
(meV/Gpa) 

C 
(meV/Gpa) 

778.85 
777.75 

-15.0 
-17.0 

33.0 
17.4 

-45.0 
-56.8 

0.00 0.02 0.04 0.06 0.08 0.10 
Stress (GPa) 

Fig. 3. PL spectra recorded for several stress values showing the 
loss of signal from the upper components as the stress increases. 
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Fig. 4. The intensity ratios of the 777.5 meV line components as 
a function of stress. 
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Fig. 5. Zeeman data for the magnetic field along the <1 1 0> 
direction. The solid lines are fits to the data in terms of the states 
expected for an exciton under a local compressive stress. 

Table 2 
Fitting parameters for the splitting under magnetic field consid- 
ering the tetrahedral base. The Bohr magneton is 
H = 0.05788 meVT"1 

Et = 1.56 
E2 = 2.95 
P = - 1.60 
Q = 1.84 
R = - 1.47 
S = - 1.44 

A = - 0.17u 
C= -0.97u 
D = 2.69u 
F = 1.48u 
G = - 1.63u 

low-energy component is more complex and the number 
of observable components varies according to the ori- 
entation of the field to the crystal axis. This confirms the 
axial nature of the defect. The data shown in Fig. 5 for 
B||<1 1 0> was fitted modelling the defect as an exciton in 
a negative axial field along the <1 0 0> axis and using the 
parameters of Table 2, according to the model developed 
in Refs. [13,14]. 

3.3.  Thermal stability 

One important result to emerge from studies with 
implanted radioactive Au atoms which decay to Pt was 
the loss, for p-type samples only, of the 777 meV centres 
produced at low temperatures when the sample temper- 
ature was allowed to rise to « 100 K and cooled again to 
repeat the PL measurement. For n-type samples, the PL 
centre is stable for long periods at room temperature. 
The activation energy and attempt frequency for the 
annealing out of the centre in p-type material have not 
been established, but the critical temperature lies be- 
tween 80 and 120 K. 

3.2. Zeeman effect 

Magnetic fields were applied along the <10 0> and 
<1 1 0> axes. No measurable broadening of the higher- 
energy ZPL is detected. The splitting pattern of the 

4. Discussion 

The observed stress shift parameters are very similar to 
the perturbations of the conduction band minima. Under 
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<1 1 1> stress the lines shift (without splitting) to lower 
energy at a rate of — 10 meV/GPa compared to the 
conduction band shift rate of — 15 meV/GPa. Under 
<1 0 0) stress the separation between the high- and the 
low-energy components increases by « 80 meV/GPa, 
with the lowest-energy component shifting at twice the 
rate of the high-energy component, both results being the 
same as for the conduction band edges. Thus, we can 
conclude that the centre contains a loosely bound elec- 
tron. The thermal data gives an ionisation energy of 
«13 meV, close to the ionisation energy of the free 

exciton and in the order of magnitude of other excitonic 
centres [12]. The full set of uniaxial stress and Zeeman 
data can be accounted for satisfactorily in terms of an 
axial isoelectronic centre with a negative local strain 
(Tables 1 and 2), after the model of Davies [14]. While 
the theoretical fits favour this generic assignment, they do 
not establish the identity of the Pt centre. 

We now consider whether the main results can be 
accounted for in terms of the Si: Pt ~ centre. The 
C2v symmetry, the reorientation under stress at 4.2 K, 
including the lowest-energy orientation, closely parallel 
the properties of the EPR centre [15]. This correspond- 
ence, together with the donor nature and the energy 
position, constitutes a strong argument for attributing 
the 777 meV PL to transitions from shallow excited 
states to the deep donor level of Si: Pt", analogous to the 
793 meV PL and absorption line in Si: Au° [5]. The 
Zeeman data pose a problem, however. Taking the 
known g-values for the Pt~ centre (gL = 1.4 and 
gu = 2.1) and assuming an isotropic g-value of 2 for the 
excited state, in the manner used by Watkins et al. [5] for 
the Si: Au° case, produces the correct number of compo- 
nents and reasonably close agreement with the shift rates 
observed in the available Zeeman data «10 0> and 
<1 1 0> directions only) for the lower-energy line. How- 
ever, the upper luminescence line, which involves 
transitions into the same ground state, does not show any 
splitting, and this cannot be reconciled with the donor 
model which otherwise seems to meet many of the essen- 
tial features. The loss of the defect (when produced from 

the decay of radioactive Au) in p-type material at 
« 100 K we interpret as due to a thermally activated 

relaxation from the configuration of the mother Au de- 
fect into a new configuration which results in the defect 
acquiring a different charge state thereby losing its 
luminescence property. 

5. Conclusions 

The 777 meV centre in Si: Pt has been shown to 
be due to transitions at a C2v centre from shallow 
donor-like excited states to a deep ground state lying 
in the region of Ev + 330 meV. The centre shows 
many of the characteristics of the Pt" donor, but the 
available Zeeman data appear to rule out this identifica- 
tion. The centre belongs to the family of axial isoelec- 
tronic centres possessing a negative local strain in the 
silicon lattice. 
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Abstract 

Copper-related defects in Si are studied at the ab initio Hartree-Fock level in clusters containing up to 100 Si atoms. 
The defects studied are interstitial and substitutional copper, as well as one through five Cu's trapped at an internal void 
modeled by the ring-hexavacancy. Configurations, electronic structures, and binding energies are calculated. The origin 
of the electrical activity of copper precipitates and trends are discussed. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Copper is a common impurity in silicon [1-4]. Inter- 
stitial copper is believed to exist almost exclusively as 
the Cuj+ ion. It is the fastest-diffusing impurity in 
Si known to date [5] with D = (3.0 + 0.3) x 10"4exp - 
(0.18 + 0.01) eV/kBT cm2/s. The activation energy is 
close to the 0.24 eV predicted by ab initio Hartree-Fock 
(HF) calculations [6] for the diffusion of Cu* along the 
interstitial tetrahedral-hexagonal-tetrahedral (T-H-T) 
path. It has been assumed that the reason for this low 
value is that Cu+ has an ionic radius of only 0.75 A and 
the closed-shell [Ar]3d104sp° configuration. It should 
therefore behave like a small ball which does not interact 
covalently with the host crystal. 

Yet, copper has a strong tendency to precipitate at 
dislocations [1,4,7], grain boundaries [8], nanocavities 
[9-11] radiation-damaged regions [12,13], stacking 
faults [14], etc. It forms star-shaped etch pits, and plate- 
lets in {111} planes [4]. Such precipitates reduce carrier 
lifetimes [15,16]. A range of gap levels observed by deep- 
level transient spectroscopy (DLTS) have been assigned 
to copper precipitates [3,4]. Thus, even though isolated 
copper is thought to exhibit little electrical activity and 
be mostly inert, its interactions with defects result in the 
appearance of deep levels in the gap. 

*Tel.: + 1-806-742-3723; fax: +1-806-742-1182. 
E-mail address: bzske@ttu.edu (S.K. Estreicher) 

In this work [17], interstitial and substitutional cop- 
per, as well as the trapping of copper at a model internal 
void, the ring-hexavacancy (V6) [18,19] are studied at the 
ab initio Hartree-Fock level. Similar calculations have 
successfully predicted the activation energy for diffusion 
[6] of Cui+ and the structure [20] of the passivated 
{Cu,B} pair. 

Except for these two HF studies, the theoretical work 
published so far has dealt with the prediction of trends 
for isolated transition metal (TM) impurities at undis- 
torted sites. DeLeo et al. [21,22] used the scattered-wave 
Xa method to calculate the gap-level positions of inter- 
stitial TMs. Hemstreet et al. [23,24] applied the same 
technique to substitutional TMs. 

Zunger and Lindefelt [25-28] started with a perfect- 
crystal Green's function and added the TM as a pertur- 
bative potential. Beeler et al. [29,30] performed spin- 
unrestricted linear muffin-tin orbital Green's function 
calculations for all the 3d TMs at interstitial and substi- 
tutional sites. Finally, Lindefelt [31] estimated the mag- 
nitude of the relaxations around substitutional copper 
using an empirical valence-force potential, and found 
a symmetric outward relaxation of the NNs by 0.24 A. 

The aim of the present paper is quite different. The 
positions of gap levels obtained at the ab initio HF level 
are well-known to be only qualitative, and no attempt is 
made here at predicting the position of DLTS levels. 
Further, only copper is discussed. However, these are ab 
initio total-energy quantum chemical calculations. 

The geometries were gradient optimized with no sym- 
metry assumptions using the 'approximate ab initio' HF 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00496-2 
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method of PRDDO [32,33]. The optimized geometries 
were used as inputs for single-point ab initio HF calcu- 
lations [34] with split-valence polarized basis sets. 
Pseudopotentials [35,36] were used to remove the core 
electrons from the calculations. The host crystal was 
represented by saturated clusters [37] up to 100 Si atoms. 

2. Interstitial and substitutional copper 

The lowest-energy configuration of Cu;+ in Si is almost 
exactly at the T site, off by less than 0.1 A toward one of 
its four Si nearest neighbors (NNs). The energy spectrum 
shows no state in the gap, but for a very shallow level 
near the conduction band. 

It costs 1.67 eV to insert the free Cu+ ion into the T site 
in Si. This value matches the measured heat of solution 
from the suicide, 1.7 eV [1,10]. The electronic configura- 
tion of Cui+ is not the free ion's 3d104sp°. Instead, inter- 
stitial copper promotes several electrons from the 3d into 
the 4sp shell. Thus, Cu;+ does not resemble a tiny sphere, 
as shown in Fig. 1. The promotion of some electrons from 
the 3d to the 4sp shells allows Cui+ to interact covalently 
with impurities and defects, and to hybridize in a variety 
of ways. 

When CUJ
4

" and a (neutral) vacancy (V) get close to 
each other, copper becomes substitutional Cus

+. The en- 
ergy spectrum shows that several energy levels are pres- 
ent in the gap. Their number and position are basis-set 
dependent, but their presence is not. The Koopman- 
theorem ionization potential for this defect is negative, 
implying that adding one (or more) electron(s) occurs at 
a gain in energy. Cus is four-fold coordinated and binds 
to its four NNs. None of the Cu-Si bonds are true 
2-electron covalent bonds. The bond orders are small. 
The four NNs to copper relax outward by less than 0.1 A. 

The energy gained in the reaction Cui+ + V -> Cus
+ is 

2.71 eV, which does not include the formation energy of 
the vacancy. This is not a large energy gain for a reaction 
involving an interstitial impurity and a vacancy and cor- 
responds to about 0.6 eV for each of the four Cu-Si bonds. 
For comparison, ones gains more than 3 eV by inserting 
a single H atom into a vacancy [38] or a cluster of 
vacancies [39]. When H is placed in the vicinity of substi- 
tutional copper, it traps inside the vacancy and forces Cu 
into a 3-fold coordination. A second H appears to expel 
copper from the substitutional site. Since the standard 
preparation of Schottky diodes results in some H pen- 
etrating into the sub-surface layer [40], this could explain 
why it is difficult to detect substitutional copper by DLTS. 

3. Copper precipitation at internal voids 

The model internal void considered here is V6, a defect 
predicted [18,19] to be extremely stable and electrically 

Fig. 1. Cross-section of the electrostatic potential around Cu* 
(at the center, in black). 

inactive. It consists of a hexagonal ring missing from the 
crystal. V6 is an ellipsoidal void of diameter 7.8 A and 
thickness 4.4 A. It has trigonal symmetry, with 12 Si NNs 
around the <111> axis and two Si NNs on the trigonal 
axis which also participate in the reconstruction. These 
14 host atoms must be included in all the geometry 
optimizations, in addition to any impurities inside V6. 

In order to avoid the build-up of positive charge as 
Cu+ precipitates in the void, I assumed that 
{Cnn-l,y6}

+ traps an electron before the next copper 
binds to the defect. Such a process was proposed [41] as 
the reason why copper precipitates faster in n- than in 
p-type Si. However, since copper precipitates are also 
observed in p-type material, electrons must trap at the 
defect to maintain a small or zero net charge. Further, 
since restricted and unrestricted HF energies are not 
comparable, only total energy differences involving 
closed-shell (spin 0) configurations are included. The 
precipitation of Cui+ at V6 was handled as follows. 

(1) Cu+ is placed inside V6, the geometry optimized, 
and the binding energy A£x is defined as 
Cui+ + V6 -»• {Cu!,V6}+ + A£x = 3.36 eV. It is 
then assumed that {Cu1,V6}+ captures an electron, 
then traps Cui+. This defect traps a second electron 
and the geometry of {Cu2,V6}° is optimized. This 
defect, a closed shell, is the trap for the next Cu*. 
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(2) Cu+ is placed inside {Cu2,V6}°, the geometry opti- 
mized, and the binding energy A£3 is defined as 
Cu;

+ + {Cu2,V6}° -> {Cu3,V6} + + A£3 = 4.94 eV. 
It is then assumed that {Cu3,V6}+ captures an elec- 
tron, then traps CUJ

+
. This defect traps a second 

electron and the geometry of {Cu4,V6}° is opti- 
mized. This defect, a closed shell, is the trap for the 
next CUi+. 

(3) Cu+ is placed inside {Cu4,V6}°, the geometry opti- 
mized, and the binding energy A£5 is defined as 
Cui+ + {Cu4,V6}° -► {Cu5,V6}+ + A£5 = 2.01 eV. 
Note that this value coincides with the measured 
[10] dissociation energy of copper from Cu- 
saturated internal voids, 2.2 + 0.2 eV. 

This complex could continue to grow, for example 
involving sites for Cu outside V6. This possibility is not 
considered here. The configurations of the {Cu„,V6} 
complexes [17] with n = 0,... ,5 are as follows. 

In {Cui,V6}, copper binds to four Si atoms on the 
inner surface of the void. The four Cu-Si distances range 
from 2.38 to 2.68 A, and the degrees of bonding [42] from 
0.6 to 0.4. For a perfect 2-electron covalent bond, this 
number is 1.0. 

In {Cu2,V6}, the two copper atoms are as far from 
each other as possible (4.55 A), at opposite inner surfaces 
of V6. The Cu-Si bond lengths vary from 2.38 to 2.62 Ä, 
and the degrees of bonding from 0.7 to 0.5. 

In {Cu3,V6}, the three copper atoms form an almost 
perfect isosceles triangle in the plane of V6. The Cu-Cu 
distances are 2.75, 2.77, and 4.08 A, respectively. One Cu 
is bound to the two other Cu's, but the overlap is very 
small (degree of bonding < 0.2 and overlap population 
~0.1). This Cu is mostly bound to only two Si atoms, at 

2.28 and 2.33 A, with degrees of bonding of 0.7 and 0.8. 
The other two coppers form four Cu-Si bonds, with bond 
lengths varying from 2.38 to 2.71 A and degrees of bond- 
ing from 0.6 to 0.4. 

The copper atoms in {Cu4,V6} form a perfect rec- 
tangle of width 2.36 A and length 3.67 A in the plane of 
V6. There are two weak Cu-Cu bonds (degree of bonding 
0.4), that is each of the four Cu's is bound to one Cu and 
four Si atoms. These bonds are similar to those described 
above. 

Finally {Cu5,V6}, is a slightly distorted version of 
{Cu4,V6}, with the fifth Cu forming the tip of a pyramid 
with a rectangular base, the tip being on the trigonal axis 
of V6. The fifth Cu is eight-fold coordinated (!) but the 
degrees of bonding vary only from 0.2 to 0.4. The other 
coppers are as in {Cu4,V6}. 

The following trends are apparent. 

(1) Cu impurities trap on the inner surface of the void 
and remain as far apart as possible from each other. 

(2) Cu-Si bonding is preferred over Cu-Cu bonding. As 
long as there is enough space, each Cu binds to 

(3) 

(4) 

different Si atoms. As the void fills up, some Cu-Cu 
overlap becomes unavoidable, and a few Si atoms 
bind to two Cu atoms. 
Cu prefers to form four weak Cu-Si covalent bonds. 
The degrees of bonding are in the 0.4-0.8 range. 
The sum of the degrees of bonding associated with 
each Cu lies in the narrow range 2.3-2.6 for all the 
copper complexes studied here. Thus, the total num- 
ber of electrons participating in the covalent bond- 
ing of Cu is very near five. These electrons are 
distributed among four Cu-Si bonds (plus any 
Cu-Cu bonds). 
The binding energies of Cu to an internal void vary 
with the number of copper impurities in the void. 
For a saturated void, it is 2 eV. 
The maximum strength of each of the Cu-Si bonds 
is 0.9 eV. This estimate is obtained by dividing the 
binding energy of Cu to {Cu„,V6} (relative to 
{Cu„_ i,V6} + CUJ

+
) by the number of Cu-Si bonds 

involved. Since each copper forms four inequivalent 
Cu-Si bonds with degrees of bonding ranging from 
0.4 to 0.8, some of the bonds are necessarily weaker 
than 0.9 eV. This has the following two consequences. 

(6a) Some of the energy eigenvalues associated with the 
bonding/antibonding orbitals of the weak Cu-Si 
(and Cu-Cu) bonds are in the gap. Fig. 2 shows the 
wavefunction associated with the highest-occupied 
orbital in the gap. It is clearly localized on the Cu-Si 
bonds. This implies that the electrical activity of 
copper precipitates in internal voids is caused by the 
energy levels associated with the many weak Cu-Si 
and Cu-Cu bonds. 

(5) 

(6) 

Fig. 2. Wave function associated with the highest-occupied mo- 
lecular orbital of the {Cu2,V6} complex. The two Cu atoms are 
marked by arrows. 
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(6b) The binding energy of a single hydrogen to a va- 
cancy [38] or vacancy aggregate [39] is of the order 
of 3 eV and results from the formation of a single 
strong Si-H bond. Thus, if hydrogen is present, it 
should easily displace Cu from internal voids, since 
replacing even the strongest Cu-Si bond by a Si-H 
bond results in a gain of the order of 2 eV. Such an 
effect has indeed been reported [10]. 

4. Conclusions 

The CUJ
+
 ion is at (or very near) the T site. It is not 

in the chemically inert 3d104sp° configuration. Instead, 
several electrons are promoted from the 3d into the 4sp 
shell. This allows copper to form weak but covalent 
bonds to a wide range of impurities and defects. Even the 
isolated interstitial ion shows some covalent overlap with 
its four Si NNs. 

The activation energy for diffusion [6] of Cu;+ along 
the T-H-T path is 0.24 eV, very close to the experimental 
[5] value, 0.18 + 0.01 eV. It costs 1.67 eV to insert the 
free copper ion into the T site in Si. This value coincides 
with the experimentally determined heat of solution from 
the suicide (1.7 eV) [1,10]. 

Substitutional copper, Cus
+, is four-fold coordinated. 

Its binding energy (relative to Cu;+) is 2.7 eV. It is an 
electron trap. 

Copper precipitates at internal voids such as V6. The 
common features of the complexes studied here are as 
follows. (1) The Cu's stick to the inner surface of the void 
and remain as far away from each other as possible. 
(2) Cu-Si bonding is preferred over Cu-Cu bonding. 
(3) Each Cu normally binds to four Si atoms. (4) A total 
of about five electrons participate in the bonding of each 
Cu (this includes the electrons associated with the Cu 
and Si atoms). (5) The binding energies of {Cu„,V6} + 

relative to {Cu,,-!^}0 + Cu;+ vary with n. For n = 1, 
it is 3.36 eV. For n = 3, it is 4.94 eV. For n = 5, it drops 
to 2.01 eV, which matches the experimental [10] binding 
energy of Cu at internal voids, 2.2 + 0.2 eV, relative 
to the solution in Si. (6) The Cu-Si bond strengths 
are less than 0.9 eV, and at least some of the bonding 
and antibonding energy levels associated with the Cu-Si 
(and Cu-Cu) lie in the gap. They are responsible for 
the electrical activity of Cu precipitates. H should 
easily displace Cu from such precipitates, as observed 
[10]. 
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Abstract 

Wet-chemical etching of palladium doped silicon introduces at least seven new levels in the band gap. The depth 
profiles of the levels associate them with three different palladium-hydrogen complexes. An analysis of the profiles allows 
us to correlate the levels to complexes with one, two or three hydrogen atoms. Evidence for a complete electrical 
passivation of substitutional Pd is presented by a complex which contains at least four hydrogen atoms. © 1999 
Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The effect of hydrogen on the electrical properties of 
transition metals in silicon, especially the formation of 
electrically active complexes, is currently an active area of 
research [1-6]. DLTS measurements combined with 
depth-profile and annealing studies showed, e.g. that 
platinum forms several hydrogen-related complexes after 
hydrogenation by wet-chemical etching [7,8]. The com- 
plexes differ in the number of hydrogen atoms, most of 
them are electrically active, but one complex PtH4 was 
proposed to be electrically neutral. In an early study on 
Pd-related defects no electrically active complexes were 
detected, only a complete passivation of the Pd-donor 
and acceptor level by hydrogen plasma treatment was 
reported [9]. In Ref. [10] we have presented new DLTS 
data on electrically active PdH complexes. Fig. 1 gives an 
example for the variety of new levels in Pd doped Si, 
which was wet-chemically etched and afterwards an- 
nealed at 400 K for 30 min. The new levels are character- 
ized by the temperature of the DLTS maximum. Experi- 
mental details can be found in Ref. [10]. Table 1 summar- 
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izes all PdH levels giving their energy positions and 
assignments. In the present paper the number of H atoms 
involved in the PdH complexes is identified from the 
concentration depth profiles. 

2. The formation of hydrogen complexes 

Depth profiles of hydrogen complexes that result from 
wet-chemical etching were described recently by Fek- 
lisova and Yarykin in a simple model [11]. The complex 
formation is understood as a subsequent addition of 
hydrogen atoms to the defects. A numerical integration 
of the set of differential equations which describe the 
formation process is possible for the different experi- 
mental conditions, e.g. after wet chemical etching, after 
annealing, etc. In the limit of larger depth an exponential 
behavior of all profiles is found. A detailed investigation 
of the numerical fitting of the total depth profiles is 
presently performed. 

An analytical solution of the differential equations can 
be derived in the limit of large depth, provided that all 
complexes are thermally stable, i.e. a hydrogen atom 
once captured remains attached to the complex and the 
concentration of the different hydrogen defects At de- 
creases with the number i of hydrogen atoms 
([A,-] !> [A + i])- The approximations lead to a simple 
exponential decay of the complex concentration: 

[At] ~ exp 
U 

(1) 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00497-4 



430 J. Weber et al. /Physica B 273-274 (1999) 429-432 

10 (a) p-type: 
,       H(55) 
"(45)/ lP(f'" 

H(280) 

100 200 

temperature (K) 

300 

Fig. 1. DLTS spectra of Pd-doped Si after wet-chemical etching 
and subsequent annealing at 400 K for 30 min (e„ =42 s_1, 
V, = — 2 V, rf = 3 ms). (a) p-type sample, (b) n-type sample. 

Table 1 
Energy levels EA determined from Arrhenius plots of emission 
rates and assignment of the deep levels based on the analysis of 
the depth profiles 

Level EA (eV) Assignment 

E(60) Ec - 0.18 PdH2 

Pd-acceptor Ec - 0.23 Pds 

E(160) Ec - 0.29 PdH3 

E(200) Ec - 0.43 PdHx 

H(280) Ev + 0.55 PdH2 

Pd-donor Ev + 0.31 Pds 

H(140) Ev + 0.55 PdH3 

Pd double donor £v + 0.14 Pds 

H(55) £v + 0.08 PdH3 

H(45) £v + 0.07 PdH3 

with a characteristic length Lt which is derived to be 
inversely proportional to the number i of hydrogen 
atoms 

L,«l/i. (2) 

The simple relation offers a correct description in the 
case of PtH complexes in Si, even for samples, which were 
annealed at moderate temperatures [8]. 

5 10 

depth (|jm) 

Fig. 2. Depth profiles of all PdH defects in p- and n-type Si after 
wet-chemical etching and annealing at 470 K for 1 h. 

3. Analysis of the PdH depth profiles in n- and p-type 
samples 

The formation of hydrogen complexes after wet-chem- 
ical etching or additional low-temperature annealing is 
quite different for n- or p-type material. A direct com- 
parison of profiles in different samples is only possible if 
we omit the influence of shallow-dopant hydrogen pairs 
and different Pd concentrations. In the present analysis 
only those samples were considered which were mea- 
sured after an anneal above 450 K. Under these condi- 
tions all boron- and phosphorus-hydrogen pairs are 
dissociated. The influence of different Pd concentrations 
is corrected by scaling the profile of the Pd-acceptor in 
n-type Si to the Pd-donor level in p-type Si. The profiles 
of the PdH defects are then scaled with the same factor. 
The result of such a comparison of n- and p-type samples 
is given in Fig. 2. For clarity only the profiles for the 
levels E(200), H(280), E(160), H(55) and E(60) are given. 
The profiles of H(45) and H(140) are identical to H(55). 
The error bar in concentration and depth is estimated to 
be 10% of the values given in the figure. The profiles of all 
PdH levels follow an exponential decrease for larger 
depth and can be grouped into four sets according to 
their slopes. The slope of level E(160) coincides with level 
H(55) only for large penetration depth. Level E(200) has 
the largest penetration into the sample. We therefore 
assume that E(200) belongs to the PdHi complex. The 
defect profiles show the expected integer ratios for the 
characteristic length. The ratio LE(20O)/JLE(60) = 2 relates 
E(60) to a PdH2 complex, LE(2OO)/^E(160) = 3 associates 
E(160), H(45), H(55) and H(140) with PdH3 complexes. 
However, there is a problem with the assignment of 
E(160), H(55), H(45) and H(140) to PdH3 complexes. 
One would expect that all profiles coincide in the whole 
depth regime. But level E(160) has a higher maximum 
concentration compared to the other levels. 
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Level H(280) has the same slope as E(60). If we assign 
H(280) also to a PdH2 complex we have to explain the 
large concentration differences in n- and p-type samples. 

We can resolve the difficulties by reevaluating the 
approximations made in modeling the formation process 
of the hydrogen defects. A major simplification is the use 
of charge-state independent capture radii rt. In the n-type 
samples obviously a much faster trapping of hydrogen to 
the PdH2 complex seems to occur, compared to p-type 
samples. This leads to a strongly reduced PdH2 and an 
increased PdH3 concentration in n-type samples. The 
behavior is different to the results on Pt-doped samples 
and can be related to the level positions of the PdH2 

complex. In n-type samples at the temperature of anneal- 
ing most of the PdH2 complexes are in the negative state 
and an efficient trapping of positively charged hydrogen 
occurs. In p-type samples the PdH2 complex is neutral 
and trapping by the positively charged hydrogen is less 
efficient. The H(280) level of the PtH2 is closer to midgap, 
which leads in n- and p-type samples to the same interac- 
tion of the negatively charged PtH2 complex with posit- 
ively charged hydrogen. 

The behavior of the PdH2 depth profile in p-type sam- 
ples needs further discussion. The total concentration of the 
PdH2 complex is identical to that of the Y>dH1 complex at 
the maximum. Apparently for the PdH complexes the cap- 
ture radii are not decreasing with complex size, as was 
found for Pt doped samples. To explain the behavior of the 
PdH2 depth profile in p-type samples we have to assume 
a much faster capture of H to PdH! than H to Pd. Only 
for small hydrogen concentrations, which occur at larger 
depth, the PdH2 profile will follow the expected slope. 

If we sum up the concentration of all electrically active 
Pd-defects we find in the range from 4 to 6 um a concen- 
tration which is identical to the Pd concentration before 
wet-chemical etching. Below 4 urn the concentration of 
Pd-related centers decreases strongly towards the sur- 
face. Because all electrically active defects are included in 
this profile the decrease has to be due to the formation of 
an electrically passive PdH defect, which is only formed 
in the region with the highest hydrogen concentration. 
We therefore assume that the passive complex contains 
at least three, probably four hydrogen atoms. 

Ms Pd-H Pd-H2 Pd-H, 

o 
E(200) 

E(60) 

0    '• 
H(280) 

E(160) 

_ H(140) 
D^H(55) 
ff=H(45) 

Fig. 3. Energy levels of the substitutional Pd and the PdH, 
complexes. 

5. Comparison with theoretical calculations 

Recent calculations by Jones et al. [13] give for the 
PdHi complex an acceptor level at Ec — 0.30 eV in close 
agreement with E(200) at Ec - 0.43 eV. The acceptor 
level shifts weakly in the PdH2 complex to £c — 0.36 eV, 
which corresponds to H(280) at Ev + 0.55 eV. The accep- 
tor level of PdH3 was calculated at Ec — 1.15 eV com- 
pared to Ec - 0.93 eV for the H(140) level. Further 
agreement can be found for the double acceptor state of 
the PdH3 -complex: The calculated value of Ec — 0.29 eV 
could correspond to Ec - 0.29 eV of the E(160) level. 
From our experiments no assignment to a double donor 
state could be made. 

There are, however, also some discrepancies between 
the theoretical results and our assignment of the levels. 
Jones et al. calculate a donor level for the PdHx complex 
at Ey + 0.62 eV. This level does not appear in our experi- 
ments. The proposed coincidence of this level with the 
level of the Pd donor (Pd0/+) can be excluded from the 
identical profiles for the Pd-donor and double donor 
(Pd0/+, Pd++/+). The calculations give for the PdH4 

complex an acceptor and a donor level. No support is 
given from the calculation that a substitutional PdH 
defect is electrically passive. This strongly contradicts the 
measurements where an electrically inactive complex ac- 
counts for the missing concentration of all electrically 
active Pd-defects in the sample. 

4. Level scheme for the PdH-levels 

Fig. 3 gives schematically the derived level positions 
for the different PdH; complexes. A clear trend for the 
acceptor level is seen, which systematically is lowered 
with the addition of another hydrogen to the defect. This 
behavior can be expected from the simple vacancy model 
of the substitutional TMs. The f2-level of the vacancy 
shifts towards the valence band for increasing nuclear 
charge [12]. Apparently, the addition of protons has the 
same effect as increasing the nuclear charge. 

6. Conclusions 

We have studied the interaction of hydrogen with 
substitutional Pd in Si. A careful investigation of the 
electrical properties of wet-chemically etched samples 
revealed seven new hydrogen-induced levels. From the 
analysis of the defect profiles we were able to correlate 
the new levels to Pd complexes which contain up to three 
hydrogen atoms. A neutral PdH complex is found to 
contain four hydrogen atoms. The behavior of the PdH 
complexes is very similar to PtH complexes, however, 
some refinements in the simple model of hydrogen defect 
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formation have to be included for the Pd-complexes. The 
trend of the energy levels with the number of hydrogen 
atoms in the complexes reflects the simple vacancy like 
structure of the complexes. 
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Abstract 

DLTS investigations on n- and p-type silicon samples implanted with various radioactive Hg isotopes which decay 
fully or partly through the series Au/Pt/(Ir) are reported. The deep Au-donor level at £v + 0.374(3) eV is observed in all 
cases. In p-type silicon its energy differs significantly (£v + 0.438(3) eV). Both Au and Pt are found to produce two 
acceptor levels in n-type material. An additional donor-like level at £v + 0.499(4) eV is shown to be due to Au. In all 
detected levels, one atom of Au or Pt is involved and the concentration decreases towards crystal surface. A key result is 
that, despite the presence of the Au donor in the samples, for all decay series involving Au to Pt conversion we have never 
observed the appearance of the Pt-donor. © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 61.72.Ji; 61.72.Tt; 78.55.Ap; 81.05.Cy; 85.40.Ry 

Keywords: Silicon; Defects; DLTS; 5d transition metals 

1. Introduction 

After some decades of intensive investigation of 5d 
noble metal impurity centres in silicon the details of 
electronic and optical properties of isolated Au and Pt 
atoms appear finally established [1,2]. However, the in- 
terpretation of combined electrical, optical and structural 
sensitive measurements give sometimes controversial re- 
sults. The values quoted for energy positions, capture 
cross sections, IR absorption bands, PL features, etc., 
available in literature have various discrepancies indicat- 
ing that Au and Pt do not produce a well-defined set of 
simple defects in silicon. Because 5d elements tend to be 
incorporated ionised and favour interstitial lattice posi- 
tion, they show a strong tendency to form complexes 
with trace metal impurities as well as with fast-diffusing 
contaminants like H, Li, Fe, Cu, etc. Frequently, the 

* Corresponding author. Fax: + 49-0711-689-1602. 
E-mail address: bollmann@kernix.mpi-stuttgart.mpg.de 

(J. Bollmann) 

study of Au impurities involves the comparison with Pt 
defects because Au(0) and Pt(_) have the same electron 
configuration and show similar trends in the formation of 
defect complexes. 

A unique method to examine these similarities is the 
use of radioactive isotopes of Au transforming to Pt 
within a suitable half-life [3]. Ion implantation in mater- 
ials with high purification, perfection, and controlled 
trace contamination can ensure an adequate purity stan- 
dard for such experiments. 

2. Experimental 

The samples used have been dislocation free floating 
zone refined phosphorus-doped n-type (1 x 1014cm"3) 
and boron-doped p-type (4.5 x 1014 cm"3) silicon. Dop- 
ing with radioactive atoms was carried out using the 
facilities of the isotope on-line separator ISOLDE at 
CERN. Bombardment of lead targets with GeV protons 
leads via spallation reactions to a broad spectrum of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00498-6 
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proton enriched nuclei with somewhat lighter mass 
decaying into the stability region of nuclei. Of all the 
produced isotopes Hg can be most easily vaporised and 
ionised. A key feature of the ISOLDE facility is the high 
mass resolution (approximately 2000) achievable, which 
enables a single isotopic mass to be selected for implanta- 
tion. Depending on the Hg isotope yield, implantation 
times from minutes up to 1 h give fluxes of ~ 1012 cm"2 

which are suitable limits for radiation safety consider- 
ations. In our experiments we find no evidence that for 
193Hg and 191Hg implantation a significant fraction of 
stable Pt and Au or Ir is within the beam. X-ray spectro- 
scopy measurements after implantation as well as after 
annealing give the amount, purity and loss of implanted 
unstable elements. The annealing and in-diffusion were 
carried out in quartz ampoules under He atmosphere (0.5 
atm) at 950°C for 10 min and completed by dropping the 
ampoules into water or by slow cooling down with initial 
rates of about 1 K/s. Schottky contacts for electrical 
measurements were prepared by standard technology. 
For reference measurements we used contacts on a not 
implanted area of all our samples. 

All measurements were carried out with a special 
DLTS set-up based on a fast capacitance meter with 
a signal frequency of 5 MHz and a modified lock-in 
filtering of transients in higher order. The resolvable 
emission rates are within the range 10_1-105s_1 and 
filling pulses as short as 10 ns can be applied. The detec- 
tion of minority carrier traps was realised by pulsed 
backside illumination causing a diffusion of minorities up 
to sample front side, filling there the traps inside the 
space charge region. 

To create deep level centres of 5d elements in silicon 
evaporation is commonly used followed by a long-term 
in-diffusion at temperatures approaching the melting 
point. The achieved bulk concentrations are limited by 
solubility and precipitation and the electrical activation 
depends on the application of controlled quenching pro- 
cedures. Bulk densities of up to 1016 cm"3 for Au and 
1017 cm"3 for Pt, resulting from the so-called "kick-out" 
diffusion mechanism (assumed to bring the atoms to rest 
on a substitutional lattice site), have been reported [4]. As 
little as one thousandth of a monolayer of surface con- 
tamination may create defect densities as high as 
1014cm~3 if distributed homogeneously throughout 
a sample with typical thickness. To ensure adequate 
conditions in our experiments far from solubility limits, 
we used mass separated ion beams for crystal doping. 
The disadvantage of generated radiation damage is over- 
come by annealing and diffusion at moderate temper- 
atures and by studying regions far beyond the implanted 
layer. 

The amplitude of the DLTS signal reflects directly the 
actual trap density and one can readily and accurately 
identify the kind and number of atoms involved in a de- 
fect from the known values of half-life [5,6]. 

B    o 

(a) = 17h (""Au) 
-0.3 t,,, 
--1.1t„ 
-■ 1.81,_ 

t„ = 3h("'Au) 
 0.581,,, 
 1.6 t,a 
 4.8 L. (b) 

50 100 150 200 250 300 
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Fig. 1. Typical DLT-spectra of n-type silicon doped with radio- 
active 193Au(cw = 500 s "x) showing the evolution of deep level 
densities at different times after annealing, (a) majority carrier 
spectrum; (b) minority carrier spectrum generated by optical 
backside excitation. 

The radioactive Hg isotopes used in this study decay 
according to the following series: 

'Hg- 

193Hg- 

3. Results 

JAu- 

193Hg- 

xPt—» 191Ir(stable) 

193Pt(50 y) 

For all samples, annealing treatments were carried out 
at a time when the Au content reached its maximum. In 
case of 191Hg implants that means 3.5 h after beam stop, 
55% of the implanted mercury has decayed to Au, 24% 
has already become Pt, but less than 0.2% is Ir. In the 
case of 193Hg ions after 20 h the samples contain 40% Au 
and again 27% Pt. Since in practice virtually all mercury 
is lost from the samples during annealing, the time scale 
to fit time-dependent defect densities should begin with 
the annealing time. 

3.1. n-type material 

The starting material had a phosphorus concentration 
of 1 x 1014 cm"3. Fig. 1(a) shows DLT spectra for 193Hg 
recorded immediately after annealing and contact prep- 
aration (0.3 half-life after implantation) and after 1.1 and 
1.9 half-life intervals. Two peaks labelled E5/E3.1 de- 
crease at a rate in agreement with the 193Au half-life, 
while concurrently three features labelled E13/E8/E1.3, 
clearly due to Pt, increase. We did not observe a mid-gap 
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Au acceptor level in the measurements. In all n-type 
samples studied, the Au donor appears as the dominant 
minority carrier trap decreasing in time as the Au popu- 
lation decreases, as shown in Fig. 1(b). Surprisingly, there 
is no evidence of the corresponding Pt donor level ex- 
pected to be produced in the samples following the decay 

£ 

0 5 10 16 
depth [um] 

Fig. 2. In-depth distribution of Au- and Pt-correlated deep level 
centres in silicon detected by double correlation technique 
(DDLTS). Given defect densities are corrected to their max- 
imum (Au) and to their final (Pt) concentration according to the 
decay series. 

of Au. The in-depth profiles of the Au-related level E5 
and the Pt-related level E8, obtained using double DLTS 
and shown in Fig. 2, are nearly identical in shape as 
expected if the Pt levels arise from the transmuting Au 
atoms. All profiles from deep levels of Au or related 
daughter Pt isotopes show a significant decrease of defect 
density towards crystal surface. A possible explanation 
would be, that Pt and Au atoms solved at high temper- 
atures diffuses out at near-surface regions during slow 
cooling down. 

The densities given in Fig. 2 are corrected to their 
starting value (Au after annealing) or to the final concen- 
trations (Pt after transmutation). It is obvious, that the 
observed Pt defects are of the same order of magnitude 
compared to the acceptor-like Au defects E5 and E3.1. 

3.2. p-type material 

The p-type starting material was boron-doped to 
a concentration of 4.5 x 1014cm"3. In Fig. 3 we show 
DLT spectra recorded for a sample implanted with 
191Hg for which the decay sequence is Au/Pt/Ir. The hole 
trap H3 decays away in accordance with the 191Au 
half-life. The level marked H2 decays initially at this rate 

Table 1 
Summary of detected defect parameters of Au and Pt correlated deep level centres in silicon doped with radioactive Au isotopes. 
e„.p = Snexp( - A£), <*'»* - drift velocity assumed to be 2.5 x 106 cm/s 

Au-correlated deep centres in silicon Detected in samples implanted with 

n-type silicon Er (eV) s„ c„ Cp 
191Hg 193Hg Stable 

(lO^s"1) (KT8 cur's-1) (10-8cm3s_1) Au 

E.31 Ec - 0.490(10) 
£c - 0.503(5) 

20(6) 
60(10) 

0.33(233 K) — X X X 

E5 £c - 0.385(1) 18(1) 7(157 K) — X X X 

H3.1 £v + 0.374(2) 0.6(1) — ss 201*» (174 K) X X X 

p-type silicon 
H3.2 £v + 0.438(2) 0.001 — 6(121 K) X X X 

H2 £v + 0.499(4) 2.2(5) — 0.08(262 K) X X X 

Pt-correlated deep centres in silicon Detected in samples implanted with 

n-type silicon £T (eV) s„ c„ Cp 191Hg 193Hg Stable 

(lO^s"1) (10-8cm3s_1) (10-8cm3s-1) Pt 

E1.3 Ec - 0.58(1) 4(2) — — X X X 

E3 £c - 0.516 
Ec - 0.432 

70(20) 
0.8(1) 

3.3(182 K) 
~ 

X X X 

E8 £c - 0.281(1) 10(1) — — X X 

Ee - 0.248(2) 1.6(1) 5(131 K) — X 

£c - 0.243(8) 0.8(1) X 

£c - 0.258(8) 2.6(2) 
E13 £c — 0.165(1) X 

£c - 0.151(1) 30(3) — — X X 

£c - 0.153(2) 3.6(1) — — X X 
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Fig. 3. Typical DLT-spectra of p-type silicon doped with radio- 
active 191Au (e„,p = 500 s"1) at different stages of radioactive 
transmutation. 

In addition to the Ev + 0.499(4) eV trap, we can 
also assign the levels at Ec - 0.385(1) eV and 
£c — 0.503(5) eV to defects involving one Au atom. Sim- 
ilarly, only one Pt atom is involved in the 
Ec - 0.248(5) eV and Ec - 0.153(2) eV Pt-related levels. 
The absence of any Pt-related DLTS features immediate- 
ly after annealing, despite the presence of Pt in the 
samples at roughly 50% of the Au concentrations, shows 
that the diffusion processes are markedly different in the 
two cases. Corroborative evidence for this has been ob- 
tained in experiments with stable isotopes. 

5. Summary 

also, but then more slowly, at an effective half-life value 
comparable to the Pt decay. The level H4 is attributed to 
Ir, the final product of the decay sequence. Profile 
measurements on level H2, shown in Fig. 2, reveal again 
that the defect densities increase with distance below the 
surface. 

The parameters obtained for all observed traps are 
tabulated in Table 1 for the experiments described here 
and also for control experiments using stable Au and Pt 
implantations. 

DLTS measurements on silicon implanted with radio- 
active ions have enabled us to identify five defects due to 
Au, four due to Pt, and one additional hole trap due to Ir 
[5]. In all cases, only one Au/Pt/Ir atom is involved in the 
defects. The defects observed are likely to be due to the 
combination of trace impurities with the implanted spe- 
cies. We have observed the DLTS peak normally at- 
tributed to the substitutional Au donor, but the Pt 
counterpart, which is expected to grow in the samples to 
the same concentration, has never been observed in any 
measurement to date. This re-opens the question of the 
interpretation of DLTS spectra for Si: Au and Si: Pt. 

4. Discussion 

The data for n-type material produce clear evidence for 
the deep Au donor attributed to substitutional Au atoms 
as a minority carrier trap. We have never observed any 
evidence of the growth of the corresponding Pt donor 
level in any of the samples implanted with radioactive 
Au. For our measurement system, this places an upper 
limit of 3 x 10~10 cm3s_1 on the hole capture coefficient 
of the Pt donor, a factor of 100 lower than the Au 
counterpart. This compares to factors of between 4 and 
20 in the literature for the two cases [4]. We are forced to 
conclude either that the position of the Pt donor believed 
to be at £v + 0.348 eV is incorrect or that the 
£v + 0.398 eV level observed for Au is not due to the 
single substitutional Au centre. 
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Abstract 

The formation of copper precipitates in silicon was studied after high-temperature intentional contamination of p- and 
n-type FZ and Cz-grown silicon and quench to room temperature. With the Transient Ion Drift (TID) technique on 
p-type silicon a critical Fermi level position at Ec - 0.2 eV was found. Only if the Fermi level position, which is 
determined by the concentrations of the acceptors and the copper donors, surpasses this critical value precipitation takes 
place. If the Fermi level is below this level the supersaturated interstitial copper diffuses out. An electrostatic precipitation 
model is introduced that correlates the observed precipitation behavior with the electrical activity of the copper 
precipitates as detected with Deep Level Transient Spectroscopy (DLTS) on n-type and with Minority Carrier Transient 
Spectroscopy (MCTS) on p-type silicon. © 1999 Elsevier Science B.V. All rights reserved. 
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The reaction path of interstitial copper in silicon and 
the formation of copper precipitates in silicon are poorly 
understood. The use of copper interconnects in silicon 
integrated circuit technology, and the drastically in- 
creased danger of unintentionally contamination of the 
silicon substrates with copper has triggered new efforts to 
study the physical behavior of copper in silicon. 

Interstitial copper is a single donor with a level close to 
or even in the conduction band [1]. Among all transition 
metals, copper has the highest solubility in the silicon 
lattice at elevated temperature [1,2]. While at room tem- 
perature the equilibrium concentration of interstitial 
copper drops to a negligible level, it remains highly 
mobile [3]. Most of the supersaturated interstitial copper 
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follows one of two distinct reaction paths discussed in 
literature: out-diffusion to the surface and precipitation 
in the bulk. Transmission Electron Microscopy (TEM) 
studies demonstrate that after introduction of 
1017-1018 cm-3 of copper, most of the copper precipi- 
tates in the bulk upon cooling [4-6]. In n-type silicon it 
was found that after a fast quench the precipitates form 
plate-like defects throughout the bulk of presumably 
Cu3Si. These defects introduce band-like states in the 
upper half of the band gap, as has been studied with Deep 
Level Transient Spectroscopy (DLTS) [6,7]. In contrast 
to silicon contaminated with very high copper concentra- 
tions, Total X-Ray Fluorescence (TXRF) studies on p- 
type silicon with copper contamination levels around 
1013-1015 cm"3 demonstrated complete out-diffusion of 
copper to the surface after both slow cool [8] and quench 
[9]. In this study we present the conditions under which 
the interstitial copper in p-type silicon diffuses out or 
precipitates. We propose an electrostatic model for the 
formation of copper precipitates in p- and n-type silicon 
based on the charge state of the copper precipitates. 

We have investigated p-type dislocation free FZ and 
Cz-grown silicon with various doping concentrations after 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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intentional copper contamination of 1013-1018 cm-3. 
The in-diffusion process has been terminated by quench- 
ing the samples in ethylene glycol, silicon oil or 10% 
NaOH, resulting in cooling rates between 200 and 2000 
Ks"1. Details of the sample preparation can be found 
elsewhere [10,11]. Interstitial copper concentrations in 
p-type silicon have been measured with the Transient Ion 
Drift (TID) technique. The electrical activity of the cop- 
per precipitates has been characterized with Deep Level 
Transient Spectroscopy (DLTS) in n-type silicon and 
with Minority Carrier Transient Spectroscopy (MCTS) 
in p-type silicon. 

TID is a technique that measures interstitial copper 
concentrations in p-type silicon in the space charge re- 
gion of a reverse biased Schottky diode. Despite the high 
diffusivity of interstitial copper even at room temperature 
[3], it has been shown that quenching rates above 100 
Ks-1 are sufficiently fast to keep the copper in the 
interstitial state after quench [11]. In our recent publica- 
tion we have shown that TID monitors the interstitial 
copper concentrations diffusing out [12]. In the case of 
copper precipitation, the precipitation process takes 
place during or immediately after the quench, while the 
first TID measurement points can be taken 30 min after 
quench. Computer simulations of the out-diffusion kinet- 
ics, which include a boron and copper dependent effec- 
tive diffusion coefficient of the interstitial copper, are in 
very good agreement with the TID results [12]. 

To demonstrate the conditions for out-diffusion and 
precipitation of the interstitial copper, in Fig. 1 we show 
the interstitial copper concentration as measured with 
TID 30 min after quench versus the Fermi level position 
at room temperature. Both, the concentration of shallow 
acceptors and the concentration of the mobile interstitial 
copper, which serves as a donor, determine the Fermi 
level position. Motivated by the fact that the interstitial 
copper concentrations measured with TID 30 min after 
quench could be found close to the solubility concentra- 
tion at the in-diffusion temperature and did not depend 
on the quenching rate, the Fermi level position was 
calculated with the initial copper concentration at the in- 
diffusion temperature given in Ref. [2]. In Fig. 1 the 
results of three boron concentrations of 4 x 1014,4 x 1015 

and 2 x 1016 cm"3 are presented. The TID results did not 
differ for FZ and Cz-grown silicon. For this reason we do 
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Fig. 1. Interstitial copper concentration as measured with TID 
30 min after quench at room temperature vs. the Fermi level 
position immediately after quench. 

not distinguish these parameters here. A lower and 
a higher copper contamination region can be recognized. 
These regions are divided by a critical Fermi level posi- 
tion at Ec — 0.2 eV. In the lower copper contamination 
region, out-diffusion is the dominant reaction path of the 
interstitial copper and the interstitial copper concentra- 
tions measured with TID follow the solubility concentra- 
tion of the copper at the in-diffusion temperature, i.e., 
they increase with an increasing Fermi level position. 
Because the measurement volume of the TID technique 
is within the first microns of the near surface region, the 
interstitial copper concentrations measured with TID 
depend on the slope of the out-diffusion profile, i.e., on 
the effective diffusion coefficient. Consequently, for the 
lower-doped sample, the interstitial copper concentra- 
tions can be orders of magnitude higher in the bulk than 
measured within the surface near region. If the interstitial 
copper concentration exceeds the acceptor concentra- 
tion, the Fermi level position rises above the intrinsic 
level and the conductivity type changes from p- to n-type. 
This is, however, not sufficient to change the precipita- 
tion behavior of copper. Only when the Fermi level 
position surpasses the critical value of Ec — 0.2 eV the 
copper precipitates, and the interstitial copper concentra- 
tions decrease drastically with increasing copper con- 
tamination. 

Such precipitation behavior of copper in p-type silicon 
is confirmed by synchrotron based X-Ray Fluorescence 
(XRF) measurements. With XRF on silicon with 2 x 1016 

boron atoms per cm3, we have detected bulk concentra- 
tions of precipitated copper that equal the solubility 
concentration of copper at the in-diffusion temperature 
only if the copper contamination was high enough to 
drive the Fermi level position above Ec - 0.2 eV. If the 
Fermi level is below this critical value no precipitated 
copper was detected, indicating that the copper has dif- 
fused out. 

Due to the fact that TID can only be applied to p-type 
silicon and that no DLTS level of the interstitial copper 
has been found, no direct measurment method is avail- 
able to detect low concentrations of interstitial copper in 
n-type silicon. Resistance measurements that take ad- 
vantage of the donor nature of the interstitial copper can 
only measure interstitial copper concentrations above or 
in the range of the doping concentration of the uncon- 
taminated wafer. Utilizing resistance measurements we 
have not found any clear evidence of the presence of low 
concentration of interstitial copper in n-type silicon after 
in-diffusion and quench. Shabani et al. [8] have reported 
that in contrast to p-type silicon, in n-type silicon with 
a doping concentration in the range of 1015 cm"3 after 
copper in-diffusion of about 1015cm"3 and slow cool 
with TXRF, they could not detect any interstitial copper 
diffusing to the surface. Only when they increased the 
temperature of the sample to 200°C they saw the copper 
coming to the surface. This suggests that in n-type silicon 
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the copper precipitates even if the Fermi level position is 
below the critical level of Ec — 0.2 eV, as found for p-type 
silicon. In n-type silicon this level corresponds to a total 
donor concentration of 1 x 1016 cm-3. 

Concentrations of precipitated copper above 1016 

cm-3 can be detected with synchrotron based XRF. For 
such high copper contamination in n-type silicon after 
quench it is found that the amount of precipitated copper 
follows the solubility concentration of copper at the 
in-diffusion temperature. Despite the differences in the 
precipitation behavior of copper in p- and n-type silicon, 
we have found that the morphology of the copper pre- 
cipitates is identical. As has been reported in literature 
previously for n-type silicon [6,7], in p-type silicon with 
cooling rates larger than 100 Ks"x the precipitates form 
plate-like defects throughout the bulk of presumably 
Cu3Si, mainly on the {111} habit planes. Their size, 
density, and their morphology depend on the quenching 
rate. 

To further investigate the formation of the copper 
precipitates we measured the electronic properties of the 
copper precipitates with DLTS on n-type and with 
MCTS on p-type silicon. In both cases we detect the 
electronic levels in the upper half of the band gap. Fig. 2 
shows DLTS spectra, taken with a rate window of 
250 ms, of Cz-grown silicon doped with phosphorus of 
2xl015cm"3 and with initial copper concentrations be- 
tween 5 x 1014 and 1 x 1016 cm"3, after quench in ethy- 
lene glycol. The spectra reveal the development of the 
band-like states of the copper precipitates with increasing 
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Fig. 2. DLTS spectra of n-type silicon with 2 x 1015 cm  3 dop- 
ing for varying initial copper contamination. 
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Fig. 3. MCTS spectra of p-type silicon with 4 x 1014 cm  3 dop- 
ing for varying initial copper contamination. 

copper contamination. The defect band between 50 and 
225 K is well known in literature and is associated with 
the electronic properties of the copper precipitates be- 
tween about Ec - 0.15 eV and Ec - 0.35 eV [6,7]. How- 
ever, for a copper contamination of 1 x 1016 cm"3 we see 
that the defect band is split into two peaks separated at 
about Ec — 0.2 eV. Fig. 3 shows MCTS spectra, taken 
with a rate window of 250 msec, of FZ silicon doped with 
boron of 4 x 014 cm"3 and with initial copper concentra- 
tions between 5 x 1015 and 2 x 1016 cm"3, after quench 
in ethylene glycol. The critical Fermi level position of 
Ec — 0.2 eV for such a low doped sample equals a copper 
contamination of lxl016cm"3. The spectrum with 
a copper contamination above this critical concentration 
for the formation of copper precipitates shows a strong 
similarity with the electrical activity found with DLTS 
for n-type silicon in Fig. 2. The peaks between 50 and 
100 K and between 100 and 225 K are observed. De- 
creasing the initial copper concentration below the criti- 
cal contamination level shows a much less developed 
spectrum, and the low temperature peak can not be 
observed. Because most of the copper has diffused out 
under this condition, see Fig. 1, we account the electrical 
activity of this sample to the copper precipitate embryos. 
With a copper contamination around the critical concen- 
tration, i.e., with a copper contamination of 1 x 
1016cm"3, the MCTS spectrum reveals that the high- 
temperature peak has not developed yet its full width and 
structure, while the low-temperature peak is disclosed. 
Obviously, the precipitates undergo a transition from the 
embryo-state to the fully developed copper precipitates, 
which are observed with TEM for high copper contami- 
nation. From Fig. 2, at this stage of our research, the 
conditions for the transition of the copper precipitates 
from the embryo-state to their full development in n-type 
silicon cannot be decided unambiguously. We note that 
the shape of the spectra of the copper precipitates in n- 
and p-type show similar peaks, while the temperature 
range of those in n-type silicon are slightly shifted to 
higher temperatures as compared to p-type silicon. 

Due to the fast internal electronic transitions of band- 
like states, the defect bands of the copper precipitates can 
be described by a quasi-Fermi distribution [6,7]. Cor- 
relation of DLTS spectra of the high-temperature defect 
band in n-type silicon with computer simulations sug- 
gests that the copper precipitates are amphoteric in na- 
ture. The simulations of the DLTS spectra could be fitted 
successfully if the band-like states in n-type silicon were 
defined between Ec — 0.15 eV and Ec — 0.35 eV with 
a neutrality occupation level at about Ec — 0.2 eV. Re- 
markably, this neutrality occupation level corresponds to 
the critical Fermi level position at about Ec — 0.2 eV, as 
found for copper precipitates in p-type silicon in Fig. 1. 
This enables us to put forward the model that the precipi- 
tation of copper is determined by the electrostatic inter- 
action between the positively charged copper ions and 
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the copper precipitates. The precipitates are positively 
charged if the Fermi level is below their neutrality level 
and Coulomb repulsion will retard precipitation. If the 
Fermi level rises above the critical level of Ec — 0.2 eV, 
the precipitates become neutral or negatively charged 
and precipitation can occur uninhibitedly. As the copper 
precipitates, the interstitial copper concentration de- 
creases and eventually the Fermi level drops below its 
critical value, resulting in positively charged precipitates, 
and the precipitation process slows down drastically. 

This model explains consistently the obtained data of 
the formation of copper precipitates in p-type silicon. 
With MCTS the electronic properties of the embryos, as 
well as of the fully developed copper precipitates could be 
found. As a consequence, we would expect that copper 
precipitates completely and independently of the 
contamination level in n-type silicon with a doping con- 
centration of at least 1 x 1016 cm-3. This copper con- 
tamination level corresponds to a Fermi level position at 
room temperature of Ec — 0.2 eV, and must be under- 
stood as an upper limit of a critical Fermi level position. 
The reason why copper precipitates in n-type silicon with 
a doping concentration in the range of 1015 cm-3 [8] 
could be due to the slight shift to higher temperatures of 
the defect bands of the precipitates in n-type silicon. Such 
a shift could correspond to a lower critical Fermi level 
position in n-type silicon, and thus to a lower doping 
concentration needed to exceed this critical level. 
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Abstract 

The position of the iron donor trap level in the silicon band gap at processing temperatures determines numerous 
important properties of iron such as its solubility and effective diffusivity. Thus this position influences the time and 
efficiency of the widely used p/p+ segregation gettering, i.e. the removal of iron from an epitaxial p-type silicon layer (the 
device region) by a heavily p+-doped silicon substrate. In this work, the iron concentration profiles within a 70 um p-type 
epitaxial layer on a p+-type substrate were quantitatively measured using deep level transient spectroscopy in order to 
determine the position of the iron donor level. The samples are first intentionally contaminated with iron at 920°C and 
then annealed at 472°C for various times. The measured iron profiles are fitted with computer simulations in order to 
determine the iron trap level and the segregation coefficient at 472°C. The results indicate that the iron trap level is at Ev 
4- 0.32 eV at 472°C. The results of this study and of previous studies indicate that the iron donor level decreases in 

proportion to the band-gap narrowing. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Iron; Donor level; Heavily doped silicon; Segregation 

Utilization of a moderately p-doped epitaxial layer on 
a heavily p-doped substrate helps to prevent the "latch- 
up" problem in CMOS devices [1]. There is an addi- 
tional benefit of gettering iron out of the epitaxial layer 
and into the substrate. The equilibrium solubility con- 
centration of iron has been shown to increase with the 
doping level in p-type silicon [2-4]. The enhanced solu- 
bility of iron in a heavily doped substrate [2] with respect 
to a moderately doped epitaxial layer is the fundamental 
driving force for this segregation gettering [5-8]. While 
the segregation effect is most significant in the 300-650° 
temperature range, the exact position of the iron donor 
level in the silicon band gap has a large influence on the 
magnitude of the segregation and the effective diffusivity 
of iron during semiconductor processing. 

The general approach in this work is to experimentally 
measure iron concentration profiles in a 70 urn p-type 
epitaxial layer on a p+ substrate, and then fit these 
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profiles using computer simulations in order to deter- 
mine the position of the iron trap level at 472°C. The 
samples were prepared by growing a 100 nm oxide on 
p/p+ (1.8 x 1015 B/cm-74.5 x 1018 B/cm"3) silicon sam- 
ples to avoid out-diffusion of the iron to the frontside. 
The oxide was removed from the backside of the samples 
(p+) using a plasma etch and iron was scratched on the 
bare backside. The samples were then annealed at a high 
temperature ( « 920°C) where the segregation between 
the p and p+ material is minimal, followed by a quench in 
silicon oil. These samples were then annealed at a lower 
temperature of 472°C, where segregation is significant, 
for various times. The iron concentration was measured 
using deep level transient spectroscopy (DLTS). The 
magnitude of the iron-boron peak was measured after 
the samples were given time for the iron to pair with 
boron. After each DLTS measurement, the samples were 
chemically etched and new diodes were evaporated. The 
results of these experiments are shown by the symbols in 
Fig. 1. The lines are from computer simulations. In order 
to fit the experimental results using computer simula- 
tions, the following expressions for the iron solubility and 
effective diffusivity were used. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00500-l 
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E 

Anneal Temp 472°C, Epi Thick 70pm 
Initial Fe Cone - 6.6X1013 Fe/cm3 

p Doping 1.8X1015 B/cm3 

p* Doping 4.5x10,B B/cm3 

30       40       50 
Depth urn 

Fig. 1. The experimental data (symbols) and the computer simu- 
lations (lines) are shown and make a satisfactory fit. 

The segregation coefficient for iron in a p/p+ structure 
is simply defined as the ratio of the total equilibrium iron 
concentration in the p region to the p+ region. The total 
iron concentration consists of three separate species, neu- 
tral interstitial iron, Fe°, interstitial ionized iron, Fe + , 
and iron paired with an acceptor such as boron, FeB. Fe° 
is the species which is in actual equilibrium with the 
boundary phase FeSi2. The amount of each iron species 
present depends on the equilibrium reactions, 

[Fe?]F 
'[FePjsi^LFe+Jsi^rjFe+B-^, 

i = interstitial. (1) 

In a recent review, Istratov et al. [9] showed the best 
expression for the equilibrium iron concentration in in- 
trinsic silicon to be 

Cg = C0e-E,lkT,   C0 = 8.4 x 102 

additionally, 

[Fe+] _ 1 
[Fe°]     2 

(E.-Er)lkT 

and [10,11] 

[FeB] 

[Fe^] 
= [B-] -0.65/tr 

5xl02 

(3) 

(4) 

In the case of intrinsic silicon, Eq. (2) the boron concen- 
tration is low, i.e. [FeB] « 0, and the total iron is inter- 
stitial in either the positive or neutral state depending on 
the temperature and where the iron trap level actually is 
(Eq. (3)). For doped material, the concentration of the 
neutral interstitial iron is the same as that of the intrinsic 
silicon since the first step of Eq. (1), [Fef]Fesj2+->[Fe?]Si, 
does not depend upon doping. However Fei+ and FeB 
concentrations increase in p-doped materials. In the 

1.2 

1 

~ 0.8- > s 
& 0.6 

w  0.4 

0.2 
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• ~5~~" 
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...32  / v~~~—---- 
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660        990       1320 
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Fig. 2. Schematic of the energy levels in silicon with respect to 
the valance band. The iron trap level, £,(Fe), is shown as propor- 
tional to the band-gap shrinkage. Additionally, the Fermi levels 
of a p (1015 B/cm3) and a p+ (4.5 x 1018 B/cm3) are also shown. 

computer simulations in this work, the following proced- 
ure was used to calculate solubilities in doped materials, 
(a) an iron trap level was chosen (for Eq. (3)), (b) the 
neutral iron concentration in intrinsic silicon was cal- 
culated (from Eqs. (2) and (3)), (c) the positively charged 
iron concentration for the p-doped materials was cal- 
culated from the intrinsic neutral iron concentration 
(from b and Eq. (3)), (d) the paired iron concentration is 
determined from the positively charge iron concentration 
(using c and Eq. (4)). The computer simulation was run 
and the iron trap level was adjusted until a good match 
between the simulations and the experimental results was 
obtained. 

From the above discussion, one can see that the total 
iron segregation behavior depends on the Fermi level 
and iron trap level which are both temperature depen- 
dent. At high temperatures, the narrowing of the silicon 
band gap must also be taken into account and is given by 
Thurmond [12] as 

f = 2.86 eV (2) 
F   — F° 8       g     B + T 

£° = 1.17eV. 

,4 = 4.73xl0-\ 5 = 635, 

(5) 

Standard equations for the intrinsic level, Fermi level, 
and density of states were used to determine the Fermi 
levels in p and p + materials as a function of tem- 
perature and are shown in Fig. 2. The iron trap level 
shown, proportionally follows the narrowing of the 
band gap. 

In order to accurately simulate the iron concentra- 
tion profiles, the effective diffusivity of iron in p + mater- 
ials must be calculated from Df0

f,fal = (iVFe*)DF
f

e
f+ + 

(iVFeo)DFe». The effective diffusivity of positively charged 
iron, for [Fe]«[B], depends upon the concentration of 
boron as [13] 

D| Fe* 
'Fe* 1 + ß[ß]' 

(6) 
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where 

Q = : 
\ß~] X Tdii 

47EDff«flc 

'•diss 
(7) 

There have been various reports of values for DFe» and 
Dp"'*. Istratov et al. [9] showed that a single line could be 
fit through the literature data for both low- (D?**) and 
high-temperature studies (DFe°). Thus, in these simula- 
tions, we used 0.67 eV for Em of both DFe» and Dp**. In 
Eq. (7), one can see that the dissociation time constant of 
FeB pairs needs to be known. We have determined the 
dissociation time constant of the iron-boron pairs and 
details are published elsewhere (see Ref. [14]). The 
dissociation rate of iron-boron was measured using 
SPV by monitoring the decrease of the minority carrier 
diffusion length as iron dissociated from boron. The 
resulting expression for the dissociation of FeB is 
Tdiss=9.35xl0-16e1-40/"'. 

The experimental results and computer simulations 
are shown in Fig. 1. The computer simulation fits are 
satisfactory and indicate an Fe 0/ + trap level at 
0.32 + 0.02 eV at 472°C. The 0.32 level coincides with the 
proportional curve (£traP)m Fig. 2. Thus, from this result, 
it appears that the iron donor level moves toward the 
valance band in proportion with the band-gap shrinkage. 
The proportional temperature dependence closely pre- 
dicts the high-temperature solubility data obtained by 
McHugo et al. [4]. The total iron solubility data ob- 
tained by McHugo are shown in Fig. 3 (squares) with the 
iron solubility predicted by this model (circles). However, 
the dependence of the iron solubility on the position of 
the iron trap level at such high temperatures is very weak, 
and thus it is difficult to determine the trap level from 
such solubility measurements. For example, a change of 
0.2 eV in the iron trap level results in a solubility change 
of less than 25% at 1100°C, and approximately 60% 
at 800°C assuming a doping concentration of 1.5 x 
1018 B/cm3. 

10 
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£10' 
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1                     ' ■                ■ 

15. 
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800 900 1000 
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Fig. 3. The high-temperature solubility data from McHugo et 
al. [4] and the predicted iron solubility based on the propor- 
tional temperature dependence of the iron trap level. The pre- 
dicted values match the experimentally obtained values well. 

The total iron concentration in silicon is given as 
Fetot = Fe? + Fe* + Fe+B~. The intrinsic neutral iron 
concentration, assuming the iron trap level is propor- 
tional to the band gap, is slightly less than the total 
intrinsic iron solubility and is given as [Fe°] = 7.58 x 
1025exp( - 2.85/fcT). The total iron concentration in 
boron-doped materials can then be calculated as 

[Fetot] ; (7.58 x io25e'-2-85/tr)) 

x  l + [ß-] 

(1 ie(E" ■E,)/kT\ 

5 x 1022 
~0.65/kr (8) 

There are numerous possible sources of error in this 
work, either from the experimental error or from the 
values used in the computer simulations. For example, 
the intrinsic diffusivity of iron is assumed to be the same 
for neutral and positively charged iron. Clearly, the two 
values are not expected to be the same, yet the empirical 
fit of the literature data described by Istratov et al. [9] 
may well describe the diffusivity of iron in both states, or 
it may be the case that the diffusing species is always the 
Fei+ species. The dissociation energy of FeB pairs may 
also be revised in the future as different techniques and 
approaches are used to measure this value, and as the 
definition of "dissociated" versus "associated" FeB itself, 
becomes clarified. Additionally, band-gap narrowing due 
to heavy doping was not taken into account. On the 
experimental side, the repeated etchings resulted in 
a non-smooth surface which increases the uncertainty in 
depth. This uncertainty becomes more pronounced near 
the p/p+ junction and is not the same for each sample. 
Thus additional experiments are underway at different 
temperatures to try to obtain better profiles and conclus- 
ively determine the iron trap level from 400°C to 650°C. 
It is not expected, however, that these new experiments 
will result in a large deviation from the 0.32 eV level 
determined by this work. With this temperature depend- 
ence of the iron trap level, the effective diffusivity and 
segregation behavior of iron can be simulated. Such 
simulations are useful in optimizing semiconductor pro- 
cesses to maximize gettering of iron. 

The use of the experimental facilities at the Lawrence 
Berkeley National Laboratories is acknowledged. This 
work was supported by the Silicon Wafer Engineering 
and Defect Science (SiWEDS) consortium and by the 
National Renewable Energy Laboratory (NREL) under 
Contract No. XAF-8-17607-04. 
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Abstract 

We studied the influence of hydrogen (H) on the properties of Fe in Si crystals based on ESR measurement. Specimens 
were prepared from an n-type Si crystal (phosphorus concentration; 1.5 x 1016 cm"3). After chemical polishing, they were 
doped with 57Fe by a vapor method and with H by annealing in H2 gas followed by quenching. ESR spectra were 
measured at 10 K by an X-band spectrometer. Two and three ESR lines were observed in specimens doped with 57Fe and 
co-doped with 57Fe and H, respectively. We interpreted the latter to be due to a 57Fe-H complex. Due to isochronal 
annealing, the 57Fe-H complex disappeared at around 220°C. From the results of the isothermal annealing experiment, 
the binding energy of 57Fe-H complex was determined to be about 1.3 eV. The temperature dependence of the total 
concentration of Fe, namely, the sum of the concentrations of isolated Fe and the Fe-H complex, was 1.9 eV, which is 
smaller than that without H by about 1 eV. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si; Fe; H; ESR 

1. Introduction 

Hydrogen (H) is one of the impurities which easily 
enters Si crystals. It is chemically active and forms pairs 
and complexes with other impurities and defects, result- 
ing in the modification of their electrical properties. Re- 
search related to H in semiconductors has been actively 
performed since Pankove et al.'s pioneering study [1] on 
the hydrogen passivation of B in Si. 

We are interested in the interaction between H and 
transition metal (TM) impurities in Si. We herein briefly 
review studies on TM-H complexes in Si. Properties of 
TM and TM-H complexes have been investigated based 
on the measurements of DLTS, ESR, optical absorption 
and so on [2,3]. Among TM-related complexes, TM 
which occupies substitutional sites, for example, Pt and 
Au, has been investigated most extensively. From the 
measurement of DLTS spectra, TM-H complexes are 
known to have different energy levels from those of 
isolated TM [4,5]. From the measurement of ESR 
spectra, they are known to have different symmetries 

* Corresponding author. Tel.:  + 81-22-215-2043; fax:  +81- 
22-215-2041. 

E-mail address: toru@imr.tohoku.ac.jp (T. Takahashi) 

from those of isolated TM. How about Fe which occu- 
pies an interstitial site? Fe easily enters Si during various 
processes and is a harmful impurity for Si devices. It is 
important to know the properties of the Fe-H complex 
since it may be possible to passivate Fe by H. Its energy 
level is known to shift by forming a complex with H [6]. 
Their detailed properties, however, have not been investi- 
gated. 

We studied some properties of the Fe-H complex from 
the measurement of its ESR spectra. The ESR method is 
a non-contact method which enables systematic study of 
the same specimen, a necessity when investigating the 
thermal stability of complexes. 

2. Experimental 

The Si crystal used in this experiment was grown by 
the floating-zone growth method. The phosphorus con- 
centration was 1.5 x 1016 cm""3. We did not use p-type Si 
since the concentration of H reacting with Fe probably 
becomes small because of B-H pair formation. After 
cutting out parallelpiped-shaped specimens, 3 x 3 x 12 
mm3, the longest side of which was parallel to the [0 1 1] 
direction, from the above crystal, we shaped 
and polished them mechanically and chemically with 

0921-4526/99/S-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00501-3 
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carborundum and a mixed solution of HN03 : 
HF = 5:1, respectively. We doped the specimens with 
57Fe by a vapor method, namely, we sealed specimens in 
evacuated quartz capsules together with pieces of 57Fe 
(purity: 95.73 at%) foil. We then annealed them at high 
temperatures, between 950°C and 1250°C, for appropri- 
ate durations estimated from the diffusion constant of Fe, 
followed by quenching in iced water. We used 57Fe to 
avoid confusion due to possible 56Fe-contamination dur- 
ing high-temperature annealing. Next, we doped H by 
annealing specimens at the Fe-doping temperature in 
H2 gas (1.5 atm) followed by quenching. After quenching, 
we kept specimens in liquid nitrogen till measurement 
since Fe and H are known to diffuse at room temperature 
but not at 77 K. We measured the ESR spectra by an 
X-band spectrometer at 10 K to determine the concen- 
trations of Fe and the Fe-H complex separately. The 
modulation magnetic field was 0.08 mT. 

3. Results and discussion 

3.1.  The ESR spectrum of Fe-H complex 

Fig. 1 shows the ESR spectra of a 57Fe-doped speci- 
men (spectrum (a)) and a 57Fe and H co-doped specimen 
(spectrum (b)). They were doped at 1250°C followed by 
quenching. The microwave frequency was about 9.068 
GHz. As shown in Fig. 1, two ESR peaks were observed 
when the specimen was doped with only 57Fe. This is due 
to the hyperfine interaction between the electron spin 
and the nuclear spin, \, of 57Fe. On the other hand, three 
peaks were observed after 57Fe and H co-doping. Two of 
these peaks, outer peaks, coincide with those of isolated 
5 'Fe as shown in Fig. 1(a). There are four possible ex- 
planations for this spectrum. The first and second possi- 
bilities are that the two outer peaks are due to isolated 
57Fe and the central peak is of different origin, namely, 
56Fe and an Fe-H complex, respectively. The third is 
that all three peaks are due to an Fe-H complex. The 
fourth possiblity is that the two outer peaks overlap the 
spectra due to 57Fe, and the 57Fe-H complex and that 

Fig. 1. ESR spectra around 313 mT of 57Fe-doped (dashed line) 
and 57Fe and H co-doped (solid line) specimens. The applied 
magnetic field was parallel to <1 1 0>. 

the central peak is due to 57Fe-H complex. The first 
possibility seems not to be the case since the central peak 
was observed only when the specimen was co-doped with 
H. This result indicates that the contamination due to Fe 
(mainly 56Fe, since its natural abundance is 91.7%) was 
very small in our experiment. To investigate the second, 
third and fourth possibilities, we doped Fe and H at 
various temperatures. The relative intensity of the central 
and outer peaks depended on the doping temperature. 
This strongly supports the fourth possibility that the 
observed signal is the overlap of spectra due to the 
isolated 57Fe and 57Fe-H complex, taking into account 
the result of isochronal annealing which is presented in 
Section 3.2. 

One peculiar point of the 57Fe-H complex is its sym- 
metry. Usually the symmetry of a TM-H complex is 
different from that of an isolated TM, for example, Pt-H2 

[2]. On the other hand, in the case of the Fe-H complex, 
its ESR signal was isotropic indicating Td symmetry. 
This suggests that Fe in the Fe-H complex also occupies 
an interstitial site having TA symmetry as an isolated Fe. 
One possibility for Td symmetry is the high jumping rate 
of H at equivalent positions around the Fe atom. If this is 
the case, the jumping rate of H should be much greater 
than 1010 s"1, which is the microwave frequency. Assum- 
ing a thermally activated H jump, v exp( — E/kT), and 
the magnitude of pre-exponential factor (v) of H jump to 
be 1013 s"1, the activation energy (£) is estimated to be 
smaller than 1.1 meV, which seems too small to be realiz- 
ed. Hence, we do not have a clear explanation for the 
isotropic signal of Fe-H complex. Another peculiar point 
is the number of ESR peaks. The H atom has \ of nuclear 
spin. We thus expect many ESR lines when 57Fe and 
H form a complex. If an Fe-H pair is formed, for 
example, the number of ESR lines is expected to be 4, 
contrary to the experimental result of 3. If the interaction 
between the electron spin and nuclear spin of H is very 
weak, the splitting should be small. There may be line 
broadening instead of splitting. However, we did not 
detect any change of line width (around 0.08 mT) due to 
the Fe-H complex. We do not have any plausible ex- 
planations for line number 3 of the Fe-H complex. 

There are two ways to determine the number of 
H atoms included in TM-H complexes. One is to observe 
the number of ESR lines. The other is to observe splitting 
of optical absorption peaks due to co-doping with H and 
deuterium. We did not succeed in the former as shown 
above. We also tried to observe optical absorption due to 
H included in the Fe-H complex and failed. Hence, we 
could not determine the number of H included in the 
Fe-H complex. 

3.2.  Thermal properties of Fe-H complex 

To determine the thermal stability of the Fe-H 
complex, we first performed an isochronal annealing 
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experiment. The annealing period was 10 min at each 
temperature. Fig. 2 shows the results of this experiment 
after H and Fe co-doping at 1250°C. As described in 
Section 3.1, our tentative interpretation was that the 
observed signal was the overlap of those of isolated Fe 
and the Fe-H complex. According to this interpretation, 
the central peak correponds to Fe-H complex and the 
outer two peaks are due to both isolated Fe and the 
Fe-H complex. To determine the separate behaviors of 
isolated Fe and the Fe-H complex with isochronal an- 
nealing, we plotted the intensities of the central and outer 
lines. As shown in Fig. 2, they show similar behavior. 
This is probably due to predominance of the Fe-H com- 
plex compared with isolated Fe after quenching from 
1250°C. The increase around 100°C is probably due to 
the formation of the Fe-H complex from unreacted Fe 
and H since Fe and H2 are known to diffuse around this 
temperature. This increase is very small which indicates 
a small concentration of isolated Fe after H doping. 
Hence, most part of outer peaks are due to the Fe-H 
complex. They disappeared at about 225°C. 

To determine the activation energy, we performed iso- 
thermal annealing experiments as shown in Fig. 3. Lines 
are fitting curves with first-order reaction kinetics. From 
these, we determined the time constants. Fig. 4 shows the 
relation between the time constant and annealing tem- 
perature. Solid circles correspond to specimens doped 
with Fe only and open circles represent specimens co- 

200 180 160(°C) 

• 313mT 
* 312.5,313.5mT 

<■ A 

a. 
HI 

° 0 100 200 
Annealing temperature (°C) 

Fig. 2. Annealing behaviors of the central peak (circles) and 
outer peaks (triangles) of specimen co-doped with 57Fe and 
H due to isochronal annealing for 10 min at each temperature. 
The specimen was co-doped with "Fe and H at 1250°C. 
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Fig. 4. Arrhenius plot of time constants of 57Fe doped (solid 
circles) and 57Fe and H co-doped (open circles) specimens deter- 
mined from isothermal annealing experiments. 
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Fig. 3. Behaviors due to isothermal annealings at various tem- 
peratures. Specimens were co-doped with 57Fe and H at 1250°C. 

7.0 8.0 
104/T(K"1) 

Fig. 5. Dependence of the sum of intensities of specimens doped 
with S7Fe and co-doped with 57Fe and H. 

doped with Fe and H. The activation energies of the 
former and the latter were about 0.6 and 1.3 eV, respec- 
tively. The former value agrees well with that of a pre- 
vious study [7]. The latter value is very large. Taking the 
large value of the pre-exponential factor, 7x10''s-1, 
into consideration, our interpretation is that the anneal- 
ing process represented by the open circles in Fig. 3 cor- 
responds to the dissociation of the Fe-H complex. 

Fig. 5 shows the quenching temperature dependence of 
the concentration of Fe. In this figure, the ordinate is the 
sum of the intensities of three ESR lines, namely the total 
concentrations of isolated Fe and the Fe-H complex. 
Solid and open circles correspond to Fe-doped and Fe 
and H co-doped specimens, respectively. From the slopes 
of the solid lines, the solution energies of Fe are estimated 
to be about 2.8 and 1.9 eV from solid and white circles, 
respectively. The former agrees well with that determined 
from neutron activation analysis method [8]. On the 
other hand, the latter agrees well with that (1.8 eV) of H. 
It is difficult to determine the pre-exponential factor 
c0 from the measurement of only ESR, when the solubil- 
ity (c) is given by c = c0 exp( - E/kT). We assumed 
that the solid circles agreed well with those determined 
by the neutron activation analysis, c = 1.8 x 1026 

exp( - 2.94 eV/kT). Then we obtained the pre-exponential 
factor of 2.1 x 1022 atoms/cm3. This value is smaller by 
a factor of about 104 than that without H doping, and it is 
larger than that of the solubility of H [9] by a factor of 
about 2. This discrepancy may be due to the scatter of 
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data since this value is determined by extrapolation. We 
therefore tentatively propose that the formation of the 
Fe-H complex is dominated by H. To confirm this ex- 
perimentally, the same study should be conducted under 
a lower concentration of H. 

At above 1000°C, the number of Fe atoms, i.e., isolated 
Fe and Fe-H complex, becomes smaller after H doping. 
Extra Fe atoms probably form precipitates. On the other 
hand, the number of Fe atoms becomes greater than that 
of isolated interstitial Fe after H doping. Several possible 
sources of Fe, such as Fe precipitate, Fe on the surface, 
and so on, were experimentally excluded. Thus we pro- 
pose substitutional Fe as the Fe source, the existence of 
which has been detected by Moesbauer spectroscopy 
[10]. 

4. Conclusion 

Fe atoms form an Fe-H complex in Si when Fe and 
H are co-doped. The binding energy of this Fe-H com- 

plex is about 1.3 eV. By co-doping of Si with Fe and H, 
the solute concentration of Fe in the forms of isolated Fe 
and a complex of Fe and H has a temperature depend- 
ence, 1.9 eV, which is much different from that (2.8 eV) of 
doping with Fe only. This temperature dependence 
agrees well with that of H solubility (1.8 eV). 
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Abstract 

Two different Pt- and Li-related centers in silicon have been studied by excitation spectroscopy combined with 
uniaxial stress and isotope doping experiments. The dominating spectrum consists of a series of sharp lines between 
about 5000 and 8000 cm"1 and is due to excitation from a deep initial state to various shallow donor states. The energy 
positions of the electronic lines in Li6-doped samples shift by about 1 cm "1 to lower energies compared to those in Li7 

samples. Phonon replicas of the no-phonon lines are detected with fcw(Li7) = 528.6 cm"1 and ha)(Li6) = 547.8 cm"1. 
Other replicas of the no-phonon lines are also observed involving an energy of about A = 2229 cm-1 as well as 
combinations of A and ha>. The uniaxial stress data indicate that the center has either tetrahedral or orthorhombic 
I symmetry. The second center gives rise to sharp lines at 1965.64, 1974.12, and 2001.00 cm"1 at T<30K. The 
2001 cm"1 line has a full width at half maximum of 1.4 and 0.12 cm"1 at room temperature and T = 10 K, respectively. 
Uniaxial stress experiments show that all three lines originate from excitations of a trigonal center. The isotope shift is 
small and for Li6 samples the 2001cm"1 line shifts only by 0.06 cm"1 to higher energy compared to Li7 sam- 
ples. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Platinum; Lithium 

1. Introduction 

Lithium is a fast diffuser in silicon and has a high 
tendency to form complex centers with other impurities 
present in the crystal. Recently, several investigations on 
Li-related complexes involving gold [1-4] and platinum 
[3-5] have been carried out using a variety of experi- 
mental methods as well as ab initio calculations [6]. In 
this work, results from detailed optical investigations of 
two different PtLi complexes in silicon are reported. 

Pt resides on substitutional site whereas Li preferably 
occupies an interstitial position. The excitation spectrum 
of platinum has been investigated in detail previously 
and it is dominated by the acceptor spectrum at about 
7400 cm"1 [7] and the T-line spectrum consisting of 
three lines at about 8000 cm"x [8]. None of these spectra 
are observed in our samples co-doped with Pt and Li; 
instead, two other series of sharp lines are observed. The 

* Corresponding author: Fax: 46-46-222-3637. 
E-mail address: mats.kleverman@ftf.lth.se (M. Kleverman) 

first at about 2000 cm"1 and the second in the range 
between approximately 5000 and 8000 cm"1. The disap- 
pearance of the Pt lines could in principle be caused by 
a change of the Pt centers charge states since isolated Li 
acts as a shallow donor center. However, the results 
from the Li isotope experiments to be presented here 
unambiguously show that Li indeed forms complexes 
with Pt. 

2. Experimental details 

The sample preparation procedure and the experi- 
mental setup are in described detail in Ref. [5]. In this 
work, however, all samples were diffused under Li-rich 
conditions as described in Ref. [5]. 

3. The Si: Pt-Li donor lines 

In Fig. 1, a typical excitation spectrum for a Si: Pt-Li6 

sample is presented. It is virtually identical to the 
Si: Pt-Li7 spectrum previously presented in Ref. [5] but 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. A typical absorption spectrum of a Pt and Li6 diffused 
silicon sample showing the PtLi donor lines. 
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Fig. 2. The no-phonon lines energy positions compared to those 
predicted by EMT. 

with important isotope-dependent differences that will be 
discussed below. The main groups of lines are labeled 
a„, ß„ where n indicates the number of local phonons 
involved in the transitions. 

Uniaxial stress data [5] have shown that the final 
states of the transitions involve shallow donor states. 
Furthermore, it was suggested that the three a0 lines are 
due to transitions to states in the Is manifold and that 
ßo(2), ßo(3), and ß0{4) lines correspond to excitation to 
the 2s, 3s, and 4s manifolds, respectively. The energy 
differences between the lines are close, but somewhat 
smaller, to those predicted by effective mass theory, EMT 
[9]. The /J0(l) line must then be identified to be due to 
excitation to the 2p0 state. The zero-phonon lines in 
Fig. 2 are presented in more detail and their energy 
positions are compared to those of EMT. It is interesting 
to note that the final s-states have binding energies that 
are smaller than the EMT energies whereas the 2p0 state 
experiences a net attractive central-cell shift. This may 
be understood by noting that the one-particle shallow 

donor states must be orthogonal to the remaining core 
state. This implies that the shallow donor states may be 
pushed up in energy compared to their EMT values. 
However, in the case where the core state is s-like this 
orthogonalization only affects the excited s states. The 
s-states are thus believed to shift due to two contribu- 
tions [5]; an attractive contribution due to, e.g., a re- 
duced screening close to the impurity site and a stronger 
repulsive effective potential due orthogonalization ef- 
fects. The 2p0 state is expected to shift to smaller binding 
energy since it is in a zeroth-order approximation already 
orthogonal to an s-like core state and is only affected by 
the electron attractive part of the potential. The PtLi and 
Ag [10] excitation spectra are similar since they are both 
dominated by transition to s states and that only one 
p-line, 2p0, is observed. 

All no-phonon lines shift by about 1 cm"1 to lower 
energies in Li6-doped samples compared to the energy 
positions in Li7-doped material. In Fig. 3 this isotope 
shift is presented in more detail for the three a0 lines. This 
unambiguously shows that Li indeed is one of the con- 
stituents of the complex. Diffusion experiments using 
both Li6 and Li7 could, in principle, give information on 
the number of Li ions in the complex. Unfortunately, 
several attempts to incorporate both isotopes simulta- 
neously have failed. 

Additional lines in the Li7 spectrum were interpreted 
as phonon replicas of the no-phonon lines [5]. In Fig. 1, 
the a1 and ßi lines are one-phonon replicas whereas the 
x2 line is due to excitation to the n = 2 phonon state. 
This interpretation is strongly supported by the isotope 
doping experiments presented in Fig. 4. In this way the 
phonon energy for the two different Li isotopes could 
accurately be determined and they were found to be 
tico(W) = 528.6 cm"1 and hco(U6) = 547.8 cm-1. The 
phonon energies are in the range previously found 
for several other Li-related complexes in silicon [11]. 
Direct observation of Li7 local vibration mode, LVM, 
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Fig. 3. The isotope shift of the a0-lines in the Is manifold of 
shallow donor states. 
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Fig. 4. The one-phonon replica of the a0 -lines. 

was reported in Ref. [5] but attempts to observe the 
corresponding Li6 mode have hitherto been unsuccessful. 

At higher energies other lines labeled A0 and Ax are 
detected (Fig. 1). A closer inspection and a comparison 
with the a0 and at series shows that A0 and A± are their 
corresponding replicas, respectively, displaced about 
A = 2229 cm"1 to higher energies. This energy is, within 
experimental error, identical for the two Li isotopes. The 
Ax line is thus correspondingly a double a0 replica in- 
volving both ha> and A. This interpretation is supported 
by the fact that in the case of Li6 samples the A^ line is 
found at about 8032 cm"1 which exceeds the Li7 energy 
by about 20 cm"1 which is equal to the energy difference 
of the corresponding local phonons. If the A replicas are 
due to a local phonon mode, the high-energy modes 
indicates that H-stretching modes may be involved. It 
should be pointed out that the Li source is immersed in 
mineral oil and traces of mineral oil in the ampoule 
during the diffusion could be a source of hydrogen. We 
have compared the spectral results presented here with 
those obtained from samples diffused in H atmosphere. 
No differences have been detected which indicate that the 
A energy does not correspond to a hydrogen LVM. 
These findings support our previous assignment that the 
A replicas are due to shake up effects in the final core- 
state, i.e., that two different final core-states, separated in 
energy by A, are reached in the transitions. 

4. The 2001 cm I line center. 

Sharp lines at 1965.64,1974.12, and 2001.00 cm"1 are 
detected in all our Pt-Li7 samples where the energies refer 
to sample temperatures T < 30K. The 2001 cm"1 line 
has high intensity whereas the other two have consider- 
ably lower intensity. All three lines are only observed 
when co-doping with Pt and Li which indicates that they 
are related to both Pt and Li. We will here focus on the 
properties of the 2001 cm"1 line since all experimental 

hv(Li')-hv(Li')=0.06   cm"' 
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Fig. 5. The isotope shift of the 2001 cm"1 PtLi line. 
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Fig. 6. The 2001 cm"1 line measured at two different temper- 
atures. 

data indicate that all three lines belong to the same 
center. In Fig. 5 the 2001 cm"1 line is presented for a Li6- 
and a Li7-doped samples measured at T = 10 K. The 
apodized resolution was 0.04 cm"1. Only a very small 
isotope shift of about 0.06 cm"1 was detected, which, 
nevertheless, shows that Li indeed is involved in the 
center. The 2001cm"1 line is easily observed also at 
higher temperatures and Fig. 6 shows the line measured 
at room temperature (RT) and 10 K. Interestingly, the 
full-width at half-maximum (FWHM) is as small as 
1.4cm"1 at RT which is in the range found for many 
electronic lines in silicon at cryogenic temperatures. 
When decreasing the sample temperature the line posi- 
tion shifts to higher energies and the FWHM value 
decreases and, finally, it reaches its low temperature 
value of 0.12 cm"1 for temperatures below about 30 K. 

To the best of our knowledge very few electronic lines 
in silicon, if any at all, are observed at room temperature 
and then with such a low FWHM value. This suggests 
that the lines are due to local vibrational modes. This 
tentative identification suffers, however, from the diffi- 
culty to understand what is vibrating that gives rise to 
a vibrational energy of about 2000 cm"1. The small iso- 
tope shift revealed in Fig. 5 shows that the vibration does 
not involve Li. As discussed above, a natural candidate is 
of course hydrogen but also in this case the results of 
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co-doping with H do not support this suggestion. 
Whether the 2001 cm"1 lines have electronic or vibra- 
tional origin is still unclear. 

The 2001 cm"1 lines were also investigated by uniaxial 
stress spectroscopy [12]. The lines do not split for stress 
parallel to <10 0> but splits into two components for 
stress in the <1 1 0> and <1 1 1> directions. This splitting 
pattern is typical for transitions at a trigonal center [13]. 
The relative intensity of the split components as well as 
the polarization rules show that the transitions take place 
between orbital singlet states. 

Platinum- and lithium-related complexes in silicon 
have been studied previously by other techniques. Two 
different centers were observed by electron paramagnetic 
resonance (EPR) and electron nuclear double resonance 
(ENDOR)), one with orthorhombic I (C2v) and one with 
trigonal symmetry (C3v) [3,4]. 

In silicon, isolated Li normally occupies an interstitial 
position and forms a shallow donor center. In the case of 
the C2v PtLi center, calculations [6] have suggested that 
the center consists of substitutional Pt" and a Li+ ion on 
next nearest interstitial position. The candidate sugges- 
ted for the trigonal PtLi paramagnetic center was Pt3" 
surrounded by three Li+ ions on nearest-neighbor inter- 
stitial positions. Yet another PtLi complex was found to 
be stable. It consists of Pt4" surrounded by four Li+ ions 
and has tetrahedral symmetry. However, this center is 
not paramagnetic when neutral and is expected to be 
formed in higher concentration in Li-rich material. 

Ab initio calculations thus result in three stable Pt-Li 
complexes whereas our experimental results are inter- 
preted to be due to excitation of two centers. However, it 
is tempting to assign the Pt-Li donor center to be either 
the tetrahedral Pt4" Ltf complex or the C2v Pt" Li + 

pair center. Unfortunately, our evaluation of the data has 
hitherto not resulted in a definite identification of the 
symmetry of the donor center. It is our hope the high- 

resolution stress data at lower stresses than those used in 
Ref. [5] will give the information needed. We, finally, 
assign the trigonal 2001 cm"l center to be trigonal Pt3" 
Li^" center. 
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Abstract 

Recently, the scanning transmission electron microscope has become capable of forming electron probes of atomic 
dimensions. Through the technique of Z-contrast imaging, it is now possible to form atomic resolution images with high 
compositional sensitivity from which atomic column positions can be directly determined. An incoherent image of this 
nature also allows atomic resolution chemical analysis to be performed, by locating the probe over particular columns or 
planes seen in the image while electron energy loss spectra are collected. Such data represent either an ideal starting point 
for first-principles theoretical calculations or a test of theoretical predictions. We present several examples where theory 
and experiment together give a very complete and often surprising atomic scale view of complex materials. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Grain boundaries; Atomic structure; Impurities; Segregation; Transformation; Electron microscopy; Total energy calcu- 
lations 

1. Direct imaging with electrons 

The images we see with our eyes generally appear to be 
a direct representation of the world around us. This is 
because they are formed incoherently; objects are illumin- 
ated by light over a large range of directions and the 
intensity scattered depends primarily on the nature of the 
object and not on the direction of illumination. If objects 
are illuminated by coherent laser light they show 
a speckle pattern, which is due to interference effects. 
These are directly related to the object, but not in a man- 
ner that can be directly interpreted. Except for special 
applications, optical instruments such as a projector or 
a microscope invariably use incoherent illumination to 
maintain this capability for direct interpretation. 

♦Correspondence address. Solid State Division, Oak Ridge 
National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831- 
6030, USA. Tel.: + 1-423-574-5504; fax: + 1-423-574-4143. 

E-mail address: pky@ornl.gov (S.J. Pennycook) 

It is over one hundred years since Lord Rayleigh first 
explained the difference between coherent and incoherent 
imaging in the context of the light microscope. He clearly 
pointed out the advantages of incoherent imaging: ab- 
sence of interference artifacts, and in addition a factor of 
two improved resolution [1]. Ideally, a self-luminous 
object is required for perfect incoherent imaging, so that 
each point will emit light independently. But Lord 
Rayleigh showed how the condenser lens can be used to 
give a close approximation to incoherent imaging. If the 
condenser lens subtends a sufficiently large range of 
angles, then we approach the incoherent imaging condi- 
tions of normal vision. Specifically, for an illumination 
semiangle 0, the transverse coherence length in the 
sample, <fT, is 0.61A/Ö, which can be made comparable to 
the resolution limit. 

In the conventional transmission electron microscope 
(CTEM), historically, a small condenser aperture has 
been used to give an approximation to perfect coherent 
imaging. This is necessary for low-resolution diffraction 
contrast imaging of defects such as dislocations, but this 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Schematic comparing the transverse coherence lengths 
for coherent and incoherent imaging. In bright field (BF) con- 
ventional TEM the coherence length is large compared to in- 
teratomic spacings, whereas in the STEM, a large-angle BF or 
annular dark field (ADF) detector effectively breaks the coher- 
ence between neighboring atoms. 

leads to a transverse coherence length much greater than 
typical interatomic spacings as shown in Fig. 1. As elec- 
tron microscope resolution gradually improved it be- 
came possible to resolve atomic-scale features, but the 
coherent imaging conditions were maintained. In a co- 
herent image (referred to as a phase contrast image) 
atomic columns can be bright or dark depending on 
specimen thickness and objective lens focus (which alter 
the relative phases of the scattered beams). It is clear that 
simply increasing the illumination aperture will reduce 
the transverse coherence length. Eventually, it will reduce 
below the typical interatomic spacings of materials, and 
the coherence between columns will be broken. We 
would then achieve incoherent imaging, and we would 
expect atomic images to become directly interpretable. 
This has indeed proved to be the case. In practice, how- 
ever, it is more efficient and results in higher image 
contrast to reverse the direction of the electrons, and to 
use the complementary high-angle annular detector 
shown in Fig. 1. Then the image is formed by scanning 
the illumination across the sample, a scanning transmis- 
sion electron microscope (STEM). 

The principle of Z-contrast imaging in the STEM is 
shown schematically in Fig. 2. A small electron probe is 
scanned across a thin specimen, and the Z-contrast im- 
age results from mapping the intensity of electrons reach- 
ing the annular detector [2-7]. The detector performs the 
function of Lord Rayleigh's condenser lens. But it not 
only breaks the coherence in the transverse plane [8], it 
enforces high scattering angles, so that Rutherford scat- 
tering dominates and atoms contribute to the image with 
a brightness determined by their mean square atomic 
number Z. For this reason the image is referred to as 
a Z-contrast image. In a crystal, Rutherford scattering 
becomes phonon scattering, and effectively breaks the 

Objective Lens 
Forms a 1.3A 
Probe 

EELS 
Spectrometer 

Fig. 2. Schematic showing a fine probe formed by the objective 
lens of an STEM. A Z-contrast image is formed by mapping 
high-angle scattered electrons as the probe is scanned across the 
sample, while atomic resolution electron energy loss spectro- 
scopy is possible with the probe stationary on specific columns 
selected from the image. The Z-contrast image of GaAs shows 
As columns with higher intensity than Ga. 

coherence through the thickness of the sample [9]. The 
thickness dependence of the image becomes relatively 
intuitive, and atomic images from thicker materials can 
be interpreted equally well on the basis of Z-contrast. 

In the image of GaAs shown in Fig. 2, bright features 
correspond directly to columns of As, and the less bright 
features to columns of Ga. Unlike the coherent imaging 
of conventional high-resolution electron microscopy 
(HREM), the positions of atomic columns can be deter- 
mined directly and uniquely from the image to a high 
accuracy, without the need for extensive image simula- 
tions of model structures. Incoherent imaging effectively 
bypasses the phase problem of HREM, a particular ad- 
vantage for complex materials. The VG Microscopes 
HB603U STEM at ORNL has a 300 kV accelerating 
voltage, and a directly interpretable resolution of 1.26 A, 
although recently information transfer at 0.78 A has been 
demonstrated in Si<l 1 0> [10]. This also demonstrates 
the factor of two improved resolution available with 
incoherent imaging; the comparable phase contrast im- 
age resolution on this microscope is 1.93 A. There are 
now many examples where the high resolution and the 
direct interpretability of Z-contrast imaging have proved 
very successful. Examples include the direct determina- 
tion of dislocation core structures in GaN [11] and at 
CdTe/GaAs interfaces [12], and in imaging structure and 
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0.2 nm 

Fig. 3. Z-contrast image of a 23° <0 0 1> tilt grain boundary in 
Si showing its unexpectedly complex structure. The five-fold 
rings (with black centers in the image) are dislocation cores 
arranged in a repeating sequence along the boundary. Columns 
shown black in the schematic are those seen brighter in the 
image due to segregated As. 

impurity sites at grain boundaries, as shown in the exam- 
ples below. 

The ability to retrieve atomic structures directly from 
experiment is a great advantage for first principles simu- 
lations, as it avoids the need to calculate large numbers of 
trial structures. This is especially true for complex mater- 
ials where there are a great many possibilities. A further 
advantage of the STEM is that it allows electron energy 
loss spectroscopy (EELS) to be performed simulta- 
neously with the Z-contrast image, allowing composi- 
tional analysis and local band structure to be determined 
at atomic resolution [13,14]. 

Burgers vector they could equally well be replaced by 
perfect crystal. However, precisely the same atomic ar- 
rangement is seen in the undoped boundary given the 
same annealing treatment. 

Looking closely at the relative intensities of the col- 
umns in the doped sample, it is seen that one of the 
dislocation cores contains columns that are 20% brighter 
on average than other similar columns. This must be due 
to the presence of the As dopant. Taking into account the 
scattering cross section, the increased intensity corres- 
ponds to an average of only 5% As concentration, ap- 
proximately two As atoms in each atomic column. 

In a previous theoretical study of the shorter-period 
36° grain boundary, it was found that isolated As atoms 
have only a small segregation energy of ~ 0.1 eV, too 
small to account for the concentrations observed experi- 
mentally [16]. However, as arsenic prefers to be three- 
fold coordinated, calculations were performed for arsenic 
dimers. It was found that the two As atoms repel and 
become three-fold coordinated without having to create 
an Si dangling bond. Thus binding of the dimer occurs 
through repulsion. After the image of Fig. 3 was ob- 
tained, calculations were repeated for the 23° boundary, 
and preference was found for those sites seen bright in the 
image. The segregation energy was again increased, be- 
coming consistent with the As solubility limit in the bulk 
at the annealing temperature of 700°C. This combined 
use of experimental and theoretical techniques produced 
a remarkably detailed and consistent atomic-scale pic- 
ture of impurity segregation at this grain boundary. 

Very recently, an extensive ab initio study has con- 
firmed the observed grain boundary structure, with its 
redundant dislocations, to be energetically preferred in 
the undoped grain boundary [17]. Further theoretical 
work could build on these results to determine grain 
boundary diffusion coefficients, as well as to extend stud- 
ies to other boundaries and polycrystalline materials. 

2. Arsenic segregation sites at a silicon grain boundary 

Z-contrast imaging enables low concentrations of 
high-Z impurities to be directly observed. A recent 
example of this capability is shown in Fig. 3, a Z-contrast 
image from a 23° grain boundary in Si, after doping with 
As [15]. 

The atomic structure of the boundary is directly deter- 
mined from the positions of the bright features in the 
image, and is different from all structures proposed pre- 
viously. It comprises a continuous sequence of disloca- 
tion cores, a perfect edge dislocation (1) and two perfect 
mixed dislocations (2,3) arranged as a dipole, followed by 
the same sequence (l',2',3') mirrored across the boundary 
plane. In the <0 01> projection, these dislocations ap- 
pear as a connected array of pentagonal and triangular 
arrangements of atomic columns. The presence of the 
dipoles is surprising, as being of equal and opposite 

3. Impurity-induced grain boundary transformation 
inMgO 

In Fig. 4, STEM imaging of an MgO grain boundary 
[18] reveals a structure that is inconsistent with the 
widely accepted structure of the boundary proposed by 
Harris et al. [19], based on theoretical modeling using 
classical potentials. The observed structure is similar to 
that proposed much earlier by Kingery [20]. The large 
empty core of the Harris structure is obviously very 
different from the more dense core of the Kingery model. 
On careful examination of the intensity in the experi- 
mental image, it can be seen that certain specific atomic 
columns at the grain boundary are again significantly 
brighter than neighboring columns, as arrowed in the 
figure. This suggests that impurities, with Z > 12, may be 
segregated at these sites. EELS measurements indeed 
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Fig. 4. Z-contrast image from a 24° <0 0 1> tilt grain boundary 
in MgO showing occasional bright atomic columns at the grain 
boundary (arrowed), compared to two structures for the 36° 
<0 0 1> tilt grain boundary proposed by (a) Kingery [20] and (b) 
Harris et al. [19]. Sites of Ca segregation are arrowed. 

[oor 

Fig. 5. Z-contrast image of a sharp Si/Si02 interface showing 
the last monolayer of Si in atomic positions close to those of the 
bulk. 

established that significant concentrations of Ca were 
present in the grain boundary, approximately 0.3 mono- 
layers, consistent with the bright intensity in the image. 

To reconcile these observations with the apparently 
conflicting prior experimental and theoretical work, 
first-principles theoretical calculations were performed. 
These calculations in fact reproduced the results of the 
classical potential calculations for the clean grain bound- 
ary, indicating the open structure to be 0.5 eV lower in 
energy per periodic repeat unit. Theory further deter- 
mined that Ca has a large segregation energy in both 
boundary structures, but significantly higher in the dense 
structure, sufficient to make the dense structure the lower 
energy boundary. These calculations therefore estab- 
lished that the dense structure is in fact stabilized by the 
Ca segregation, an example of a segregation-induced 
structural transformation [18]. Examination of the elec- 
tronic charge distribution revealed just a small perturba- 
tion to the oxygen ions next to the Ca atom, indicating 
that the transformation is structural and not electronic in 
origin, i.e. it is driven by the size difference between Ca 
and Mg ions. 

useful in establishing the relative energies of various 
possible interface structures. Recent calculations have 
established that atomically abrupt interfaces are in fact 
energetically preferred over structures involving subox- 
ides [22]. This is due to the softness of the Si-O-Si bond 
which allows strain relaxation to occur. Experimentally, 
however, suboxides are always found, presumably due to 
the non-equilibrium nature of the oxidation process and 
indicating the potential for improved characteristics. 
EELS provides a sensitive means to detect suboxides at 
the Si/Si02 interface, with high sensitivity and spatial 
resolution [23]. An example of an extended zone of 
suboxide is seen in Fig. 6, where Si-L edge spectra are 
plotted for a series of beam positions moving from the 
crystal into the oxide. The edge onset is 99 eV in the 
crystal, moving to 104 eV for stoichiometric Si02, but for 
approximately 2 nm both features are seen indicative of 
suboxide. The width of the suboxide zone is an order of 
magnitude greater than the beam size; this is confirmed 
also by profiles of the O-K edge [21], where there can be 
no contribution from the crystalline Si. 

4. Structure and composition of the Si-Si02 interface 

In the case of an amorphous material, no channeling of 
the probe can occur, and a Z-contrast image reflects only 
changes in projected atomic density. This is in marked 
contrast to conventional HREM images where amorph- 
ous materials always show a speckle pattern due to 
random interferences, and interfaces show Fresnel fringes 
and other coherent interference phenomena that can 
obscure the structure. In the Z-contrast image of Fig. 5, 
the last monolayer of the crystalline Si is clearly visible, 
and the Si columns are in almost exactly the expected 
positions for bulk Si [21]. Here again theory can be very 

5. Conclusions 

It is now possible to determine, without prior know- 
ledge, the structure, impurity content and local electronic 
states, at grain boundaries, dislocations and interfaces by 
the combination of Z-contrast imaging and electron en- 
ergy loss spectroscopy in the STEM. Atomic-scale total 
energy calculations are a natural complement and exten- 
sion to these STEM techniques, giving critical insight 
into the underlying physics through the ability to study 
segregation energies, electronic states, and atomic-scale 
dynamics. 
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Fig. 6. Si-L2,3 EELS profiles across a Si/Si02 interface showing 
evolution of the Si02 band gap. The full gap is not established 
until 2.4 nm into the oxide. 
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Abstract 

We discuss the application of various quantum-mechanically based computational models to the investigation of 
microstructural evolution in crystalline silicon mediated by intrinsic defects. Focus is on the formation of like-defect 
clusters. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The dynamics of intrinsic defects causes the micro- 
structural evolution of bulk silicon in many diverse real- 
world conditions, including Czochralski crystal growth, 
ion-beam processing, and rapid thermal annealing. Its 
accurate understanding represents in fact a great chal- 
lenge for the materials theorist who aims at bringing 
the simple modeling of known (or predicted) defect 
properties up to the controlled tailoring of silicon 
bulk processing. This challenge basically consists in 
reaching the detailed atomic-scale characterization of 
the following scenario: defect-mediated self-diffusion 
brings to the clustering of like-defects that, in turn, 
eventually drives to formation of more extended defect 
structures (like dislocation loops, nanovoids, and {311} 
planar defects). 

We are still quite far from reaching such a thorough 
theoretical picture on silicon microstructural evolution. 
Nevertheless, quite a few specific defect-related phe- 
nomena have been recently indentified, characterized and 
even predicted by combining different theoretical quan- 
tum mechanical models. More specifically, semi-empiri- 
cal tight-binding molecular dynamics (see the special 
topic issue [1]) (TBMD) has been widely used to find the 

♦Tel.: + 39-02-6448-5218; fax: +39-02-6448-5403. 
E-mail address: luciano.colombo@mater.unimib.it (L. Colombo) 

most stable defect structures, to compute their energetics, 
and to investigate defect-defect interactions and coales- 
cence mechanisms. On the other hand, more refined ab 
initio electronic structure calculations [2,3] — at the 
Hartree-Fock (HF) level — have been perfomed to 
investigate the intimate nature of chemical bonding at 
(or nearby) defect complexes, thus provindig robust 
arguments for the a posteriori interpretation of the 
various features emerging from TBMD simulations. 
Furthermore, TBMD results represented a valuable set 
of data to be used for developing defect-defect interac- 
tion models which, finally, have been adopted in Monte 
Carlo (MC) simulations on the mesoscopic length and 
time scales [4]. 

The quantum-mechanical level of description, al- 
though quite heavy to be carried on systematically, is 
indeed mandatory. Nearly any problem related to intrin- 
sic defect dynamics requires an accurate description of 
the sizeable bonding and re-bonding mechanisms occur- 
ring during microstructural evolution. This concept is 
clearly illustrated by evolution dynamics of the topologi- 
cal bond defect (BD) [2]. The BD complex is formed by 
the incomplete annihilation of a self-interstitial/vacancy 
pair: its structure is displayed in Fig. 1 (upper panel) and 
compared to the normal crystalline bond environment 
(Fig. 1, bottom panel). Although no excess or defect 
atoms are present, the local atomic arrangment is never- 
theless quite different in the two cases. The BD structure 
is quite stable, being the energy recombination barrier as 
large as ~ 1.3 eV [2]. TBMD simulations have provided 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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BD complex 

Bulk silicon structure 

Fig. 1. Stick-and-ball representation of the equilibrium geo- 
metry of the BD complex. 

the reaction path for BD recombination: it is reported in 
Fig. 2. The work needed to recombine the defect must be 
spent in breaking the A'B' and AB bonds and to form the 
new A'B and AB' ones. Under this respect, namely taking 
into account the crucial importance played by purely 
quantum-mechanical features like the illustrated BD dy- 
namics, empirical model-potential simulations have been 
proved to have serious limitations in the quantitative 
modeling of experimental data, as well as in the qualitat- 
ive prediction of new features. 

In this paper we briefly review our recent work on the 
formation of vacancy (V) and self-interstitial (SI) clusters, 
where all the computational tools mentioned above have 
been systematically used and hierarchically combined to 
provide a consistent picture covering both the atomic 
and meso-scale. 

2. Self-interstitial clusters 

TBMD simulations — performed by means of the TB 
representation by Kwon et al. [5] and O(N) formulation 
of TBMD by Goedecker et al. [6] — were aimed at 
annealing defect structures at finite temperature and at 
characterizing the energetics of the resulting complexes. 
Present simulation cells contained as many as 512 atoms 

Fig. 2. Representation of the BD complex along the reaction 
path for its annihilation. Top: BD complex; bottom: non-defec- 
tive crystal. 

(in addition to the atoms forming the SI cluster) [3]. In 
Table 1 we report the formation energy E{ and binding 
energy Eb = l/n[nEf(l) - Ef{nf] for SI clusters contain- 
ing up to 11 self-interstitial atoms, while Fig. 3 shows the 
atomic structure of the smaller ones. The stick-and-ball 
picture was drawn on the basis of the topological analysis 
of the valence charge density provided by HF calcu- 
lations [3]. According to this quantum-chemical analysis 
we term as Si defective atoms (DAs) only those atoms 
that are filled in black in the figure, while bulk-like atoms 
are represented in gray. 

In II (the well known <110> dumbbell) the DAs are 
4-fold coordinated as is the Si atom in the bulk, while by 
increasing the cluster size the coordination raises from 5- 
in 12 to 6-fold in 13. Up to and including 13, all DAs in 
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Table 1 
Formation Et and binding Eb energy for Si-clusters 

Cluster size I„ E, (eV) Eb (eV) 

11 3.87   
12 4.91 1.41 
13 6.69 1.63 
14 9.41 1.51 
15 11.08 1.65 
16 14.37 1.47 
17 15.95 1.58 
18 19.14 1.47 
19 20.13 1.62 

110 24.05 1.45 
111 24.97 1.60 

a given SI cluster exhibit the same connectivity. The 
structural evolution emerging from Fig. 3 is towards the 
formation of a tetrahedral cage symmetrically embedded 
into the crystalline environment, the "nucleation 
catalyst" being a dumbbell defect. We remark that 
in fact the assumed growth mechanism is "by last 
interstitialcy added". This noticeable symmetry is 
broken in 15 following the transition from three-dimen- 
sional to rod-like defect structures discussed below. 
Indeed the average coordination in 15 is 5.75, a value 
somewhat smaller than that found in 13, which has the 
highest average connectivity in the investigated SI cluster 
series. 

As for the energetics of larger complexes, while forma- 
tion energy increases linearly with cluster size, the bind- 
ing energy data indicate that the average energy content 
per self-interstitial is about 1.55 eV, in rather good agree- 
ment with the 1.8 eV experimental data provided by 
Chason et al. [7]. Moreover, larger complexes behave 
differently as far as cluster shape is concerned. We ob- 
served that during the TBMD finite-temperature anneal- 
ing process SI cluster self-organize so to form rod-like 
defects with an intriguing structure. The 15 SI defect is in 
fact the smallest rod-like structure of this kind. A careful 
analysis on atomic coordination and bonding provides 
a rationale for the evolution of SI cluster shape towards 
rod-like structures. The atomic coordination increases 
linearly with cluster size up to 6 for 13. Above this value 
Si atoms cannot form new bonds (the maximum average 
coordination is 6.5, as observed in liquid silicon [10]) and 
therefore a new growth pattern for larger complexes must 
be followed. Our conclusion is that 15 cluster plays 
a special role, being a sort of basic building block for the 
formation of more extended complexes. The reliability of 
the present structural model for small I-clusters is 
confirmed by the experimental evidence of rod-like 
structures reported by Benton et al. [8] and Libertino 
et al. [9]. 

Fig. 3. Equilibrium structure of II, 12, 13, 15 SI clusters after 
TBMD annealing, including bulk-like structure 10. Black: Si 
defect atoms (DAs); gray: bulk-like atoms. 

3. Vacancy clusters 

By means of 0(N)-TBMD it has been possible to 
investigate the aggregation of vacancy defects using very 
large simulation cells, containing as many as 1000 atoms 
each. The large bulk-Si sample guarantees that the lattice 
strain field — which is particularly long-ranged for va- 
cancies [11] — created by the cluster is well contained in 
the simulation cell. 

In principle, the creation of a vacancy cluster is equiva- 
lent to: (i) breaking bonds; (ii) forming internal surfaces; 
(iii) incorporating a new structure (i.e. the cluster itself) 
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Fig. 4. Number of dangling bonds Ndb (top), formation energy 
E( (middle) and binding energy Eb (bottom) of vacancy clusters 
in silicon as function of the cluster size n. Full line with O sym- 
bols: HRC clusters; dashed line with + symbols: SPC clusters. 
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Fig. 5. Vacancy cluster size distribution after ~ 1012 MCS 
using (a) a continuous binding model (CBM); (b) an Ising-type 
model (IBM); (c) an extended Ising model (EIM). 

into an host lattice. Therefore, vacancy coalescence is 
affected by the variation of the angular coordination, by 
the relaxation of the internal surface, and by the interplay 
between the symmetry of the diamond lattice and cluster 
topology. As for point (iii) we identified at least two 
different growth patterns [12]. We can simply take out Si 
atoms from the successive shells of neighbours of a given 
atom or Si atoms can be removed from the 6-fold rings 
present in the diamond lattice. It resulted that the former 
pattern (named spheroidal clusters — SPC) is much more 
energy expensive than the second one (named hexagonal 
ring cluster — HRC), since a much higher number of 
dangling bond is created at cluster surface [12]. These 
results are summarized in Fig. 4 where the number of 
dangling bonds before surface reconstruction (top panel), 
formation energy (middle panel), and binding energy 
(bottom panel) are represented as function of cluster size 
(n represents the number of vacancies). 

The main feature showed in Fig. 4 is that the binding 
energy is not a monotonically increasing function of the 
cluster size n, as often assumed in continuum binding 
models. Vacancy aggregates corresponding to 
n = 6,8,10,12, and 16 vacancies display much larger bind- 
ing energies than clusters with slightly different size. In 
order to find the most stable clusters (having larger 
binding energies) we need, as discussed above, to select 
those aggregates obtained by extracting Si atoms from 
completed 6-fold rings: they correspond to cluster size 
n = 6,10, and 18. Furthermore, the relaxation of the new 

internal surface can energetically promote a given cluster 
which does not strictly fullfill the previous topological 
condition. This is, for instance, the case of cluster size 
n = 8,12, and 16. In any case the aggregation of a new 
vacancy to a stable cluster always gives rise to a less 
stable structure. 

The detailed modeling of V-clusters binding energetics 
opens a new perspective, namely the investigation of the 
riping mechanism of nanovoids occurring at the meso- 
scale. To this aim we have recently developed a lattice 
kinetic Monte Carlo code [4], where different V-V inter- 
action models have been implemented. In particular, we 
used a (over)simplified continuum binding model (CBM) 
according to Ref. [13], an Ising-like binding model (IBM) 
with Inn interactions only, and another Ising-like binding 
model (EIM) where V-V interactions have been extended 
up to the second next neighbors. We then performed 
a gedanken computer experiment where we measured the 
V-cluster size distribution — after thermal annealing 
— of a given initial configuration, as produced by the 
three different interaction models. The basic idea was to 
check whether different energetics models could provide 
different pictures for microstructural evolution. Since the 
V-cluster distribution is, in principle, an observable 
quantity, this simulation could be related to experiments. 

The results of the simulations for a system of p = 1019 

vacancy/cm3 at T = 900CC are summarized in 
Fig. 5. Significant differences in the distributions can be 
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observed. In the case of CBM the distribution shows 
peaks at the cluster size dominant at the time considered. 
The distribution for the IBM case is, in turn, dominated 
by hexagonal ring aggregates (n = 6,10,14,...). This fea- 
ture, which causes a bottleneck of the growth process, 
appears during the time evolution soon after the dissolu- 
tion of smaller clusters. Finally, the kinetics appears 
strongly modified in the EIM case. The distribution 
shows an increased spreading and reveals the presence of 
very large clusters (containing as many as 63 vacancies). 
It is worth remarking that the origin of these observed 
features is the mobility of small V-aggregates which 
allows the coalescence and self-organization and it 
boosts considerably the ripening process. 

The results presented in Fig. 5 have several implica- 
tions on our current understanding of the ripening of 
voids in Si. Indeed, the use of EIM, introduced to recover 
vacancy static energetics calculated by TBMD (see 
Fig. 4), affects the mechanism through which void ripen- 
ing takes place. Void evolution does not occur only 
through a standard Ostwald ripening mechanism, as 
predicted by MC simulations using a CBM model, but 
a rather through a mixed mechanism of Ostwald ripen- 
ing and coalescence. Furthermore, the presence of 
particularly stable V-clusters, which produces severe 
bottleneck for void evolution using IBM, is completely 
overwhelmed by the motion of small clusters induced by 
second neighbors interaction. 

4. Conclusions 

We presented a thorough theoretical picture on intrin- 
sic point defect interaction and clustering in silicon which 
is both consistent with experimental data, and predictive 
under many circumstances. The theoretical framework 
consists in a combination of quantum-mechanical 
methods, ranging from semi-empirical tight-binding mo- 
lecular dynamics to ab initio electronic structure calcu- 
lations, performed at the Hartree-Fock level. In addition, 
our molecular dynamics data represent a useful informa- 
tion to set up Monte Carlo models aimed at modeling 
bulk silicon microstructural evolution over a longer time 
scale and a larger length scale than the atomic one. 

The results obtained so far allow for the definition of 
a challenging roadmap for future works consisting in the 
study of: (i) the structural transition from self-interstitial 
clusters to extended defects (like dislocation loops or 
planar {311} defects); (ii) the interaction among vacancy 
and self-intertitial defects; (iii) the dissolution/aggrega- 
tion kinetics of large complexes; (iv) the like-defect cluster 
mobility; and, finally, (v) the defect-mediated dopant 
atoms diffusion. 
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Abstract 

We show that the detailed atomic structure of vacancy-impurity complexes in Si can be experimentally determined by 
combining positron lifetime and electron momentum distribution measurements. The vacancies complexed with a single 
impurity, V-P and V-As, are identified in electron irradiated Si. The formation of native vacancy defects is observed in 
highly As-doped Si at the doping level of 1020 cm"3. The defects are identified as monovacancies surrounded by three As 
atoms. The formation of V-As3 complex is consistent with the theoretical descriptions of As diffusion and electrical 
deactivation in highly As doped Si. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

In the As and Sb doping of Si the concentration of free 
electrons saturates at the level of < 5 x lO20 cm"3 when 
the impurity concentration is increased [1]. This behav- 
ior is indicative of the formation of inactive impurity 
clusters or compensating defects that trap free electrons. 
There is presently no consensus on the detailed nature of 
these defects. Experimental evidence has been obtained 
on impurity precipitation as well as on the formation of 
vacancy-impurity complexes (see Refs. [2-4] and cita- 
tions therein). Theoretical results propose that the va- 
cancy-impurity complexes are formed very abundantly 
and they may also play distinct roles in the diffusion and 
clustering of impurities [3]. However, recent calculations 
and X-ray absorption measurements suggest that the 
deactivating defects are not associated with vacancies 
[4]. There is thus a need for new experimental informa- 
tion on the atomic structure of defects in heavily n-type 
Si. 

»Corresponding author. Tel.: + 358-9-451-3111;fax: + 358- 
9-451-3116. 

E-mail address: ksa@fyslab.hut.fi (K. Saarinen) 

Positron annihilation spectroscopy is a method for the 
direct identification of vacancy defects [5]. Thermalized 
positrons in solids get trapped at neutral and negative 
vacancies because of the missing positive charge of the 
ion cores. At vacancies positron lifetime increases and 
positron-electron momentum distribution narrows due 
to the reduced electron density. Positron experiments 
have been applied to study defects in heavily As or Sb 
doped Si in this work and earlier [6-9]. 

2. Experimental details 

We studied Czochralski grown (Cz) Si(l 1 1) bulk crys- 
tals doped with [As] = 1019 and 1020cm"3 and 
[P] = 1020cm"3. Experiments were done both in as- 
grown samples as well as after 2 MeV electron irradia- 
tion at 300 K. The positron experiments were performed 
in the conventional way by sandwiching two identical 
sample pieces with a 30 uCi 22Na positron source [5]. 
A fast-fast coincidence system with a time resolution of 
230 ps was used in the positron lifetime experiments. The 
positron-electron momentum distribution was measured 
as a Doppler broadening of the 511 keV annihilation 
radiation, using a Ge detector with an energy resolution 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. The average positron lifetime versus temperature in 
as-grown and electron irradiated Si(As). The irradiation fluences 
are 3 x 1017 cm-2 (A) for the Si([As] = 1019 cm"3) sample and 
3 x 1017 cm"2 (A), 1 x 1018 cm"2 (T), and 5 x 1018 cm"2 (♦) for 
the Si([As] = 1020 cm"3) sample [6]. 

of 1.4 keV. In order to observe positron annihilations 
with core electrons, the experimental background was 
reduced by detecting simultaneously the two annihilation 
photons [10]. For this purpose, a Nal detector was 
placed collinearly with the Ge detector and a coincidence 
between the two detectors was electronically required. 

3. Positron lifetime results 

The   positron   lifetime   spectra   in   the   as-grown 
Si([As] and Si([P] = 1020cm-3) samples 
have a single component of 222 ps at 300 K. The lifetime 
is the same as often reported for defect-free Si 
(TB =220ps) [11], and depends very little on temper- 
ature (Fig. 1). This behavior is typical when all positrons 
annihilate at a delocalized state in the lattice, and it can 
be attributed to the thermal expansion [5]. The 
Si([As] = 1019 cm"3) and Si([P] = 1020 cm"3) samples 
are thus free of vacancies trapping positrons. 

The positron average lifetime is clearly higher in the 
as-grown Si([As] = 1020cm"3) sample, rav = 232 ps at 
300 K. The lifetime spectrum has two components, the 
longer of which is T2 =250 + 3 ps. Both Tav and T2 are 
almost constant as a function of temperature. The two- 
componential lifetime spectrum and the increase of 
rav above the bulk lifetime TB are clear signs that native 
vacancies exist in the Si([As] = 1020 cm"3) sample. The 
second lifetime component T2 = 250 + 3 ps is character- 
istic for the positron annihilations at the vacancy [5]. 
These vacancies are stable at least up to 900 K since no 
change is observed in the average positron lifetime up to 
this annealing temperature (Fig. 2). 
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Fig. 2. The average positron lifetime as a function of annealing 
temperature in as-grown Si([As] = 1020cm~3). The measure- 
ments were performed at 300 K and the annealing times were 
30 min. 

In all electron irradiated samples the average positron 
lifetime is longer than in as-grown samples indicating 
that irradiation-induced vacancies are observed. In the 
Si(P: 1020) sample irradiated to the fluence 
4> = 5 x 1017 cm"2 the lifetime spectrum can be decom- 
posed and the vacancy component T2 = 250 ± 3 ps is 
obtained. Both irradiated Si([As] = 1020 cm"3) samples 
have only a single positron lifetime of about 247 + 2 ps, 
almost independently of the irradiation fluence (Fig. 1). 
This behavior can be explained by a total positron trap- 
ping at irradiation-induced vacancy defects. When the 
vacancy concentration exceeds 1018cm"3 [5,11], all 
positrons annihilate at the irradiation-induced vacancy 
defects with the lifetime 247 ± 2 ps and no annihilations 
take place at the delocalized bulk state or at the native 
vacancies detected only before irradiation. 

The same positron lifetime at the vacancy, 
TV = 248 + 3 ps, is thus observed for three different types 
of samples: (i) as-grown Si([As] = 1020cm"3), (ii) elec- 
tron-irradiated Si([As] = 1020cm"3), and (iii) electron- 
irradiated Si([P] = 1020 cm"3). The positron lifetime at 
the vacancy characterizes the open volume of the defect. 
According to experiments [11,12] and theoretical calcu- 
lations [13], the lifetime of 248 + 3 is typical for the 
single vacancy in Si, whereas for a divacancy much larger 
values of about 300 ps are observed [13-15]. In all three 
systems listed above, the open volume of the dominant 
vacancy defect is the same, and equal to that of a mono- 
vacancy. 

4. Doppler broadening results 

In order to identify the monovacancies in greater de- 
tail, we have performed Doppler broadening experiments 
using the two-detector coincidence technique [10]. These 
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Fig. 3. The high momentum part of the positron-electron mo- 
mentum distribution at the various vacancy-impurity pairs, 
identified in electron irradiated Si([P] = 1020 cm"3) (•) and in 
as-grown (O) and irradiated (A) Si([As] = 1020cm~3). The 
results of theoretical calculations are shown by the solid lines 
[6]. 

measurements yield the one-dimensional momentum dis- 
tribution of electrons as seen by the positron. In the 
samples containing vacancy defects we obtain the super- 
imposed distribution p(p) = (1 - »y)pB(p) + np\(p\ where 
pB(p) and Pv(p) are the momentum distributions in the 
lattice and at the vacancy, respectively. The lifetime re- 
sults (Fig. 1) can be used to determine the fraction of 
positrons annihilating at vacancies r\ = (Tav — TB)/ 

(TV — TB)- Since the momentum distribution in the lattice 
pB(p) can be measured in the reference sample, the distri- 
butions pvip) at vacancies can be decomposed from the 
measured spectrum p(p). 

The momentum distributions pY(p) at vacancies are 
very different in the higher momenta (p>12xl0-3 

m0c), where the annihilation with core electrons is the 
most important contribution (Fig. 3). This result indi- 
cates that the vacancy is surrounded by different atoms in 

each of the three cases. Because both in Si (Z = 14) and 
P (Z = 15) the 2p electrons constitute the outermost core 
electron shell, the core electron momentum distributions 
of these elements are very similar. The crucial difference 
in the core electron structures of Si, P, and As is the 
presence of 3d electrons in As. The overlap of positrons 
with the As 3d electrons is much stronger than with the 
more localized Si or P 2p electrons. The increased inten- 
sity of the core electron momentum distribution is thus 
a clear sign of As atoms surrounding the vacancy. 

5. Identification of the vacancy defects 

The 2 MeV electron irradiation creates vacancies and 
interstitials as primary defects, both of which are mobile 
at 300 K [16]. In heavily n-type Si the donor atom may 
capture the vacancy and form a vacancy-impurity pair 
[16], The monovacancy detected in heavily P-doped Si is 
thus the V-P pair. Similarly, it is natural to associate the 
electron irradiation-induced vacancy in Si([As] = 
1020 cm"3) with a V-As pair surrounded by a single As 
atom. The influence of As next to the vacancy is clearly 
visible as the enhanced intensity in the high momentum 
region (Fig. 3). Since even stronger signal from As is seen 
in the as-grown Si([As] = 1020 cm"3), we can conclude 
that this monovacancy is surrounded by at least two As 
atoms. 

To analyze quantitatively the chemical environment of 
the monovacancies we define the conventional W para- 
meter as an integral of the momentum distribution at 
20 x 10"3 < p/m0c < 25 x 10"3 (Table 1). Because of the 
similar core electron structures of Si and P the value 
Wv/WB = 0.71 measured for the V-P pair is expected to 
be close to that of an isolated vacancy (for a theoretical 
verification, see below). The WV/WB increases by 0.28 
between the V-P pair (isolated vacancy) and the V-As 
pair found in electron irradiated Si([As] = 1020 cm"3). 
For the vacancy in as-grown Si([As] = 102t> cm"3) the 
ratio WY/WB = 1.49. The change of WV/WB from 
the irradiation-induced V-As pair to the native V-Asn 

Table 1 
Experimental (exp.) and theoretical (theor.) positron annihilation characteristics at vacancy-arsenic complexes in Si. The leftmost 
column indicates the number of As atoms neighboring the vacancy. TV, WV and WB are the positron lifetime and the high 
electron-momentum parameters in the bulk (subscript B) and at the vacancy (subscript V), respectively [6] 

Number of As atoms TV (ps) (exp.) TV (ps) (theor.) Wy/WB (exp.) WV/WB (theor.) 

248(3) 257 0.71(3) 0.74 

248(3) 254 
253 

0.99(3) 0.98 
1.23 

248(3) 252 
250 

1.49(3) 1.49 
1.76 
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complex is thus about twice the difference between the 
V-P (isolated vacancy) and V-As defects. A linear extra- 
polation of the WY/WB ratio on the number of neighbor- 
ing As atoms thus indicates that the native complex is 
V-As3, i. e. the vacancy is surrounded by three As atoms. 

In order to put the above ideas on a firmer basis we 
calculated the momentum distributions of annihilating 
electron-positron pairs theoretically [13,17]. The val- 
ence electron densities were calculated self-consistently 
employing the plane-wave pseudopotential method. 
Atomic wave functions were used for core electrons. 
A supercell of 64 atomic sites in a periodic superlattice 
was used to describe defects which were assumed to be 
neutral and ideal, i.e., the atoms were at the ideal lattice 
sites. The positron states and annihilation characteristics 
were calculated within the local density approximation 
for electron-positron correlation. 

The theoretical results reproduce well the experimental 
observation that the positron lifetime is rather insensitive 
to the substitutional impurities surrounding the vacancy 
(Table 1). The calculations verify further that nearly the 
same W parameter is obtained for an isolated vacancy 
and a V-P pair. The theoretical and experimental mo- 
mentum distributions are in a good agreement at high 
momenta (Fig. 3). The theoretical WV/WB ratio increases 
by about 0.26 for each As atom added. This is the same 
difference as deduced above from the experimental re- 
sults for V-P and V-As pairs and used further to identify 
the V-As3 native defect. The calculated WV/WB ratio for 
V-As3 complex is in very good agreement with the ex- 
perimental result, whereas those of V-As2 and V-As4 are 
much too small or large, respectively. The experimental 
and theoretical results for V-As and V-As3 are in good 
agreement even in the valence electron momentum range 
[6]. The theoretical calculations thus strongly support 
the experimental defect identifications that (i) vacancies 
complexed with a single donor impurities are detected in 
electron irradiated P and As-doped Si, and (ii) the native 
defect in Si([As] = 1020 cm"3) is a vacancy surrounded 
by three As atoms. 

6. Diffusion and deactivation of arsenic 

The existence of V-As3 complexes in heavily As-doped 
Cz Si is consistent with the defect formation and diffusion 
mechanisms described theoretically by Ramamoorthy 
and Pantelides [3]. At high temperature, the diffusion of 
As starts by the formation of V-As pairs, which can 
migrate, if two As atoms are fifth neighbors or closer to 
each other, thus enabling the formation of V-As2 com- 
plexes [18]. The calculations predict that this complex 
can diffuse fast through the sample even at moderate 
temperatures [3]. At the high growth temperature of Cz 
Si, the V-As2 complexes thus migrate until they stop at 
the substitutional As forming the V-As3 complex. In 

perfect agreement with this theoretical scheme, the 
V-As3 complex is observed in the experiments in the 
Si([As] = 1020cm~3) sample. This defect complex is 
stable over the 700-800 K annealing stage (Fig. 2), which 
is seen in ion-implanted or low-temperature grown Si 
and is most likely related to the migration of V-As and 
V-As2 (see e.g. Refs. [1,3]). No V-As3 are found at the 
lower doping level of [As] = 1019 cm-3, most likely be- 
cause the average distance between the donor atoms is 
too large to form the migrating V-As2 in the process 
described above. 

The concentration of free electrons in heavily doped Si 
saturates at ^ 5x 1020cm"3 due to the formation of 
compensating defects [1]. The deactivation has been 
theoretically explained by the creation of vacancy-impu- 
rity complexes V„,-Asn, but there is no agreement on the 
value of m and n [2,3,19]. The present results show that 
V-As3 is the dominant vacancy defect in Cz grown 
Si([As] = 1020 cm"3), i.e. m = 1 and n = 3. The concen- 
tration of V-As3 in our samples is ~ 1017 cm-3, which 
is a typical value for compensating centers at the doping 
level of 1 x 1020 cm"3 [1,4,9,19]. Recently, the deactiva- 
tion of dopants has been attributed to the formation of 
defects containing pairs of dopant atoms without va- 
cancies [4]. The present experiments do not give in- 
formation on these defects, because the open volume in 
them is too small to trap positrons. 

7. Conclusions 

The present results show that positron lifetime and 
core electron momentum distribution experiments can 
yield detailed information on the open volume and 
atomic surrounding of vacancy-impurity complexes in 
Si. In electron irradiated material, we identify vacancies 
complexed with single P and As impurities. In as-grown 
Si we observe the formation of vacancy defects when the 
As doping level increases up to 1020cm"3. The native 
defect is identified as a monovacancy surrounded by 
three As atoms. The formation of V-As3 complex is 
consistent with the theoretical predictions on the As 
diffusion and electrical deactivation in highly doped Si. 
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Abstract 

We demonstrate that surface defects can be characterized in terms of the same parameters that are used for studying 
bulk defects. We have a model for defect formation on the surface that allows us to estimate formation energies. By 
combining our contactless surface recombination velocity (SRV) measurement with other surface analysis techniques, we 
are able to determine the electrical activity of many surface species. We demonstrate observation of surface dangling 
bonds created by 02 dissolved in dilute hydrofluoric acid (HF). Immersion in a methanol/I2 solution is shown to 
produce electronically passive Si-OR bonds. Minority carrier capture cross sections for metal defects are calculated 
based on independent measurement of metal surface coverage. Through the understanding of surface defects, we apply 
our lifetime measurement to monitor metal contamination from dilute HF solutions. A model relating metal deposition 
rate to HF dilution is developed. We demonstrate sensitivity of 20 parts per trillion (ppt) Cu in a 500:1 HF 
solution. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Surface defect; Passivation; Dangling bond; Lifetime 

1. Introduction 

Understanding of surface defects is important for 
many processes in semiconductor manufacturing. For 
wafer cleans to produce surfaces that meet the guidelines 
specified in the SIA National Technology Roadmap for 
Semiconductors [1], the fundamentals of surface con- 
tamination need to be understood. The thinner oxides 
required for future CMOS generations require defect-free 
Si/Si02 interfaces. The growing demand for epitaxial 
wafers requires understanding how surface defects affect 
the quality of epi-layers. Fermi-level pinning due to the 
presence of surface states can cause problems in the 
formation of ohmic or Schottky contacts. Understanding 
of surface defects is required in all these cases to achieve 
required performance of advance semiconductor devices. 

Our goal is to characterize surface defects in terms of 
the same parameters employed in the study of bulk 

* Corresponding author. Fax: + 1-617-253-6782. 
E-mail address: ajreddy@mit.edu (A.J. Reddy) 

defects. A surface defect is defined as any surface or 
interface deviation from the Si-Si sp3 bond configuration 
of the bulk. Fig. 1 shows schematics of representative 
surface defects that we have studied: a silicon dangling 
bond, hydrogen and fluorine terminations, our novel 
-OR termination, and a metal adsorbate. In this work, 
we demonstrate observation of dangling bonds created at 
the surface by reaction with 02 dissolved in solution. We 
provide data that shows that the Si-OR termination does 
not introduce surface states. For metal adsorbates, we 
calculate capture cross sections for both Au and Cu and 
present a model for the role of HF dilution in metal 
deposition rate. Based on this understanding, we demon- 
strate a method to monitor metal contamination in HF 
at part per trillion (ppt) sensitivity. 

2. Defect formation 

One can understand the driving force for defect forma- 
tion by directly comparing electron energy levels in the 
silicon with energy levels of the terminating species in 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00527-X 



A.J. Reddy et al. /Physica B 273-274 (1999) 468-472 469 

H M 

Chemical 
Symbol 

Electrical 
Activity 

Si 

Si- 

Si Si Si Si 

Si-H      Si-F     Si-OR    Si-M 

No No        Yes 

Fig. 1. Possible silicon surface defects: Surface dangling bond, 
H-terminated Si, F-terminated Si, OR-terminated Si, and metal 
defect. The electrical activity of each defect is determined by 
minority carrier recombination lifetime measurements. 
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Fig. 2. Thermodynamic model for surface defect formation. 
Comparison of electron energies of the silicon wafer and elec- 
tron energies of the terminating group determines the driving 
force for defect formation. 

solution. Fig. 2 shows band energies for p-type Si com- 
pared to redox potentials for metal contaminants. The 
bands bend near the surface due to the charging of 
surface states. For a high density of surface states, the 
Fermi level will be pinned at the trap level of the surface 
defect, as shown in the diagram. Energy levels for the 
contaminant species are represented by their redox po- 
tentials. 

Alignment of these two energy scales at the vacuum 
level shows the driving force for electron transfer [2]. For 
redox potentials which lie below EF, electron transfer 
from the silicon to the metal ion is thermodynamically 
favorable. These ions will form bonds with the silicon 
surface. Redox potentials which lie above EF have a pos- 
itive formation energy and surface defects are not ex- 
pected to form spontaneously. 

3. Electrical activity 

We probe the electrical activity of surface defects 
through the contactless measurement of minority carrier 
recombination lifetime. The recombination activity of the 
surface is characterized by the surface recombination 
velocity 

S = Nsffvlh, 

lSElIIl»iSlll 

3%&hm 

f-.W    •: '■■J-'^'S^k 
500 nm 

Fig. 3. Scanning tunneling microscopy images for Si (111) surfa- 
ces exposed for 3 min to different 50:1 HF solutions. The HF 
for image (a) was sparged with Ar, while that for (b) was 
saturated with 02. The roughness of image (b) shows that 02 is 
responsible for initiating etch pits. 

where Ns is the density of surface defects, a is the minor- 
ity capture cross-section, and t>th is the carrier thermal 
velocity. By using wafers with high bulk lifetime, one can 
extend detection sensitivity to surface defects below 
109 cm"2 [3]. 

3.1. Dangling bonds on Si-H 

The mechanism for surface roughening was studied 
using scanning tunneling microscopy (STM) [4]. Fig. 3 
shows images obtained of Si (111) wafers immersed for 
3 min in 50 : 1 HF solutions. The solution used for the 
wafer in image (a) was bubbled with Argon to remove all 
02, while the solution for (b) was saturated with 02. The 
wafer in the Ar-sparged solution shows atomically flat 
terraces, extending for hundreds of atoms, with clearly 
defined step edges. In image (b), meanwhile, there are 
numerous etch pits and no clearly-defined step edges. By 
repeating these experiments with the addition of H202, 
the Superoxide anion radical (02 •) has been identified as 
the active species. The reaction by which etch pits are 
initiated is 

02"« + Si-H->Si« + H02, 

where Si« is a dangling bond. The etch pits grow as the 
dangling bonds are attacked by the F" in solution. 

We observe these dangling bonds directly by their role 
in surface recombination activity. Fig. 4 shows our data 
for p-Si (100) wafers exposed to 100: 1 HF solutions. We 
calculate the density of dangling bonds from the lifetime 
by assuming a typical value for the electron capture cross 
section of 10~16cm2. The correlation shown between 
defect density of the wafer surface and dissolved 02 con- 
centration confirms the theory for dangling bond forma- 
tion shown above. 

3.2. Termination with Si-OR 

The termination of the silicon surface is modified by 
immersing a H-passivated surface in a solution of iodine 
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Fig. 4. Dangling bond density, calculated from lifetime 
measurements, for Si (100) wafers exposed to different 100: l HF 
solutions. The increase for the 02-saturated solution confirms 
the role of 02 in removing hydrogen from Si-H bonds. 
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Fig. 5. Attenuated total reflection fourier transform infrared 
spectroscopy (ATR-FTIR) data showing the Si-H stretching 
region. The disappearance of all peaks for the I2/MeOH line 
indicates that iodine is required to catalyze the replacement of 
Si-H bonds with Si-OCH,. 

and methanol (CH3OH). Fig. 5 shows ATR-FTIR data 

in the region of the Si-H stretch. The top spectrum is for 

a wafer that has been passivated in dilute HF and clearly 
shows mono- and di-hydride peaks with a small tri- 

hydride shoulder. Immersion in pure methanol does little 
to modify the spectrum, while the I2/methanol solution 
removes nearly all the hydrogen. X-ray photoelectron 
spectroscopy (XPS) was used to provide positive identi- 
fication of the surface species. Fig. 6 shows XPS data of 
a wafer that has been exposed to a solution of I2 in 
methanol and corresponds to surface coverage by C, 
O and I in a ratio of 10 : 10 : 1. This ratio implies a reac- 
tion mechanism in which iodine serves as a catalyst for 
the attachment of methoxy groups: 

CH3OH + Si - H ^ Si - OCH3 + 2H«. 

Lifetime measurements of this surface provide us with 
a direct measure of the electrical activity of the Si-OR 
bond. Fig. 7 shows lifetime data comparing this novel 
methoxy-passivated surface to the passivation achieved 
by dilute (100 :1) HF and concentrated HF. The density 
of trap states is again calculated by assuming 

<r=10~16cm2. The estimated trap density of 
6 x 109 cm~2 represents 6 parts per million of the surface 

terminations and shows clearly that Si-OR, the majority 
species on the surface, is not electrically active. 
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Fig. 6. X-ray photoelectron spectrum (XPS) of a Si (100) wafer 
immersed in a MeOH/I2 solution. The 10 :10 :1 C: O : I ratio 
suggests that iodine is a catalyst for methoxy attachment. 
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Fig. 7. Surface trap state density, calculated from lifetime 
measurements, for Si (100) wafers immersed in HF and ^/meth- 
anol solutions. The trap density for the I2/MeOH surface indi- 
cates that the Si-OR termination is not electrically active. 

3.3. Metal adsorbates 

In our model for defect formation, we discussed how 
metal ions in solution deposit on the wafer surface. The 
entire reaction scheme also involves silicon corrosion 
and hydrogen gas evolution, and can be represented by 

6F" + M+ + + 2Si - H -> Si - M + H2 + SiF6" ". 

Table 1 summarizes our sensitivity to metal defects. Inde- 
pendent measurement of the surface coverage by total- 
reflection X-ray fluorescence (TXRF) combined with our 
lifetime data allows us to calculate the capture cross- 
section of a single metal adsorbate site. We estimate the 
resolution for metal adsorbate detection as a 2% change 
in the lifetime. 

4. Application to contamination monitoring 

Based on the understanding of surface defects outlined 
above, we have developed a method for in-situ monitor- 
ing of metal contamination in dilute HF [5]. In our 
system, dilute HF is pumped from a 201 tank through 
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Table 1 
Summary of recombination activity of Au and Cu adsorbates 
(on n-type Si). The surface coverage, measured independently by 
Total-reflection X-Ray Fluorescence (TXRF), allows us to calcu- 
late capture cross sections. The detection limit is calculated 
based on measuring a 2% change in lifetime. 

Surface coverage 
(cm"2) 

~meas 
(ms) 

Cross-section (a 
(cm2) 

) Resolution 
(cm"2) 

Au 3.4 xlO11 1.05 lxlO"17 6.3 x 109 

Cu 6.5 xlO9 5.96 9.6xl0~17 6 x10s 
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Fig. 8. Surface metal coverage versus time for the monitor wafer 
used in detection of metal contamination. The slope of each line 
is a measure of the metal deposition rate. 

*3 a 

a. 
a 200 400 600 800 

Cu Concentration Added (ppt) 

1000 

Fig. 9. Deposition rate versus Cu concentration for 500:1 HF 
and 100 :1 HF. The line for the 500:1 bath is 15 times as steep 
at the line for the 100:1 solution. 

ing that Cu deposition and evolution of H2 gas compete 
for available electrons. The hydrogen evolution current 
drops off when [H+] is reduced, and Cu reduction can 
therefore proceed more rapidly. A more complete ex- 
planation is presented elsewhere [6] based on analysis of 
all the electron transfer reactions occurring between the 
silicon wafer and the solution. 

5. Conclusion 

a Teflon flow cell that houses a 1" x 1" piece of silicon. 
Reducible metals present in the HF will deposit on the 
surface of the wafer, as described above. By continuously 
measuring the lifetime of this monitor wafer, we can 
directly observe the rate of metal deposition, and hence, 
extrapolate the concentration of metals in the solution. 

A set of data we obtained using a 500:1 HF solution is 
shown in Fig. 8. The metal surface coverage is calculated 
from the inverse of the lifetime and is plotted in arbitrary 
units. The line labeled 'No spike' shows that the lifetime 
remains constant when there are no contaminants in the 
bath. With the addition of just 20 parts per trillion (ppt) 
of Cu, we see that the lifetime changes noticeably over the 
range of 20 min. With the addition of more Cu, we see 
that the lifetime degrades more rapidly, indicating that 
the deposition rate is strongly dependent on the Cu 
concentration. 

By measuring the slope of each of these lines and using 
the cross sections calculated above, we can determine the 
rate of metal deposition corresponding to each Cu con- 
centration. This data is shown in Fig. 9, along with 
similar data taken for a 100:1 HF bath. For both sets of 
data, we see that there is a linear relationship between 
deposition rate and metal concentration. In the 500:1 
solution, though, deposition occurs nearly 15 times as 
fast. We can explain this sharp dependence by consider- 

By combining conventional tools for surface analysis 
with electrical measurements of surface recombination, 
we are able to determine the electrical activity of a num- 
ber of surface defects. In dilute HF we have observed 
surface recombination at dangling bonds introduced by 
dissolved 02. Our studies of I2/methanol passivation 
show that the Si-OR termination is not electrically ac- 
tive. We calculate capture cross-sections for atomic Au 
and Cu adsorbates. Based on this fundamental know- 
ledge of surface defects, we have developed a monitor for 
in-situ detection of metal contamination in HF. The rate 
of degradation of the lifetime provides quantitative as- 
sessment of contamination in the bath. Deposition is 
shown to be much more rapid in dilute solutions and 
allows for detection of 20 ppt Cu in a 500 :1 HF bath. 
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Abstract 

We investigated the interaction of intrinsic and extrinsic point defects with stacking faults in silicon. The calculations 
were carried out using ab initio total energy methods. The results show that the formation energies of intrinsic defects and 
impurities (P, As, and Al) are lower at the stacking fault as compared to the respective defects in crystalline environment. 
Therefore, stacking faults should have a large concentration of defects, and they should play an important role on the 
mechanisms of dislocation motion. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Extended defects; Point defects; Stacking faults 

The interaction of point defects with extended defects 
(grain boundaries, dislocations, and stacking faults) in 
semiconductors has been the subject of interest over the 
last decade [1]. Impurities have been observed to segre- 
gate at extended defects. This effect, called gettering, 
shows how extended defects may play an important role 
in controlling the detrimental effects of impurities in the 
active region of the semiconducting devices. At the same 
time, extended defects may themselves be detrimental to 
the performance of such devices. Therefore, understand- 
ing the properties of extended defects and their interac- 
tions with point defects is crucial to develop better 
semiconducting devices. 

Studies on extended defects and their interactions with 
point defects have focused on the properties of grain 
boundaries and dislocations. Although stacking faults 
(SF) play a central role in the mobility of dissociated 
dislocations, they have not received attention until very 
recently [2,3]. In zincblende semiconductors, disloca- 
tions belonging to the {111} glide planes dissociate into 
partial dislocations having an SF between the partials 
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[4]. This dissociation is energetically favorable and facil- 
itates the dislocations to glide conservatively. Disloca- 
tions glide by the thermally activated mechanisms of 
kink formation and migration [4,5]. However, point de- 
fects interact with the dislocation and the SF which may 
affect the dislocation mobility. Several theoretical studies 
have explored the interaction of defects with the disloca- 
tion cores [6,7]. What is not clear so far is how or 
whether the interaction of point defects with the SF may 
also affect the dislocation mobility. Here we investigated 
the interactions of intrinsic (vacancies and interstitials) 
and extrinsic (dopants) point defects with an SF in sili- 
con. We compared the electronic and structural proper- 
ties of point defects at an SF with the respective defects in 
the crystalline environment. We showed that the forma- 
tion energies of intrinsic and extrinsic defects at the SF 
are lower, by up to 0.6 eV, than in the crystalline environ- 
ment. Therefore, there should be segregation of impu- 
rities to the SF, which could affect the mobility of the 
dislocations. 

We computed the properties of the defects using the 
density functional theory and local density approxima- 
tion framework. The Kohn-Sham equations were solved 
using the Car-Parrinello scheme [8,9] with norm-con- 
serving pseudopotentials [10,11]. The basis-set was ex- 
panded in plane-waves, with kinetic energy up to 12 Ry 
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(see Ref. [3]). The sampling in the Brillouin zone was 
performed using the f-point. An orthorhombic supercell 
of 160 atoms was used as reference. It consisted of five 
double planes stacked along the [111] direction, simula- 
ting an infinite SF in the [111] plane. This supercell has 
the dimensions: 13.7 A x 15.6 A x 15.3 A. It may not be 
large enough to prevent interaction between the defects 
and their images, specially in the case of impurities. 
However, we stress that we used the same cell to compute 
all the defects, which allowed to compare total energies 
among the defects in different sites of the cell. The optim- 
ization of the atomic structure was performed by allow- 
ing atoms to move until the Hellmann-Feynman forces 
were smaller than 10"3Ha/au. 

Fig. 1 shows a side view of the simulation cell, with the 
SF perpendicular to the [111] direction. The calcu- 
lations were performed considering each defect in two 
distinct sites in the cell: the crystalline-like (CL) site and 
the SF site. Atoms at the CL layer in Fig. 1 are at 
a distance of 7.8 A from the SF or of its image. The 
surrounding environment of an atom in the CL site is 
that of an atom in a perfect crystal up to the fourth 
nearest neighbor. 

We considered the case of intrinsic point defects, in 
their neutral charge state, interacting with an SF. We 
computed the vacancy at the SF or in the crystalline 
environment by removing atoms in SF or CL sites re- 
spectively from the 160-atom supercell shown in Fig. 1. 
The formation energy of a vacancy in the crystalline-like 
site is 3.06 eV, which is in agreement with other theoret- 
ical calculations (3.27 eV) [12]. However, a vacancy at 
the SF has formation energy lower by 0.23 eV. In both 
cases, there is an inward relaxation of the four nearest 
neighbors of the vacancy. Apart from an inward relax- 
ation, a Jahn-Teller distortion takes place, breaking up 
the tetrahedral symmetry, lowering it to a C2v symmetry. 
The C2v symmetry, instead of the usual a D2d, is likely 
caused by the lowering of the symmetry of the system due 
to the presence of the stacking fault. 

■CL 

■SF 

Fig. 1. Side view of the orthorhombic supercell consisting of 160 
atoms used as a reference cell. The figure shows the [110] plane 
of a diamond cubic lattice in Si having an SF in the [111] glide 
plane. SF and CL sites represent the stacking fault and the 
crystalline-like environments. 

The [110]-split dumbbell in Si is regarded to be the 
interstitial with the lowest formation energy [13]. The 
geometry of this defect consists of an empty lattice site 
with two atoms aligned along the [110] direction form- 
ing a dumbbell. The presence of the SF affects the [110]- 
split interstitial more strongly than the vacancy. As a re- 
sult, the change in the formation energy between the CL 
and SF sites is larger: 3.10 and 2.49 eV at the CL and SF 
sites, respectively. This large difference in the formation 
energy is a result of the local structure close to the fault. 
Although the planar {111} packing is identical in the 
crystal and at the SF, the local structure around the 
defect at the SF site allows a larger relaxation than in the 
CL site. As a result, the distance between the two dumb- 
bell atoms in the SF site is 2.52 A which should be 
compared to the distance in the CL site of 2.48 A. For the 
hexagonal interstitial, the difference in energy between 
the CL and SF sites is smaller: 3.43 and 3.28 eV at the CL 
and SF layers. This is because the hexagonal structure is 
very similar at the fault and in the crystal, and the six-atom 
ring of first neighbors is equivalent in both cases. 

We now consider the interaction of substitutional im- 
purities (P, As, and Al) with an SF. We used the same 
procedure as in the case of intrinsic defects. The differ- 
ence in the calculated total energy for the impurity in the 
CL and in the SF sites gives the segregation energy of 
such defects at the SF [14]. For P, As, and Al the 
calculated segregation energies were 0.09, 0.07 and 0.09 
eV, respectively. These results should be compared with 
the segregation energies of As in a dislocation core, at 
0.33 eV [6]. Considering the case of As in a grain bound- 
ary, recent theoretical studies have reported a segrega- 
tion energy of 0.11 eV [14]. Therefore, segregation of 
dopants is possible at all those extended defects. 

In the case of intrinsic point defects, outstanding differ- 
ences in the atomic relaxations were observed between 
the defects in the SF or CL sites. That was not the case for 
impurities, the atomic relaxation was equivalent in both 
SF and CL sites. For the substitutional impurities (P, As, 
and Al) there was no distortion which destroyed the 
tetrahedral symmetry. The first neighboring atoms only 
relaxed outward to accommodate the impurity atom. 
Therefore, the calculated segregation energy is not result- 
ing from relaxation, instead it results from electronic 
effects. The P and As atoms in a crystalline substitutional 
site are donors, giving partially occupied shallow levels 
near to the bottom of the conduction band. In contrast, 
an Al atom is an acceptor, giving a partially occupied 
shallow level near to the top of the valence band. The 
interaction of those impurities with the SF changed the 
positions of these shallow levels with respect to the cry- 
stalline bands. For the impurities at the SF sites, the 
levels moved deeper into the gap, reducing the delocal- 
ization of the electronic wave functions. 

In summary, we investigated the interaction of an SF 
with point defects in silicon. We found that formation 
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energies are lower at the SF than in the crystalline envi- 
ronment for all the cases studied here. Therefore, in 
thermodynamic equilibrium, concentrations of intrinsic 
and extrinsic defects should be larger at the SF than in 
the crystalline environment. 

The interaction of impurities with dislocations has 
been measured to affect strongly the dislocation mobility 
[1]. This interaction can manifest itself as non-local or 
local effects. The non-local effect, called Pattel effect, 
results from the displacement of the Fermi level due to 
the doping of donors and acceptors. There is an increase 
(decrease) in the dislocation mobility by the presence of 
donors (acceptors). In that model, the increase in disloca- 
tion mobility is a result of a negatively charged disloca- 
tion core, which facilitates kink formation and migration. 
In our study, we observed that when the donor atoms 
were placed in the CL site, the SF became negatively 
charged. Therefore, not only dislocation core becomes 
negatively charged as a result of donor doping but also 
the SF. It would be of interest to investigate to what 
extent this non-local effect would affect the dislocation 
motion. The local effect would be the result of segrega- 
tion of impurities in the dislocation core, pinning the 
dislocation. Measurements have shown that the binding 
energies of impurities in the dislocation core are as large 
as 0.5 eV [1]. Our results show that impurities may also 
segregate to the SF, and provide additional dislocation 
pinning. 
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Abstract 

We have observed electron-irradiation effects in Si at low temperature, utilizing in situ transmission electron 
microscopy. Amorphization is induced in crystalline silicon (c-Si) by high-energy electron (MeV) irradiation at low 
temperatures. The mechanism of amorphization in Si is discussed in terms of self-interstitial clustering. In addition, we 
have also observed the electron (0.3 MeV) irradiation effects at 4.2 K in c-Si by means of high-resolution transmission 
electron microscopy. We have found that numerous defects of a few nanometer in diameter are introduced. The 
characteristics of the defects differs from those of the known interstitial clusters such as the {11 3} defects. The 
accumulation of the defects never leads to amorphization. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Dynamic motions of covalent-bonded silicon atoms 
under electron irradiation have not entirely been re- 
vealed at low temperature. Defects introduced by elec- 
tron irradiation at low temperature were extensively 
studied by electron paramagnetic resonance (EPR) and 
electronic measurements. In addition to the analysis of 
the atomic and electronic structures of the defects, it was 
also shown that self-interstitials were moveable under 
electron irradiation even at 4.2 K [1]. On the other hand, 
attempts have been made to pursue the nucleation and 
growth of defects in real space at low temperature utiliz- 
ing transmission electron microscopy (TEM) [2,3]. 
Nevertheless, a lack of the stability of cryo-TEM has 
prevented us from observing the phenomena at high 
magnification. 

It is usually thought that TEM cannot contribute 
significantly to the study of point defects in Si. In fact, 
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individual point defects have not yet been clearly re- 
vealed by TEM. However, TEM studies of electron ir- 
radiation effects have brought the reliable atomic data 
about the clusters of self-interstitials [4,5], which has led 
us to, for instance, a novel picture of self-interstitials in Si 
[6,7]. Furthermore, TEM observation has occasionally 
led us into finding novel phenomena involving point 
defects under electron irradiation [8,9]. With the back- 
ground, we have re-examined the electron-irradiation 
effects at low temperature by advanced cryo-TEM. In 
this presentation, we report our recent finding that cry- 
stalline silicon (c-Si) is rendered to amorphous silicon 
(a-Si) by electron irradiation at near 20 K [10]. We also 
show in situ high-resolution TEM observation of elec- 
tron irradiation effects at 4.2 K. 

2. Experimental procedures 

Thin Si specimens were made of a P-doped Czoch- 
ralski (CZ) Si {1 1 0} wafer. The specimens were set on 
a cooling specimen container for electron irradiation and 
observation in transmission electron microscopes (TEM). 
The electron energies for irradiation, E were 0.3, 1.0, 1.5 
and 2.0 MeV. The direction of an incident electron beam 
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was set parallel to the <1 1 0> zone axis. The irradiation 
temperature, T ranged from 4.2 K to 297 K. For irradia- 
tion, an electron beam was focused on a specimen of 
about 1 um in diameter in this study. The fluxes in 0.3,1,1.5 
and 2 MeV irradiations were estimated to be 3.5 x 1019, 
1.8-2.6 x 1020, 2.5 xlO20 and 0.84-8.1 x 1020 cm"2 s_1, 
respectively. The irradiation effects were observed by 
means of in situ TEM and recorded in photographic 
films with a smaller flux, roughly estimated to be 
1017cm~2s_1. After electron irradiation, the samples 
were transferred to a 200 keV TEMs, and post-irradia- 
tion examined at room temperature. 

3. Results and discussion 

3.1. In situ lower voltage (0.3 MeV) TEM observation 

IM. lill mm 
Fig. 2. Defects introduced by electron (0.3 MeV) irradiation at 
4.2 K. The arrows indicate the defects. 

Electron (0.3 MeV) irradiation at 4.2 K induces a num- 
ber of defects of a few nm in diameter (Fig. 1). They 
appear to be black in bright field TEM images (Fig. 2). 
The nucleation of similar defects was observed in c-Si 
thin foil coated by aluminum by lower magnification 
high-voltage (0.65 MV) TEM [2]. The energy of incident 
electrons (0.3 MeV) is sufficient to create Frenkel pairs, 
and insufficient to create cascade damages, since the 
threshold electron energy for displacement damage is 

about 0.15 MeV. Therefore, we conclude that the defects 
are secondary defects which are due to the agglomeration 
of point defects at 4.2 K. A preliminary analysis of the 
defects shows that they do not exhibit the habit planes, in 
contrast to the well known planar clusters of self-inter- 
stitials such as the {11 3} defects. Some of the defects 
exhibit void-like contrast. Increasing the doses, we ob- 
served the accumulation of the defects with the crystal- 
linity retained. 

IPlllllllIl 
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Fig. 1. In situ high-resolution TEM observation of a Si crystal 
under electron (0.3 MeV) irradiation at 4.2 K. The arrows indi- 
cate the defects introduced by electron irradiation. 

3.2. In situ higher voltage (2 MV) TEM observation 

Electron (2 MeV) irradiation at 25 K induces similar 
defects as those introduced by the irradiation of 0.3 MeV 
electrons. With the increase of the dose, the halo rings 
appeared in electron diffraction patterns and their inten- 
sities increased. Accordingly, the white TEM contrast 
came out in bright-field TEM images, indicating that the 
non-crystalline materials, i.e. a-Si is formed (Fig. 3(a)). 
The defects of a few nm in diameter are observed at the 
periphery of the irradiation spot where the dose is lower. 

As seen in Fig. 3(b), electron (2 MeV) irradiation at 
room temperature introduces numerous {113} defects 
with the crystallinity retained. 

Our experimental finding of the amorphization was 
surprising. It was long thought that c-Si cannot be ren- 
dered into a-Si by electron irradiation [3]. Therefore, we 
found a new route for amorphization in Si in addition to 
the previously reported routes by ion-implantation, in- 
dentation, laser melting and surface scratch etc. The new 
route has the potential application of fabricating artificial 
structures of the two Si structures with different dielectric 
and electronic transport properties, since a MeV electron 
beam can be focused on an area smaller than 0.2 urn in 
diameter, can be scanned and can penetrate about 0.5 urn 
into c-Si. 
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Fig. 3. In situ high voltage TEM observation of a Si crystal 
under electron (2 MeV) irradiation (a) at 25 and (b) at 293 K. 
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Fig. 4. Silicon structures under electron irradiation as a function 
of dose D and electron energy, E in (a) and that of D and 
irradiation temperature, T in (b). Circles and crosses represent 
amorphous and defective crystal, respectively. All the data in (a) 
were obtained by 2 MeV electron irradiation. Data in (b) were 
obtained at 25 K, except that the data of 0.3 MeV were taken at 
4.2 K. 

The halo intensity profiles in Fig. 3(a) were converted 
to the radial distribution functions (RDF) using an ordi- 
nary method. The peaks in the RDF are located at 
0.235,0.382,0.588 and 0.755 nm. All of them correspond 
to those obtained in evaporated pure a-Si [3]. This 
means that, in terms of pair-wise atomic correlation, 
the structure of the a-Si induced by electron irradiation 
is similar to those of a-Si created by other existing 
techniques. 

3.3. Diagram of the steady states under electron irradiation 

The steady states under electron irradiation at low 
temperature are summarized in Fig. 4. The dose needed 
for amorphization increases steeply with the decrease of 
electron energy (Fig. 4(a)). The dose over 115 displace- 
ment / atom (dpa) is needed for amorphization by 1 MeV 
electron irradiation. The threshold electron energy for 
amorphization probably exists slightly below 1 MeV at 
25 K. Clearly, the accumulation of point defects is insuffi- 
cient to account for the amorphization under electron 
irradiation. It is known that the production rate of 
divacancies at 1.5 MeV is approximately 3-3.5 times lar- 
ger than that at 1.0 MeV. In fact, the maximum recoil 
energy of a Si atom is of the order of 102 eV under MeV 
electron irradiation. Therefore, we suggest that the com- 
plex collision events, which create extremely small cas- 
cades such as divacancies and clusters of self-interstitials, 
are needed for the amorphization. 

3.4. Mechanism of amorphization 

It was suggested that self-interstitials and their clusters 
are embryos of a-Si [3,11], since they may include odd- 
membered atom rings as a-Si does. The simple clusters of 
vacancies are unlikely to contain odd-membered rings in 
their structures. However, the moveable self-interstitials 
may interrupt the amorphization and recover the crystal- 
linity. A possible picture of the amorphization is the 
accumulation of small clusters of self-interstitials which 
possess a certain life time during electron irradiation. The 
cluster of four self-interstitials, i.e. 14 [5-7] may be an 
embryo of a-Si, since 14 consists of 5-, 6- and 7-membered 
rings, has the six-orientation variants as seen in Fig. 5 
and is stable once it is formed. We suggest that the 
clustering of four self-interstitials takes place heterogen- 
eously via the complex collision events and the accumu- 
lation of the clusters with dose induces amorphization. It 
is generally described that transformation from crystal to 
amorphous occurs whenever the average squared dis- 
placement of atoms from their equilibrium positions 
reaches a critical value. Accumulation of the 14 clusters 
increases the static average squared displacement mono- 
tonously with dose, naturally leading to amorphization. 

4. Conclusion 

In conclusion, we have observed electron irradiation 
effects in thin Si crystals at low temperature by means of 
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Fig. 5. The structure of 14 and its six orientation variants. In 
contrast to the {1 1 3} defect structure, the 14 structure has no 
periodicity in any direction. The structural characteristic of 14 is 
compatible with the structure of a-Si. 

in situ TEM. We found that a new route exists for 
amorphization in Si. We observed the nucleation and 
growth of the secondary defects by high-resolution TEM 
at 4.2 K. We discussed the mechanism of amorphization 
in Si in terms of the clustering of self-interstitials. 
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Abstract 

Positron annihilation lifetime and doppler broadening measurements have been performed to examine the effects of B, 
Al and Ga dopants of Czochralski-grown Si (CZ-Si) on defects induced by 10 MeV proton irradiations at room 
temperature with a total dose from 3 x 1012 p/cm2 to 5 x 1014 p/cm2. Isochronal annealing experiments were also carried 
out after the irradiations. In spite of the high-energy proton irradiation, a short lifetime component rt of about 100 ps 
was observed in all of the specimens, which is considered to be responsible for dopant-oxygen-vacancy complexes. The 
long lifetime component becomes remarkable in specimens with irradiation more than 1014p/cm2. In isochronal 
annealing experiments, annealing stages at 527 and 552 K were observed for the irradiated B doped CZ-Si with 
resistivities of 10 and 2 flcm, respectively. This corresponds to the formation of larger vacancy clusters. We found that the 
formation of the vacancy-oxygen complex depends on the species of dopant atoms of silicon, especially at irradiation 
below 1014 p/cm2. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Positron annihilation; Silicon; Proton irradiation; Dopant atoms 

1. Introduction 

The nature of radiation-induced vacancy-type defects 
in silicon has been well established by positron annihila- 
tion techniques [1-5]. High-energy particle irradiation 
with high fiuence on the order of above 1014 p/cm2 [1,2] 
and 1017 e/cm2 [3,4] has mainly been used in previous 
experiments. Since positron annihilation experiments can 
detect defects with a concentration greater than the order 
of ppm, it is natural that few data for experiments with 
fluences under 1014 p/cm2 have been analyzed. On the 
other hand, recent studies have shown that serious prob- 
lems concerning interactions between small amounts of 
dopants, oxygen, and point defects arise during crystal 
growth process such as the formation of octahedral 
voids. The concentrations of these defects should be 

»Corresponding   author;   Phone:    +81-722-54-9812;   fax: 
+ 81-722-54-9935. 

E-mail address: horif@riast.osakafu-u.ac.jp (F. Hori) 

considerably low. The atomic concentrations of inter- 
stitial oxygen in the bulk silicon were of 
9.5 x 1017 ~ 1.6 x 1018 cm-3 for CZ-Si and were of the 
order of 1015cm"~3 for float zone grown Si (FZ-Si). 
Dopant atom concentrations were about 4 orders of 
magnitude lower than those of oxygen in CZ-Si. These 
interactions have not been clarified yet. In this paper, 
positron annihilation experiments after low dose proton 
irradiation into silicon were performed to examine the 
interactions among oxygen, dopants and vacancy type 
defects. 

2. Experiment 

CZ-Si wafers with B, Ga and Al dopants were prepared 
as shown in Table 1. Samples (8 mm x 8 mm, 0.23 mm 
thick) for positron annihilation measurements were cut 
from the wafers. The 10 MeV-proton irradiations with 
total doses from 3 x 1012 to 5xl014p/cm2 were per- 
formed at room temperature with an AVF cyclotron at 
Takasaki Radiation Chemistry Research Establishment 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00530-X 
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Table 1 
Summary of CZ-Si samples and the total dose of proton irradia- 
tions with energy of 10 MwV 

i£ loo 

Dopant Resistivety 
(ficm) 

Fluence(1013p/cm2) 

B 
B 
Al 
Ga 
None 

10 
2 
10 
10 
862 

0.3, 1, 6, 10, 20, 50 
0.3, 1, 6, 10, 20, 50 
0.3, 1, 6, 10, 20, 50 
0.3, 1, 6, 10, 20, 50 
0.3, 1, 10 

of the Japan Atomic Energy Research Institute (JAERI). 
The total doses of proton employed in this study were 
lower than the previous ones used in most positron 
annihilation studies on proton-irradiated Si with doses 
above 1014 p/cm2. The penetration depths of 10 MeV- 
protons were calculated to be at a maximum of 700 urn. 
Therefore, protons were thought to penetrate and only 
create cascade-type defects homogeneously in all speci- 
mens. Positron annihilation y-ray energy spectrum dop- 
pler broadening measurements and positron lifetime 
measurements were simultaneously performed at room 
temperature. The isochronal annealing was carried out in 
a vacuum with a heating rate of 0.8 min/K. The positron 
source was 22NaCl of 570 kBq that was sealed by 3 um 
thickness Kapton foils and sandwiched between two 
identical Si samples. The full-width at half-maximum 
(FWHM) of a resolution curve for all positron lifetime 
spectra with total counts of 1.1 x 106 was about 220 ps. 
To evaluate the contribution from source components, 
we measured the positron lifetime spectrum of FZ-Si 
before irradiation. All of the positron lifetime spectra 
were analyzed with "RESOLUTION" and "POSIT- 
RONFIT" programs by Ris0 [6]. In the analyses, the 
lifetime spectra could be fitted by applying a two state 
trapping model with sufficient precision. Observations of 
doppler broadening distributions using an energy disper- 
sive Ge detector were performed. The resolutional y en- 
ergy (FWHM) at 122 keV y-line of 57Co was about 
581 eV. The spectrum with a total count of 3.5 x 107 was 
measured for each measurement. 

o ioo 
0- 

Fluence (1013p/an2) 

Fig. 1. Positron annihilation lifetime versus fluence of 10 MeV 
proton irradiation for non-doped CZ-Si. Filled and open circles 
denote the long- and short-lifetime components, respectively. 

Fluence (1013p/cm2) 

Fig. 2. Positron annihilation lifetimes tj and x2 versus fluence 
of 10 MeV proton irradiation for B, Al and Ga doped CZ-Si. 
Filled and open marks denote the long- and short-lifetime com- 
ponents, respectively. 

3. Results and discussion 

3.1. As-irradiated specimen 

Fig. 1 shows the fluence dependence of positron anni- 
hilation lifetimes on 10 MeV proton irradiated non- 
doped CZ-Si. The long lifetime component of positron 
T2 and its relative intensity I2 are almost unchanged with 
increases in the dose of proton up to 5 x 1014 p/cm2. This 
is because low fluence irradiation induces an extremely 

low concentration of defects, and it is hard to decompose 
vacancy type defects from the positron lifetime spectra. 
Fig. 2 shows the result of positron lifetime measurements 
for B, Al and Ga doped CZ-Si after proton irradiations. 
In Figs. 1 and 2, a short lifetime component rl of nearly 
100 ps appeared in each case. This short lifetime compon- 
ent did not appear in FZ-Si before irradiation. In another 
positron experiment for Si with proton irradiation more 
than 1014 p/cm2, only long lifetime components related 
to vacancy clusters were detected and no indication 
of short lifetime components could be found  [1,2]. 
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Fig. 3. Change in S parameters versus fluence of 10 MeV proton 
irradiation for B (open circle), Al (filled circle) and Ga (closed 
square) doped CZ-Si. 
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Fig. 4. Change in S parameters as a function of total dose of 
10 MeV proton for B-doped CZ-Si with the resistivety of 10 and 
2 Hem. 

According to the two-state trapping model, the deduced 
lifetime of the Si matrix from the lifetime component of 
defect td and its intensity Id are calculated by the equa- 
tion 

TSS'lk = (1 - /d)/(lAf - /d/Td), (1) 

where xt is the positron lifetime of bulk Si to be referred, 
and x{ = 216 ps, which is obtained for un-irradiated FZ- 
Si, is used in the present case. In this equation, we assume 
that the short lifetime component TX is the defect com- 
ponent, and T^uik agrees with the analyzed bulk compon- 
ent T2 . Short lifetime components of positron annihila- 
tion experiments for Si have been reported by Dannefear 
et al. [7,8]. They suggest that this type of defect is asso- 
ciated with oxygen clusters. Our result is in good agree- 
ment with their results. Moreover, xt components in B, 
Al and Ga doped Si are slightly higher than those in 
non-doped Si. Therefore, oxygen-impurity complexes 
most likely formed in the CZ-Si during proton irradia- 
tion with a total dose less than 5 x 1014 p/cm2, could be 
detected in the experiments. 

Fig. 3 shows the change in doppler broadening S para- 
meters versus the fluence of proton irradiation. All of 
these S values are normalized by the value of each speci- 
men before irradiation. The S parameter changes with 
the proton fluence do not have the same tendencies 
among B, Al and Ga doped Si. The S values slightly 
decreases with increase of the dose of proton irradiation 
only in B doped Si. This is because the electron densities 
around complexes depend on the species of the dopant 
atoms, and their charge states of the complexes are reflec- 
ted in the S value. Fig. 4 shows the changes in S para- 
meters for specimens of B doped CZ-Si with the resistivi- 
ties of 2 and 10 fi cm as a function of irradiation fluence. 

The S value of the 2 fi cm sample slightly decreases with 
increasing fluence. This is also because the electron dens- 
ities around the defects formed by irradiation depend on 
the amount of dopant. The value of doppler broadening 
S parameter for neutral charged VO (A center) has been 
reported larger than that for the bulk silicon, while that 
for V02 is smaller than that for the bulk [9]. The poten- 
tial energy of a positron associated with coulomb cor- 
relation and its annihilation rate are mainly related to the 
surrounding electron density. In a condensed oxygen 
cluster, the atomic density and the electron density will 
be higher than in the bulk Si, and hence the positron 
lifetime will become shorter and the S parameter will be 
smaller than in the bulk Si. Therefore, it is believed that 
complexes consisting of oxygen, dopant atoms and radi- 
ation-induced defects are formed during proton irradia- 
tion, and such complexes exhibit different lifetimes and 
S parameters depending on the species of dopant atoms 
in positron annihilation experiments. 

3.2. Annealing experiment after irradiation 

Figs. 5 and 6 shows the positron lifetimes and their 
relative intensities for B-doped CZ-Si with electrical re- 
sistivities of 2 and 10 Q cm after 1 x 1013 p/cm2 proton 
irradiation as a function of annealing temperature. After 
prolonged annealing, long lifetime components corre- 
sponding to vacancy clusters appeared in both cases. 
A marked annealing stage varied from 527 to 552 K with 
increased B content. It is well known that di-vacancy 
migration takes place in Si around these temperature 
ranges. Accordingly, it is believed that this stage corres- 
ponds to the formation of larger vacancy clusters due to 
the clustering of free vacancies produced by the dissocia- 
tion of the preexisting oxygen-vacancy-B complexes. The 
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Fig. 5. Positron annihilation lifetimes %x, x2 and its relative 
intensity I2 after 10 MeV proton irradiation with the fluence of 
1 x 1013 p/cm2 as a function of annealing temperature for B- 
doped CZ-Si with the resistivety of 2 Q cm. 
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Fig. 6. Positron annihilation lifetimes T1; T2 and its relative 
intensity I2 after 10 MeV proton irradiation with the fluence of 
1 x 1013 p/cm2 as a function of annealing temperature for B- 
doped CZ-Si with the resistivety of 10 fi cm. 

difference in the temperature stage by 25 K is considered 
to result from the amount of dopant. Therefore, it can be 
concluded that more dopant B atoms result in greater 
suppression of the dissociation and the formation of 
vacancy clusters. This result is in good agreement with 
the positron annihilation results of dopant effect of Si 
with no irradiation [10]. The present results show that 
radiation-induced excessive vacancies play an important 
role in the agglomeration of supersaturated oxygen 
atoms via vacancy mechanism, and also play a role in the 
formation of their complexes with oxygen and dopant 
atoms during the process of agglomeration. 

4. Conclusions 

The effect of dopant atoms on the defect complex 
formation in Si after low-dose proton irradiation has 
been investigated. In CZ-Si containing a small amount of 
point defects induced by low-dose proton irradiations up 
to 1014p/cm2, both oxygen and dopant-related com- 
plexes were formed. These complexes account for the 
positron annihilation lifetimes of about 100 ps, exhibiting 
that the defects have higher electron densities than those 
in Si with no defects and impurities. 

Annealing stages that correspond to the dissociation of 
vacancies from the oxygen-vacancy-impurity complexes 
and the formation of larger clusters depend on the con- 

centration of dopant atoms. The number of dopant 
atoms in the complexes increases with dopant atom con- 
centrations. 

These complexes were detected only in CZ-Si irra- 
diated with proton at low doses less than 1015 p/cm2, and 
vacancy-type defects were detected in the specimens with 
irradiation more than 1015 p/cm2 by positron tech- 
niques. 
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Abstract 

In-situ deep-level transient spectroscopy measurements have been performed on silicon implanted with MeV ions at 
85 K. It is observed that the implantation of heavier ions results in the formation of novel deep-level centers; their 
formation/annealing kinetics and depth distributions are studied. Divacancy formation in silicon implanted with Si+ and 
Ge+ MeV ions is found to occur at higher temperatures than expected from the isolated vacancy mobility, and to exhibit 
a strong dependence on the electrical bias applied during annealing. The phenomena are discussed under the assumption 
that vacancies and interstitials are trapped in clusters/disorder regions immediately after low-temperature implantation 
of heavier ions, and are released during subsequent annealing. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Ion implantation; Defects; Deep levels 

1. Introduction 

Ion implantation, the most intensively used technique 
to form the well-defined impurity spatial profile in silicon 
wafers, is always accompanied by creation of a significant 
number of structural defects. This damage may strongly 
impact the redistribution of implanted impurity during 
subsequent annealing, the very harmful phenomenon 
known as transient enhanced diffusion [1 and references 
therein]. To enable us to predict the final impurity distri- 
bution, a knowledge about the behavior of the implanta- 
tion-induced defects, their aggregation and annealing is 
needed. However, the properties of intrinsic point defects 
and their complexes have mainly been learned from elec- 
tron-irradiated silicon [2], where isolated Frenkel pairs 
are only created; although formation of higher-order 
aggregates is generally expected in dense collision cas- 
cades of implanted ions [2]. The investigations of elec- 
tron-irradiated samples have demonstrated that both 
vacancies and self-interstitials are extremely mobile in 

* Corresponding author. Fax: + 7-095-962-8047. 
E-mail address: nay@ipmt_hpm.ac.ru (N. Yarykin) 

silicon at room temperature; therefore, in situ measure- 
ments of the defects created at low temperatures are 
required. As for ion-implanted silicon, until recently, such 
measurements have only been reported for the lightest 
ions, H+ and He+ [3-5]. Except Ref. [3], these investiga- 
tions have not found any essential divergence from the 
results obtained on electron-irradiated samples. How- 
ever, the first in situ studies for heavier ions, Si+ and Ge+ 

[6,7], have revealed several novel electrically active de- 
fects and unexpected kinetics of the well-known com- 
plex formation. In this work, further results of the in 
situ deep-level transient spectroscopy (DLTS) measure- 
ments on silicon self-implanted with MeV ions are 
presented. 

2. Experimental 

Schottky diodes fabricated on the as-received silicon 
wafers were implanted with MeV ions at 85 K. Immedi- 
ately after the implantation, the diodes were connected to 
computerized setup for the DLTS and CV measure- 
ments. Data were collected during heating/cooling 
cycles, the highest cycle temperature being continuously 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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increased. Details about the experimental procedure can 
be found elsewhere [6-8]. 

The DLTS technique relies on thermally stimulated 
emission of carriers from deep level traps. Generally, this 
is a disadvantage of the technique for in-situ study of the 
defect evolution. Indeed, to record the DLTS signal from 
a particular deep-level center with the activation energy 
for carrier emission £,, it is necessary to raise the sample 
temperature to ~ E,/25 k, where k is the Boltzmann 
constant. If the defect annealing/transformation temper- 
ature is lower, it can never be detected by DLTS. Fortu- 
nately, this is not the case for many defects of interest, as 
it will be seen below. On the other hand, the extremely 
low DLTS detection limit allows one to study deep-level 
centers induced by implantation with as low as 108- 
109 cm"2 dose. Overlapping of the collision cascades is 
not significant under these conditions, and effectively, 
defects produced by single incident ion can be studied. 

3. Results and discussion 

3.1. Defect formation kinetics 

A typical development of the deep-level spectrum in 
p-type Cz-Si self-implanted with MeV ions at low tem- 
perature is shown in Fig. 1. The first DLTS scan has been 
started in few minutes after the implantation at 85 K. It is 
seen that except small features at ~ 100 and 150 K, no 
DLTS signal occurs until the sample temperature ex- 
ceeds 180 K. The scan has been interrupted at 200 K, the 
sample has been kept at this temperature for 1 min again 
and cooled down to 85 K. The second DLTS scan, de- 
noted as '200 K' to indicate annealing at this temper- 
ature, shows only a very small peak at 120 K, which 
could be correlated with the divacancy donor level. At 
the same time, significant signal occurs at ~ 180 K. Also, 
the HI peak maximum [6] is reached during this scan. 
Increase in the annealing temperature by 20 K only, 
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K2   A    HI      220K 

B. v         \l \  ■'■       270K 

-2            \[   \.^'~\     10 days RT 5°-2 
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leads to the DLTS signal growth in the whole temper- 
ature range from 100 to 200 K, and a shoulder corre- 
sponding to the K2 center [6] can be clearly seen. Well- 
resolved divacancy peak appears in the DLTS spectrum 
only after annealing above 230 K and reaches saturation 
due to annealing at 270-300 K. The HI centers gradually 
decay during in situ measurements and totally disappear 
due to room-temperature storage for several days, allow- 
ing to resolve the presence of the H2 centers. Storage at 
room temperature removes also the DLTS signals at 
~ 100 K (of still unknown nature) and ~ 150 K (could 

be related with interstitial carbon), while the peak at 
~ 180 K increases. The latter increase is caused by the 

well-known QOj pair formation [6,9]. 

3.2. Depth profiles 

Further information about the nature of the K2 and 
HI centers can be obtained from the analysis of their 
spatial distributions. Note that the depth profiles pre- 
sented in Fig. 2(a) have been measured after annealing at 
270 K for 5 min. It is clear from the data in Fig. 1 that the 
HI peak is still reasonably high after such annealing, the 
V2 and K2 concentrations have already reached their 
saturated values, while there is yet no contribution from 
the QOj pairs. It is seen that the K2 and HI centers 
exhibit similar profiles with the maxima near the ion 
projective range (Rp). The profiles can be reasonably well 
fitted by the curve obtained for the implantation-induced 

Fig. 1. Deep-level spectrum development due to low-temper- 
ature annealing of p-type Cz-Si ([B] = 7x 1014cm~3) im- 
planted with 1 x 108 cm-2 of 4.5 MeV Si+ ions at 85 K. 

Fig. 2. Depth profiles of (a) deep-level centers and (b) space- 
charge density in Schottky diode on p-type Cz-Si implanted 
with 3 x 108 cm"2 of 4.5 MeV Si+ ions at 85 K and annealed at 
270 K during DLTS measurements. For comparison, the va- 
cancy distribution calculated by the TRIM program is shown in 
the plot (a). All CV profiles presented on the plot (b) were 
measured at 85 K. 
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damage from the Monte-Carlo TRIM simulations. 
Divacancy distribution is much wider and shifted to the 
surface. 

For comparison, the depth profiles of the active boron 
concentration calculated from CV measurements are 
shown in Fig. 2(b). Greater part of the compensation 
caused by the implantation has remained after 270 K 
annealing; only ~ 30-50% of the dip around 2.5-3 um 
depth can be explained by hole trapping to the deep-level 
centers. This phenomenon was related to deactivation of 
acceptor impurity due to moving out of the substitu- 
tional position [10]. 

3.3.  Vacancy source in MeV-implanted silicon 

It has been found from the in situ EPR studies on 
electron-irradiated samples [2] that isolated vacancies 
are mobile in silicon above 200 K independent of their 
charge state. Therefore, divacancy formation at much 
higher temperatures leads us to the conclusion that most 
of the vacancies created in the collision cascades are 
trapped in some clusters or disordered regions. This 
conclusion is supported by the fact that no signature of 
isolated vacancies at £v +0.13 eV [2] has been detected 
in our samples immediately after implantation at 85 K. 
The existence of structural defects, which emit vacancies 
during annealing of MeV-implanted silicon, has also 
been postulated for n-type crystals [7,11,12]. 

Analysis of the data in Fig. 2 shows that V2 profile 
does not resemble the TRIM simulation, but follows 
restoration of the compensated boron. It is more obvious 
from the following experiment. Two Schottky diodes 
prepared on p-type Cz-Si were implanted in identical 
conditions at 85 K. After CV measurements at implanta- 
tion temperature, the diodes were annealed at 280 K for 
1 min; the reverse bias (but no DLTS pulses) was applied 
to one diode during annealing, while the other diode was 
kept at zero bias. The CV profiles and DLTS curves 
taken from these diodes after annealing are presented in 
Figs. 3 and 4, respectively. It is seen that the implanta- 
tion-induced damage is more stable in the crystal neutral 
volume as compared to the space-charge region, see Fig. 
3. Simultaneously, the DLTS spectra show a radical 
difference in the defect concentrations. Zero bias almost 
totally suppresses divacancy and interstitial carbon 
formation during annealing. We believe that this is prim- 
arily a result of the smaller number of vacancies and 

interstitials released from the highly damaged regions. If 
the annealing temperature is increased up to 300-320 K, 
practically equal divacancy concentrations are found in 
biased and unbiased diodes. Note that different anneal- 
ing conditions show no effect on the HI defect concentra- 
tion, indicating most probably that these centers are 
formed immediately during implantation. 

It is clear from a comparison with Fig. 4 that the data 
in Fig. 1, as well as in earlier publications [6,8], demon- 

Si   1.5 Mev 1x10 cm 

 No implant 
 As implant 

 RBA280K 
 ZBA280K 

0.8 1.2       1.4       1.6       1.1 

Depth (urn) 

.8      2.0 

Fig. 3. Space-charge density in 4.5 MeV Si+-implanted 
Schottky diodes annealed at 280 K for 1 min under reverse 
(RBA) or zero (ZBA) bias. The curves measured before and 
immediately after implantation are the same for both diodes 
inside 3% error. 

Si+1.5Mevlxl09cm"2 

V, 

140 180 220 260 

Temperature (K) 

Fig. 4. DLTS curves for the same diodes as in Fig. 3. 

strate defect transformations in intrinsic silicon rather 
than in p-type crystals. This example shows that one 
should be more careful in interpreting data obtained 
under annealing in the 'DLTS condition' as presented in 
Fig. 1. This is also valid for the results on n-type crystals 
[7,11], where in contrast to p-type samples, divacancies 
are detected as soon as the sample temperature reaches 
the corresponding peak at ~ 120 K. Generally, it can be 
assumed that the DLTS measurement itself, as repeated 
changing of the defect charge state, impacts the defect 
transformation. 

3.4. Novel defect nature 

In-situ DLTS measurements both on p- and n-type 
crystals implanted with different MeV ions revealed two 
defects, K2 and HI, which were not known from studies 
on electron-irradiated samples. Moreover, the defects are 
created in significant concentrations only due to im- 
plantation of sufficiently heavy ions [6,8]. This is consis- 
tent with the model that they include several Frenkel pair 
components. Concentrations both of the K2 (after 
annealing) and of the HI defects are very similar in Cz, 
FZ, and epi-crystals, indicating that such impurities as 
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carbon and oxygen are not included in the centers. How- 
ever, both these centers have been observed only in 
p-type samples; therefore, boron cannot be excluded 
from the possible constituents of the K2 and HI defects. 

The HI center is the only defect, which exhibits decay 
below room temperature in ion-implanted silicon. We 
have not observed an unambiguous correlation of this 
decay with any other center formation. However, this 
extended over ~ 100 K annealing resembles the A- 
center formation in n-type MeV-implanted silicon [7,11]. 
If we suppose that the HI center decay results in vacancy 
release, then it is not clear why the V2 formation in 
p-type crystals reveals no correlation with the HI 
behavior. 

The K2 nature is also unknown. Only the coincidence 
of the K2 formation with the freeze-out temperature for 
neutral vacancies gives some advantage to the vacancy- 
related model. Note in this connection that the con- 
clusion about the equal number of vacancies and inter- 
stitials included in the electrically active complexes in 
ion-implanted silicon has been made in Ref. [13] imply- 
ing the interstitial nature of the K2 centers. On the other 
hand, the statement about the equal number of vacancies 
and interstitials, being reasonable in electron-irradiated 
samples, might be not valid in MeV-implanted silicon, 
since we admitted the formation of multi-defect clusters, 
part of which could be stable even above room temper- 
ature [12]. 

4. Conclusion 

In-situ DLTS studies have been performed on silicon 
implanted with MeV ions at 85 K. It is observed that in 
addition to the point-defect complexes well known from 
the experiments on electron irradiation, novel electrically 
active deep-level centers are formed due to implantation 
of Si+ and Ge+ ions. The HI defect is most probably 
formed immediately during implantation and is unstable 
at room temperature. The K2 center appears during 
annealing at 200-230 K; after room-temperature storage, 

its DLTS signature is hidden in the peak usually ascribed 
to the CjOj pairs. Divacancy formation temperature is 
strongly dependent on whether the reverse bias has been 
applied to the implanted Schottky diode during anneal- 
ing. In either case, this temperature is much higher than 
expected from the isolated vacancy mobility. The entirety 
of the results lead us to the conclusion that complicated 
defect clusters/disorder regions are formed in the heavy- 
ion collision cascades. Most of the vacancies and inter- 
stitials generated by energetic ion remain trapped in 
these clusters after low-temperature implantation, and 
can be released during subsequent annealing. It is the 
cluster thermal stability that determines the defect forma- 
tion kinetics in heavy-ion-implanted silicon. 

Acknowledgements 

This study was supported in part by NSF grant 
DMR-96 28695. The work at ORNL was sponsored by 
US DOE under contract DE-AC05-96OR22464. 

References 

[1] P.A. Stolk et al, J. Appl. Phys. 81 (1997) 6031. 
[2] G.D. Watkins, Electrochem. Soc. Proc. 99-1 (1999) 38. 
[3] L.C. Kimerling et al, Inst. Phys. Conf. Ser. 46 (1979) 

273. 
[4] K. Irmscher et al, J. Phys. C 17 (1984) 6317. 
[5] K.A. Abdullin et al. Semiconductors 28 (1994) 1012. 
[6] C.R. Cho et al, Appl. Phys. Lett. 74 (1999) 1263. 
[7] N. Yarykin et al, Appl. Phys. Lett. 75 (1999) 241. 
[8] C.R. Cho et al. Mater. Res. Soc. Symp. Proc. 532 (1998) 

253. 
[9] P J. Drevinsky et al, in: K. Sumino (Ed.), Defect control in 

Semiconductors, North-Holland, Elsevier, 1990 p. 341. 
[10] E. Rimini et al. Mater. Sei. Forum 153-155 (1998) 137. 
[11] C.R. Cho et al, Electrochem. Soc. Proc. 99-1 (1999) 172. 
[12] P. Pellegrino et al, Nucl. Instr. and Meth. B 148 (1999) 

306. 
[13] S. Libertino et al, Appl. Phys. Lett. 71 (1997) 389. 



ELSEVIER Physica B 273-274 (1999) 489-492 

PHYSICA 
www.elsevier.com/locate/physb 

Impurity-assisted annealing of point defect complexes in 
ion- implanted silicon 

Paolo Pellegrino*, Andrej Yu. Kuznetsov, Bengt G. Svensson 
Department of Electronics I Solid State Electronics, Royal Institute of Technology, P.O. Box E229, S-164 40 Kista, Sweden 

Abstract 

Annealing of vacancy-related defect complexes in CZ and FZ n-type silicon crystals has been studied by means of deep 
level transient spectroscopy. Characteristic vacancy-related defects such as VO and V2 were introduced by electron 
irradiation or implantation with C+, Si+, Ge+, and I+ ions using very low doses. It was found that the overall thermal 
stability of both V2 and VO is almost independent on the mass of the primary projectile. However, after initial annealing 
stages (T < 200°C) a significant increase of the normalized V2 and VO signals was detected for heavy ions (Ge+, I+). 
Moreover, depth profiling of the CZ samples implanted with Si+ ions reveals a substantial narrowing of the V2 and VO 
distributions after initial annealing stages. Both phenomena may be interpreted in terms of a preferential formation and 
subsequent dissociation of high-order vacancy clusters at the depth corresponding to the peak of the implantation 
damage. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Our present knowledge about the mechanisms respon- 
sible for the thermal stability of defects created by ion 
implantation is still limited in spite of its great technolo- 
gical importance. Most of the fundamental studies have 
been dedicated to the investigation of defects induced by 
MeV electron irradiation (see Ref. [1,2]), but still our 
understanding of the annealing mechanisms of such de- 
fects is not complete. 

In contrast with MeV electron irradiation, ion im- 
plantation gives rise to a highly localized defect distribu- 
tion, with a characteristic shape of a peak-like damage 
region and a long tail towards the surface. The local 
disorder created at the end of the ion range is a strong 
function of the projectile mass. This high concentration 
of point- and cluster-like defects in the peak region can 

* Corresponding author. Tel.: + 46-8-752-1423; fax: + 46-8- 
752-7782. 
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result in a strain enhancement and local changes in the 
Fermi level, and eventually it causes amorphization of 
the material [3]. The mechanism which is responsible for 
the production of the vacancy- and interstitial-like de- 
fects during ion bombardment has been extensively ex- 
plored [3,4]. In this work we focus our experimental 
investigation on the thermal stability of the electrically 
active defects, which are introduced by ion implantation 
in n-type silicon. 

2. Experimental 

The n-type (8-9 x 1014 P/cm3) silicon samples used in 
this study were cut from (1 0 0) Czochralski (CZ) and 
float-zone (FZ) wafers. Shallow p+n diodes were fab- 
ricated using the FZ material according to a procedure 
described elsewhere [5]. 

Low-dose (from 5 x 107 to lxl09cm~2) implanta- 
tions into the p+n-diodes and the CZ samples using C+, 
Si+, Ge+ and I+ ions were carried out in the Uppsala EN 
tandem accelerator, where a scanning facility is reserved 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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for homogeneous low-dose implantations [6]. The im- 
plantation energies were chosen to create a defect distri- 
bution suitable for monitoring by deep level transient 
spectroscopy (DLTS), while the ion doses were tuned to 
avoid a "macroscopic" doping compensation effect. 
Careful attention was given to accurate dosimetry, and 
the error in nominal doses never exceeded 10%. As 
a reference, part of the samples were instead electron 
irradiated (2MeV) to a dose of lxlO15 cm"2. Sub- 
sequently, Schottky barrier junctions were manifactured 
on CZ samples using Au contacts. 

Isochronal and isothermal anneals were performed in 
the temperature range between 100°C and 300°C in ni- 
trogen atmosphere. DLTS measurements were carried 
out using an in-house setup described in Ref. [7]. The 
macroscopical lateral uniformity of the defect concentra- 
tion was checked in all samples before annealing. 

3. Results and discussion 

Fig. 1 shows DLTS temperature scans after isochronal 
(30 min) annealing of CZ silicon implanted with 5.6 MeV 
silicon ions. Characteristic signatures of the vacancy- 
related defects created by ion bombardment dominate 
the spectra. The vacancy-oxygen complex (VO) at Ec- 
0.17 eV and the double and single negative charge states 
of the divacancy (V2) at £c-0.23 and Ec-0.42 eV, respec- 
tively, were identified (Ec denotes the conduction band 
edge). Two annealing stages can be distinguished in Fig. 
1. For anneals below 200°C the intensity of £c-0.42 eV 
peak decreases, mainly due to the dissociation of the 
overlapping phosphorous-vacancy (PV) center [8], while 
the "original" V2 and VO signals appear to be stable or 
to increase slightly, respectively. Anneals at temperatures 
T > 200°C result in a progressive reduction in the con- 
centration of both V2 and VO. The concentration of 
V2 centers is below the detection limit after annealing at 
300°C, while VO still persists at temperatures well above 
300°C One can also observe a gradual increase in the 
level at £c-0.32 eV, originating from a defect which was 
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Fig. 1. DLTS spectra of CZ n-Si diodes after isochronal (30 min) 
anneals at different temperatures. The diodes were implanted 
with 5.6 MeV silicon ions to a dose of 2 x 108 cm-2. The rate 
window is (640 ms)_1. 
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Temperature (°C) 

Fig. 2. Amplitude of the £c-0.23 eV level (V2 center) in CZ 
samples after electron irradiation or ion implantation and sub- 
sequent isochronal 30 min anneals. For each ion, energy and 
dose, the values have been normalized to the initial V2 concen- 
trations in unannealed samples. Error bars are not shown, being 
smaller than the symbol sizes. 

already present in a small concentration directly after ion 
implantation. The exact identification of this defect is still 
uncertain, but there is strong evidence that it is a defect 
involving hydrogen [9]. 

The role of the implanted specie on the annealing 
behavior of V2 in CZ silicon is illustrated in Fig. 2, where 
the DLTS intensities after isochronal annealing for 
30 min are normalized to the value measured before the 
heat treatment. It is seen that the overall thermal stability 
of V2 is almost independent on the mass of the impinging 
particle. However, after anneals at and below 200°C 
a significant increase of the normalized intensity is detec- 
ted for heavy ion (Ge+ and I+) implants. A similar trend 
is also observed for the VO center. 

It is known that the elastic energy deposition per 
incoming ion around the projected range becomes larger 
with an increase of the projectile mass. This enhances the 
formation of high-order vacancy clusters (V„, with n > 2). 
Some of these centers have a poor thermal stability, e.g. 
V4 [10], and they can dissociate during subsequent an- 
neals and release vacancies and/or divacancies. The con- 
comitant increase of VO and V2 signals supports this 
hypothesis. Only the dissociation of PV centers cannot 
account for this effect since in samples implanted with 
heavy ions the production of PV pairs is anticipated to be 
strongly suppressed relative to higher-order vacancy 
complexes [11]. 

Since the probability to create V„ : s is anticipated to 
be strongly depth dependent, defect concentration versus 
depth profiling of the observed levels has been per- 
formed. The evolution of the VO and V2 depth profiles in 
CZ silicon after Si+ implantation and isothermal anneal- 
ing at 220°C is shown in Fig. 3. The profiles are nor- 
malized with respect to the peak concentration value in 
order to facilitate a comparison of the profile shape. 

In accordance with previously reported measurements 
[10,12], the annealing of the V2 centers is found to be 
faster than the one of VO, due to the higher dissociation 
rate  of divacancy complexes in  comparison to  the 
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Fig. 3. Concentration versus depth profiles of £c-0.17 eV (VO 
center) and £c-0-23 eV (V2 center) levels in a CZ n-Si Schottky 
diode. The sample was implanted with 5.6 MeV silicon ions to 
a dose of 2 x 10s cm"2 and, then, isothermally annealed at 
220°C. 
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Fig. 4. Concentration versus depth profiles of £c-0.17 eV 
(VO center) and Ec-0.23 eV (V2 center) levels in a FZ p+/n-Si 
diode. The sample was implanted with 5.6 MeV silicon ions to 
a dose of 2 x 10s cm""2 and, then, isothermally annealed at 
220°C. 

"simple" vacancy-oxygen defect. Nevertheless, both sets 
of curves present a common very interesting feature: 
under the current annealing conditions no broadening of 
the VO or V2 depth profiles is detected. On the contrary, 
during the initial annealing stage (30 min) the defect 
distributions become narrower around the projected 
range (see Fig. 3(a), where the decrease of the DLTS 
signal is only detected in the "tail" region). Further, 
relative to the 30-min anneal the 55-min anneal results in 
a depth independent decrease of the VO and V2 inten- 
sities. This characteristic behavior has also been observed 
in other CZ samples implanted with different types of 
ions and subsequently annealed at various temperatures 
for different durations. 

This observation is interesting because the dissocia- 
tion of either VO or V2 might immediately result 
in a gradient of monovacancy concentration through 
the depth of the damaged region in Fig. 3. Monovacan- 
cies should succesively redistribute in accordance 
with the concentration gradient, and the probability of 
clustering reactions in the "tails" might thus increase. 
However, we do not observe any signs of additional VO 
and V2 clustering in the tail regions in Fig. 3. This 
discussion readily brings us to an hypothesis of an 
efficient trapping of migrating mono- and/or divacan- 
cies by impurities or implantation-induced defects in 
CZ silicon. 

In order to investigate the role of background 
impurities on the vacancy diffusion, isothermal anneals 
were repeated in FZ silicon, where the concentration 
of impurities (in particular O; and Cs) is expected 
to be significantly lower. The results are illustrated in 
Fig. 4. 

Also in this material the VO and V2 concentration in 
the peak damage region increases relatively to the tail 
after a 30-min annealing. However, one can observe also 
an apparent shift. In our opinion, it was not possible to 
detect a similar shift in CZ samples because of the follow- 
ing two facts. Due to lower concentration of impurities 
and, consequently, higher effective diffusivity for va- 
cancies created by the implantation, the profiles in 
Fig. 4 are much broader than in CZ samples. Moreover, 
both VO and V2 were found to be much less stable in the 
CZ material compared to the results for the FZ samples, 
see also Ref. [13]. 

However, even for a 500-min anneal, when a significant 
dissociation of V2 centers was detected, no indication of 
a substantial broadening of the depth profile was ob- 
served, Fig. 4(b). Few alternatives may be considered in 
order to interpret the absence of broadening in the depth 
profiles in both CZ and FZ materials. First, the content 
of potential traps for mono- and/or divacancies may be 
high enough to suppress long-range vacancy diffusion 
even in the FZ samples. At the same time, vacancy 
diffusivity may be high enough to allow vacancies to 
reach macroscopic sinks, e.g., surfaces. 

In addition, and because of the application of very 
low doses, only isolated defect-rich zones have been 
introduced into the sample in the present experiment 
(the average distance between adjacent ion trajectories is 
around 1.4 urn). Thus, we cannot exclude a preferential 
lateral diffusion of the released vacancies on a microscop- 
ic scale. Such diffusion would stem from a strong concen- 
tration gradient in the plane perpendicular to the 
direction of the implantation, but not detectable in our 
measurements. 
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As we can see in Figs. 3 and 4, the narrowing around 
the projected range during early stages of annealing 
can be due to a fast dissociation of V„ complexes, 
which are mainly localized near the implantation 
damage peak. This leads to a formation of more "simple" 
vacancy-type defects, like VO and V2, at the depth of 
the ion range, while at the same time such defects can 
already start to dissociate in the sample in a quite uni- 
form manner. As shown in Fig. 2 this phenomenon 
should be more pronounced after implantation with 
heavy ions. 

4. Conclusions and summary 

Annealing of vacancy-related defect complexes in CZ 
and FZ n-type silicon crystals has been studied by means 
of deep level transient spectroscopy. Characteristic va- 
cancy-related defects such as VO and V2 were introduced 
by electron irradiation or implantion with C+, Si+, Ge+, 
and I+ ions using very low doses. 

It was found that the overall thermal stability of both 
V2 and VO is almost independent on the mass of the 
primary projectile. However, after initial annealing stages 
(T <: 200°C) a significant increase of the normalized 
V2 and VO signals was detected for heavy ions (Ge+, I+). 
Moreover, depth profiling of the CZ samples implanted 
with Si+ ions reveals a substantial narrowing of the 
V2 and VO distributions after initial annealing stages. 
Both phenomena may be interpreted in terms of a prefer- 
ential formation and subsequent dissociation of high- 
order vacancy clusters at the depth corresponding to the 
peak of the implantation damage. 
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Abstract 

Behavior of point defects under the internal stress in a growing Czochralski (CZ) silicon is theoretically examined. The 
changes of point defect concentration by the impurity doping and by the thermal stress are quantitatively estimated. 
Contributions of them to the formation of secondary defects are discussed. © 1999 Elsevier Science B.V. All rights 
reserved. 
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1. Introduction 

It is well known that various secondary defects are 
formed in silicon crystal during crystal growth, i.e. voids 
and interstitial-type dislocation loops. Secondary defects 
are aggregates of point defects, vacancies (V) and inter- 
stitials (I). Since such defects degrade very large-scale 
integrated circuit performance, it is necessary to elimin- 
ate them. It has been reported that the type of secondary 
defects in FZ-Si changes either to interstitial type or to 
vacancy type by various impurity doping [1], and that 
the location of oxidation induced stacking fault ring 
(OSF-ring) moves inward [2] and the number of void 
defects decreases [3] by high concentration B doping in 
CZ-Si. However, behavior of point defects in a highly 
doped Si, especially the change of concentration, has not 
been known yet. We consider that these are the results of 
internal stress effect on point defect concentration due to 
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Tanahashi) 

doping of impurities which have different size from 
matrix Si [4]. Theoretical analyses and quantitative 
evaluation are performed here. There is another source of 
internal stress in a growing Si: growing crystal has ther- 
mal stress caused by temperature gradient. We have 
made the preliminary study on the thermal stress effect 
[5]. In this paper the effect of thermal stress is quantitat- 
ively investigated and compared with the impurity dop- 
ing effect. 

2. Impurity doping effect 

2.1. Analysis 

Analysis on the effect of stress by doping of impurities 
has been given by Rytova et al. [6]. Considering the 
potential for formation of vacancies around an impurity 
as shown in Fig. 1, they obtained the phenomenological 
formula for the vacancy concentration. The formula, 
however, was complicated and ambiguous in physical 
meaning, mainly due to the statistical treatment based 
on the assumption of non-uniform impurity distribu- 
tion. We have improved it as follows [4]. We assumed, 
for   simplicity,   the   uniform   impurity   distribution. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Potential for formation of vacancies 
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u(r)«:r3 
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rectangular potential 

Fig. 1. Potential for the formation of vacancy formation around 
a large impurity. 

large impurity: compressive stress 

V increase I decrease 

Fig. 2. Relaxation of internal stress around large impurity by 
increase of vacancy (a) and decrease of interstitial (b). 

Compressive stress occurs around large size impurity as 
shown by black arrows in Fig. 2(a). It is relaxed by 
vacancy as shown by white arrows. Therefore, vacancy 
formation is energetically favorable and enhanced. On 
the contrary, interstitials around small size impurity are 
increased due to the tensile stress. Internal stress by the 
impurity decreases as the distance from the impurity 
increases. It was assumed that the potential u(r) for 
formation of point defects, is inversely proportinal to the 
cubic of the distance r from impurity as shown in Fig. 1, 
"('') = - ß''o/>"3, where Q is the potential at a fixed posi- 
tion with distance r0 from the impurity. We considered 
the potential overlap between the adjacent impurities to 
involve the impurity concentration dependence. The in- 
creased concentration of point defects was given by the 
following equation by averaging local concentration: 

WiTv = iVio.vo exp(16(2r0n//cT), 

(V for large impurity, I for small impurity), (1) 

where N0 is the equilibrium concentration of point de- 
fects in undoped Si and n is the impurity concentration. 
This formula is simple and has clear physical meaning. 
Moreover, it reproduces the reported exponential de- 

pendence on the impurity concentration [6] well. To 
formulate the impurity size dependence, we assumed that 
the potential energy change Q is given by the strain 
energy which is proportional to the volume difference 
between Si and the dopant atom. Then we obtain the 
formula Q = K\V - VSi\ where V and Vsi are the atomic 
volumes of impurity and Si and K is constant. We deter- 
mined K by fitting Eq. (1) to the vacancy reported related 
donor concentration in Sn doped Si film [6]. The values 
of parameters are described in Ref. [4] in detail. 

In this report, we further examine the relaxation of 
internal stress by the decrease of unfavorable point de- 
fects as follows. Compressive stress around large impu- 
rity can be relaxed by decrease of interstitials as shown in 
Fig. 2(b). On the other hand, tensile stress around small 
impurity can be relaxed by decrease of vacancies. There- 
fore, — u(r) is regarded as the potential for the decrease 
of point defects. By the same treatment as above, the 
concentration of decreased point defects is given as fol- 
lows 

Ni,v = W,o,vo exp( - 16Qrln/kT), 

(I for large impurity, V for small impurity). (2) 

Further, we obtain simpler formula, because Q and 
r0 are the constants [4] as follows: 

Ni% = NIO,vo exp( + Cn/T), (3) 

where C is given in Table 1. This is convenient for 
concentration estimation. 

2.2.  Change of point defect concentration 

Now, we calculate the change of point defect concen- 
tration. Fig. 3 shows the calculated change of point defect 
concentration corresponding to the defect type change in 
doped FZ-Si: for smaller impurities than Si, A-defects 
increase with doped B for 5 x 1016/cm3 and with C for 
5 x 1016/cm3 (corresponding to filled circles), for larger 
impurities than Si, D-defects increase when doped with 
Sb for 3 x 1017/cm3 and with Sn for 3 x 1018/cm3 (corre- 
sponding to open circles). The calculated change of point 
defect concentration by these impurities are above 0.1%. 

Table 1 
The value of C in Eq. (3) for various impurities 

Atomic species C 

C 8.455 x 10"17 

B 6.747 x 10"17 

P 1.964 x 10"17 

Ge 1.537 xl(T17 

Sb 6.747 x 10-17 

Sn 8.455 x 10"17 
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Increase and decrease of point defect concentration are 
nearly equal. This suggests that it is necessary to consider 
not only increase but also decrease of point defects by the 
impurity doping effects because the decrease of opposite 
type of point defects also enhances the secondary defect 
formation. For similar size impurities of Si, P and Ge, 
which do not affect secondary defects formation (corre- 
sponding to crosses), the change is below 0.1%. These 
results show that the change for only 0.1% determines 
the secondary defect type, independent on the atomic 
species. This means that the point defect formation and 
secondary defect formation only depend on the volume 
change. This strongly suggests that it is mainly internal 
stress effect [7]. 

Fig. 4 shows the impurity concentration dependence of 
the change of point defects in CZ-Si. The calculated 
threshold increase of interstitial concentration corre- 
sponding to the shrinkage of OSF-ring and the decrease 
of COP density by B doping in CZ-Si is estimated to be 
above a few percent. This agrees with the assumed in- 
crease of 2%, which is expected value to be necessary for 
secondary defect change [8]. Thus, the reported doping 
effect in CZ-Si is also well explained by the internal stress 
effect on point defect concentration. Suhren et al. as- 
sumed the concentration to be the order of 1018/cm3 [3], 
which might be overestimated. Recently, it is reported 
that Sb doping increases the number of COP [9]. The 
calculated increase of vacancies of 1018/cm3 Sb doping is 
several per cent. Thus, the internal stress model well 
predict the experiment. Compared with FZ-Si, the 
change of point defect concentration in CZ-Si, which 
effects the formation of secondary defects, is larger by an 
order of magnitude. In CZ-Si, doping effect on the point 
defect concentration may be affected by the interstitial 
oxygen. 

3. Thermal stress effect 

As shown above, since we know the magnitude of 
change of point defect concentration affecting secondary 
defects by analyses on the doping effect, we can quantit- 
atively examine the thermal stress in growing crystal by 
comparison to the doping effect. We have made the 
non-equilibrium thermodynamic analysis under the in- 
ternal stress as follows [5]. Gibbs free energy for forma- 
tion of point defects under the stress is given as 

AG = nEF - naAVf - TAS (4) 

where EF is the increase of internal energy due to the 
formation of a point defect, AVF is the volume change of 
the crystal under stress and AS is the entropy change. 
oAVF is the work by the internal stress. As there is no 
external stress at the interface, the internal volume relax- 
ation AVR is taken into account. The concentration of 
point defects is given by d(AG)/dn = 0. 

C = Ceqexp(<7AFR/fcT). (5) 

In case of vacancy formation, neighboring atoms around 
vacancy are relaxed inward (AVR < 0). This means the 
increase of vacancies under the compressive stress like 
the effect of doping of large impurity discussed in 
Section 2. 

Here, we calculate the point defect concentration 
change. Usually, the growing crystal has the compressive 
stress in the center and tensile stress in the periphery. 
Thus, Cvincreases and d decreases under a compressive 
stress in the center (a < 0). This matches with the ob- 
served distribution of vacancy type defects in the center 
and interstitial type defects in the periphery. Growth 
front immediately above the solid-liquid interface has 
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the maximum stress along both axial and radial direc- 
tions. We calculate the thermal stress using the reported 
temperature distribution in 150mm-diameter crystal 
[10], and considering the temperature dependence of 
elastic modulus [11] as shown in Fig. 5. It is - 0.44 MPa 
(compressive) in the center and + 1.97 MPa (tensile) in 
the periphery. These are a little smaller than the yield 
stress at melting temperature, 2.2 MPa [10]. The result- 
ant change of point defect concentration is up to 0.01% 
under a usual growth condition as shown in Fig. 5. 
Compared with doping effect in CZ-Si, thermal stress 
does not seem to have major contribution at present. 
However, since it is supposed that the thermal stress 
increases with crystal diameter, it will be an important 
factor for the future. 

Growing crystal 

4. Summary 

We quantitatively examine the internal stress effect on 
the change of point defect concentration. The changes of 
concentration for 0.1% in FZ- and a few % in CZ-Si due 
to impurity doping determine the secondary defects 
formation. Compared with the impurity doping effect, 
the change of 0.01 % by thermal stress is small now, but 
will be important factor for the large diameter crystal. 
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Abstract 

We study radiation defects generated by 55 MeV protons in float-zone silicon using photoluminescence (PL) and 
deep-level transient spectroscopy (DLTS). The investigated material is weakly phosphorus-doped and contains varying 
amounts of interstitial oxygen ( < 2 x 1014... 1.7 x 1017 cm"3). Special attention is paid to the as of yet unidentified 
luminescence W-center. Its isochronal annealing behavior (40-160°C) is discussed in conjunction with the evolution of 
the cluster damage-related features in the DLTS spectrum. We find the annealing rate of the W-center to be independent 
of the oxygen content and thus exclude oxygen as a constituent of the center. There is no evident correlation between the 
main peaks in the DLTS spectrum and the W-center. However, a weak signal at Ec-0.075 eV is found to be a good 
candidate for a DLTS signal of the center. Further studies are needed to relate the formation of the W-center to the 
interstitials and/or vacancies released from damage clusters during annealing, which might help in identifying the 
constituents of the complex defect. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: W-center; Luminescence; DLTS; Radiation damage 

1. Introduction 

Ion-implantation or irradiation of silicon with high- 
energetic particles produces the luminescence W- or II- 
band with zero-phonon line at 1018 meV (for a review, 
see for example Ref. [1]). A comprehensive study on the 
uniaxial stress and magnetic field perturbation of the 
luminescence band carried out by Davies et al. has re- 
vealed the trigonal symmetry of the center [2]. From 
a detailed analysis of the vibronic properties of the defect 
they further conclude that it incorporates silicon self- 
interstitials: (i) the defect is harder to compress than the 
bulk lattice and (ii) it displays a local mode involving 
predominantly the motion of a silicon atom. This finding 
has recently renewed the interest in the center, as a more 
detailed understanding of the defect might shed light on 

* Corresponding author. Tel.:   + 1-510-486-5569; fax;   + 1- 
510-486-4995. 

E-mail address: hfeick@lbl.gov (H. Feick) 

the formation of rod-like defects, which play a crucial 
role in the transient-enhanced diffusion phenomenon [3]. 
Another observation of relevance made on the W-center 
refers to the broad correlation between its concentration 
and the radiation-induced negative charge in the de- 
pletion region of silicon detectors, deteriorating their 
performance within harsh radiation environments like 
high-energy physics experiments [4]. 

Even though most studies carried out so far claim the 
W-center to be an intrinsic defect, the saturation of 
the production reported in Ref. [2] might be due to 
the exhaustion of an impurity in the material. It is there- 
fore very interesting to study whether the formation of 
the center can be influenced by incorporation of impu- 
rities, e.g. oxygen [5]. 

As the structure of the center is expected to be simple, 
and as slightly modified luminescence bands are intro- 
duced by bombardment with inert-gas ions, the center 
has also become an interesting subject for theoretical 
calculations. In fact, two different models for the center 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00536-0 
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causing the luminescence band have recently been put 
forward: the divacancy by Estreicher et al. [6] and one 
possible model of the tri-interstitial by Coomer et al. [7]. 
Due to the fact that there is no direct experimental 
evidence for the involvement of either vacancies or inter- 
stitials in the defect, the debate about its microscopic 
structure continues. 

As the W-band is typically observed after heavy-par- 
ticle damage one would expect the defect to be located in 
a terminal cluster of a damage cascade initiated by 
a high-energetic primary knock-on atom. Here it is inter- 
esting to note that the luminescence band emerges only 
after annealing at elevated temperature, being maximized 
at about 250°C. Transformations in the cluster region 
involve reactions between intrinsic point defects, and 
interstitials and/or vacancies are likely to be released 
during this process. For the weakly doped materials 
studied here, the vacancies will be trapped at interstitial 
oxygen, forming A-centers VO;. The interstitials will kick 
out substitutional carbon (Watkins-replacement), which 
in turn complexes with oxygen and carbon to form QOj 
and QCS defects, respectively. The concentration of these 
secondary defects can be very accurately measured using 
deep-level transient spectroscopy (DLTS). Our approach 
to unravel the formation of the W-center is therefore to 
study the evolution of DLTS spectra within an iso- 
chronal annealing experiment and to look for a direct 
correlation with the photo luminescence (PL) spectra. 
The investigated materials thereby contain different 
amounts of carbon and oxygen. 

2. Experimental procudure 

Table 1 lists the main properties of the materials used 
in this work. The samples were obtained through, and 
characterized by, the ROSE/CERN-RD48 Collaboration 
[8]. They include specimen from an FZ ingot that has 
been enriched with oxygen during growth using a jet- 
doping technique. For the DLTS measurements, diodes 
with diffused p-n junctions (6.25 mm2) were used, allow- 
ing for minority carrier injection under forward bias. 
Sample irradiations with 55 MeV protons were carried 
out at the 88-Inch Cyclotron of the Lawrence Berkeley 

Table 1 
Properties of the studied materials obtained through the ROSE 
CERN/RD48 Collaboration [8]. Carbon and oxygen concen- 
trations were characterized by the collaboration using SIMS 
and/or infrared absorption 

Designation       Resistivity Carbon Oxygen 

standard FZ 110 Q. cm 
oxygenated FZ 800 Q. cm 
oxygen-lean FZ 4 kfi cm 

2xl016cm"3 <5xl016cm-3 

<2xl016cm"3 1.7xl017cm~3 

<3xl016cm~3 <2xl014cm"3 

National Laboratory. At 55 MeV the proton range in 
silicon is of the order of centimeters, ensuring homogene- 
ously distributed damage defects. For the DLTS samples 
the proton fluence was chosen between 5xl010 and 
5 x 1011 p/cm2 whereas all PL samples were stacked and 
exposed to 5 x 1013 protons/cm2. The irradiations were 
performed at room temperature. The time to achieve 
5 x 1013 protons/cm2 was about 1 h. Isochronal anneal- 
ing (At = 15 min, AT = 20°C) was done in air. Between 
the annealing procedures the samples were stored in 
a freezer. For the PL studies the samples were mounted 
in a closed-cycle helium cryostat and maintained at 20 K. 
An Argon-ion laser (514.5 nm) was used for luminescence 
excitation. The optical power was controlled to be 
20 mW in front of the cryostat window. The lumines- 
cence light was dispersed with a dual grating spectro- 
meter (0.23 m focal length, blazed at 1.5 urn) and then 
directed onto a liquid-nitrogen-cooled germanium diode. 
Conventional lock-in detection with the chopper (50 Hz) 
placed in the exciting laser beam was employed. DLTS 
measurements were carried out in a liquid-helium cryos- 
tat in the temperature range from 30 K, at which the 
carriers typically started to freeze out, to 280 K. Majority 
and minority carrier filling pulses allowed to investigate 
levels within the whole silicon band gap. Transients ob- 
served with a 1 MHz capacitance meter were digitized on 
a 250 ms rate window, averaged 20 times, and analyzed 
with a rectangular lock-in correlation function on the full 
transient and the first i, i,... fraction, resulting in about 
five useable DLTS signals. A long filling pulse (100 ms) 
was used to ensure complete filling of the traps in the 
high-resistivity material. 

3. Results and discussion 

In Figs. 1 and 2 we present selected PL, respectively, 
DLTS spectra obtained on the standard FZ material in 
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Fig. 1. Selected PL spectra obtained on the standard FZ mater- 
ial within the isochronal annealing experiment. The data are not 
corrected for the spectral sensitivity of the set-up. 
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Fig. 2. Selected DLTS spectra obtained on the standard FZ 
material within the isochronal annealing experiment. The given 
energies (referring to the conduction band) and cross sections 
were determined from Arrhenius plots. 

of the VV"/0 transition, which is now well known to 
display two characteristic annealing stages at 170°C and 
70°C. They can be attributed to two additional defect 
levels at Ec-0.4 and Ec-0.45eV, respectively [11,12]. It 
will be noted that the right-hand shoulder of the 
divacancy transition can not be due to the E-center, VPS, 
since the unknown signal displays a second ionization 
state in the left-hand shoulder of VV"/0, as is demon- 
strated by the identical annealing behavior (cf. Fig. 2). 
Also, the formation of E-centers is unlikely in the weakly 
doped material studied, since most vacancies will be 
trapped by interstitial oxygen. Finally, we observe a 
quickly annealing electron trap at Ec -0.067 eV and a 
level at Ec-0.075 eV, which was documented previously, 
see e.g. Ref. [13] where the peak was labeled E(34 K). 

Fig. 3 summarizes the evolution of defect concentra- 
tions as derived from the PL and DLTS spectra. During 
the initial stages of the annealing of the W-line, which we 

the course of the isochronal annealing experiment. The 
PL spectra display the well-known bands for the W- 
center as well as the QCS and QOi defects. Each band is 
bounded by a sharp zero-phonon line at short 
wavelength followed by phonon and local-mode replica 
towards longer wavelengths. We observe a significant 
population of the 5 meV excited state of the QOi defect 
resulting from the comparatively high measuring temper- 
ature of 20 K. At about 1125 nm we can detect a small 
signal from the optical phonon assisted free exciton re- 
combination, which stays constant during the isochronal 
annealing. We assume therefore that the main recombi- 
nation path for the excitons is not altered during our 
experiment and that the height of the zero-phonon 
transitions gives a good relative value for the defect 
concentration. 

In the majority carrier pulse DLTS spectra we see the 
deep acceptor levels of interstitial carbon Q, vacancy- 
oxygen VOi, carbon-carbon CjCs, and the two charge 
states of the divacancy VV. C, anneals-out rapidly and 
forms QCS and/or QOi. The latter defect introduces 
a deep donor level at Ev + 0.36 eV, which we can easily 
observe in our minority carrier injection spectra (not 
shown) as the hole-capture coefficient is much larger than 
the electron-capture coefficient [9]. The samples were 
always cooled down under zero bias to ensure that the 
carbon-pair freezes in the bistable state (A) giving rise to 
a DLTS peak very close to the VOf/0 transition [10]. 
The apparent remnant of the Q anneal at about 60 K in 
the spectrum did not give a reasonable Arrhenius plot. 
We assume it to be related to the (B) configuration of the 
QCS defect, which would introduce a DLTS signal at 
about that temperature. In the context of this study the 
peculiarities of heavy-particle damage are of special in- 
terest. This refers mainly to the broadened DLTS signal 
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Fig. 3. Isochronal annealing of trap concentrations, (a) taken 
from the height of the zero-phonon lines in the PL spectra, (b) 
taken from the DLTS spectra. 
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have covered at the current state of our experiment, the 
W-line annealing rate does not depend on the specific 
material investigated. Like Nakamura et al. [5] we there- 
fore exclude oxygen as a possible constituent of the 
center, as the oxygen content in our samples varied by 
more than three orders of magnitude (cf. Table 1). 

None of the major peaks in the DLTS spectrum corre- 
lates with the annealing behavior of the W-line. This is in 
particular true for the cluster-related DLTS signal in the 
right-hand shoulder of the VV"/0 transition. However, 
the weak signal at Ec-0.075 eV shows qualitatively a sim- 
ilar formation behavior as the W-line. Here it will be 
noted that a possibly existing DLTS level of the W-center 
would be expected to be quite shallow. Given the 
luminescence is due to a radiative recombination at the 
defect, which can be described in the framework of 
a pseudo donor/acceptor model, one would expect 
a DLTS level at about the band-gap energy minus the 
energy of the photon emitted during the recombination. 
Examples for such a relation are given for the QOi defect 
and the copper-copper pair [14]. The Ec-0.075 eV level 
would therefore be a good candidate for a DLTS level of 
the W-center. 

During the initial stages of the annealing of the W-line, 
no correlated increase in the VOj and QOj concentra- 
tions is observed. Further studies, especially at higher 
annealing temperature where the W-line signal is maxi- 
mized, are needed to decide unambiguously whether the 
formation of the W-line is due to a mere reconfiguration 
in the damage cluster core or if interstitials and/or va- 
cancies are released from the cluster region. 
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Abstract 

We investigate structural properties of large vacancy agglomerates in Si and GaAs using a self-consistent-charge 
density-functional based tight-binding method. We also calculated the defect-related positron lifetimes. Strong evidence 
is found for the existence of vacancy aggregates with unusual magic numbers in GaAs. In contrast to Si - the first stable 
agglomerate consists 12 vacancies instead of 6. This findings fit into experimental observations on deformed and 
irradiated samples. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Positron annihilation spectroscopy; Magic number vacancy clusters; Deformation; Irradiation 

1. Introduction 

Neutron or electron irradiation as well as plastic defor- 
mation [1-3] are well known to produce vacancies and 
vacancy agglomerates in semiconductors. Vacancy ag- 
glomerates may also be present in as-grown silicon [4]. 
When excess vacancies are mobile but cannot find sinks 
(like surfaces or dislocations) to anneal, they are likely to 
agglomerate - e.g. into stable three-dimensional vacancy 
clusters. 

Positron annihilation spectroscopy (PAS) is a suitable 
tool to detect small vacancy clusters. Since positron life- 
time spectroscopy (POLIS) measures the electron density 
at the trapping site of the positron, this method is sensi- 
tive to the size of open-volume defects [5]. Hence, it is 
possible to distinguish between monovacancies, vacancy 
chains, and three-dimensional agglomerates. Vacancy 
agglomerates are generically detected by POLIS in 
deformed or irradiation-damaged materials (see e.g. 
Refs. [1,6,7] and for an overview [8]). Positron lifetimes 
as in monovacancies (Si: 270 ps (GaAs: 260 ps) - bulk 
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lifetime: 218 ps (230 ps)) or divacancy-type defects have 
been attributed to vacancy-type defects bound to the 
dislocation core [1,3]. Long positron lifetime compo- 
nents of about 500 ps are an indication of large vacancy 
agglomerates created during deformation [3,8]. 

Only in covalently bound materials there exist some 
indications that stable vacancy clusters of certain sizes 
should be present, since a low number of dangling bonds 
is considered to be favorable. This led Chadi and Chang 
[9] to the conclusion that there should be the so-called 
magic numbers (N — 6, 10, and 14) of vacancies in dia- 
mond-like homonuclear structures like silicon. This may 
be expanded in a straightforward manner to 
N = 4i + 2; i = 1,2,3,... [10]. It may now be interesting 
to investigate this for compound semiconductors like 
GaAs, where the existence of dangling bonds of the 
different atomic species makes reconstruction and relax- 
ation of the surrounding atoms much more important. 
Therefore, we examine the formation energy for three- 
dimensional agglomerates as well as for vacancy chains 
in Si and GaAs, and we calculated the corresponding 
positron lifetimes to be able to compare our data to 
experimental results. To avoid defect-defect interactions 
we use very large supercells of 512 atoms [10,11]. Since 
this cannot be achieved by fully SCF methods, one has to 
apply a more approximate scheme. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00537-2 
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2. Methodology 

A self-consistent charge density-functional based 
tight-binding (SCC-DFTB) method, which also takes 
charge transfer into account, has been used for total 
energy calculations and structure relaxation [12,13]. 

The method gives very good results for surface recon- 
structions of GaAs [12] compared to self-consistent field 
local density approximation (SCF-LDA) calculations. 
Test calculations [10,11] indicate that SCC-DFTB 
allows the determination of defect formation energies 
with an accuracy comparable to SCF-LDA calculations. 
But the computing time and memory usage of SCC- 
DFTB is up to two orders of magnitude smaller allowing 
the modeling of large supercells, which are needed to 
avoid defect-defect interaction of large vacancy aggreg- 
ates (details may be found in Ref. [10]). We used only 
charge-neutral supercells (for GaAs: vacancy clusters 
consisting of an equal number of missing arsenic and 
gallium atoms). Due to the electron counting rule, this 
should lead in GaAs to configurations which are charge- 
neutral over a wide range of the position of the Fermi 
level, and the defect formation energies are then indepen- 
dent of the relative chemical potential and have an abso- 
lute value. This allows a direct comparison of the defect 
formation energies of the vacancy aggregates. 

The formation energies ßn for neutral defects in Si and 
GaAs (with an equal number of Ga and As vacancies) 
have been obtained using [14]: 

^ = Eg, - A&'W 
r)GaAs _  pGaAs        ..bulk /„ .   „ 
i^n — ütot       ~ //GaAsl"Ga  T «As. 

(1) 

where nsi (nGa and nAs) denotes the number of Si (Ga and 
As) atoms in the supercell and ns?lk (j"GaAs) is the chemical 
potential of Si (the Ga and As pair in bulk GaAs), which 
we obtained in a SCC-DFTB total energy calculation for 
the Si (GaAs) single crystal. 

The positron lifetimes for the perfect lattice and for 
different vacancy cluster configurations are calculated 
using the superimposed-atom model by Puska and 
Nieminen [15]. The lattice relaxations under the influ- 
ence of the trapped positron can be neglected for large 
open volume defects (cf. e.g. Refs. [16,17]). We took the 
unrelaxed atomic positions as well as those determined 
by the SCC-DFTB method. The theoretical data will be 
scaled to the experimental bulk lifetime [18]. 

3. Results 

Our calculations show that the formation energy for 
chains of vacancies is much higher than that for vacancy 
clusters. Hence, if the vacancies are able to move along 
this vacancy chain, they will re-arrange from the initial 
chain configuration and aggregate as 3D clusters, which 

have a much lower formation energy. Clustering can 
happen even below the temperature of vacancy diffusion 
[10]. 

We then examined different three-dimensional va- 
cancy aggregates in order to determine the stability of 
clusters with different numbers of missing atoms. Since 
a huge number of possible candidates for clusters consist- 
ing of up to 15 vacancies exists, but obviously only closed 
structures will have a minimal energy, we used a straight- 
forward way to construct these vacancy aggregates and 
checked only a small number of different configurations 
for some vacancy complexes (details may be found in 
Refs. [10,11,19]). First, we tried to form hexagonal ring- 
like structures for Si and GaAs (3 VGa and 3 VAs). The 
sequence in which the atoms were removed in larger 
vacancy clusters can be seen for GaAs in Fig. 4. Other 
configurations which do not follow this straightforward 
way of construction were checked and found to be signifi- 
cantly higher in energy. They are consequently not con- 
sidered here. 

To compare the energies of the different clusters we 
calculated for Si (GaAs) the energy gained by adding an 
isolated monovacancy (divacancy) to the most stable 
aggregate consisting of n — 1 (n — 2) vacancies. In our 
calculations this is 

AE„ = ß„ — (ß„-i + ßi) (Si-cöse) 

A£„ = ß„ — (ß„-2 + &2) (GaAs-case), 

which sets the energy zero at A£i (A£2)- Note that A£„ 
is the negative dissociation energy of V„ into V„_! + Vi 
(V„-2 + F2)forSi(GaAs)(Fig. 1). 

This energy is plotted in Figs. 2 and 3 for the most 
stable aggregates of vacancies. The smallest stable struc- 
ture, with respect to dissociation, is found to be V12 in 
GaAs, whereas in Si it is V6. The next larger stable 
agglomerates in Si are the cage-like structures V10 and 

Vi4- 
We assumed in our calculations that the vacancy ag- 

gregates grow by the addition of monovacancies 
(divacancies). Of course these aggregates can dissociate 
into other fragments. However, SCC-DFTB predicts the 
lowest dissociation energies for V„ -> Vn-X + V1 

(V„ - V„-2 + V2). 

Fig. 1. Structures of some V„ in GaAs are shown (missing As 
atoms dark grey, missing Ga Atoms light gray). For Si V6 and 
V14 are the same as show here while V10 has the 4 most upper 
right vacancies from V14 removed. 
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Fig. 2. Energy gained by adding a monovacancy to an aggreg- 
ate of (N — 1) vacancies in Silicon (upper part) and the corre- 
sponding positron lifetime (lower part) for unrelxed structures. 
Theoretical positron lifetimes for V6, V10, and V14 are in- 
dicated. 
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Fig. 3. Energy gained by adding a divacancy to an aggregate of 
(N — 2) vacancies in GaAs (upper part) and the corresponding 
positron lifetime (lower part). 

A general feature of all GaAs-relaxed structures is that 
threefold coordinated Ga atoms undergo a sp2 hybrid- 
ization by emptying all dangling bonds, whereas all 
threefold coordinated As atoms show p3 bonding config- 

Fig. 4. Structure in GaAs consisting of 12 vacancies. Dark grey 
balls denote As and light grey balls Ga atoms. The white spheres 
are the vacancies. The numbers give the order in which the 
atoms have been removed, starting from V2 to V12 • Atoms a and 
d are removed to get V14. 

uration with filled dangling bonds. This is typical for 
GaAs and can be illustrated by the electron counting 
rule. Following this rule a Ga atom contributes f elec- 
trons per bond, whereas As contributes f electrons. Since 
the energy states created by Ga dangling bonds are 
higher than the energy states by As dangling bonds, the 
electrons are transferred from gallium to arsenic atoms. 
As a result the atoms will change the hybridization state 
to further minimize the total energy. 

It can be seen from Fig. 3 that V12 is by far the most 
stable configuration in GaAs, which can be understood 
by looking at the relaxed structure of Y12 in Fig. 4. The 
dominant feature of this structure is the formation of an 
As-As and a Ga-Ga dimer (a-b resp. c-d in Fig. 4). This 
reduces the number of dangling bonds and, therefore, 
lowers the total energy. Additionally, it can be seen that 
the threefold coordinated As atom (a in Fig. 4) is in 
a p3 configuration state, whereas the Ga Atom (d in 
Fig. 4) prefers a planar structure with sp2-character. 
Furthermore, Vi2 has a band gap which is larger than 
that for the other structures except the divacancy. This 
additional fact supports the stability of this structure. In 
contrast to Si, where one hexagonal ring is the first stable 
structure, the vacancies in GaAs are arranged here in two 
hexagonal rings placed one upon the other (see Fig. 4). 

The dimer formation of inner surface atoms (a-b resp. 
c-d in Fig. 4) is responsible for the lower energy for 
certain configurations of vacancy agglomerations in 
compound semiconductors. Since in GaAs - in contrast 
to Si - the energy of a structure can already be lowered by 
transferring electrons from Ga dangling bonds to As 
dangling bonds, a remarkable reduction of energy can 
only be achieved when dangling bonds are saturated by 
dimer formation. This explains why in Si the hexagonal 
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ring with a minimal number of dangling bonds is the first 
stable cluster, whereas in GaAs it is the double hexagonal 
(V12) structure, which shows an energetically favorable 
dimer configuration. 

We calculated the positron lifetimes for the unrelaxed 
and the relaxed structures in GaAs (for Si only the 
unrelaxed one are considered). The calculated positron 
lifetime related to trapping into a zig-zag chain is roughly 
that of a divacancy. For clusters consisting of more than 
four vacancies no significant change in positron lifetime 
before and after relaxation can be observed. An exception 
is V10 in GaAs, where the unfavorable configuration of 
some Ga atoms leads to an increase in the electron 
density within the open volume. 

Recent result on positron annihilation in neutron irra- 
diated silicon [7,20] and on high dose electron-irradiated 
Silicon [6] give a quite consistent picture on stable ag- 
glomeration formed during annealing by mobile primary 
defects: Considering neutron irradiation larger vacancy 
agglomerate were formed around 870 K and gave defect- 
related positron lifetimes of 420 + 20 ps [20] and 
430 + 30 ps [7]. Concerning high-dose electron irradia- 
tion vacancy agglomeration was found in the same tem- 
perature range (around 870 K) and defect-related posit- 
ron lifetimes of 415 + 20 ps [6] were obtained. This 
experimental finding would correspond within the errors 
very well to the most stable agglomerate found by us: the 
V]0 vacancy cluster in Si. 

4. Conclusions 

In conclusion, the calculations prove that vacancy 
chains are energetically unfavorable. We can assume that 
these vacancy chains, generated during deformation by 
jog-dragging, collapse instantaneously by atomic re- 
arrangement to 3D vacancy clusters. While we are able to 
obtain the same magic numbers for Si as predicted by 
qualitative arguments, we find a new type of magic num- 
ber vacancy clusters in GaAs. We believe that these result 
can be generalized also to other III-V semiconductors 
with zincblende structure. For the smallest stable struc- 
ture we find - in contrast to Si (V6, V10, V14) - for GaAs 
a V12 vacancy cluster consisting of two staggered hexag- 
onal rings. The reason is - unlike the Si case - not only 
a minimization of the number of dangling bonds, but 

a lowering of the energy by re-hybridization caused by 
charge transfer from Ga to As. This one stable vacancy 
cluster configuration up to a size of 12 vacancies for 
GaAs may be a good candidate for the large vacancy 
agglomerates observed with POLIS in deformed GaAs. 
For Si, comparison to experiments indicate a cluster size 
of Vio after high dose electron or neutron irradiation 
followed by partial annealing. 
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Abstract 

First principles local-density-functional (LDF) theory is employed to investigate the properties of di-interstitial (I2), 
tri-interstitial (I3) and tetra-interstitial (I4) structures in silicon. We show that a tri-interstitial defect can account for 
many of the fundamental properties of the Ix/W-optical centre which is observed in irradiated, annealed silicon. © 1999 
Elsevier Science B.V. All rights reserved. 
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It is well known that following the annealing of elec- 
tron or ion irradiation of silicon or germanium, extended 
structures are generated that are observable with trans- 
mission electron microscopy (TEM). These 'rod-like' 
defects lie along [110] on a {3 11} habit-plane. The 
proposed model [1] is that of a [110] chain of self- 
interstitials which is inserted down a [110] channel. 
The TEM results are well matched by this model 
if a bonding rearrangement on both sides of the chain 
is included. This 'bond-switching' process has been 
shown to significantly lower the energy of the extended 
structure [2]. 

In contrast to the wealth of information on the ex- 
tended defects, there is little published data concerning 
the first stages of the aggregation process of self-inter- 
stitials. One assignment has been made of a di-interstitial 
structure to the electron paramagnetic resonance (EPR) 
spectrum, P6 [3]. However, this model is not universally 
accepted. 

The Ij/W-optical centre is observed in silicon which 
has been exposed to lattice damaging treatments with 
subsequent annealing at around 500 K. It is seen in both 

* Corresponding author. Tel.:  + 44-1392-264198; fax: + 44- 
1392-264111. 
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n- and p-type silicon following self-ion irradiation [4]. 
The centre is characterised by a sharp peak at 1018.2 eV 
and an associated phonon sideband, containing local 
vibrational modes (LVMs). Uniaxial stress measure- 
ments reveal the defect symmetry to be trigonal. Al- 
though this intriguing centre has received much attention 
by both experimentalists and theorists, a definitive model 
is still lacking. 

It is generally accepted that the W-centre arises from 
the agglomeration of an intrinsic species. Much work in 
the past has concentrated on the defect being vacancy 
related [5-7] but more recent experiments [4,8,9] have 
supported the interstitial nature of the W-centre. We 
review this information now: 

1. The LVM detected in luminescence, with energy 70.0 
meV is consistent with a strengthened Si-Si bond. 
Calculations [10] have shown that the optimisation of 
vacancy defects leads to the lengthening of Si-Si 
bonds and such defects could not give rise to local 
modes lying above the Raman frequency [8]. 

2. The stress response of the W-optical line is two orders 
of magnitude smaller than that of the 1039 meV line in 
silicon which is believed to be a vacancy aggregate [8]. 
Also, the shift of the W-luminescence line with stress is 
very much smaller than that of V6 (the Bfo lumines- 
cence centre) [11,12]. Analysis of the W-vibronic 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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sideband suggests that the W-defect is less compress- 
ible than bulk Si [8]. Such a low stress response would 
be expected for an interstitial defect where bonds are 
compressed. 

3. The release of interstitials from irradiation damage 
regions during annealing has been tentatively corre- 
lated with the growth of the W-centre [13]. 

4. Although the existence of the W-centre is not depen- 
dent on the presence of any impurity, the effect of 
carbon and oxygen impurities on the defect concentra- 
tion has also been used to argue that the defect is 
interstitial related [9]. 

Following annealing at around 500 K of He, Ne, 
Ar or Kr ion-bombarded silicon, a new family of tri- 
gonal centres are observed. Although the new zero- 
phonon lines and associated LVM sideband structures 
are qualitatively the same as the W-centre, the sys- 
tem is red-shifted by between 1-10 meV, depending 
upon the identity of the noble-gas atom. The one-phonon 
replicas of the noble-gas-related defects are also shifted 
slightly relative to the W-centre one-phonon replica. 
Davies et al. [8] claims that this effect is consistent 
with a strain interaction between the noble-gas atom 
and the W-centre, i.e., the noble-gas atom lies close 
to the W-centre and, although no chemical bonding 
takes place, the presence of the noble-gas atom per- 
turbs the electronic and geometric structure of the 
W-centre. 

Comprehensive studies of Ar ion-beam etched silicon 
[14] have indicated that an unexpected and enhanced 
diffusion process takes place before the W-like defect 
forms. The observed depth profile of the noble-gas-re- 
lated centres suggests that the argon atoms are penetrat- 
ing deeper into the sample than expected - up to 1 urn. 
The diffusion co-efficient was estimated to be 
D = 5 x 10~14 cm2 s"1. Using D = va2eE"lkT where v is 
the attempt frequency ( ~ 1013 Hz) and a is the diffusion 
length ( ~ 3.0 A), this leads to a barrier height of 
Eb = 0.65 eV. Implantation [15] and permeation [16] 
studies show that helium diffuses with an activation en- 
ergy between 0.8 and 1.3 eV. Since the argon atom has 
almost twice the covalent radius of He, one would expect 
the diffusion barrier of Ar to be significantly greater than 
0.65 eV. 

Although it is thought that the thermal migration 
barrier for the self-interstitial is greater than 1 eV, the 
interstitial has been observed to undergo an enhanced 
diffusion at cryogenic temperatures [17]. Recent studies 
of irradiated silicon [18] have obtained a value of 
0.065 + 0.015 eV for the migration energy of the silicon 
self-interstitial under ionising conditions. Therefore, the 
anomalous diffusion of Ar could be explained by an 
interstitial mechanism if: 
(a) A binding energy exists between the isolated self- 

interstitial and the noble-gas atom. 

(b) The presence of the self-interstitial significantly re- 
duces the energy required for the noble-gas atom to 
move through the lattice. 

It has also been suggested [7] that the enhanced diffusion 
of the noble-gas atom could be due to repulsion from 
a wave of vacancies released during implantation. How- 
ever, a microscopic model for this process has not been 
put forward. 

We present the results of state-of-the-art calculations 
investigating the structures and electronic properties of 
interstitial defects. The properties of the lowest energy 
tri-interstitial are compared with the W-optical centre. 

A local density-functional (LDF) code (AIMPRO [19]) is 
used. Large, hydrogen-terminated clusters are used with 
composition Si181+„H116 (n = 2,3,4) to investigate the 
interstitial defects. Several models for I2 and I3 are com- 
pared in energy. For I4, the structure proposed by Aria et 
al. [20] is optimised. The total energy of the structure is 
compared with a [110] interstitial-chain element. The 
positions of all the Si atoms were optimised using a con- 
jugate gradient method. Electrical levels were calculated 
using a transition-state method described elsewhere [21]. 

Several structures were considered for I2. Two similar 
structures [22,23] were found lowest in energy and both 
consist of three Si atoms sharing a single substitutional 
site. The lowest energy form of this type of I2 defect was 
found to possess Clh symmetry (see Fig. 1). In this case 
the two interstitial atoms lie along [110] [23]. Two 
other structures were found to lie around 0.4 eV higher in 
energy. The first is formed by placing two parallel [100] 
split-interstitials at next-nearest-neighbour sites. The sec- 
ond is formed by placing the additional atoms in oppos- 
ing bond-centred sites either side of a hexagonal ring. 
Both structures include two atoms which are three-fold 
co-ordinated, all other atoms being fully coordinated. 
The model assigned by Lee [3] to the P6 EPR centre was 
calculated to lie ~ 3.0 eV higher in energy with the 
symmetry constrained to D2d. Removal of symmetry 

111»] 

Fig. 1. Optimised structure of the lowest energy form of 
I2 investigated. Three Si atoms share a single substiutional site. 
The two interstitial atoms lie along [110] as indicated. 
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constraints results in a new structure and an energy lower- 
ing of 1.1 eV. However, the resultant defect has little in 
common with the ground state structure proposed by Lee. 

The lowest energy tri-interstitial investigated possesses 
C3v symmetry. The structure is formed by placing each 
additional Si atom at the centre of three parallel bonds 
which surround a tetrahedral interstitial site (see Fig. 2). 
Structural optimisation of this structure involves the 
formation of a three-atom ring resulting in full four-fold 
coordination of all atoms. The optimisation was repeated 

Fig. 2. (a) A section taken from the ideal diamond structure. To 
form the tri-interstitial, additional atoms are placed at the 
bond-centred sites indicated by the black circles. The bond 
reconstruction that results from the structural optimisation is 
indicated by the dashed lines (b) The fully optimised structure. 
A possible site for a noble-gas atom is along [T T I] in the cage 
adjacent the three-atom ring. 

from an asymmetric starting configuration resulting in 
the same relaxed structure. It is interesting to note that 
this structure is a three atom section of a [110] inter- 
stitial-chain which is a basic element of the {311} planar 
defects observed following high-temperature annealing of 
irradiated silicon [1]. 

The electrical levels of the tri-interstitial were cal- 
culated. The defect does not appear to possess an ( — /0) 
acceptor level but a possible (0/ +) donor level was 
calculated to lie close to the valence band edge 
( ~ E, + 0.1 eV). 

The I3 defect possesses a number of LVMs. A symmet- 
ric vibrational mode lies at 74 meV, consistent with 
experiment (70.0 meV). This mode is localised upon 
unique atoms lying on the principal [111] axis of the 
defect. The mode shifts by 12 cm"1 when one atom is 
replaced by 30Si, which is in reasonable agreement with 
the experimentally observed shift of 16 cm"1 [8]. 

A slightly enlarged interstitial cage lies along the prin- 
cipal [111] axis of the tri-interstitial, providing a pos- 
sible site for noble-gas atoms. The effect of placing an 
argon atom at this site is to perturb the electronic struc- 
ture of the tri-interstitial and enlarge the cage surround- 
ing the argon atom. The bond which gives rise to the 74 
meV symmetric mode is only slightly perturbed by the 
presence of the argon. To show that the trigonal 
symmetry structure was a local minimum, the argon 
was displaced from its optimised trigonal axis site by 
~ 1.0 A. In the subsequent optimisation the Ar relaxed 

back to the high symmetry site. 
Two I4 models were optimised. The model suggested 

by Aria et al. [20] was found to be significantly lower in 
energy than a 4-atom [110] interstitial chain element. 
The optimised structure (Fig. 3) compares well with that 

Fig. 3. Optimised structure of I4. Distortions from the ideal bond lengths and angles are shown. 
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calculated by Aria et al. All atoms are four-fold coor- 
dinated with bond lengths and bond angles distorted 
from their ideal values by no more than ~ 10%. Prelimi- 
nary calculations suggest that the ( - /0) and (0/ + ) 
levels lie within ~ 0.1 eV of £c and £v respectively. 

In conclusion, we propose a new model for the tri- 
interstitial in silicon. Its calculated properties agree well 
with experimental information on the W-optical centre. 
The structure is closely related to the {3 11} defect struc- 
ture proposed by Takeda et al. [1]. We propose a suit- 
able site for a noble-gas atom nearby the tri-interstitial. 
This structure gives rise to the correct symmetry and the 
inert-gas atom is expected to perturb the W-centre as 
observed. 

Energy comparisons between di-interstitial defects re- 
veal four low-energy structures within 0.5 eV of each 
other. Optimisation of the [100] oriented I4 structure 
results in a geometry close to that reported in the pre- 
vious theoretical calculations of Aria et al. 
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Abstract 

Recently, inherent defects in silicon crystal cause a serious problem resulting from the trend toward small scale and 
highly integrated circuits used in semiconductor devices. There is no doubt that intrinsic point defects in silicon are 
closely related to the formation mechanisms of these defects. Understanding the behavior of the point defects is thus 
extremely important. The equations for dopant diffusions and oxidation stacking faults in silicon, considering the 
intrinsic point defect concentrations as unknowns, are solved by mathematically self-consistent method and also the 
mechanisms of silicon self- and dopant-diffusions are determined. The thermal equilibrium concentrations and diffusivi- 
ties of self-interstitials and vacancies in silicon, *CIt *CV, Dj and Dv are obtained as functions of the absolute 
temperature T. Consequently, the relations of *C7 < (*C,*CV)1/2 < *CV and 8Tln(Dv) < 8T\n(D,) are derived for an 
arbitrary temperature. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Thermal equilibrium concentration; Diffusivity; Point defect 

1. Introduction 

The process related to thermal oxidation of the bulk 
surface or a dopant diffusion in silicon is an indispensable 
one for silicon semiconductor device fabrication. The 
thermal oxidation of the silicon surface generates extrin- 
sic stacking faults and enhances or retards a dopant 
diffusion in silicon. This fact indicates that self-inter- 
stitials generated at the Si/Si02 interface diffuse into the 
bulk inside. And self-interstitials are still in the super- 
saturated state although they are captured by vacancies 
in the bulk, while vacancies are in the undersaturated 
state. Furthermore, it is assumed that the local equilib- 
rium relation given by 

CjCy = *Cj*Cv (1) 

»Corresponding author. Fax:  + 81-97-593-2071. 
E-mail address: okino@la.nbu.ac.jp (T. Okino) 

is valid [1,2], where *C7 and *CV are the thermal equilib- 
rium values of self-interstitial and vacancy concentra- 
tions Ci and Cv. 

To clarify the mechanisms of the grown-in defect 
formation and the diffusion of a dopant deliberately 
introduced into the bulk is useful in the semiconductor 
device fabrication. There is no doubt that the intrinsic 
point defects are closely related to their mechanisms. 
Therefore, understanding of self-interstitial and vacancy 
concentrations *Cj and *CV as well as their diffusivities 
Z)/ and Dv is extremely important. At present, however, 
these values are not conclusively determined, although 
various results have been reported. Since there is no way 
to directly investigate them through experimentation, the 
best method is to determine them from investigating the 
phenomena of the dopant diffusions and the oxidation 
stacking faults. 

Antoniadis [3] used an equation of C7 and Cv for 
analysis of oxidation-enhanced/-retarded diffusion 
(OED/ORD). Tan et al. [4] proposed an equation of 
Cj and Cv for oxidation stacking faults (OSF). These 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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OED/ORD and OSF equations considering C7 and 
Cv as unknowns have been solved by many researchers. 
However, the conclusive solutions have not been re- 
ported because they are not mathematically self-consis- 
tent [5,6]. Therefore, we first contrive an analytical 
method to obtain mathematically self-consistent solu- 
tions of these equations, using the experimental results of 
the OED/ORD [1,2] and the OSF [7]. As a result, the 
analytical solutions are obtained and also the mecha- 
nisms of P, Sb, B and silicon self-diffusions are deter- 
mined. Furthermore, *C7 and *CV as well as Dt and 
Dv are determined as functions of the absolute temper- 
ature T. 

The reproducible diffusivity values of the self-diffusion 
were experimentally obtained by Mayer et al. [8]. The 
self-diffusion coefficient resulting from the obtained *C7, 
*Cv,Dj and Dv agreed well with Mayer et al.'s result. As 
seen from Figs. 1 and 2 in ref. [9], there are no reliable 
results to each of their values. As there are necessary 
conditions to be satisfied between them, the relations of 
*C, < {*Cj*Cvy

12 < *CV and dTln(Dv) < 8T\n(Dj) are 
obtained for an arbitrary temperature. 

2. Basic equations and analytical method 

The self-diffusion diffusivity based on the interstitialcy 
and vacancy mechanisms is generally expressed as 

Dsd =fIDI*CI/C0 +fvDv*Cv/C0, (2) 

where/, ( = 0.7273) [10,11], fv ( = 0.5) [10,11] and C0 

( = 5 x 1022 cm-3) are the correlation factors of the inter- 
stitialcy and vacancy mechanisms for the self-diffusion 
and the atom numbers in a unit volume of the perfect 
crystal. Using F(t) derived from analyzing the experi- 
mental results of the OED or the ORD for n species 
dopants in silicon, the functional equation of 
/( = CJI*^) and V( = CV/*CV) are written as [12] 

F{t) = dFI + (n- d¥)V, (3) 

where dF is the summation of the fractional component 
values of the interstitialcy mechanism for diffusions of 
n species dopants. Using the notation of 
G(t) = (Aac{{DsdC0y

1dr/dt and ds(=f1DJ*C1/DsdC0), 
the OSF equation is expressed as [4] 

G(t) = ds(I - 1 - y/kT)/fj -(l-ds)(V-l+ y/kT)/fv, 

(4) 

where r, k, A( = 6.38 x 10-6 cm2), aeff ( = 4), 
y( = 2.4 x 10~2eV) are, respectively, the radius of the 
dislocation loop surrounding the stacking fault, the Bol- 
tzmann constant, the area per atom in the stacking fault, 
the geometrical constant and the stacking fault energy 
per atom with respect to the shrinkage. 

Assuming the local equilibrium relation of (1) and 
using the notation of 

~A(t) 

B(t) 

at) 
D(t) 

fvG(t) - 1 + y/kT -fvF(t) 

fvG(t) + 1 + y/kT fiF{t) + 2nfv 

fiG(t) - 1 + y/kT fvF(t) + 2nfi 

fiG(t) + 1 + y/kT -fiF(t) 

(3) and (4) yield [6] 

A(t)P + B{t)P - at)I - D(t) = 0. 

dF{t)/dt~ 

_dG(r)/dr_ 

(5) 

In the present case, using the notation of Q = [5(f)2 + 
3A(t)at)]mßlA(t)l and <j> = cos"1 (<zß"3/2), the analyti- 
cal solution of (5) is 

I = 2Q cos((f>/3), (6) 

where q = \_A{t)2D(t) - A(t)B(t)at)ß - B(tf /2iy2A(t)3. 
Note that V is obtained by substituting / into (1). 

The fractional component of the interstitialcy mecha- 
nism for /c-th dopant among n species dopants dk and 
that of the self-diffusion ds are obtained as 

dk = (Fk(t) - V)/(I - V), 

ds = (G(t) + Hv)/(Hj + Hv), 

(7a) 

(7b) 

where Fk(t) is determined from the experimental results 
of fcth dopant diffusion and Ht =(I — I — y/kT)/f, and 
Hv = (V — 1 + y/kT)/fv. The fractional component is 
defined as dk = DIk/(DIk + Dvk), where DIk and Dvk are 
dopant diffusion coefficients related to the interstitialcy 
and the vacancy mechanisms. Table 1 in Ref. [13] shows 
that dk increases with the temperature increase. This 
indicates that the useful relation of 

dT ln(Dv) < 8T ln(Z)7) 

holds for an arbitrary temperature. 

(8) 

3. Diftusivities and thermal equilibrium concentrations of 
point defects 

F(t) = 5.3r °-0924 + 0.24f0-0738 + 2.58r °-0428 and 
G(t) = 2.9t~0-08 determined from the experimental re- 
sults of P, Sb and B diffusions and the oxidation stacking 
faults at 1100°C [1,2,7] yield the numerical solution / of 
Eq. (6). Substituting this solution into Eq. (1) gives the 
solution V. Correlating these solutions / and V with the 
approximate equations [5] 7=1+*/ exp[ — a/D^ji/ 
wft] and V = 1- *V exp[ - avDv{n/w)2q, the 
empirical equations [13] Dj*^ = 4.57x 1025 

exp[ - 4.84 eV/fcT] and Dv*Cr = 3.0 x 1022 

exp[ — 4.03 eV//cr] and the well-known defining equa- 
tion *CX = C0 exp[ - EFX/kTl *C, and *CV as well as 
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D/ and Dr are obtained as 

*d = C0 exp[ - lMeV/kT], 

*CV = C0 exp[ - 1.13 eV/fcT] 

and 

Z)j= 914 exp[-3.4 eV/feT], 

Dv = 0.6 exp[ - 2.9 eV/feT] 

(9a) 

(9b) 

(10a) 

(10b) 

for an arbitrary T. Here, */ and *V are the integral 
constants, a7 and av the fitting parameters, w the bulk 
thickness and £FY (Y = I or 7) the self-interstitial or 
vacancy formation energy. 

Note that the obtained D7 and Dr satisfy Eq. (8) and 
the relation of 

*C, < (*C7*CF)1/2 < *CV (11) 

is valid between *C7 and *CV obtained for an arbitrary 
T. 

Although the various values of *CIy *Cr, Dt and 
Dv have been reported [9], Eqs. (8) and (11) should be 
adopted as the necessary conditions of their validity. 

4. Conclusions and discussion 

We first contrived the method to obtain mathemat- 
ically self-consistent solutions of the OED/ORD and 
OSF equations. These functional equations were analyti- 
cally solved. Using the experimental results of P, Sb and 
B diffusions and the oxidation stacking faults, the numer- 
ical solutions were determined. At the same time, it was 
found that the diffusions of self-, P and B depend on the 
interstitialcy mechanism by about 50%, 35% and 30%, 
respectively, while Sb diffusion is mainly governed only 
by the vacancy mechanism. That the fractional compon- 
ent of the interstitialcy mechanism for a dopant diffusion 
increases with the temperature increase led to the rela- 
tion dT\n(Dv) < 8T ln(Dj). Furthermore, *Cj, *CV, 
Dj and Dv were derived as functions of an arbitrary 
temperature. 

Figs. 1 and 2 in Ref. [9] show various results of 
*CI,*CV,DI and Dv. Thus, we cannot conclusively de- 
termine them because there is no clear way to investigate 
the behavior of the point defects through experimenta- 

tion. Hence, we cannot estimate the validity of the pres- 
ent results through comparison with previous ones. On 
the other hand, Mayer et al. [8] obtained the reproduc- 
ible result of the self-diffusion coefficient via the silicon 
tracer diffusion experiment. The substitution of Eqs. (9a), 
(9b), (10a) and (10b) into Eq. (2) showed a good agree- 
ment with Mayer et al.'s result. This gives evidence of the 
validity of Eqs. (9a), (9b), (10a) and (10b) although it is 
indirect. 

Although a number of researchers have investigated 
the behavior of the intrinsic point defects in silicon, even 
the thermal equilibrium concentrations as well as their 
diffusivities have not been conclusively determined. 
Based on the fact that the swirl A defects are formed by 
the interstitial-type dislocations or clusters, many re- 
searchers insist that *CV < *C{ is valid at a high temper- 
ature. In contrast to this however, we concluded the 
relation *Cj < (*C7*CF)1/2 < *CY in this study. It was 
found that the formation mechanisms of the grown-in 
defects in CZ silicon as well as the swirl defects in FZ 
silicon are systematically explained using this relation 
[5,14]. Therefore, we propose dT ln(Dv) < 3rln(.Dj) and 
*C7 < (*C/*CF)1/2 < *CY as necessary conditions to be 
satisfied in this field. 
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Abstract 

Self-diffusion in silicon has been studied using epitaxially grown isotopically enriched structures under nonequilibrium 
concentrations of native point defects created by thermal oxidation and nitridation. Comparing identical anneals for 
phosphorus, antimony, and self-diffusion in Si, we obtain experimental evidence for a dual vacancy-interstitial mecha- 
nism of self-diffusion with the possibility of a small substitutional exchange component. We determine that in the 
temperature range 800-1100°C, the interstitial-mediated fraction of self-diffusion is confined between 0.50 and 0.62. The 
corresponding activation enthalpies are 4.68 and 4.86 eV for the interstitial and vacancy mechanisms, respectively. 
Furthermore, both mechanisms exhibit large activation entropies. This constitutes direct experimental evidence of the 
remarkable similarity between the energetics of these native point defects in silicon. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Self-diffusion; Silicon; Self-interstitial; Vacancy 

1. Introduction 

Self-diffusion is the most fundamental diffusion pro- 
cess in silicon. Experimental study of atomic-scale mech- 
anisms of Si self-diffusion reveals information about the 
thermodynamic properties of the native point defects in 
this material. In this respect, it provides direct quantitat- 
ive comparison to ab initio and atomistic theoretical 
calculations. Moreover, it supplies key parameters for 
predictive modeling of dopant diffusion in Si device tech- 
nology. 

On the atomic-scale, diffusion in Si can be mediated by 
either native point defects, namely self-interstitials (I) and 
vacancies (V), or by a direct substitutional exchange 
mechanism (E) which occurs in their absence [1-6]. It is 
the competition between these three microscopic mecha- 
nisms that we study in this work. 

* Corresponding author. Tel.:   + 1-650-725-6078; fax:   + 1- 
650-723-4659. 

E-mail address: antural@leland.stanford.edu (A. Ural) 

2. Experiment 

Experimentally, this study relies on two key compo- 
nents. The first is the use of isotopically enriched Si 
structures. The growth of these structures by chemical 
vapor deposition (CVD) has been possible only very 
recently [7-10]. Using these structures has advantages 
over metal-diffusion and radioactive tracer experiments, 
since direct measurement of the diffusion of Si atoms over 
a wide temperature and time range becomes possible. 
The isotope structures used in this experiment had a sur- 
face layer of approximately 170 nm containing the three 
stable isotopes of Si in their natural abundances, and 
a buried layer heavily depleted in 29Si and 30Si. For 
example, 30Si, the isotope used to monitor self-diffusion, 
was reduced from a natural abundance of 3.10% at the 
surface to 0.002% at the buried layer. 

The second key component of this study is using 
nonequilibrium experiments, where native point defect 
concentrations are perturbed from their equilibrium 
values by well-studied surface reactions, to determine the 
fractional contributions of the three microscopic mecha- 
nisms to Si self-diffusion. Two such surface reactions are 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00541-4 
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oxidation and nitridation. It has been well established 
that thermal oxidation of the surface injects I into the 
bulk, whereas nitridation results in V injection. Anneals 
in an inert ambient, on the other hand, give the equilib- 
rium diffusion coefficient. Inert anneal data alone, how- 
ever, cannot reveal which microscopic diffusion mecha- 
nisms are actually involved. 

In order to obtain quantitative information about 
these microscopic mechanisms of self-diffusion, a com- 
parison to dopants under identical oxidation and nitrida- 
tion anneals is necessary. A well-suited set of dopants is 
P, which diffuses mainly by an I-mechanism, and Sb, 
which is a vacancy diffuser. Therefore, in addition to the 
isotope structure, P and Sb structures were also fab- 
ricated for this experiment, using ion implantation fol- 
lowed by a drive-in inert anneal, and epitaxial growth of 
intrinsic Si to from a surface layer. 

After growth, these three structures were annealed in 
a furnace in an oxidizing (100% 02) ambient at 
800-1100°C for times between 1 and 100 h, and in a ni- 
tridizing (100% NH3) ambient at 1000 and 1100°C for 
1-5 h. In addition, all structures were annealed in an inert 
ambient (100% Ar) at temperatures ranging from 900°C 
to 1100°C for times between 1 and 72 h. 

The diffusion profiles resulting from all anneals for 
30Si, P, and Sb were obtained by secondary ion mass 
spectrometry (SIMS). The details of the SIMS analysis 
has been given elesewhere [9,10]. 

3. Results and discussion 

The P, Sb, and self-diffusion coefficients in Si under 
both inert and oxidizing ambients were extracted by 
taking the as-grown profile, and using TSUPREM-4, 
a simulation program, to numerically diffuse it by solving 
the appropriate form of Fick's second law until a least- 
squares fit was achieved to the SIMS profile after anneal- 
ing. Fig. 1 shows the SIMS profiles and the simulation 
fits of the 900°C anneals for 30Si, P, and Sb under inert 
and oxidizing ambients. Nitridation experiments were 
only performed at 1000°C and 1100°C. SIMS plots at 
these higher temperatures, including nitridation, have 
already been given elsewhere [9,11,12]. The extracted 
equilibrium (inert anneal) coefficients show a good fit to 
Arrhenius behavior with a single activation enthalpy in 
all cases. For P and Sb, we find that 

and 

1.37 exp( - 3.55/kT) 

D|g = 49 exp( - 4.19/feT) cm2/s, 

(la) 

(lb) 

respectively. These values agree well with previously pub- 
lished data [13]. In addition, the equilibrium self-diffu- 
sion coefficients exhibit an excellent fit to the expression 

 as grown 
-•- 24 h inert anneal 
-«- 36 h oxidation   " 

(a) 30Silicon 

0.12 0.14 0.16 0.18 0.20 0.22 
Depth  ftlm) 

(b) Phosphorus 

0.40     0.60     0.80     1.00 
Depth (p_m) 

(c) Antimony 

Fig. 1. Diffusion profiles of 900°C anneals under inert and 
oxidizing ambients for (a) 30Si (b) P (c) Sb. The duration of each 
anneal is indicated on the figures. The solid lines are the actual 
SIMS profiles measured, whereas the symbols show the simula- 
tion best fits used for extracting diffusivity enhancements or 
retardations. The as-grown profile for each case is also given for 
reference. 

obtained in Refs. [7,8] using similar isotope layers, 

Dia, = 560 exp( - 4.76/feT) cm2/s, (lc) 

and lie well within the error bars reported in that work. 
In Eqs. (1), k is the Boltzmann's constant and T denotes 
absolute temperature. 

It is evident from Fig. 1 that self- and P diffusion are 
enhanced during oxidation at 900°C, whereas Sb diffu- 
sion is retarded. The same behavior is observed for oxi- 
dation in the whole temperature range 800-1100°C. Dur- 
ing nitridation at 1000 and 1100°C, however, Sb and 
self-diffusion  are   enhanced,  whereas   P  diffusion  is 



514 A. Ural et al. /Physica B 273-274 (1999) 512-515 

Table 1 
Measured diffusivity ratios for 30Si, P, and Sb under oxidation. 
The oxidation times are 1, 5,36, and 100 h, respectively, at 1100, 
1000, 900, and 800°C. Values of/siI are also given 

Temperature       Diffusivity ratios under oxidation 
V VI 

30Si P Sb fsn 

1100 1.53 2.69 0.349 0.502 
1000 2.46 4.09 0.260 0.575 
900 5.16 8.39 0.198 0.605 
800 14.57 23.60 < 0.194 0.614 

retarded [9]. These results qualitatively show that P dif- 
fuses mainly by an I-mechanism, whereas Sb diffusion is 
V mediated. The fact that Si self-diffusion is enhanced by 
both V and I injection gives a clear hint that it has 
non-negligible vacancy and interstitial components. In- 
deed, if either one of the point defect mechanisms were 
solely dominant, a retardation in diffusivity would have 
been observed when the opposite type of defect is injec- 
ted. On the other hand, if the exchange mechanism were 
dominant, perturbing the point defect concentrations as 
above would not have any effect on the self-diffusion 
coefficient. 

The ratio of the diffusivity under oxidation to that 
under inert annealing for each species is listed in Table 1 
at temperatures of 800-1100°C. These diffusivity ratios 
under oxidation are related to the fractional contribu- 
tions of atomic-scale diffusion mechanisms by [2,11], 

£>Aq 
-f* 

Cf 
(2) 

where A represents the diffusing species (A = P, Sb, or in 
the case of self-diffusion, Si), and/AI,/AV, and/AE are the I, 
V, and E fractions, respectively, of A diffusion under 
equilibrium conditions. The ratios involving the I and 
V concentrations on the right-hand side are the perturba- 
tion levels of these defects under nonequilibrium condi- 
tions. The superscripts eq and ox denote equilibrium and 
oxidation, respectively. Diffusivity ratios and point defect 
perturbation levels measured at the end of the experi- 
ment are time averaged values. Furthermore, all results 
reported in this work represent an average over possible 
charge-states of the native point defects present under 
intrinsic conditions. 

Assuming/p, = l,/sbI = 0, and/siE = 0, we have solved 
Eq. (2) for /SiI, and listed the values obtained in the 
temperature range 800-1100°C in the last column of 
Table 1. These values are plotted in Fig. 2 including the 
error bars. These error bars are due partly to relaxing the 
above assumptions on /PI, /SM, and /siE, and partly to 

•   this work 
— metal diffusion 

900 1000        110O        1200 

Temperature   (°C) 

Fig. 2. The I-mediated fraction of self-diffusion as a function of 
temperature in the range 800-1100°C. The symbols show the 
data points including the error bars. Solid lines are the predic- 
tions of metal diffusion experiments where the corresponding 
reference number is cited in square brackets. 

taking into account experimental uncertainty. The high- 
temperature experiments have shown that at 1000°C and 
1100°C, /PI > 0.96 and /siE < 0.14, and in conjunction 
with the low-temperature data, at 800-1100°C, 
/sw < 0.03 [9,11]. Solving the system of three equations 
(one equation each for P, Sb, and self-diffusion) having 
the form Eq. (2) with these upper and lower bounds, and 
taking into account our estimate of the experimental 
error, ±5%, in the measured diffusivity ratios listed in 
Table 1, we arrive at the error bars shown in Fig. 2. 

In the same figure (Fig. 2), we have also plotted, repre- 
sented by solid lines, /siI extracted from experimental 
studies of substitutional-interstitial metal diffusers (e.g., 
Au, Zn, and Pt) in Si [1,14-16]. Results from other 
similar experiments (see the references in Refs. [1,14-16]), 
a combination of Zn and self-diffusion data [7,8], and 
tight-binding calculations [17] exhibit similar trends. In 
striking contrast to these results, /SiI obtained directly 
using isotopically enriched structures manifests a much 
weaker dependence on temperature. Furthermore, we 
observe an increase in /siI with decreasing temperature, 
which is exactly the opposite of the trend extracted from 
metal diffusion experiments. Our findings show that 
within the temperature range 800-1100°C,/siI is confined 
between 0.5 and 0.62. 

The temperature dependence of the X component of 
self-diffusion D^if, is given by 

Dlu(T) --fsixDgu = dox exp( - Hx/kT), 

with the temperature independent pre-factor 

dox = kgxalvx exp(Sx/k), 

(3a) 

(3b) 

where X = I, V, or E, lx is the correlation factor (we do 
not use the traditional notation of/x for the correlation 
factor in order to distinguish it from /six), gx is the 
geometry factor, a0 is the lattice constant, and vx is the 
attempt frequency. Furthermore, for the point defect 
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Fig. 3. Arrhenius plots of the I and V components of the Si 
self-diffusion coefficient. The symbols are the actual data points, 
and the solid lines show the best-fits as given in the text. 

mechanisms, the activation enthalpy Hx equals the sum 
of the formation and migration enthalpies of the defect X, 
and similarly the activation entropy Sx equals the sum of 
the respective entropies. Eqs. (3) show clearly that an 
Arrhenius fit of the product of fSiX and D|äf yields 
Hx and Sx- As a result, we find that the I and V compo- 
nents of Si self-diffusion exhibit excellent fit to 
Z)Lif = 149 exp( - 4.68/fer) and Dv

elf = 636 exp( - 4.86/ 
kT) cm2/s, respectively, as plotted in Fig. 3. Using the 
same values for the constants in Eqs. (3) as in Ref. [7,8], 
and taking into account the error bars in our measured 
results, we get Hr = 4.68±g;}| eV and HY = 
4.86±8:il eV, and S, = 10.2!}Jk and Sv = 12.8±};f/c. 
These results, on the other hand, strongly suggest the 
converse, with the difference between Hi and Hy is on the 
order of only a few tenths of an eV. The value of 
Hi obtained in this work agrees, within error bars, with 
that extracted recently from the energetics of self-inter- 
stitial clusters in Si [18]. Focusing on the results for 
Si and Sv, we see that both entropies are large and 
comparable in magnitude. Our results agree with the 
theoretical findings of Ref. [19] that even simple native 
point defects can have large entropies of formation, and 
that they are similar in magnitude. 

In conclusion, we have studied Si self-diffusion under 
nonequilibrium conditions using isotopically enriched 
structures in the temperature range 800-1100°C. We find 
that, on the atomic-scale, self-diffusion is mediated by 
a dual vacancy-interstitial mechanism with the possibili- 
ty of a small exchange component. These results consti- 
tute direct experimental evidence of the strong competi- 
tion between the I- and V-mechanisms of self-diffusion 
and of the remarkable similarity between the energetics 
of these native point defects in silicon. 
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Abstract 

We report microscopic calculations performed for a variety of multivacancies V„ in Si and their hydrogen decoration. 
We find that there are stable sizes and structures (magic numbers), and that with any value of chemical potential of 
hydrogen atom the stable multivacancy is either free from or completely decorated with hydrogen atoms. Moreover, we 
find that the H-decorated multivacancy is capable of trapping an H2 molecule even after its hydrogen decora- 
tion. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Multivacancy; Silicon; Density functional theory; Hydrogen 

The vacancy in crystalline silicon is a paradigm of 
defects in materials. In mono- and divacancy, for in- 
stance, dangling bonds induce electron states in the en- 
ergy gap (deep levels) and these deep levels split upon 
symmetry-lowering lattice relaxation. This picture is well 
known from earlier experiments [1-4] and recent total 
energy calculations [5-7]. Vacancy aggregates (multi- 
vacancy) in Si, that are regarded as negative clusters, 
however, have been less intensively pursued. In spite of 
their undoubted existence, little is known about micro- 
scopic identification of the multivacancy. Electron spin 
resonance (ESR) measurements suggest existence of the 
tri-, tetra-, pentavacancies [8,9]. A simple dangling-bond 
counting model [10], preliminary density-functional cal- 
culation with the local density approximation (LDA) 
[11], and the LDA-based tight-binding molecular dy- 
namics and the Hartree-Fock calculation [12] predict 
that there are stable sizes and structures (magic numbers) 
for multivacancy. For the microscopic identification of 
the multivacancy, detailed and systematic calculations on 
the stable size, the lattice relaxation around multi- 
vacancy, and the electronic structure near the band gap 
are imperative. 

* Corresponding author. Tel.: + 81-298-53-4203; fax:  +81- 
298-53-4492. 

E-mail address: akiyama@cm.ph.tsukuba.ac.jp (T. Akiyama) 

Another aspect of the multivacancy is its capability of 
containing impurities such as hydrogen: The negative 
cluster may serve as a trap of impurity atoms or molecu- 
les in Si. For instance, recent Raman scattering and 
infrared absorption experiments have detected several 
peaks which are attributed to the stretching mode of 
H2 molecules in Si [13-17]: The observed several peaks 
are attributed to H2 at the tetrahedral interstitial (Td) 
site (3618 and 3601 cm"1 [13-15]), in the platelet defects 
or voids (4158 cm""1 [16]), or possibly trapped in the 
multivacancy (3822 cm"1 [17]). We here discuss stable 
forms and structures of hydrogen-decorated multi- 
vacancy in Si. 

Most of calculations are performed based on density 
functional theory. We use norm-conserving pseudo- 
potentials [18], the LDA [19] or the GGA-PW91 [20] 
for the exchange-correlation energy, and the conjugate- 
gradient minimization technique both for ionic and elec- 
tronic degrees of freedom [21,22]. The vacancy in an 
otherwise perfect crystal is simulated by a supercell. We 
find that the 64-site supercell is sufficient to obtain the 
formation energy of the small vacancy V„ (n < 7) but 
that for the large vacancy (n ^ 8) the 216-site supercell is 
necessary to take into account medium-range lattice re- 
laxation and then obtain sufficiently accurate formation 
energies. We use the T-point sampling in the Brillouin 
zone integration, and the 14-Ry cutoff energy for the 
64-site supercell and the 8-Ry for the 216-site supercell. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00542-6 
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Fig. 1. Dissociation energy D(ri) as a function of the size of the 
multivacancy V„ (2 =S n < 11) obtained by the LDA with the 
64-site supercell or by the GGA with either the 64- or the 
216-site super cell. Lines are guides for eyes. 

Larger multivacancies V„ (n < 36) are treated by 
a transferable tight-binding (TTB) model [23]. In the 
TTB calculations we use the 512-sites supercell. In order 
to obtain the optimized geometry, we use the conjugate- 
gradient technique [24] instead of the molecular dyna- 
mics scheme. Preliminary results using the TTB model 
have been published previously [25]. 

In order to discuss stability of the multivacancy 
V„, we consider the dissociation reaction, V„ -> 
V„-i + Vi — D(n). The dissociation energy 
D(n) = Et(n— 1) + E1(l) — E,(n) is a measure of the 
stability of V„: The value of D(n) defined above are large 
positive for the stable multivacancies. We find that D(n) 
obtained by the TTB calculations has large positive for 
V6,V1o,V14,V17,V22,V26, and V35: The magic numbers 
of V„ are 6, 10, 14, 17, 22, 26 and 35. Fig. 1 shows 
calculated D(n) as a function of the size of the multi- 
vacancy obtained by density functional calculations. It is 
clear that the dissociation energy D(n) becomes positively 
large for the closed hexagonal V6 and the adamantine 
shaped V10, indicating that 6 and 10 are the magic 
numbers. The magic numbers for the small multivacancy 
are identical to those obtained by the TTB calcu- 
lations. 

Lattice relaxation around the hexavacancy V6 and its 
electronic structure near the energy gap are unusual. 
Fig. 2(a) shows the valence electron density around V6. It 
is prominent that each 2 nearest-neighbor atoms belong- 
ing to one vacant site are distorted to form a pair. The 
length of the bond due to the paring is 2.86 A (20% 
longer than the bulk bond length). Interestingly, this 
pairing distortion keeps the threefold symmetry of the 
unrelaxed V6. Due to the paring, 12 dangling bond states 
become 6 bonding and 6 antibonding states. Analysis of 
the calculated wave functions leads to a conclusion that 
the bonding states are resonant in the valence bands and 
that at least 4 antibonding states appear in the gap with 
0.3-0.1 eV below the conduction band bottom. Fig. 2(b) 
shows a wave function of shallow level, which is located 
at 0.3 eV below the conduction band bottom. This wave 
function has the character of antibonding state between 

Fig. 2. Contour plots of the valence electron density (a) and the 
wave function of a shallow level located at 0.3 eV below the 
conduction band bottom (b) on the (110) plane around 
V6 obtained by the GGA with the 216-site supercell. The mth 
neighbor Si atoms around the vacant sites are shown by shaded 
circles with the number m, while the vacant sites are shown by 
open circles. The vacant sites not on the plane are also shown by 
crosses for clarity. The maximum value of the contour lines are 
0.55/A-3 (a) and 1.5 x 10~2/A~3 (b), and the subsequent lines 
differ by a factor of 1.1 (a) and 1.25 (b). 

the first neighbor Si atoms. For neutral V6 these rather 
shallow levels are empty. 

Electronic structure of the stable decavacancy Vi0 is 
rather different from that of V6. Fig. 3(a) shows the 
valence electron density around V10- In the optimized 
geometry, 12 of the 16 nearest neighbors are rebonded 
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Fig. 3. Contour plots of the valence electron density (a) and the 
wave function of a deep level located at 0.7 eV below the 
conduction band bottom (b) on the (110) plane around V10. 
Notation is the same as in Fig. 2. The maximum value of the 
contour lines are 0.60/A-3 (a) and 1.1 x 10~2/ Ä~3 (b), and the 
subsequent lines differ by a factor of 1.1 (a) and 1.5 (b). 

(the bond length is 2.80 A) and this pairing distortion 
induces relatively shallow levels near the conduction 
band bottom. Yet even after relaxation there remains 
4 nearest-neighbor Si atoms. This causes dangling bonds 
which induce deep levels in the gap. However, the Td 

symmetry of the unrelaxed V10 is almost kept in the re- 
laxed Vio-1 Therefore there appear a deep level at 0.8 eV 

and almost triply degenerate levels at 0.7 eV below the 
conduction band bottom. The latter level is occupied by 
2 electrons in neutral V10. Fig. 3(b) shows a wave func- 
tion of deep level, which is located at 0.7 eV below the 
conduction band bottom. This wave function clearly 
shows the character of dangling bond state. 

Next, we consider the stable form and structure of 
hydrogen-decorated multivacancy, in particular, accom- 
modation of an H2 molecule in the pristine multivacancy 
and also in the H-decorated multivacancy. When an 
H2 molecule is located in the pristine multivacancy, one 
of the possible reactions is 

H2@V„^V„H2 (1) 

where H2@V„ means a trapped H2 in V„, and V„H2 

does the corresponding geometry with two of the dangl- 
ing bonds in V„ being terminated. We have calculated 
total energies of these geometries for n = 2,6,10, and 
obtained following results: H2@V6 and H2@V10 is 
higher in energy than V6H2 and V10H2 by 0.94 (1.07) eV 
and 1.00 (0.99) eV in the LDA(GGA), respectively. In 
V2 the H2 molecule is unable to exist: it spontaneously 
dissociates and become V2H2. It is thus likely that the 
vacancy is fully decorated with Ff atoms. We also con- 
sider the reaction for all dangling bonds in V„ being 
terminated by hydrogen atoms, 

mH2+V„^V„H2 (2) 

where F£2 indicates an H2 at the stable Td interstitial site 
along <100> direction. Table 1 shows energy gains 
£BH,(I) for this reaction. It is confirmed that multi- 
vacancy favor being fully decorated with hydrogen 
atoms. 

In order to discuss accommodation of an H2 in the 
H-decorated multivacancy, we consider the reaction, 

H2+V„H2m^H2@V„H2m, (3) 

where H2@V„H2„, means an H2 trapped in the com- 
pletely H-decorated multivacancy V„H2m. We have cal- 
culated total energies of (i) the fully decorated vacancy, 
and (ii) an H2 molecule in the fully decorated vacancy. 
The calculated energy gains £Ha (n) for this reaction are 
also listed in Table 1. Since this reaction is exothermic, it 
is concluded that H2 favors being trapped in the multi- 
vacancy rather than being at the Td site.2 

We have also calculated vibrational frequencies of 
stretching modes in various location. Anharmonic effects 
are fully considered by the 4th-order polynomial expan- 
sion (Electron correlation is also important to obtain 
reliable  frequencies.   For  further   deteail   please   see 

1 Jahn-Teller-type relaxation is not recognized in the present 
calculation. It is likely that separation of these 4 dangling bonds 
(the distance is 6.53 A) leads to reduction of the electronic 
energy gain by the symmetry-lowering relaxation. 

2 Calculated energy gains in the reaction (3) are larger than 
0.15 eV which assures thermal stability of the trapping. Yet at 
high temperature the H2 could be released from the vacancy. 
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Table 1 
Calculated energy gains (eV) of the vacancy fully decorated with 
hydrogen Emifl (ri), and an H2 trapped in the resulting H-decor- 
ated vacancy EHl (ri) (see text) 

Vacancies EmHii 

V,H4 4.26 
V2H6 6.41 
V3H8 8.56 
V4H10 11.0 
V5H12 12.6 
V6H12 13.3 
VioH16 19.8 

(ri) En2(n) 

0.15 
0.29 
0.53 
0.70 
0.77 
0.91 
1.12 

In conclusion, we have performed microscopic calcu- 
lations for the pristine and the H-decorated multivacancy 
in Si and also for the H2 molecule trapped there. The 
results provide a firm theoretical framework to clarify 
microscopic structures of the multivacancy and its capa- 
bility of incorporating the H2 molecule. Comparison of 
the calculated H-H frequencies with the Raman experi- 
ments leads to a new interpretation of the observed 
peaks. 

This work was supported in part by JSPS under Con- 
tract No. RFTF96P00203. 

Table 2 
Calculated bond lengths and vibrational frequencies of Si-H in 
the hydrogen-decorated V„ and of H-H of the H2 molecule at 
various locations obtained by the GGA 

Bond length (A) Frequency (cm" ') 

Si-H 
Si(lll):H 1.53 1984 

V,H4 1.49 2294 
V2H6 1.51 2037 
V6H12 1.52 1763 

1.52 1841 
VioH16 1.52 1838 

1.53 2046 
H-H 
Vacuum 0.739 4077 
Td interstitial 0.767 3475 
V,H4 0.761 3583 
V2H6 0.746 3834 
V6H12 0.738 4008 
VioHi6 0.739 4042 

Note: For comparison, the calculated bond length and the vibra- 
tional frequency of Si-H on the Si(lll): H surface are shown. In 
V6H12 and V10H16, there are two types of the Si-H bonds due 
to the symmetry of V„. 

Ref. [26]). Table 2 shows the calculated bond length and 
the frequency of the Si-H for the H-decorated vacancies, 
along with the calculated bond length and stretching 
frequencies of an H2 in H-decorated multivacancies. 
From the calculated frequencies of H2 it is confirmed 
that the previous peak at 3618 and 3601 cm"1 [13-15] is 
due to H2 at Td site [27-29]. In Vt and V2 we find the 
systematic increase on frequencies with increasing size of 
the H-decorated vacancies. However, the frequency of an 
H2 in V6H12 already saturates to that in vacuum. More- 
over, it is reasonable to conclude that the newly observed 
peak at 3822 cm"1 [17] is due to the H2 trapped in 
V2H6. 
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Abstract 

First-principles studies of the divacancy (V2) in both silicon and diamond are reported. We demonstrate that the 
contrasting experimental spin-density localisation of both systems can be explained through the one-electron pictures 
arising from opposing distortions. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Diamond; Divacancy; Jahn-Teller 

The removal of two neighbouring atoms from the 
diamond structure results in a defect with D3d symmetry 
(see Fig. 1). A linear combination of atomic orbitals 
(LCAO) approach shows that the six dangling bonds of 
the divacancy give rise to four electronic levels in 
Z)3d - two doublets, eu and eg (see Fig. 2) and two 
singlets, alg and alu which are lower in energy. In the 
neutral charge state the singlets are filled and two elec- 
trons occupy the lower doublet, eu. The one-electron 
configuration a2

Ha
2

lue%e° gives rise to three multiplets: 
3A2g, 

1Alg and ^g. The S = 1 state, 3A2g, is orbitally 
non-degenerate and hence no Jahn-Teller distortion is 
expected. If the divacancy has spin 0, however, then a 
Jahn-Teller distortion is expected to lower the ground 
state symmetry and split the one-electron levels, eu 

and es. 
The silicon divacancy is observed by electron para- 

magnetic resonance (EPR) in two charge states [1]. The 
S = i spectra labelled G6 and G7 arise from V2 and 
V2" respectively. The neutral charge state of the silicon 
divacancy is not observed by EPR, presumably because it 
possesses zero spin. Both G6 and G7 were found to 

* Corresponding author. Tel:  + 44-1392-264198; fax:  +44- 
1392-264111. 
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possess C2h symmetry below 40 K. Above this temper- 
ature the signals undergo motional broadening and 
narrowing effects resulting from thermally activated 
reorientations of the defect between three equivalent 
Jahn-Teller distortions. Above 110 K, the effective sym- 
metry arising from the rapid reorientation was observed 
to be trigonal. The spin-density is found to be localised 
largely ( ~ 60%) on the two atoms in the defect mirror 
plane. 

Watkins et al. [1] explain the low symmetry structure 
and spin-density results in terms of a strong 'pairing' 
distortion. Two pairs of dangling bonds may be recon- 
structed to produce a defect with C2h symmetry. The 
LCAO method shows that the eu and eg doublets split 
under the pairing distortion as shown in Fig. 2(d). Two of 
the resultant singlet levels, bu and ag are localised on the 
mirror plane atoms, whereas the b% and au wave func- 
tions are nodal on the mirror plane. Therefore, since the 
positive charge state has electronic configuration bla°, 
the unpaired electron occupies an orbital which has am- 
plitude on the mirror plane, consistent with experiment. 

For VJ, a small pairing distortion would give rise to 
the electronic filling blal. In this case the unpaired elec- 
tron occupies an orbital which is nodal in the mirror 
plane. In order to explain the observed spin-density lo- 
calisation, Watkins suggested that the Jahn-Teller dis- 
tortion is strong enough to cause cross-over of the ag and 
au levels thus giving bla\. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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(a) (b) 

Fig. 1. (a) Schematic of the ideal divacancy in silicon or dia- 
mond. The atoms are labelled following the notation used by 
Watkins and Corbett [1]. (b) We summarise the structure of the 
divacancy with a view down the principal [111] axis. 

Fig. 2. The effect of symmetry lowering distortions to C2h on 
the one-electron levels of the ideal, D3d divacancy. For clarity, 
circles indicate the orbitals with finite amplitude on the defect 
mirror plane, (a) and (b): A large (a) and small (b) resonant 
bonding, 'outward' distortion. The four equivalent atoms move 
out in pairs so that lac = lab < lbc and /„-,.■ = la,b. < lVc.. (c) The 
D3d structure, (d) and (e): A small (d) and large (e) pairing 
distortion. A bond is formed between the two atom pairs b, c, 
and   b',   c'   such   that   the   distances   lac = lab > lbc   and 

An alternative explanation for the spin-density local- 
isation results of V2 has arisen from LDF supercell 
studies of Saito et al. [2]. A distortion which is inverse to 
the pairing distortion (see Fig. 2(b)) gives rise to a differ- 
ent one-electron ordering. Here, an outward displace- 
ment of four equivalent atoms leads to five-fold co- 
ordination with three strong covalent back-bonds and 
a pair of "resonant bonds" across the divacancy. A mod- 
est distortion of this type results in the electronic filling 
a\b\. The unpaired electron then occupies an orbital with 
amplitude on the mirror plane consistent with experi- 
ment. Watkins points out [3], however, that only the 
pairing distortion appears consistent with stress align- 
ment measurements. The application of compressive 
stress along [Oil] lifts the degeneracy of the three 

Jahn-Teller distortion directions. One of the distortion 
directions is observed to be enhanced at the expense of 
the other two. Although the pairing model appears con- 
sistent with this observation, it is unclear why such an 
effect should arise from the resonant-bonding structure. 

Further large-scale LDF super-cell calculations [4] 
have also found that the resonant-bonding structure to 
be stable. However, the study finds a new low symmetry 
structure is lowest in energy. 

The R4/W6 EPR centre observed in irradiated dia- 
mond is attributed to the neutral charge state of the 
divacancy. The centre possesses effective spin 1 and so 
has a non-degenerate ground state, 3A2s- It is then intri- 
guing that the ground state of the defect also has 
C2h symmetry, even though no simple Jahn-Teller effect 
can be responsible. 

Hyperfine measurements [5] have shown that, in con- 
trast to the divacancy in silicon, the diamond divacancy 
has very little spin-density ( < 2%) localised on the mir- 
ror plane atoms. This observation may be explained 
through the one-electron picture only by the electronic 
configuration alb\ or b\al. 

LDF theory (AMP [6]) has been employed in this 
study using large, hydrogen terminated silicon (diamond) 
clusters of composition Si146H98 (C96H78). The wave 
function basis consisted of independent s and p Gaussian 
orbitals with four different exponents, sited at each Si (C) 
site. A fixed linear combination of two Gaussian orbitals 
was sited on the terminating H atoms. In addition, 
a Gaussian s and p orbital was placed at each Si-Si (C-C) 
bond centre. The charge density was fitted with four 
independent Gaussian functions with different widths on 
each atom and three on the terminating H atoms. One 
extra Gaussian function was placed at each bond centre. 
All atoms were optimised using a conjugate gradient 
method. The total energy of each stable cluster was 
calculated and the character of each Kohn-Sham level 
introduced into the gap was determined. 

V2", V° and V2 in silicon were optimised with sym- 
metry constrained to D3d. An inward breathing motion 
of atoms resulted in a lengthening of Si-Si bonds around 
the divacancy so that the optimised distances, 
Lb = Lc = he (see Fig. 2(c) for atom labelling) were re- 
duced from the ideal value of 3.83 A. Structures are 
reported in Table 1. 

The distorted structures were investigated using two 
different initial structures corresponding to distortions of 
the pairing and resonant bonding types. During relax- 
ation, symmetry was constrained to C2h- In silicon, no 
outward (resonant bonding) distortion was found to be 
stable in any charge state. Stable pairing structures, how- 
ever, were located for all charge states investigated. 

In both the single negative and single positive charge 
states the pairing distortion is found to be sufficient to 
cross the ae and au levels as shown in Fig. 2(e). The 
energy of the optical transition between the as and 
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Table 1 
Distances (A) between atoms surrounding the divacancy for the relaxed DM and C2h structures in silicon and diamond. Distances are 
given with reference to Fig. 1 

Charge state 

03d 

Silicon 
c2h 

*ab         'ac        ' <c               'ab 'ac he 

v2
+ 

3.77 3.92 3.92 2.94 

V°2 3.71 3.78 3.78 2.92 

VI 3.66 3.71 3.71 2.76 

Diamond 

'ah  — lac — hi 

2.75 2.87 2.87 2.68 

au levels for V2 was calculated using a transition state 
method [7] to be 0.4 eV in excellent agreement with the 
experimental value, 0.34 eV [8]. 

In diamond, the S = 1, D3d defect was found to have 
four Kohn-Sham levels in the band gap with two doub- 
lets, ee and eu lying above two singlet levels bn and a%. All 
six atoms surrounding the divacancy relaxed outwards 
from their ideal positions by about 0.17 A during opti- 
misation. 

The pairing distortion was found to be unstable in 
diamond, spontaneously relaxing to a Z)3d structure. An 
outward distortion was located with energy 0.1 eV higher 
than that of the D3d structure. In this distortion the 
b singlet levels cross giving bu higher in energy than 
bg (Fig. 2(a)). This results in the unpaired electrons occu- 
pying orbitals with nodes on the mirror plane. The angles 
made by the back-bonded atoms to each of the four 
atoms out of the mirror plane were determined to be 
115.4°, 115.9°, 118.5° giving an average angle of 116.6° in 
reasonable agreement with experiment (~115°). The 
distances between the atoms of the defect were found to 
be lac = lbc = 2.87 A and lbc = 2.68 A as compared with 
lac = Lb = he = 2.75 A for the relaxed D3d defect. 

Although care must be taken, particularly in the case 
of diamond, where many electron effects are greater, the 
observed distortion of the spin S = 1 divacancy in dia- 
mond may be understood by consideration of the one- 
electron picture. In Z)3d (Fig. 2(c)) the eu doublet is 
occupied by two electrons with parallel spins. When 
a modest distortion to lower symmetry occurs (Fig. 2(b) 
or (d)) the combined one-electron energy of the two 
electrons is expected, to first order, to remain constant, 
but the distortion is disallowed because of the energy cost 
from increased strain around the defect. However, our 
calculations demonstrate that a larger distortion causes 
cross-over of the one-electron levels. This means, for 
example, that an outward distortion to C2h symmetry 

can cause the bg level to fall below the bu level (Fig. 2(a)). 
Hence, it is apparent that the sum of the one-electron 
energies of the unpaired electrons is now reduced in the 
distortion. If this reduction exceeds the strain energy, 
then the distortion will be stable. Although this pseudo- 
Jahn-Teller effect holds equally for the pairing case, this 
distortion involves a larger movement of atoms from 
their ideal positions. We find that the associated strain 
energy is prohibitively large. However, an outward dis- 
tortion may be expected, a priori, to be favourable in 
diamond due to the capability for sp2 hybridization of 
carbon. 

To conclude, we have successfully modelled the distor- 
tions required to explain the experimental observations 
for the divacancy in silicon and diamond. Calculations 
support the rebonding-by-pairs model for the divacancy 
in silicon for both positive and negative charge states. The 
spin-density in both cases is localised predominantly on 
the two silicon atoms in the mirror plane of the defect, in 
agreement with EPR studies. The calculated optical 
transition of V2 in silicon, which is a good measure of the 
magnitude of the distortion is in excellent agreement with 
experiment. The resonant-bonding distortions previously 
reported are found to be unstable and may arise because 
the volume of the unit cells were kept constant or from 
limitations in unit cell or basis size. In diamond, however, 
an outward distortion can account for the observed 
spin-density measurements. 
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Abstract 

Electron irradiated n-type float-zone silicon containing tin has been investigated by EPR. In addition to the well 
known Si-G29 signal due to the SnV° complex we have observed a group of similar EPR signals with strongly 
anisotropic, near-trigonal g tensors, which we label DK4. The corresponding defects have S = \ and contain one tin 
atom. Exposure to light at low temperatures reduces the G29 signal and increased the DK4 signals, whereas subsequent 
annealing at 200 K restored the initial signal strengths. A linear relationship between the light-induced decay of G29 and 
the growth of DK4 was established, indicating that DK4 arises from SnV° by a change of the charge state. From the 
observation of DK4 in the n-type material after cooling in the dark we assign DK4 to SnV~. The acceptor level 
E-/o (SnV) implied by this assignment has not been determined, but the observations indicate a position below the 
single-acceptor level of the divacancy (Ec - 0.42 eV). © 1999 Elsevier Science B.V. All rights reserved. 

PACS: 76.30.Mi; 61.72Ji; 71.55.Cn; 61.82.Fk 

Keywords: EPR; Si; Sn; Vacancy 

1. Introduction 

Tin, introduced as an isoelectronic impurity in silicon, 
has several intriguing properties such as its diffusivity [1] 
and the unique structure of the only tin-related defect in 
silicon described so far: the neutral charge state of the 
Sn-V complex [2,3]. In contrast to the group V-vacancy 
complexes (E-centers) where the impurity (P, Sb or As) is 
substitutional [4,5], or even to the Ge-vacancy complex 
where the group IV element occupies also a regular 
lattice site [6], the tin atom in SnV0 sits in a "bond- 
center" position between two empty lattice sites, the 
defect thus constituting a divacancy with a tin atom at 
the center [2,3]. In addition, SnV0 is the only center 
derived from the monovacancy that has a triplet (3A2g) 
ground state. 

Sn has come to be considered one of the most efficient 
vacancy traps in silicon since the early infrared absorp- 

* Corresponding author. Tel.:  + 39-039-6036253; fax:  + 39- 
039-6881175. 
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tion measurements performed by Brelot on e-irradiated 
CZ-grown silicon samples [7,8]. A reduction of the 
formation of A-centers (V-O complex) by a factor of 13 
was observed in tin-containing samples (relative to con- 
trol samples). Annealing at about 200°C produced an 
increase of the A-center and divacancy concentrations, 
a result interpreted as the release of the vacancies trapped 
by tin and a subsequent formation of these complexes. 
Similar results were obtained by Svensson et al. [9]. 
Brelot pointed out the possibility of using tin and carbon 
as traps for vacancies and interstitials, respectively, to 
investigate the radiation induced degradation of devices 
and eventually develop a radiation hardening based on 
a self-annealing mechanism [7]. This idea has recently 
been revived as part of the quest for long-life solid state 
detectors and other silicon-based devices suitable for 
high-energy particle physics enterprises such as the 
CERN large hadron collider (LHC) presently under con- 
struction, and space applications. Simulations based on 
a numerical model for the build-up of electrically active 
defects during neutron- and y-irradiations point to the 
divacancy (V2) as the principal villain, and suggest that 
detectors would be extremely radiation hard if the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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formation of V2 could be suppressed [10]. Divacancies 
arise both athermally, as an immediate result of the 
collision of the projectile with atoms of the target, and in 
thermally activated processes involving diffusion of 
monovacancies. Evidently, the latter process may be in- 
tercepted by impurities acting as traps for vacancies, and 
tin would seem a good choice. Indeed, Watkins [2] and 
Watkins and Troxell [11] observed by EPR and DLTS 
a quantitative conversion at « 200 K of the isolated 
monovacancies into SnV, indicating that the thermal 
formation of V2 was effectively blocked by the presence 
of tin. However, this clear-cut result was obtained under 
the simplifying conditions of low-dose electron irradia- 
tion carried out at low temperature, where no interplay 
of thermal- and radiation-induced processes can occur. 

Irradiation of tin-doped silicon to higher doses at 
room temperature lead to the formation of other types of 
tin-related defects. Thus, we have recently detected three 
new EPR signals DK1, DK2, and DK3, from electron- 
irradiated float-zone silicon containing tin, which we 
could assign to SnV2 and to two configurations of 
Sn2VJ, respectively [12]. These tin-divacancy com- 
plexes arise mainly from the thermal decay of SnV, how- 
ever. It therefore appears that the feasibility of defect- 
engineering schemes based on tin depends primarily on 
the stability and, in particular, on the electrical properties 
of SnV. The DLTS measurements performed by Watkins 
and Troxell [11] showed that SnV has two levels in the 
band gap at Ev + 0.07 and Ev + 0.32 eV, associated with 
double- and single-donor states, respectively. Moreover, 
Nielsen et al. observed a DLTS signal at Ec — 0.57 eV in 
electron-irradiated float-zone n-type silicon implanted 
with tin which they tentatively attributed to a deep ac- 
ceptor level of the Sn-V complex [13]. In the present 
EPR study of electron-irradiated silicon doped with tin 
we identify a new EPR signal arising from the negative 
charge state of SnV, thus corroborating the proposed 
existence of an acceptor level in the band gap. 

2. Experimental details 

The investigated samples were float-zone silicon con- 
taining 1 x 1018 cm"3 Sn enriched to « 85% 119Sn and 
5xl016 cm-3 P. From the intensity of the infrared 
absorption line at 607 cm-1 ascribed to substitutional 
carbon, the carbon concentration was estimated to be 
3 x 1017 cm"3. Discs of thickness 2 mm cut parallel to 
(001) were irradiated at room temperature with 2 MeV 
electrons to a dose of 1 x 1018 e cm"2. From these discs 
EPR samples measuring approximately 8x4x2 mm3 

were cut with faces parallel to (110) and (010) and 
subsequently etched with HN03 and HF to remove 
paramagnetic surface defects. 

EPR spectra were recorded with a Bruker ESP300E 
spectrometer operated at X-band (9.3 GHz) in the ab- 

sorption mode. The static magnetic field was modulated 
at 100 kHz. The microwave frequency v0 and the mag- 
netic field B0 were monitored continuously with an elec- 
tronic counter and an NMR gaussmeter. 

Sample temperatures in the range 5-300 K were ob- 
tained with an APC Heli-Tran liquid-helium flow cryos- 
tat. Annealings in the temperature range 300-570 K were 
carried out in situ in a N2 flow. 

The samples were mounted on the (1T 0) face, i.e. with 
[1T 0] along the axis of the cryostat-cavity assembly. The 
magnet could be rotated about this axis, thus causing 
B0 to scan the (1T 0) plane. The spin Hamiltonian para- 
meters reported here were derived from an angular scan 
in this plane, recorded at 5° intervals. 

3. Results and discussion 

As expected the Si-G29 signal (SnV0) dominates the 
EPR spectrum of the as-irradiated n-type samples. Ow- 
ing to the large Z)-tensor of SnV0, the G-29 signal is, for 
most orientations of B0, located outside the spectral 
region characteristic of defects with S = \ and ^-values 
near 2. Here a group of closely related weak signals, 
collectively denoted DK4, may be observed after cooling 
the samples to temperatures below 15 K in the dark. 
Illumination with visible or near-infrared light at any 
temperature below 170 K reduces the intensity of Si-G29 
by « 40% and increases that of DK4 by a factor of 
about six. Simultaneously, the Si-G7 (V2) signal emerges 
along with the DK1 signal assigned to SnV^ [12]. These 
light-induced changes are all reversible: heating the 
sample to 200 K and recooling in the dark restores 
completely the initial EPR spectrum. 

At 5 K, microwave power levels in the mW range lead 
to complete saturation of the G7 and DK1 signals, but 
maximizes the height of the DK4 signals, which are 
shown in Fig. 1 for JB0||<100>. The three groups of lines 
indicate a hyperfine interaction with one tin nucleus: The 
outer groups arise from hyperfine interaction with 119Sn 
nuclei (I = 2), whereas the central group represents those 
defects containing an even isotope of tin (I = 0). How- 
ever, the fact that the right-hand group contains four 
lines shows the presence of more than one signal. The 
angular variation of the line positions confirms that DK4 
consists of several signals, corresponding to a set of 
defects having S = 2 and similar, strongly anisotropic 
g tensors as well as similar 119Sn hyperfine interactions. 
The apparent intensities of the individual hyperfine 
transitions depend strongly on the sample temperature 
and on the orientation of B0 with respect to the principal 
axes of the spin Hamiltonian. Thus, the signals virtually 
disappear in an angular region around the unique axes of 
the strongly axial g tensors. These complications, to- 
gether with an extensive overlap of the very similar sig- 
nals, precluded a complete analysis. However, the g 
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Fig. 1. The group of EPR signals DK4 (SnV") recorded at 
5 K with B0 || [001] and 2 mW microwave power. Under these 
conditions the signals from divacancies are completely sup- 
pressed by saturation. The overall spectral pattern correspond 
to an electron spin (S = i) interacting with one tin nucleus, while 
the number of lines within the three groups indicates the pres- 
ence of several slightly inequivalent configurations of the defect. 

tensor and the 119Sn hyperfine tensor could be deter- 
mined with fair accuracy for two DK4 signals, one of 
which has monoclinic-I symmetry, whereas the other is 
triclinic. These parameters are given in Table 1. More- 
over, from the observation of six clearly resolved lines in 
the right-hand group of 119Sn hyperfine transitions for 
B0 || [111], the presence of a third DK4 signal of un- 
known symmetry could be inferred, because one mon- 
oclinic and one triclinic signal can account for at most 
five lines in this region of the spectrum. Satellite hyperfine 
lines arising from 29Si nuclei were detected in the DK4 
signals, but the data did not allow a derivation of the 
corresponding hyperfine tensors. The relative intensities 
of lines belonging to the individual DK4 signals depend 
neither on the temperature at which the illumination is 
carried out nor on subsequent annealings. 

The DK4 signals were only observed in samples dis- 
playing also the G29 signal. Thus both signals disap- 
peared by annealing at 428 K. This observation sugges- 
ted a connection between the light-induced decay of G29 
and the simultaneous growth of DK4. The use of a very 
weak light source (a pen-light filtered through 0.5 mm of 
germanium) allowed us to monitor these processes. As 
shown in Fig. 2, a linear relationship between the signal 
heights measured after seven successive illuminations 
was obtained, indicating that the rate of formation of 
DK4 is proportional to the rate of decay of G29. The 
same anticorrelation of DK4 and G29 was observed 
during the reverse, thermal process: the pairs of corre- 
sponding signal heights measured at low temperature 
between isochronal annealings from 170 to 190 K (also 

Table 1 
Spin Hamiltonian parameters of tin-vacancy complexes dis- 
cussed in the present work. For comparison, those for SnV0 are 
also reported. The principal values of the hyperfine interaction 
tensors, given in MHz, refer to U9Sn 

Term DK4a (SnV")  DK4b (SnV")     Si-G29a(SnV°) 
(5 K) (5 K) (20 K) 

1 
2.0025 
2.0025 
2.0107 
0, - 54.74,0 
393 
393 
374 
0, - 54.74,0 

"Data from Ref. [2]. 
bEulerian angles c/>,0,i/r (in degrees), defined in Ref. [14], specify 

the principal axes (XYZ) for one of the 24 orientations of the 
defect with respect to a reference coordinate system with axes 
[110], [110], and [001]. With this choice of reference system 
9 is the rotation angle from [001] to Z. For terms with (110) 
mirror symmetry X coincides with [110], and <f> = ij/ = 0. 
Eq. (4.47) of Ref. [14] gives the coordinates of X, Y, and Z in the 
reference coordinate system as functions of the Eulerian angles 

s 1/2 1/2 

dx 1.9982(5) 1.998(1) 
9Y 1.9927(5) 1.998(1) 

9z 2.0335(5) 2.034(1) 

<Pß,tb 0, - 50,0 -, - 59, 
\AX\ 228(5) 260(10) 
\Ay\ 219(5) 180(10) 
\AZ\ 268(5) 240(10) 

<w 0, - 13,0 - -10,- 

> 
c 

CO 

100 150 200 

G29 (SnV0) SIGNAL HEIGHT [arb. units] 

Fig. 2. Heights of the DK4 signal versus the height of the G29 
(SnV0) signal measured between successive illuminations 
through a germanium filter at 5 K (open circles: the light-in- 
duced process runs from upper left to lower right), and measured 
between 10 min annealings at temperatures increasing from 170 
to 190 K in 5° steps (solid circles; the thermal process runs from 
lower right to upper left). The linear plot indicates a reversible 
transformation of SnV0 into the defects giving rise to the DK4 
signals. 

shown in Fig. 2) retrace backwards the linear relationship 
characterizing the light-induced process. 

The anticorrelation of the DK4 and G29 signals ob- 
served both when DK4 increases during illumination and 
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when DK4 decays thermally at « 180 K indicates that 
DK4 represents either the positive or the negative charge 
state of SnV, formed from SnV° by photoionization or by 
electron capture, respectively. Recalling that the DLTS 
measurements placed the single-donor level E0/+ of SnV 
at Ev + 0.32 eV [11] and that DK4 can be observed after 
cooling to 5 K in the dark, so that an equilibrium popula- 
tion of defect levels may be assumed, we then find that 
association of DK4 with SnV+ would imply a radiation- 
induced lowering of the Fermi level at 5 K to near 
Ev + 0.32 eV. This virtually eliminates SnV+ as a candi- 
date, and we therefore assign the group of DK4 signals to 
SnV" in a set of slightly different configurations. This 
assignment implies that SnV has an acceptor level 
E_/0 in the band gap. 

SnV is isoelectronic with the well-known group V - va- 
cancy pairs (E-centers), but its structure appears to devi- 
ate significantly from those of the E-centers, in which the 
electron spin resides predominantly in a single dangling 
bond on a silicon atom adjacent to the vacancy, and the 
impurity atom has a near-substitutional position [4,5]. 
Thus, the strongly axial g tensor of SnV" has 
Ä0H « 0.03, Ag± x - 0.006 (see Table 1), while the E- 
centers have Ag\\ « 0, Agx « 0.01. If the three principal 
components of the 119Sn hyperfine tensor of SnV" all 
have the same sign, as observed for SnV0 and SnV^ [12], 
the spin density on the tin atom is of the order of 0.02e. 
Hence, a substantial contribution to the g shifts from the 
spin-orbit coupling of that atom is unlikely. In any case, 
the "deviating" g tensor of SnV" indicates that the elec- 
tron spin cannot be confined to a single dangling bond. 
However, we may explain the observed properties of 
SnV" in terms of the description of SnV0 given by 
Watkins [2]. In SnV0 (point group D3d) the uppermost 
occupied orbitals, a degenerate pair belonging to the 
representation Eg, are half-filled, which results in 
a 3A2g ground state of the defect. Adding an extra elec- 
tron to the eg orbitals generates the orbitally degenerate 
ground state 2Eg. Hence the defect is expected to distort 
spontaneously so as to lift the degeneracy of the Eg level. 
If only a moderately large splitting occurs, a low-lying 
excited state will exist, which may give rise to the domi- 
nant 0-shift. Alternatively expressed, the undistorted 
2Eg state has a non-zero orbital angular moment along 
[111]. A small distortion quenches this moment to some 
extent, but the residual angular moment generates a large 
positive g-shift approximately along [111] as well as 
a small negative gr-shift perpendicular to [111]. The 
observation that the unique axis of the g tensor of SnV" 
deviates by only a few degrees from [111] suggests that 
the distortion of the D3d shape of SnV0 upon electron 
capture is indeed small, thus supporting the notion of 
a moderate splitting of the Eg level. The occurrence of 
several inequivalent distortions may be interpreted as 
reflecting an energetic advantage of a four-coordination 
of the tin atom: if two of the six initially equivalent silicon 

neighbours are somehow made inequivalent to the other 
four, 15 configurations arise which constitute three sets 
belonging to the three point groups C2h(3), Cih(6), and 
Cx(6), respectively. Because three DK4 signals are detec- 
ted and those two that have been analyzed display sym- 
metries consistent with these point groups, it is tempting 
to associate the structure responsible for the three DK4 
signals with three such sets of "four-coordinated" config- 
urations of SnV". That a highly symmetric system may 
distort in several inequivalent ways is quite common. The 
unusual feature here is that three different distortions 
apparently yield almost the same stabilization so that 
none of the configurations alone represents a ground 
state of the system into which the other configurations 
can be converted thermally. The energy barriers between 
the configurations are probably very low since the DK4 
signals broaden beyond detection already at « 15 K. 

The assignment of the DK4 signals to SnV" implies 
that SnV has an acceptor level (E_/0) in the band gap. 
The position of this level has not been determined, but 
the fact that DK4 are observed after cooling in the dark 
whereas G7 (V2) is not, indicates that E_/0(SnV) lies 
below the single-acceptor level of the divacancy, 
E-/o(V2) = Ec - 0.42 eV. Hence this level might corres- 
pond to the DLTS peak found at Ec - 0.57 eV in tin- 
implanted silicon after electron-irradiation, in which case 
the accumulation of SnV in silicon-based devices exposed 
to radiation could be even more harmful than the accu- 
mulation of divacancies. Irrespective of the exact position 
of E_/0(SnV), the present results indicate, however, that 
the prospects of making devices radiation-resistant by 
including tin to trap vacancies are unpromising. 

References 

[1] P. Kringhoj, A. Nylandsted Larsen, Phys. Rev. B 56 (1997) 
6396. 

[2] G.D. Watkins, Phys. Rev. B 12 (1975) 4383. 
[3] G.D. Watkins, Solid State Commun. 17 (1975) 1205. 
[4] G.D. Watkins, J.W. Corbett, Phys. Rev. 134 (1964) A1359. 
[5] E.L. Elkin, G.D. Watkins, Phys. Rev. 174 (1968) 881. 
[6] G.D. Watkins, IEEE Trans. Nucl. Sei. NS-16 (1969) 13. 
[7] A. Brelot, IEEE Trans. Nucl. Sei. NS-19 (1972) 220. 
[8] A. Brelot, in: J.E. Whitehouse (Ed.), Radiation Damage 

and Defects in Semiconductors, Conference Series No.16, 
Institute of Physics, London and Bristol, 1973, p. 191. 

[9] B.G. Svensson, J. Svensson, J.L. Lindström, D. Davies, 
J.W. Corbett, Appl. Phys. Lett. 51 (1987) 2257. 

[10] B. MacEvoy, K. Gill, G. Hall, Mater. Sei. Forum 258-263 
(1997) 671. 

[11] G.D. Watkins, J.R. Troxell, Phys. Rev. Lett. 44 (1980) 
593. 

[12] M. Fanciulli, J.R. Byberg, Phys. Rev. B, to be published. 
[13] J. Nielsen, K. Bonde Nielsen, A. Nylandsted Larsen, Ma- 

ter. Sei. Forum 38-41 (1989) 439. 
[14] H.   Goldstein,   Classical   Mechanics,   Addison-Wesley, 

Reading, MA, 1950, p. 109. 



ELSEVIER Physica B 273-274 (1999) 528-531 

PHYSICA 
www.elsevier.com/locate/physb 

Effect of high-temperature electron irradiation on the formation 
of radiative defects in silicon 

I.A. Buyanovaa'*, T. Hallbergb, L.I. Murinc, V.P. Markevichc, B. Monemar3, 
J.L. Lindströmd 

'Department of Physics and Measurement Technology, Linköping University, S-581 83 Linköping, Sweden 
hSwedish Defence Research Establishment, Box 1165, S-581 11 Linköping, Sweden 

'Institute of Solid State and Semiconductor Physics, Minsk 220072, Byelorussia 
^olid State Physics, University of Lund, Boxll8, S-221 00 Lund, Sweden 

Abstract 

Defect formation processes in silicon caused by electron irradiation performed at elevated temperatures are studied in 
detail using photoluminescence (PL) spectroscopy. The use of high temperature during electron irradiation has been 
found to affect considerably the defect formation process. In particular, several new unknown excitonic PL lines were 
discovered in carbon-rich Si wafers subjected to electron irradiation at temperatures higher than 450°C. The dominant 
new luminescent center gives rise to a bound exciton PL emission at 0.961 eV. The center is shown to be efficiently 
created by electron irradiation at temperatures from 450°C up to 600°C. The electronic structure of the 0.961 eV PL 
center can be described as a pseudodonor case, where the hole is strongly bound at a level 187 meV above the valence 
band, while the electron is a effective-mass-like particle weakly bound by « 21 meV in the BE state. © 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 

Irradiation of silicon by high-energy electrons pro- 
duces lattice defects (vacancies and interstitials) which 
can participate in different reactions with defects/impu- 
rities present in the sample. The sequence of the reactions 
depends on the temperature of the irradiation and impu- 
rity content. Previously reported studies have nearly all 
referred to irradiation at room temperature (RT) or 
lower. A subsequent annealing at elevated temperatures 
causes two major effects on the defect system [1] 
due to thermal activation of defect reactions involving 

* Corresponding author. Tel: + 46-13-281795; fax: +46-13- 
142337. 

E-mail address: irb@ifm.liu.se (I.A. Buyanova) 

radiation-induced defects, i.e. (i) thermal annealing of the 
created defects and/or (ii) creation of new defects. The 
sequence of radiation-initiated reactions between im- 
purities, present in the samples, and the created defects 
should depend on the temperature of irradiation, thus 
providing a method of controlling the material proper- 
ties. However, the effect of electron irradiation performed 
at elevated temperatures (i.e. hot irradiation) has been 
studied to a much less extent [2]. 

In this study we have employed photoluminescence 
(PL) spectroscopy to investigate radiative defect forma- 
tion in silicon caused by the electron-irradiation at elev- 
ated temperatures. Several new excitonic PL emissions 
have been found in carbon-rich Si. The electronic struc- 
ture of the dominant new luminescent center, responsible 
for a bound exciton (BE) PL emission at 0.961 eV, 
has been analyzed based on temperature-dependent and 
magneto-optical studies. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00564-5 
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2. Experimental 

In this study Cz-grown Si wafers with high 
(3x 1017 cm-3) and low (5 x 1015 cm"3) concentration of 
carbon were used. The concentration of oxygen in all 
samples was about 1 x 1018 cm-3. The concentration of 
carbon and oxygen was monitored by measuring the 
optical absorption bands at 605 and 1107 cm"1 related 
to the C atoms at substitutional site (Cs) and oxygen 
atoms at interstitial site (Oj), respectively [3,4]. The sam- 
ples mounted on a temperature-regulated holder were 
irradiated in air at temperatures in the range 20-600°C to 
a dose 1 x 1018 cm2, using 2.5 MeV electrons. 

The PL measurements were performed in a SM 4000 
magnetooptical system (Oxford Instruments) equipped 
with a 5 T split-coil superconducting magnet, allowing 
variable temperature measurements in the range from 1.4 
up to 300 K. The PL was excited by the 514.5 nm line of 
an Ar+ laser and was detected using a 0.8 m Spex- 
double-grating monochromator equipped with a nitro- 
gen-cooled North-Coast Ge-detector. 

3. Experimental results and discussion 

PL spectra of carbon-rich and carbon-lean silicon sub- 
jected to hot electron irradiation are shown in Fig. la 
and b, respectively. In addition to known BE emissions at 
0.767 eV (P-line) and 0.925 eV (H-line) the PL spectra of 
carbon-rich Si contain more than 10 unknown excitonic 
lines. The dominant new luminescent center gives rise to 
a BE PL emission at 0.961 eV — see Fig. la. The com- 
parison with reference samples where the electron ir- 
radiation was performed at room temperature with sub- 

(a) 

12 

 1 i 1 1 r~ 

Carbon-rich Si 

600 ÜC| 

450 °C 

(b) ^^ Carbon-lean Si 

550 °C, 

450 °C 
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PHOTON ENERGY (eV) 

7  0.8  0.9  1.0  .1.1 
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Fig. 1. Low-temperature PL spectra of electron-irradiated car- 
bon-rich silicon (a) and carbon-lean silicon (b), respectively, as 
a function of irradiation temperature. 

0.94 0.96 0.9 
PHOTON ENERGY (eV) 

Fig. 2. High-resolution spectrum of the 0.961 eV PL emission. 
The NP denotes the no-phonon PL transition. 

sequent annealing at elevated temperatures suggests that 
the 0.961 eV PL defect can be created only under hot 
electron irradiation conditions. In the following we will 
concentrate on the analysis of the electronic structure of 
this new PL center. The detailed analysis of the other 
observed effect of hot irradiation, i.e. an enhancement in 
the formation of known point and extended defects, in- 
volving the carbon and/or oxygen impurities will be 
given elsewhere. 

A high-resolution spectrum of the 0.961 eV emission is 
shown in Fig. 2. The spectrum contains the dominant 
narrow (~0.25 meV) no-phonon (NP) line at 0.961 eV 
followed at lower energies by much weaker satellite lines 
located at around 5.7,14, 20 and 26.5 meV from the NP 
emission. Since the appearance of these satellite lines 
always occurs simultaneously with the main 0.961 eV 
peak, we tentatively ascribe them to phonon-assisted 
transitions related to the same PL defect. 

The electronic structure of the 0.961 eV defect has been 
studied by applying a number of external perturbations, 
including the measuring temperature and a magnetic 
field. An increase in temperature above 30 K leads to 
a rapid thermal quenching of the 0.961 eV emission with 
an activation energy of ~ 21 meV, as estimated from the 
Arrhenius plot of the integrated PL intensity. This lo- 
cates the shallow excited state E* of the defect at around 
21 meV from the band edge. Based on the energy of the 
NP PL transition, the position of the defect-related deep 
ground state E° can be deduced as ~ 187 meV from the 
band edge (E° x Ea - ENP - £*). The increase in tem- 
perature does not lead to an energy shift in the NP line 
position, and no additional PL lines are observed. 

Zeeman measurements have revealed that the radi- 
ative transitions occur between spin-singlet excited and 
ground states, since no splitting or shift of the NP line has 
been observed in a magnetic field up to 5 T. The mag- 
netooptical data provide evidence that the 0.961 eV PL 
defect is a neutral isoelectronic defect of low symmetry 
with a tightly bound spinlike hole in the BE state. This is 
because in all other possible cases (i.e. acceptor BE, 
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donor BE, as well as exciton bound to an electron- 
attractive isoelectronic center or to a hole-attractive 
isoelectronic center but retaining orbital angular mo- 
mentum) a splitting of the NP line in an applied magnetic 
field is expected [5]. The excited state of such a defect 
is expected to consist of a spin triplet and a spin singlet, 
with the triplet state being the lowest [6]. However, for 
the majority of carbon-related defects in Si, the optical 
transition from the spin-triplet excited state to the spin- 
singlet ground state is spin forbidden and cannot be 
observed via PL spectroscopy [1]. The electronic struc- 
ture of the 0.961 eV PL center can therefore be described 
as a pseudodonor case, where the hole is strongly bound 
at a level 187 meV above the valence band, while the 
electron is a effective-mass-like particle weakly bound by 
«21 meV in the BE state. 

Let us briefly discuss the possible model of the 
0.961 eV defect. This defect is formed within a relatively 
narrow range of the temperatures of electron irradiation, 
i.e. from 450°C up to 600°C, as shown in Fig. 3. Accord- 
ing to IR absorption measurements the formation of the 
0.961 eV PL defect occurs at the temperatures when 
oxygen atoms become mobile. This is evident from the 
thermal annealing at T > 400°C of the IR absorption 
bands related to the oxygen dimer and the V02 complex, 
as have been discussed in Ref. [7]. In addition, the cre- 
ation of the 0.961 eV PL correlates with the appearance 
of several new IR absorption bands (compare Figs. 3 and 
4) also related to the oxygen impurity [8], based on the 
observed isotopic shift of the IR bands in the samples 
enriched with lsO. Thus, the participation of oxygen in 
the formation of the 0.961 eV PL defect is rather prob- 
able. On the other hand, the observation of the corre- 
sponding PL emission only in carbon-rich Si suggest that 
C atoms could either be directly involved in the defect 
structure or may stimulate its formation. This is sup- 
ported by the observed strong decrease in the concentra- 
tion of isolated substitutional carbon atoms after the hot 
irradiation (Fig. 5) also indicating the formation of some 
complex defect involving carbon. 
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Fig. 3. Dependence of the intensity of the 0.961 eV PL emission 
on the temperature of electron irradiation. The points represent 
experimental data. The line is a guide for the eye. 
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Fig. 4. Dependence of the integrated intensity of the oxygen- 
related infrared absorption bands on the temperature of electron 
irradiation. The points represent experimental data. The lines 
are a guide for the eye. 
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Fig. 5. Dependence of the integrated intensity of infrared ab- 
sorption related to the subtitutional carbon (Cs) on the temper- 
ature of electron irradiation. The points represent experimental 
data. The lines are a guide for the eye. 

4. Summary 

We have employed PL spectroscopy to investigate 
radiative defects created in Si during electron irradiation 
at elevated temperatures. Several new excitonic PL emis- 
sions have been found in carbon-rich silicon subjected to 
electron irradiation performed at temperatures higher 
than 450°C. The dominant new PL center gives rise to 
a BE PL emission at 0.961 eV. Based on temperature- 
dependent and magnetooptical studies, the electronic 
structure of the 0.961 eV defect has been shown to be 
characteristic of a pseudodonor BE at an isoelectronic 
center, where the hole of the BE is strongly bound at 
a level 187 meV above the valence band, while the elec- 
tron is a weakly bound effective-mass-like particle. 
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Abstract 

The interactions between neutral self-interstitials in silicon are studied using ab initio tight-binding molecular- 
dynamics simulations in periodic supercells containing 64 up to 216 Si atoms. A number of configurations with three or 
more self-interstitials are found, and the lowest-energy ones are discussed. The binding energies of I„ relative to I„_ t +1 
show that the first 'magic number' (particularly stable aggregate) is I3. The potential energy surfaces for aggregates of 
three or more I's have several local minima, leading to a range of metastable configurations. © 1999 Elsevier Science 
B.V. All rights reserved. 
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1. Introduction 

The fundamental intrinsic defects in c-Si are the va- 
cancy (V) and the self-interstitial (I). Self-interstitials are 
not observed directly because their activation energy for 
diffusion in the presence of minority carriers is so low 
that they trap at shallow donors or H, form I„ precipi- 
tates, kick-out substitutional impurities such as B or C, 
or recombine with vacancies before they can be observed 

Many models have been proposed for the isolated I, 
including the tetrahedral interstitial (T) or hexagonal 
interstitial (H) sites, [2] the bond-centered (BC) site, [2,3] 
and a split-<100> structure [4]. The high-symmetry 
configurations are Jahn-Teller unstable in most charge 
states and symmetry-lowering distortions occur when 
lattice relaxations are allowed to take place. Recent cal- 
culations favor the split-<l 10> configuration [5-11]. 

Calculations of the structures of small I„ precipitates 
have also been performed. Rasband et al. [11] used 
empirical methods and proposed several structures for 
the di-interstitial I2. Arai et al. [12] also used empirical 

♦Corresponding author. Tel:   + 1-806-742-3723; fax:   + 1- 
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methods to obtain the structure of the I4 aggregate. Lee 
proposed a di-interstitial model based on an EPR spec- 
trum [13]. Finally, Coomer et al. [14] performed ab 
initio density-functional calculations in H-saturated clus- 
ters for various structures of I„ aggregates, with n ^ 4. 

In this work, we calculate systematically the structures 
and binding energies of neutral I„ aggregates with 
n = 1,..., 6. The potential energy surfaces are explored 
using ab initio tight-binding molecular-dynamics (MD) 
simulations [15,16] in periodic supercells containing 64, 
128, and 216 Si atoms, not including the self-interstitials. 
The smaller cell uses four fc-points and the larger ones 
only the T point. A wide range of plausible initial config- 
urations for each I„ aggregate are tested. In order to 
identify any metastable configuration, simulated quench- 
ing is used to force convergence toward the nearest local 
minimum of the potential energy. Thermal anneals 
around 500 K for several hundred time steps followed 
by quenching are also performed to identify the more 
stable local minima. The time step for all the calculations 
is 2 fs. 

Most of the calculations have been done using the 
Harris energy functional and minimal basis sets on all the 
Si atoms. Cell size effects are monitored by repeating the 
calculations in the 64- and 216-atom cells. The more 
stable structures are further studied with the self-consis- 
tent version of the code and large basis sets. Many of the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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latter calculations are still under way and the results 
presented below are preliminary. 

Note that the configurations of the I„ aggregates in Si 
all involve substantial lattice relaxations and distortions, 
and one or more host atoms often end up quite far from 
ideal crystalline sites. As a result, the same aggregate can 
often be described differently depending on which atoms 
are taken to be the I's and which the host atoms. We 
generally define the I's as those atoms located the furthest 
away from perfect crystalline sites. 

2. Results and discussion 

In agreement with other authors [5-11], we find that 
the stable configuration for 1° is the split-£l 10>, but the 
center of the split is shifted by about 0.7 A in the <001> 
direction. The split-<100> and BC configurations are 
shallow minima of the potential energy, and 4000 time- 
steps anneals at 1000 K forces those configurations to- 
ward the split-<l 10> one. 

Three initial configurations of I2 have been con- 
sidered: two <110> splits (perpendicular and parallel to 
each other), and a 'zig-zag' structure. The first two initial 
configurations lead to the same final configuration for I2. 
It has the two I's bound to each other and aligned along 
a <110> direction. This can also be viewed as two I's 
bridging the same BC site. The I-I internuclear distance 
is 2.23 A. The 'zig-zag' initial guess leads to a metastable 
configuration, more than 1 eV higher in energy. 

We considered almost a dozen initial structures for I3. 
Systematic quenches and/or high-T anneals followed by 
quenches have led to five local minima of the potential 
energy. Several structures of I3 are likely to coexist. Our 
lowest-energy one consists of three I's forming an equilat- 
eral triangle in a <111> plane, the center of the triangle 
lying at a BC site (I|, Fig. 1, top). A competing structure, 
also with trigonal symmetry, [14] consists of an equilat- 
eral triangle but with the three I's bridging three adjacent 
BC site (I3, Fig. 1, bottom). Both structures have large 
binding energies and are quite stable. The energy differ- 
ence between them varies with the level of theory, the size 
of the basis set as well as the size of the cell. At this point, 
we cannot say with certainty which of the two structures 
is the most stable one and believe that both coexist. 
Further, we cannot exclude the possibility that I3 may be 
a mobile complex, moving for example from I3 to I3. 

Half-a-dozen possible initial configurations leading to 
different structures for I4 aggregates were considered. 
Our lowest-energy structure looks similar to that pro- 
posed by Aria et al. [12]. It consists of a square in a 
<100> plane. The metastable structures are about 0.5 eV 
higher in energy. 

Our lowest-energy structure of I5 consists of I4 plus an 
adjacent split-<110> interstitial. As for I6, numerous 
configurations can be constructed starting with I5 +1, 

Fig. 1. Views in and along the <111> axis of I| (top) and 
I3 (bottom). Both are equilateral triangles. The three I's are 
either around a single BC site (top) or bridge adjacent BC sites 
(bottom). 

Fig. 2. Binding energies of I„ aggregates vs. n, calculated in the 
64 atom cell. The open circles show the energies of some meta- 
stable configurations. 

I4 + I2, etc. The lowest-energy ones are obtained from 
combinations of nearby I| and/or I3 complexes. These 
structures are all calculated in the 216 + I6-atoms cell. 

Calculations involving I„ aggregates with n larger 
than 3 involve a surprisingly large number of local min- 
ima of the potential energy surfaces. Further, cell size 
effect begin to play a role with I3 already. This shows that 
the 'small' cells (32 and 64 atoms) often used today to 
study increasingly larger complexes should be used with 
care. 
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The (Harris functional) binding energies A£„, defined 
as the energy gained by forming I„ from I„_x and an 
isolated I, are shown in Fig. 2. In agreement with Coomer 
et al. [14], we predict that the trigonal I3 complex is 
particularly stable, but caution the reader that much 
work remains to be done on that issue. 
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Abstract 

Two different empirical rules have been proposed for the fluence dependence of the radiation-induced carrier removal, 
i.e., the exponential rule and the linear rule. In order to distinguish which rule is more adequate, in-situ measurements of 
carrier concentration in moderately doped n-type Si have been carried out under 17 MeV proton irradiation. The results 
at T = 200 and 300 K are well fitted by the linear relation, while the result at 450 K is relatively well fitted by the 
exponential one. The experimental results are reproduced by a numerical calculation based on the Oerlein model which 
includes 15 reactions of 14 defect species. The change from the linear to the exponential rule is mainly ascribed to 
increased thermal excitation of carriers from defect levels. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Although the carrier removal, i.e., decrease in carrier 
concentration due to radiation-induced defects, has been 
well known for several decades, it has again become 
a critical issue in recent high-fluence applications, e.g., 
anomalous degradation of Si solar cells for space satel- 
lites [1,2], particle detectors at the CERN Large Hadron 
Collider [3] and optical detectors for plasma diagnostics 
of nuclear fusion reactors [4]. For understanding the 
device degradation, fluence dependence of the carrier 
removal is extremely important. 

Up to the present, two different empirical rules have 
been proposed for the fluence dependence of the carrier 
removal [5]; the exponential rule 

n(<j>) = n0 exp(- R<f>/n0) 

and the linear rule 

n{(j>) = n0 - R4>, 

(1) 

(2) 
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where n0, R and (j> denote the initial carrier concentra- 
tion, the carrier removal rate and the fluence, respective- 
ly. Since both rules are almost identical in the low-fluence 
region ((f> <| n0/R) where most of the past devices were 
used, the difference between two rules was not significant. 
However, the difference is critical in the high-fluence 
applications described above. In this paper, we discuss 
which empirical rule is more adequate for the fluence 
dependence of the carrier concentration in n-type Si 
under 17 eV proton irradiation. 

2. Experimental conditions and results 

Experimental procedures are similar to those de- 
scribed in Ref. [6]. Samples were fabricated from a com- 
mercially available n-type CZ Si wafer. The dopant (P) 
concentration is 3.1 x 1015 cm"3. A 17 MeV proton 
beam for the NRIM cyclotron was used for irradiation. 
The proton flux was about 40nA/cm2. A sample was 
mounted on a temperature-stabilized holder in the ir- 
radiation chamber. In order to precisely determine the 
fluence dependence, the irradiation and the measure- 
ments were repeated on the same sample in the chamber. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00567-0 



536 H. Amekura et al. /Physica B 273-274 (1999) 535-539 

"    0.1 

§ °01 

c 

0.001 

n-Si 

 '       '       ' 
Jp . r=450K 

^   p'i T=300K 

/      / /\ T=200K 

/• PROTON 17MeV 

n0 = 3.1x10iscm"3 

               , - 
10"      10"      10"      10"       1016 

©      t ions/cm   \ 

Fig. 1. The fluence dependence of carrier concentration in n-Si 
under 17 MeV proton irradiation. The experimental results are 
indicated by symbols. The solid and broken lines indicate the 
linear and the exponential rules, respectively. The ordinate 
{«(0) — n(4>)}ln(Q) indicates the removed carrier fraction. The 
arrows indicate the critical fluence defined in Ref. [6]. 

The projectile range of 17 MeV protons is 1.7 mm in Si 
[6], which is much larger than the sample thickness. The 
large range guarantees that the irradiated samples are 
free from hydrogen implantation and that they have 
a homogenous damage distribution along the depth. 
These are advantageous for experimental simplicity. The 
carrier concentration was determined from the conduct- 
ivity [6]. 

The fluence dependences of carrier concentration n(</>) 
at three different temperatures, 200, 300 and 450 K, are 
shown in Fig. 1. The ordinate designates a removed 
carrier fraction, (n(0) — n(^>)}/n(0), where n(0) is the car- 
rier concentration before irradiation. If the linear rule 
holds, the data fall on a straight line in the plot. While the 
linear rule is observed at 200 and 300 K, the exponential 
rule is observed at 450 K. The critical fluence cj)c 

where the removed carrier fraction is expected to be unity 
from extrapolation of lower fluence [6] is indicated by 
arrows in Fig. 1. As the temperature increases <j>c shifts 
higher. 

3. Numerical calculation 

In principle, the carrier concentration can be deter- 
mined from the charge neutrality condition, if the con- 
centration and the energy levels of all the defects are 
known. This method is, however, almost impossible to be 
applied for radiation damage of semiconductors in gen- 
eral. Since a huge amount of knowledge is accumulated 
for the radiation-induced defects in Si, we tried to 
reproduce the experimental results using a numerical 
model based on the accumulated knowledge. 

Based on the Oerlein model [7], defect evolution was 
calculated using the rate equations [8] partially shown in 
Table 1, which express defect reactions described in 

Table 1 
Only a part of rate equations used in the calculation are shown here. All the equations are shown in Ref. [8]. 

d[V] 
dt 

d[I] 
dt 

= GVF - R'(V, I)(DV + ß,)[V][I] - 4R'(V, V)DV[V]2 - R'(V,P)DV[V][P] + R'(V2,1)D,[V2][I] 

- R'(CU V)(Da + £»v)[C,][V] - R'(V,V2)DvrV]FV2l - J?'(V,VO)Dv[V][VO] 

G,F - R'(V,I)(DV + ß,)[V][I] - R'(VO, I)A[VO][I] - «'(CS)I)D,[CS][I] - R'(V2,1)Ö,[V2][I] - i?'(VP,I)A[VP][I] 

-i?'(C,Cs,I)A[C,Cs][I] -R'(V3,I)0,[V3][I] - R'(V20,I)D,[V20][I] 

(B.l) 

d[V2] 
dt 

d[VO] 
dt 

: GV2F + 2R'(V, V)DV[V]2 - R'(V2,1)D,[V2][I] - R'(V2,V)DV[V2][V] + R'(V3,1)D,[V3][I] 

= R'(V, 0)Dv[V][0] - R'(VO,I)D,[VO][I] - K'(VO,Q)DCI[VO][CI] - R'(VO,V)Dv[VO][V] + R'(V20,1)D,[V20][I] 

(B.2) 

(B.3) 

(B.4) 

d[V2Q] 
dt 

= R'(V, VO)Z>v[V][VO] - R'(V20,1)0,[V20][I] (B.14) 
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Table 2 
Defect reactions considered in the calculation 

Table 3 
Parameters used in the calculation 

(1)V-related 

V + V = V2 

V + P = VP 

V + c, = cs 

(2) l-related 

I + V2 = V 

I + VP = P 

I + Cs = Q 

(3) d-related 

Q + Cg = QCs 

c, + VO = CO 

(A.1) 

(A.2) V + O = VO (A.3) 

(A.4) V + V2 = V3 (A.5) 

(A.6) V + VO = V20 (A.7) 

(A.8) I + VO = O (A.9) 

(A.10) I + V3=V2 (A.11) 

(A.12) 

(A.13)        I + C,CS = CCI      (A.14) 

(A.15) 

R'(X, Y) = 4nR{X, Y) 
R(X, Y) = 0.5 nm for all sets of X and Y [7] 

Dj(T) = Dj,0 exp( - AH/feT), (; = V, I, Q). 
DYi0 = 2.19 x 10"3 cm2/s, AH = 0.34 eV for V [7,8] 
A,o = 3.16 x 10"* cm2/s, AH ~ 0 eV for I [7] 
flci.o = 3.76 x 10° cm2/s, AH = 0.78 eV for C, [7] 

C = Gv + 2GV2 (defects ion^cm-1). 
where R: effective defect reaction radius 

D: diffusion constant 
AH: migration enthalpy 
F: proton flux (ions/cm2s) 
Gf defect creation rate for; = V, I, V2 

Initial values [P] = 3.1 x 1015 cm"3, 
[Cs] = 5.0xl017cm-3, 
[O] = 1.0xl018cm"3 

N 
PAJ 

A,j 

1 + gj exp pg - EA + p)/kT) 
(7) 

Table 2. The defect reactions are assumed to occur via 
diffusion of mobile defects. The reaction rate between any 
two defect species is assumed to be 4n(Dx + DY)R(X, Y), 
where Dx and DY are the diffusion coefficients of the 
defect species and R(X, Y) is an effective reaction radius. 
Only three species, single vacancy (V), self-interstitial (I) 
and interstitial carbon (Q) are assumed to be mobile, and 
to have diffusion constants of activation type as de- 
scribed in Table 3. In the Oerlein model, all reaction radii 
R(X, Y) between any pairs of defects are assumed to be 
0.5 nm, for simplicity. 

Once the concentration of each defect species is deter- 
mined from the rate equations, the free electron concen- 
tration n is derived from the charge neutrality condition: 

n = £ (ND,i - nD>i) - X (NAJ - pAJ) + p, (3) 

where p, NAj, NDi pAtj and nDti denote the free hole 
density, they'th acceptor defect density, rth donor defect 
density, hole density at they'th acceptor level and electron 
density at the ith donor level. The densities are given by 

n = Nc exp| 

p = NY exp| 

kT 

ß + En 
kT 

"D,i = 
NDli 

1 + (1/3.) exp (( - £D,; + £g - fi)/kT) 

(4) 

(5) 

(6) 

where Eg = EG/2, and £Dji and EAij denote the z'th donor 
energies and they'th acceptor energies shown in Table 4, 
respectively. 

During the irradiation, V, I and V2 were assumed to be 
created directly at constant rates Gv, Gt and GY2, keep- 
ing the relation d = Gv + 2GV2 ■ Even under the elec- 
tron irradiation, the direct creation of V2 was assumed in 
some past works [7], although other authors denied the 
possibility [9]. Under the proton irradiation, the direct 
creation of V2 is more plausible. According to estimation 
with the SRIM-98 simulation [10], about 30% of va- 
cancies are created within very close distance to each 
other, due to the cascade collisions under 17 MeV proton 
irradiation. The simulation cannot tell that all the adjac- 
ent two vacancies form V2, but that the upper limit is 
30%, i.e., GV2/G\ < 0.3. The fluence dependence was 
calculated varying the ratio GY2/Gy, by keeping a con- 
stant G} = Gv + 2GV2 = 9.6 defects/ion ■ cm. As shown 
in Fig. 2, the fluence dependence does not greatly change, 
irrespective of the value of GV2/Gv- From the insensitiv- 
ity on Gy2/Gv, we can compare the calculation with the 
experimental results further, although we do not have 
exact information about the GV2- 

Using the value Gv as a fitting parameter, the experi- 
mental results have been reproduced by the calculation 
as shown in Fig. 3. Good agreement was attained with 
Gv = 6-8 cm"1. From SRIM-98 code calculation [10], 
the primary defect creation rate G}1' = 143 cm-1 was 
derived. In the Oerlein model, spatial correlation be- 
tween I and V is neglected, although the spatially corre- 
lated I-V distribution enhances the I-V recombination in 
the early stage. The value Gv in the Oerlein model should 
be regarded as a creation rate of vacancies which survive 
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Table 4 
Defect energy levels [3] considered in the calculation 

v2 Ec - 0.23 eV (H > Ec - 0.23 eV) Acceptor 
£c - 0.42 eV (p < Ec - 0.23 eV) Acceptor 

vo £c-0.17eV Acceptor 
VP Ec - 0.23 eV Acceptor 
p Ec - 0.045 eV Donor 
c, £c-0.12eV Acceptor 
CSC, Ev + 0.36 eV Donor 
v2o Ec - 0.50 eV Acceptor 
CO Ev + 0.34 eV Donor 

1 n-Si 
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Fig. 2. The fluence dependence of carrier removal are calculated 
at GV2/GV = 0, 1 and oo, respectively. The creation rate of 
interstitials Gt = Gv + 2GV2 is fixed to be 9.6 cm-1. 
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Fig. 3. Comparison between the experimental and the numer- 
ical results at 200, 300 and 450 K. The solid and broken lines 
indicate the numerical results with Gv = 8.0 and 6.0cm_1, re- 
spectively. The arrows indicate the critical fluence defined in 
Ref. [6]. 

is observed at higher than 300 K, the deviation is also 
observed at lower than 100 K where the dopants are not 
fully activated. Even at 200 K, the deviation is observed 
in highly doped samples (n0 > 1018 cm"3) at higher flu- 
ence. In the higher fluence region where 1018 carriers/cm3 

are trapped by the radiation-induced defects, the native 
impurities O and C whose concentration is about 
1018 cm"3 cannot any more be regarded as infinite sour- 
ces for the VO and Q -related defects formation, respec- 
tively. Then, the carrier removal rate may change in the 
higher fluence, i.e., the fluence dependence may deviate 
from the linear rule. 

the early recombination. It should be noted that the 
primary defect creation rate G|1) = 248cm"1 was de- 
rived from TRIM-85, which was about twice larger than 
the value from SRIM-98. This difference is probably due 
to the improvement of potential energies. 

Although the experimental result at 450 K shows the 
exponential rule, the result is also reproduced by the 
Oerlein model. The change from the linear rule to the 
exponential one is mainly ascribed to increased thermal 
excitation of carriers from some defect levels. Indicated 
by arrows in Fig. 3, the critical fluence increases as 
increased T. This is also reproduced well by the cal- 
culation. It is found from the calculation that there are 
two mechanisms for the critical fluence shift, i.e., the 
increased thermal excitation of carriers from defect 
levels, and temperature-dependent defect reactions. 
While the shift from 200 to 300 K is mainly due to the 
latter, the shift from 300 to 450 K is due to both the 
mechanisms. 

Using the Oerlein model, the fluence dependence of the 
carrier removal was extrapolated to the wider temper- 
ature and wider dopant-concentration range than the 
experiments. Although the deviation from the linear rule 

4. Conclusion 

The fluence dependence of carrier removal in n-type 
CZ-Si has been studied using the in-situ measurements 
under 17 MeV proton irradiation. The linear dependence 
is observed at 200 and 300 K, although the exponential 
one is observed at 450 K. The experimental results are 
well reproduced by numerical calculation based on the 
Oerlein model. The change from the linear- to the ex- 
ponential rule is mainly ascribed to the thermal excita- 
tion of carriers from defect levels. It is also found from the 
calculation that the fluence dependence in general cannot 
be expressed by either the linear- or the exponential rule, 
but by the intermediate. The linear rule is confirmed 
between about 100 and 300 K, with dopant concentra- 
tions less than 1018 cm"3. 
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Abstract 

We have investigated doped and undoped layers of microcrystalline silicon prepared by hot-wire chemical vapour 
deposition optically, electrically and by means of transmission electron microscopy. Besides needle-like crystals grown 
perpendicular to the substrate's surface, all of the layers contained a noncrystalline phase with a volume fraction between 
4% and 25%. A high oxygen content of several per cent in the porous phase was detected by electron energy loss 
spectrometry. Deep-level transient spectroscopy of the crystals suggests that the concentration of electrically active 
defects is less than 1% of the undoped background concentration of typically 1017cm"3. Frequency-dependent 
measurements of the conductance and capacitance perpendicular to the substrate surface showed that a hopping process 
takes place within the noncrystalline phase parallel to the conduction in the crystals. The parasitic contribution to the 
electrical circuit arising from the porous phase is believed to be an important loss mechanism in the output of 
a pin-structured photovoltaic solar cell deposited by hot-wire CVD. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Microcrystalline silicon; Transmission electron microscopy; Deep-level transient spectroscopy; Nanopotentiometry 

1. Introduction 

In the last years the deposition of polycrystalline sili- 
con on glass substrates has attracted great interest for the 
preparation of thin film transistors and thin film solar 
cells. For photovoltaic applications polycrystalline films 
are believed to combine the advantage of a low-temper- 
ature deposition technique similar to the preparation of 
amorphous silicon with the high long-term stability 
known from crystalline silicon solar cells. Recently, con- 
version efficiencies of 8.5% have been demonstrated for 
thin amorphous-microcrystalline silicon solar cells on 
glass substrates [1]. The limited thermal stability of the 
glass substrate which corresponds to about 550°C in the 
case of borosilicate glass requires deposition techniques 

»Corresponding   author.   Tel.:    +43-1-586-3409-27;   fax: 
+ 43-1-586-34-0813. 

E-mail address: viktor.schlosser@univie.ac.at (V. Schlosser) 

at low temperatures. Several methods have been reported 
which allow the deposition of crystalline silicon layers at 
temperatures as low as 190°C [2]. At these temperatures 
which are several hundred degrees below the typical 
growth temperature used for epitaxial silicon deposition 
the morphology and the electronic quality of the depos- 
ited layers are extremely sensitive to the selected depos- 
ition parameters. In the present work microcrystalline 
silicon — ue-Si — deposited by Hot-Wire chemical va- 
pour deposition (HWCVD), which is sometimes referred 
to as catalytic CVD, was investigated. Crystalline layer 
growth has been observed at substrate temperatures even 
below 190°C. 

2. Experimental 

Undoped uc-Si: H layers were deposited on Corning 
7059 glass and on conducting zinc oxide (ZnO) coated 
glass in one of the chambers of an UHV multichamber 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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setup [3]. The ZnO layer served as a transparent, electri- 
cal contact. The deposition system consists of the gas 
inlet, the substrate holder and a basket shaped tungsten 
filament of 0.5 mm diameter. The distance between the 
filament and the substrates varies from 4 to 6 cm. The 
filament is heated by the Joule effect and catalytic crack- 
ing reactions at its surface decompose the silane-hydro- 
gen mixture during the deposition process. The base 
pressure is lower than 10"8mbar. The process para- 
meters which were varied are (i) the silane to hydrogen 
ratio, (ii) the process pressure, (iii) the gas flow, (iv) the 
substrate temperature and (v) the filament temperature. 
For the formation of a pin-structure diborane was added 
to the gas flow in the case of p-Si deposition and phos- 
phine was added in the case of n-Si deposition. For 
transmission electron microscopy (TEM) and electron 
energy loss spectrometry (EELS) thin specimen have 
been prepared by glueing together two pieces of a sample 
surface to surface thus preventing the thin film from 
splintering away during abrasion. Thinning was done 
mechanically and by the use of an ion polishing system. 
Two types of rectifying structures were prepared: (i) un- 
doped uc-Si on transparent ZnO and (ii) a pin-device 
grown on ZnO. In the first case the thickness of the uc-Si 
film was about 1 urn. Onto the layer's surface small 
metallic circles of chromium were evaporated. The pin- 
diode consists of an about 100 nm thick highly boron 
doped layer grown onto the ZnO, followed by 800 nm of 
slightly boron doped uc-Si. The boron was added in 
order to compensate the donors present in undoped 
uc-Si. The highly phosphorous-doped top layer was 
about 50 nm thick. Chromium/gold was used as ohmic 
contact material. Mesa diodes were prepared by wet 
etching the silicon layers down to ZnO contact. 

3. Results and discussion 

The TEM image in Fig. 1 shows a typical structure of 
an about 1.2 urn thick undoped microcrystalline layer 
deposited at 225°C onto glass. A needle-like structure 
surrounded by a noncrystalline phase can be seen. The 
diameter of a single crystal is about 30 nm whereas the 
length sometimes exceeds 300 nm. In order to get in- 
formation about potential contamination from the sub- 
strate during deposition the barium content in the silicon 
layer was measured by EELS. Barium was chosen since 
Corning 7059 glass contains 25% bariumoxide. The oxy- 
gen content was determined with different electron beam 
configurations in order to distinguish between the con- 
centration within or at the surface of a single grain and 
the concentration between the grains in the noncrystal- 
line phase [4]. In order to demonstrate the porosity of 
the film the carbon concentration arising from the glue 
was determined. The results of the EELS analyses are 
shown in Fig. 2. In the porous phase the measured 

100 nm 

Fig. 1. TEM image of the cross-section of a microcrystalline 
silicon layer deposited on glass at X = 225°C by hot-wire CVD. 
The substrate is shown in the lower right corner. 

oxygen concentration is 2.15 higher than inside or on the 
nanocrystals. Due to the preparation of the ultrathin and 
porous specimen which were exposed to air prior to the 
transfer into the electron microscope it must be expected 
that native oxide formation occurs which significantly 
contributes to the measured oxygen content but was not 
introduced during the deposition of the uc-Si layer. All of 
the examined uc-Si layers had a porous phase. The vol- 
ume fraction varied depending on the process conditions 
between less than 4% and more than 25%. Optical 
measurements on nearly all of the samples were domin- 
ated by the crystalline properties of the deposited films. 
Absorption measurements suggest an optical gap close to 
the one of crystalline silicon (1.12 eV) with a high density 
of subband gap states [5]. Raman spectroscopy usually 
showed a dominant line close to 519 cm'1 which is 
typical for crystalline silicon and the two reflectance 
maxima in the photon energy range between 3 and 6 eV 
well known from single-crystal surfaces were found in 
our samples. When exposed to air the lateral conductiv- 
ity of undoped uc-Si films grown on glass usually exhibits 
an unstable behaviour which was found to be mainly due 
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Fig. 2. Distribution of oxygen, barium and carbon in the uc-Si 
film shown in Fig. 1 as detected by EELS. The distance is taken 
from the glass/silicon interface. 
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Fig. 3. Surface potential variation across a pin-structure of u.c-Si 
deposited on conducting ZnO measured by SFM and calculated 
charge distribution. 

to the adsorption and desorption of gases. Some of the 
films were heat treated in Ar, N2 and 02 and sub- 
sequently heated up under high-vacuum conditions. 
A quadrupol mass spectrometer was used to detect the 
partial pressure of the gases of interest released from 
the sample as a function of the temperature. Up to 100°C 
the outgasing of nonreactive N2 and Ar as well as the 
outgasing of 02 obeyed the thermal activation law with 
activation energies, £act, between 0.1 and 0.3 eV. No 
significant difference between the use of oxygen and non- 
reactive gases was found. Above 100°C £act for oxygen 
changes to values greater than 2 eV indicating that oxi- 
dation takes place whereas £act of N2 and Ar remains 
unchanged up to 200°C. The simple structure of undoped 
uc-Si deposited on ZnO exhibited a Schottky-type be- 
haviour where the space charge region was located at the 
ZnO/uc-Si interface and the undoped layer was slightly 
n-type. These structures have been used to carry out 
deep-level transient spectroscopy (DLTS). Capacitance- 
voltage and conductance-voltage measurements as a 
function of the frequency showed that the measured 
capacitance was given by two capacitors in parallel. One 
capacitor was determined by the space charge region 
assumed to be located within the nanocrystals and the 
other capacitor was independent of the bias voltage. 
However, it obeyed a power law in the frequency depend- 
ence which is typical for hopping conduction in highly 
disordered materials as one will expect for the noncrys- 
talline phase. Despite the results from optical absorption 
measurements suggesting defect-induced subbands 
rather than distinguishable deep levels three easily re- 
solvable donors with activation energies, AE, at 0.027, 
0.185 and 0.336 eV were found. The capture cross-sec- 
tions, <rn assuming electronic properties of crystalline 
silicon were 4xl0"22, 4.4 xlO"19 and 2.5 x 10"18 cm2 

respectively. The concentration for all the three levels 
was less than 1% of the background concentration. 
One acceptor was resolved: A£ = 0.104 eV, ap = 6 x 
10"21 cm2. In the pin-device three more shallow donors 

with AE < 0.140 eV were found. The shallow donor 
levels probably can be attributed to oxygen. The donor 
level at 0.336 eV may be caused by tungsten introduced 
by the filament. However, no evidence for iron coming 
from the chamber walls and zinc diffusion from the 
substrate was observed. Using conducting tips during the 
operation of a scanning force microscope (SFM) in the 
noncontact mode the potential distribution was recorded 
simultaneously during the topographic measurement on 
a cross section of the pin-structure. The averaged result 
of the surface potential and the calculated charge distri- 
bution is shown in Fig. 3. Since the measurements were 
carried out in air the magnitude of the measured values of 
the surface potential will diverge considerably from those 
obtained under ideal conditions in high vacuum [6]. It 
can be seen that the diode rather behaves like two junc- 
tions in series (at the n"/i-interface and at the i/p+- 
transition) than a pin-structure with no charges in the 
i-layer. The p+-Si/n-ZnO transition acts as a reverse 
biased diode in the equivalent circuitry of the structure 
thus leading to a rather poor photovoltaic output under 
illumination. 

4. Conclusions 

The investigated microcrystalline silicon layers are 
composed of a crystalline and a porous, noncrystalline 
phase. During the layer deposition the porous phase has 
the capability to efficiently getter contaminants like oxy- 
gen and potentially other impurities and dopants. Impu- 
rity levels observed in the undoped crystalline needles are 
in the order of 1 % of the background concentration and 
can mainly be attributed to oxygen. The electrical prop- 
erties perpendicular to the substrate's surface, parallel to 
the main direction of the crystalline needles can be de- 
scribed by the semiconducting properties of the crystals 
in parallel with a hopping conduction coming from the 
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noncrystalline channels between the crystals. Although 
the presence of the porous phase during deposition is 
potentially advantageous its parasitic contribution to the 
output of photovoltaic devices prepared from HWCVD 
silicon must be further investigated. 
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Abstract 

In this paper we first present our results on growth of silicon onto silicon oxide and ceramic (alumina, mullite) 
substrates in three chemical vapor deposition (CVD) reactors using chlorosilanes as precursor gases. The effect of 
operational parameters (substrate temperature and gas concentration) on growth rate and grain size were analyzed using 
scanning electron microscopy (SEM) technique. We show that deposition rates up to 5 um/min can be reached. 
Furthermore, preferential (up to 80%) (220) oriented structure with grain size ranging from 0.5 to 10 urn can be generated 
for a 10 urn thick Si film. In the second part we report on electronic properties of the deposited poly-Si films through the 
layer resistivity, open-circuit voltage of photovoltaic devices, minority carrier diffusion length and spectral response data. 
We show that the grain size and the post-hydrogenation treatment affect mostly the open-circuit voltage and weakly the 
spectral response. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Polycrystalline silicon; Electronic properties; Solar cells 

1. Introduction 

Recently, direct deposition of 5-20 um polycrystalline 
silicon (poly-Si) films onto foreign substrates has been of 
great interest to manufacture thin film-silicon solar cells 
(TF-Si) [1]. Chemical vapor deposition (CVD) process- 
ing at temperatures above 1000°C allows rapid growth 
(> 1 um/min) and large grain sizes formation but needs 
appropriate substrates that can withstand elevated tem- 
peratures and with a thermal expansion coefficient close 
to that of silicon [2]. In Si layers deposited by CVD on 
foreign substrates, the majority and minority carrier 
transport properties of the resulting poly-Si layer are 
dominated by the grain size and grain boundaries (GB's) 
activity which limit the photovoltaic performance [3]. 

In this paper, we first report on the growth of pc-Si 
films on thermal silicon oxide, alumina (A1203) and 
mullite (3Al203-2Si02) substrates using lamps heated 

»Corresponding author. Tel.: 33-388-10-63-27/35. 
E-mail address: Bourdais@phase.c-strasbourg.fr (S. Bourdais) 

CVD reactors. This leads to the formation of Si material 
with different grain size and structure. We looked at the 
electronic transport properties of the deposited layers in 
conjunction with the grains size and subsequent hydro- 
genation step for defect passivation. 

2. Experimental 

Three different CVD systems were used for Si depos- 
ition. The first one, a cold walls RTCVD reactor (Jipelec) 
described in Ref. [4] uses 12 tungsten halogen lamps as 
a heating source. The second one, the Epsilon reactor, 
combines radiation from lamps and conduction via a 
graphite susceptor to heat the substrate. The third CVD 
reactor is a batch-type where the samples are heated by IR 
radiation. The first two reactors work at atmospheric 
pressure (APCVD) whereas the third one is a low-pressure 
(LPCVD) reactor. The p-type Si films were deposited at 
high-temperatures (900-1250°C) in the different reactors 
by employing chlorosilanes (SiHCl3 (TCS) or SiH2Cl2 

(DCS)) as precursors diluted in hydrogen at various con- 
centrations and adding BC13 or B2H6 for doping. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00569-4 
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The substrates used for silicon film deposition are 
thermally oxidized silicon (200 nm Si02), alumina and 
mullite. Investigation of the deposition kinetics revealed 
that the mass-transfer limited regime dominates at tem- 
peratures above 1000°C and leads to deposition rates in 
the range 1-5 um/min, 0.1-4 um/min and 
0.1-0.5 um/min in the Jipelec, Epsilon and LPCVD reac- 
tors, respectively. 

3. CVD deposition 

Fig. 1 shows SEM cross-section of views of polysilicon 
layers deposited on Si02 at 1050°C and 1200°C in the 
Jipelec reactor. At lower temperature, the film exhibits 
a columnar structure with small grains at the interface 
becoming larger as growth proceeds. At high temper- 
ature, deposition leads to much larger grains but with 
defects such as twins, and small grains still present. X-ray 
diffraction measurements revealed a very strong (2 2 0) 
preferential orientation on fine as well as on large- 
grained layers over a large range of experimental condi- 
tions [5]. 

Fig. 2 reports the average grain size (GS) dependence 
on the growth temperature for about 10 urn thick Si 
layers deposited on Si02 or Al2 03 in both atmospheric 
pressure CVD reactors. In the Epsilon reactor, increasing 
the deposition temperature up to 1190°C did not result in 
any improvement in the average GS and a maximum 
value around 1.5 urn is reached. Only a deposition in two 
steps led to grains up to 4 um in size. In contrast, a strong 
dependence of the average GS on the deposition temper- 
ature in the Jipelec reactor is observed for all substrates 
used and values exceeding 10 urn are possible. All silicon 
layers deposited in the different reactors and on various 
foreign substrates result in polycrystalline films with 

a distribution in grain size. In particular, the smallest 
grains can have a detrimental effect both on majority and 
minority carrier transport. 

The observed differences in average GS between the 
two systems at equal deposition temperatures are strik- 
ing. A first possible explanation might be the extreme 
temperature gradients existing in the RTCVD-system 
between substrates and chamber wall, effectively sup- 
pressing any tendency towards homogeneous reactions 
[6]. However, in the Epsilon, no indication at all has 
been found for homogeneous reaction and the small 
grain sizes were observed even in extremely selective 
deposition conditions which, practically, rules out any 
homogeneous reaction pathway. A second possibility 
might be the different irradiation spectrum in the two 
systems which can influence surface mobility and adatom 
concentration, thereby influencing the nucleation rate 
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Fig. 2. Average grain size versus temperature for poly-Si films 
deposited on Si02 or A1203 substrates and in two different 
APCVD reactors. 
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Fig. 1. SEM cross-sectional views of poly-Si layers deposited onto Si02 substrate at (a) 1100 and (b) 1250°C in the Jipelec reactor. Layer 
(a) presents small grains but a smoother surface whereas layer (b) exhibits large grains but a rough surface. 
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and GS. It is also possible that competitive grain growth 
is enhanced by the high-energy photons. However, fur- 
ther investigations are needed before this explanation can 
be confirmed. 

The difference in grain-size evolution between Si de- 
posits on alumina and Si02 in the RTCVD reactor, can 
be associated with the higher Si nucleation rate observed 
on ceramics. Furthermore, for increasing deposition tem- 
peratures, we observed higher nuclei size (and lower 
nuclei density) on alumina than on silicon oxide, which 
can be attributed unequivocally to an Ostwald ripening 
process [7]. 
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4. Electronic transport properties 

Fig. 3 plots the resistivity against measured carrier 
density for some RTCVD p-doped polysilicon layers 
obtained at high temperature and by varying the boron 
concentration. The resistivity of our pc-Si is found above 
that of single crystalline Si (sc-Si) and is consistent with 
results of Graef et al. [8] for comparable grain sizes. For 
low carrier densities, the measured Hall mobility of our 
poly-Si films are about 5 times below that of sc-Si but 
exhibit a slight increase, from 50 to 100 cm2/V s up to 
a doping level of 1017 cm"3. Beyond this level, the mea- 
sured mobility is close to that of sc-Si, decreasing with 
increasing doping level. This evolution of the resistivity 
and mobility with doping level can be understood in the 
light of the conventional theory of pc-Si, where trapping 
of majority carriers by interface states NT (in cm"2) 
present at grain boundaries (GB's) is considered [9]. At 
a critical doping level JVA, namely when JVA = NT/L with 
L the average grain size, all mobile carriers are trapped at 
GB's thus giving a minimum in mobility (and sharp 
increase in resistivity). In our case, with a typical 
NT value of 1012cm"2 and an average grain size of 
10 urn, the critical doping level is about 1015 cm"3 which 
is lower than the doping levels of all our samples. We 
indeed do not observe any minimum in mobility. For 
higher doping levels, grains are only partially depleted, 
the potential barrier decreases (increase in mobility) and 
the mobile carrier density gets close to 7VA. 

One approach to reduce the potential barrier in the 
as-grown poly-Si films can be seen in bulk passivation of 
these GB's interface states by monoatomic hydrogen. 
Fig. 4 plots the resistivity versus inverse temperature 
for pc-Si layers deposited on alumina in the RTCVD or 
LPCVD reactors (The average grain sizes are 4 and 
0.5 urn, respectively). For as-grown layers, the deduced 
(conductivity) activation energies E„ are around 214 meV 
for large grains and 169 meV for the small ones. The 
corresponding density of positively charged interface 
states JVT at the grain boundaries was estimated to be 
around 7 x 1011 cm"2 and 1.3 x 1012 cm"2, respectively. 
A hydrogenation treatment at 400°C for 1 h in a remote- 

Fig. 3. Resistivity as a function of acceptor concentration for 
polycrystalline silicon on different substrates grown in the 
RTCVD reactor. Data from Ref. [8] are also plotted for com- 
parison. 
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Fig. 4. Resistivity, before and after plasma hydrogenation 
(400°C, 1 h), of p-type polycrystalline silicon deposited on 
alumina substrate in the RTCVD and LPCVD reactors. 

plasma reactor results in a significant resistivity 
reduction. The observed increase with temperature is 
characteristic of mobility increase in the silicon grains, 
due to scattering by optical phonons (see the reference 
curve for single-crystal silicon). Therefore an almost com- 
plete passivation of grain boundaries in this RT-CVD 
layer has been achieved. On the small grained (LPCVD) 
layer, however, only a small reduction in Ea = 148 meV 
is obtained after hydrogenation. In this case, the mea- 
sured resistivity is governed by that at grain boundaries, 
with no conductivity contribution of intra-grains, that 
are still partly depleted. A possible explanation for the 
different passivation efficiencies can be found in the total 
amount (averaged over the volume) of GB interface states 
present in the different materials. This amount which is 
proportional to the product of NT (cm-2) by the total 
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GB's surface (proportional to the grain size, for a given 
thickness) is indeed higher by a factor of at least 4 in the 
LPCVD material. 

Despite a minor improvement in majority carrier 
transport, hydrogenation (performed after emitter forma- 
tion), has a strong effect on the photovoltaic parameters 
of cells made on the fine-grained p-type Si layers. The 
results are reported in Table 1 where the largest improve- 
ment is observed on the open-circuit voltage Voc. Since 
V0Q is mainly dominated by the second diode current J0v, 
the higher Voc value after hydrogenation results in a re- 
duction of the total recombination in the device, espe- 
cially at grain boundaries (Low Nt). On the other hand, 
the Voc is also known to be limited by the grain size and 
distribution [10]. Indeed, in the fine-grained material, 
there are locally much smaller grains than average with 
particularly active grain boundaries; this high activity 
leads to complete depletion of these small grains. Even if 
all grains are not depleted, those which are depleted 
contribute more significantly to the recombination cur- 
rent and therefore limit Voc. Increasing the grain size and 
narrowing their size distribution will result in much less 
depleted grains and therefore to lower recombination 
currents for equivalent doping level. This expectation is 
confirmed in Table 2 which reports a higher Voc for solar 
cells made on hydrogenated polysilicon material with an 
average grain size of 4 urn compared to that of about 
2 urn. The given Vac values are averaged over 10 mea- 
sured samples. However, no significant improvement is 
seen in the electron diffusion length in the pc-Si material 
(as derived from spectral response measurements), while 
the lifetime is expected to increase linearly with the grain 
size [11]. Possible explanations are that the lifetime is 
mainly controlled by non-passivated intra-grain defects 
and/or that the region over which minority carrier collec- 
tion takes place is determined by the junction depth 
along the grain boundaries. Additional experiments are 
underway to clarify this point. 

Table 1 
Photovoltaic parameters before and after a remote plasma 
hydrogenation 

Cell param. 7SC (mA/cm2) VM (mV) FF (%) n (%) 

NoH 
H, 1 h 400°C 

9.88 
10.57 

242.2 
286.6 

52.8 
56.7 

1.26 
1.71 

The active layer is a 20 |xm p-type silicon layer deposited on 
alumina in the LPCVD reactor. The average grain size in the 
layer is about 1 um. 

Table 2 
Open-circuit voltage (deduced from I-V illumination) and effec- 
tive electron diffusion length (deduced from spectral response) 
for n + pp + cells made on 30 (xm thick poly-Si layers grown in 
Epsilon reactor with two different average grain size 

Average grain size    Open-circuit 
(um) voltage Voc 

Eff. electron diff. 
Length (um) 

1.7 

4 

Mean. 296 (7) 
Best. 303.6 
Mean. 330 (10) 
Best. 347.1 

3.7 

3.8 

no significant effect on the collection efficiency in the 
device. 
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Abstract 

Scanning room-temperature photoluminescence (PL) spectroscopy was applied to multicrystalline silicon (mc-Si) 
wafers to assess electronic properties of the high-quality solar grade material. The intensity of band-to-band emission 
with the maximum at 1.09 eV measured across entire mc-Si wafer positively correlates with minority carrier lifetime 
measured concurrently using laser-microwave reflection technique. We have found in mc-Si wafers an intense "defect" 
PL band with the maximum at about 0.8 eV and half-width of ~ 75 meV at room temperature. It is strongly localized 
in "bad" areas possessing a reduced by a factor of two orders band-to-band PL intensity and a noticeable degraded 
lifetime. High-resolution PL mapping of the 0.8 eV band revealed a link to areas with high dislocation density. PL spectra 
down to 4.2 K were measured in regions with high and low "defect" band intensity demonstrating a correlation of the 
0.8 eV band with distribution of the D3/D4 dislocation lines. The origin of the 0.8 eV band is discussed in a connection 
with dislocation network. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Photoluminescence; Dislocation; Defects 

1. Introduction 

A strong growth in the photovoltaic market is mainly 
based on crystalline silicon wafer technology. Specifi- 
cally, multicrystalline silicon (mc-Si) is able to meet both 
the requirement of a cost-effective large-scale production 
technique and high solar cell efficiencies. One of the main 
limiting factors of mc-Si solar cell efficiencies, however, 
are so-called "bad regions" with enhanced recombina- 
tion activity. A further substantial improvement of the 
efficiencies attainable with mc-Si solar cells can therefore 
be achieved by reducing and potentially eliminating "bad 

* Corresponding author. Tel.: 001-813-974-2031; fax: 001-813- 
974-3610. 
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regions". In this paper, we report application of scanning, 
room-temperature photoluminescence (PL) spectroscopy 
in solar grade mc-Si. 

2. Experimental 

Multicrystalline silicon wafers were grown using 
block-casting technique for Baysix® mc-Si. Samples for 
scanning PL study were bare wafers of 5 x 5 cm2 size. 

The PL spectrum was analyzed using a SPEX-500M 
grating spectrometer coupled to a liquid-nitrogen-cooled 
Ge detector. The 800 nm AlGaAs laser diode (10 nm 
bandwidth) operating in a pulse mode with peak power 
up to 300 mW was used as the excitation source. The 
absorption coefficient of the AlGaAs laser in silicon is 
12 urn"1, which allowed us to reduce the influence 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00570-0 



550 I. Tarasov et al. /Physica B 273-274 (1999) 549-552 

of surface recombination on bulk PL intensity. PL 
mapping was performed by placing mc-Si wafers on 
X-Z moving stage with a spatial resolution controlled 
by the diameter of the laser spot, which ranged from 
0.25 to 3 mm. The PL spectra were corrected to the 
spectral response of the optical system. The mapping 
of effective minority carrier lifetime was performed 
using a laser-microwave reflection technique with the 
spatial resolution identical to the PL mapping. Notice 
that both methods realize a high injection limit for 
the minority carriers in p-type Si. Concurrently, we 
have used the automatic system for measuring the dislo- 
cation density at a whole mc-Si wafer. The system 
capable of etch-pit-density (EPD) mappings over large 
areas up to 10 cm x 10 cm wafers. Basically, the EPD 
system consists of a microscope with computer-control- 
led automatic focusing, an x-y table, and an image 
analysis software program. 

3. Results 

Photoluminescence (PL) spectrum at room temper- 
ature in mc-Si wafer is generally composed of two broad 
bands shown in Fig. la: (i) a band-to-band emission with 
fcvmax = 1.09 eV, and (ii) a "defect" band with the max- 
imum changing across the wafer between 0.76 and 
0.80 eV. Hereafter we give the assignment of "defect" 
band to the peak near 0.8 eV. 

A room-temperature PL mapping was performed for 
both luminescence bands. First, we measured the band- 
to-band PL intensity (Ihb) in a scanning mode and com- 
pared this to a mapping of the effective minority carrier 
lifetime (Teff). In Fig. 2a and b, we presented a distribu- 
tion of both values measured independently over the 
same mc-Si wafer with equal steps. We see that the low 
lifetime regions of the wafer (dark contrast) correspond 
to a noticeably reduced Jbb intensity (also dark), while the 
high-quality regions in lifetime and PL (white contrast), 
also are correlated. To illustrate this observation, one of 
the "bad regions" is framed. These data are supported 
and quantified in Fig. 3 as a point-by-point plot of 
Ibb versus Teff for 1680-points map collected from 
a 5 cm x 5 cm mc-Si wafer. Notice a wide range of values 
in Fig. 3 spanning as much as one order of PL intensity 
and lifetime across the wafer. This is a consequence of 
a strong inhomogeneity of the starting mc-Si, which 
justify the necessity of using scanning diagnostic 
techniques. 

Based on data in Figs. 2a and b and 3 , it may be 
concluded that the band-to-band PL intensity positively 
correlates to a distribution of the minority carrier lifetime 
in mc-Si. In a simple approximation one can assume that 
non-radiative centers are a dominant recombination 
channel in mc-Si at room temperature. The following 

energy (eV) 

Fig. 1. (a) - room-temperature PL spectrum in high-lifetime (1) 
and low-lifetime (2) regions of mc-Si. (b) - PL spectrum at 77 K 
and a deconvolution on four sub-bands. 

relation is valid in this case: 

hb ~ Tr~ Vfa" 1 + Tn'r1) = Tnr = Teff. (1) 

where T~ * and x'1 are the rates of radiative and non- 
radiative recombination, assuming that tnr <^ rr. The Re- 
lation (1) is illustrated in Fig. 3. More detailed analyses 
accounting surface recombination, minority carrier diffu- 
sion, and penetration depth of the excitation light on 
Jbb and lifetime was consistent with data in Fig. 3. 

We further observed that regions of mc-Si wafers pos- 
sessing low lifetime values exhibit at room temperature 
an additional "defect" PL band (7def). Typical spectrum is 
presented in Fig. la (curve 2). It was found previously 
that this band is observed in bare and processed poly- 
crystalline EFG Si wafers and persists also in final solar 
cells [1]. Using PL mapping technique it was obvious 
that the 0.8 eV band is strongly localized in "bad regions" 
showing a reverse contrast to lifetime and band-to-band 
PL intensity (Fig. 2c). This is clearly observed in the 
framed area corresponding to one of the "bad regions" of 
the wafer. Concurrently with lifetime and PL mapping 
we performed at the same mc-Si wafer measurements of 
the dislocation density using EPD technique. The data 
presented in Fig. 2d document a positive correlation in 
distribution of the dislocation density with the "defect" 
PL band. Specifically, the 0.8 eV PL band is observed in 
areas with high dislocation density of (l-8)£ + 6 cm"2. 
We may conclude at this point that the "defect" PL band 
is originating in areas with enhanced recombination ac- 
tivity and increased dislocation density. 
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(a)-lifetime (b) - band-to-band PL 

20   40   60   80  100 

(c) - "defect" PL 

20   40   60   80   100 

(d) - dislocation density 

20        40        60        80       100 

Fig. 2. (a) minority carrier lifetime (|xs), (b) band-to-band PL, (c) "defect" PL, and (d) dislocation density (cm  2). All mappings were 
performed at the same mc-Si wafer. 

a.     6 

T=290K 
map: 50mmx50mm 
step: 1mm 

* » ♦   t»s 

SKI*** **• 

0 0.5 1 1.6 2 2.5 3 3.5 4 

effective lifetime (ixsec) 

Fig. 3. Band-to-band PL intensity positively correlates to mi- 
nority carrier lifetime. 

To assess a possible origin of the "defect" lumines- 
cence, we measured PL spectra at low temperatures 
down to 4.2 K and compared the areas with different 
recombination activity. The PL spectrum at 77 K of 

a "bad region" in mc-Si wafer is depicted in Fig. lb (thick 
line). The band-to-band luminescence is shifted to 1.1 eV 
due to temperature increasing of silicon band gap. Addi- 
tionally, rich spectral features are now observed at 
energies below 1.05 eV. Two well-resolved bands have 
maxima at 0.95 and 1.00 eV correspondingly. At lower 
energies, the PL spectrum shows the maximum at 
0.80 eV with barely resolved extra band as a shoulder. By 
increasing temperature up to 290 K we proved that the 
maximum at 0.8 eV is shifted toward lower energies and 
traceable to the previously described "defect" PL band. 
The PL spectroscopy was extended down to 4.2 K. At 
this temperature band-to-band emission is substituted 
with sharp excitonic lines dominated by the TO-phonon 
replica of the boron bound exciton at 1.093 eV. Aside 
from the total increase in PL intensity between 77 and 
4.2 K, essentially no qualitative changes were observed in 
the PL spectrum below 1.05 eV. For this reason we 
limited our analyses with 77 K PL spectroscopy. We 
performed a numeric deconvolution of the 77 K PL spec- 
trum in the range of 0.72-1.05 eV, and found that it can 
be satisfactorily decomposed by four individual Gaussian 
bands depicted by thin lines in Fig. lb. It is remarkable 
that a set of four PL lines, known as D1-D4, with very 
close energies (see Table 1) was previously observed and 
studied in detail in plastically deformed Cz-Si and 
attributed to the dislocation network [2,3]. It is 
worth noting that the range of dislocation density 
measured by EPD technique in "bad regions" of mc-Si, 
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dislocations with contamination.  Specifically, it was 
observed that oxygen precipitates in Cz-Si influence 
a spectral position, half-width and intensity of the Dl 
line presumably due to a relaxation of the dislocation 
strain field  [5].  This  is  consistent with  the room- 
temperature PL study of the 0.77 eV band attributed to 
oxygen precipitates in  thermally treated  Cz-Si  [6]. 
Another possibility of D-line modification in mc-Si is an 
interaction of dislocations with heavy metal precipitates. 
A direct correlation has been recently observed between 
regions of high minority carrier recombination and Fe, 

Dl                 D2 D3                 D4 

Cz-Si 

mc-Si 

0.812             0.875 
Dl'                D2' 
0.80               0.89 

0.934              1.000 
D3'                D4' 
0.95               1.00 

(l-8)£ + 6 cm-2, is close to that in plastically deformed 
Si exhibiting dislocation D-lines. Due to this similarity, 
we assigned the individual bands in mc-Si as D1-D4' in 
the same sequence as dislocation D1-D4 lines. 

To challenge the dislocation origin of the D'-lines we 
measured the PL spectrum at 77 K under identical exci- 
tation in Cz-Si wafer with dislocations introduced by 
a laser annealing technique [4]. After laser annealing of 
Si wafer, four dislocation lines D1-D4 were clearly ob- 
served with maximum positions close to D' bands (see the 
Table 1). It is important to note that a half-width of the 
D3'/D4' lines in mc-Si (~ 30 meV) is close to the half- 
width of the D3/D4 in laser annealed Cz-Si. On the 
contrary, the Dl' and D2' lines in mc-Si have an enlarged 
half-width by a factor of 2.5 compared to Dl and D2 
lines in Cz-Si. Summarizing, a principal difference 
between D'-lines in mc-Si versus dislocation D-lines 
in Cz-Si is a substantial broadening (60-70 meV at 77 K) 
of the Dl'/D2' lines, which accompanied by a different 
T-quenching of the Dl'-line tracing to the intense room- 
temperature "defect" luminescence. Therefore, low- 
temperature PL spectroscopy additionally confirmed 
a linkage of the "defect" luminescence in mc-Si to 
dislocations. 

4. Discussion 

It is recognized that recombination-active disloca- 
tions in solar-grade mc-Si are a limiting factor to high 
efficiency solar cells. In this regard, presented experi- 
mental data of the room-temperature PL mapping are 
consistent with the dislocation origin of "bad regions" in 
mc-Si wafers. Further, we can suggest that the "defect" 
0.8 eV PL band in these regions originates from D1/D2 
dislocation lines previously studied in plastically de- 
formed Cz-Si. A unique feature of these PL lines in mc-Si 
is that they are observed as a broad PL band retaining at 
room temperature contrary to the fact of a fast D1/D2 
quenching in Cz-Si [3]. This difference can be addressed 
to (i) a strain field, which modifies recombination para- 
meters of relevant centers, or/and (ii) interaction of 

Cr, and Ni precipitates [7]. Together these data imply 
that conventional hydrogenation employed to passivate 
recombination centers during solar cell processing may 
not be sufficient to eliminate a detrimental effect on 
carrier lifetime of oxygen or heavy metal precipitates at 
grain boundaries and dislocations. 

In conclusion, scanning room-temperature PL was 
applied to solar-grade mc-Si providing a deeper insight 
and advanced diagnostics of the "bad regions" in solar 
cells. Band-to-band PL intensity is distributed similar to 
minority carrier lifetime and offers a reliable feedback to 
the bulk carrier recombination. A new advance to the 
scanning PL method is a mapping of the "defect" band. 
In wafer regions with low lifetime we observed a strong 
deep luminescence with the maximum at about 0.8 eV 
attributed to dislocation D1/D2 lines in silicon. We can 
postulate that improved passivation of the modified dis- 
locations may be a passage way to high-efficiency mc-Si 
solar cells. 
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Abstract 

By indentation at room temperature followed by annealing at high temperatures, the pinning effect of nitrogen on 
dislocations in nitrogen-doped Czochralski silicon (NCZ Silicon) has been studied. Experimental results showed that 
dislocations in NCZ Silicon moved slower and shorter than those in common Czochralski silicon (CZ Silicon) during the 
annealing. The results also indicated that the activation energy of the dislocations in NCZ Silicon was higher than that in 
CZ Silicon. The stress relaxing mechanism is discussed. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Dislocation; Nitrogen; Silicon 

1. Introduction 

With the narrowing of the design rules of ULSI devices 
and the increasing of wafer diameter, maintaining the 
mechanical strength of silicon wafers becomes one of the 
most important factors in device fabrication processes. 
Various techniques such as compression [1], tensile test- 
ing [2-6], bending [7,8], and high-temperature indenta- 
tion testing [9-13] have been used to investigate the 
mechanical strength of silicon wafers. Experimental re- 
sults showed that the impurities in silicon wafers, such as 
oxygen and boron, reinforce the strength of the wafers 
[9-12]. It has been believed that the impurities can pin 
dislocations so as to increase the silicon wafer strength. 
The interaction of oxygen and dislocations has been 
discussed in the past few years [3-6]. 

Nitrogen is also an important impurity in silicon be- 
cause it has many interesting behaviors, such as sup- 
pressing microdefects. Sumino et al. [2] found by means 
of tensile tests at high temperatures that the yield 
strength of nitrogen-doped float zone (FZ) silicon was 
much higher than that of common FZ silicon. They 
concluded that interstitial nitrogen atoms brought about 

* Corresponding author. Tel.:  + 86-571-7951667; fax: + 86- 
571-7951954. 
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the hardening of silicon crystal through locking disloca- 
tions. Jastrzebski et al. [15] pointed out the effect of 
nitrogen on the mechanical properties of FZ silicon wa- 
fers used for CCD devices. They indicated that not only 
the nitrogen concentration but also the state of the nitro- 
gen were the critical factors that controlled silicon prop- 
erties. However, there are few reports on the effect of 
nitrogen on dislocations in Czochralski silicon. 

In this paper, we have investigated the pinning effect of 
nitrogen on dislocations in NCZ silicon by indention 
tests at room temperature and then annealing at high 
temperatures. 

2. Experiment 

Samples were 76 mm in diameter, n-type (phos- 
phorus-doped, 10-12 Q cm), <1 1 1> orientation NCZ 
silicon wafers grown in a nitrogen protective gas, or 
common CZ silicon wafers grown in an argon gas. The 
initial concentrations of the impurities in the samples (see 
Table 1) were detected by a Fourier transmission infrared 
spectrometer (FTIR). The thickness of the polished wa- 
fers was approximately 410 urn. Then the wafers were 
divided into 12 x 24 mm pieces and indented at 5 points 
with a load of 500 g for 15 s using a Vicker hardness 
tester at room temperature. These indented samples were 
annealed at 850°C, 900°C, 950°C, 1000°C, 1100°C and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00571-2 
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Table 1 
The concentration of impurities in silicon 

Samples 0, 
(cm"3) (cm"3) (cm"3) 

NCZ silicon 
CZ silicon 

1.4 xlO18 

1.4 xlO18 
<lxl015 

<lxl015 
2.0 xlO14 

1000 
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Fig. 2. The moving distance of dislocations in silicon annealed 
at 1200°C. 
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Fig. 1. Rosette patterns of dislocation in silicon. 

Time  (hours) 

Fig. 3. The moving distance of dislocation in silicon annealed at 
950°C. 

1200°C up to 12 h in an argon ambient and cooled 
quickly in air. After the heat treatments, punched-out 
dislocations from the indentation points were revealed 
with Sirtl etching and were observed with an optical 
microscope and a scanning electron microscope. Fig. 1 
shows the rosettes pattern observed with a scanning 
electron microscope. The moving length of punched-out 
dislocations was calculated by averaging the length over 
all orientations. 

3. Results and discussion 

Figs. 2 and 3 show the slip distance of dislocations in 
NCZ silicon and in common CZ silicon annealed at 
950°C and 1200°C, respectively. With increasing anneal- 
ing time, the slip distance of dislocations in NCZ silicon 
increased in the initial stage and then remained un- 
changed after annealing at 950°C for 2 h or at 1200°C for 
0.5 h. The maximum slip distance of dislocations was 
about 371 and 774 um in NCZ silicon when samples were 
annealed at 950°C and 1200°C, respectively. A similar in 
tendency slip distance of dislocations was observed in CZ 
silicon. But the maximum value was 409 um for 950°C 
annealing and 882 um for 1200°C annealing. All these 
indicated that dislocations in NCZ silicon moved slower 
than that in common CZ silicon under the same anneal- 
ing conditions. 

The experiments pointed out that the nitrogen atoms 
did lock dislocations efficiently in NCZ silicon during the 
annealing processes at high temperatures. This may be 
due to the following reasons: (1) Because of effect of 
nitrogen impurities in enhancing the formation of oxygen 
precipitate nuclei [14], there may be a high density of 
small N-O complexes which could be responsible for 
reducing the velocity of dislocations. But it remains to be 
explored which one of the states of nitrogen pins the 
dislocations most efficiently. (2) The nitrogen segregated 
along the dislocations and developed into clusters or 
complexes. The segregated atoms, clusters or complexes 
could have a high interaction energy with the dislocation 
[2]. Therefore, dislocations in NCZ silicon moved more 
slowly than in CZ silicon. It was seen that the moving 
distance of dislocations in NCZ silicon was shorter than 
that in common CZ silicon. (3) The activation energy for 
dislocation motion in NCZ silicon was higher than that 
in common CZ silicon. Fig. 4 shows the relation of the 
slip velocity of dislocations with temperatures. This indi- 
cates that the slip velocity of dislocations in NCZ silicon 
was smaller than that in common CZ silicon. The velo- 
city of dislocations can be expressed as follows 

V = A exp( - E/kT), (1) 

where A is a constant. Thus the activation energy for 
dislocation slip was obtained from Eq. (1), and was found 
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Fig. 4. The relation of the activation energy for dislocation slip 
and the slip velocity of dislocation in silicon after 2-h annealing. 

to be 0.51 eV in NCZ silicon, and 0.48 eV in common CZ 
silicon, respectively. This indicates that the dislocations 
in CZ silicon were easier to move than in NCZ silicon. 
Sumino [15] has indicated that the velocity of disloca- 
tions is a function of stress (T) and temperature (T) and 
can be expressed as 

V = V0Texp{-E/kT), (2) 

where V, V0, T, E, K, and T are the velocity of disloca- 
tions, constant, stress, the activation energy for 
dislocation slip, the Boltzman constant and temperature, 
respectively. But in our experiments it appeared that the 
average stress during annealing at different temperatures 
was almost the same. 

With annealing time the rosette pattern size increased 
rapidly in the initial stage and then remained almost 
unchanged (see Figs. 2 and 3). The rosettes pattern size in 
1200°C treated samples was much larger than that in 
950°C treated samples. But in the samples annealed at 
950°C the rosettes pattern size increased with annealing 
time until 2 h, while it did not change after annealing for 
30 min in the samples annealed at 1200°C This may be 
explained by the fact that the stress abd energy produced 
during indentation were relaxed by slip of dislocations. It 
was considered that if the stress and the energy were 
smaller than the critical value that equated with the total 
amount of the Peierls barrier and interactive force and 
energy between dislocations, the dislocations would not 
be able to move. With increasing annealing time the 
stress decreased rapidly in the initial stage by relaxing, 
and then was lower than the critical value. So the rosettes 
pattern size increased rapidly in the initial stage and the 
remained almost unchanged. And because the deforma- 
tion in both kinds of silicon was the same, the plastic 
energy produced during indentation was also the same. 
However, due to the barrier at high temperature becom- 
ing lower, dislocations were easier to move. Thus the slip 
velocity of dislocations at high temperature was faster 
than that at lower temperature. At higher temperature 
the energy was released much more quickly than at lower 
temperature. Therefore, dislocations stopped moving 

early at high temperatures. It was suggested that the 
stress produced during indentation was released by dislo- 
cation moving and the residual stress could be expressed 
as the following equation: 

■ ct -m(T) (3) 

where c is a constant concerned with the initial stress 
produced in the indentation, t is the annealing time and 
T the temperature, respectively, m increased with anneal- 
ing temperature. 

Since nitrogen atoms could efficiently lock disloca- 
tions, there still exists the question of why the disloca- 
tions stopped moving at the same time in both kinds of 
silicon under the same conditions. The reason may be 
ascribed to the stress relaxing mechanism. Because dislo- 
cations were driven by stress that was produced during 
indentation process, their movement was dependent on 
the stress field and the magnitude of residual stress. 
However, the stress field in both kinds of silicon was the 
same. And as mentioned above in Eq. (3), the relaxation 
of the residual stress was related to the annealing time 
and temperature. Thus at the same annealing temper- 
ature, the dislocations stopped moving at the same time 
in both kinds of silicon. 

4. Conclusion 

By indentation at room temperature and annealing 
at high temperatures the pinning effect of nitrogen on 
dislocations and the relaxing mechanism of the stress 
produced during indentation process were discussed. It is 
concluded that (1) The nitrogen atoms in silicon did pin 
the dislocations efficiently. (2) The stress was relaxed 
exponentially and the exponent increased with the tem- 
perature. It also indicated that the activation energy of 
dislocations in NCZ silicon was higher than that in CZ 
silicon. 
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Abstract 

The infrared vibrational absorption attributed to thermal donors (TDs) in Ge has been investigated. Oxygen-doped Ge 
was annealed at 350°C and the spectrum was recorded after different annealing times. Absorption bands develop mainly 
around 600 and 780 cm"1, in close correspondence with the increasing TD concentration and the loss of interstitial 
oxygen (O;). At low temperature the bands are resolved into a number of components which appear sequentially and are 
assigned to the double donor configuration of TD2-TD9. The assignments are confirmed by the bistable properties of 
TD2-TD4 revealed in the vibrational spectrum. The low-energy configuration gives rise to three new bands in the same 
range. The absorption is interpreted as due to vibrational modes of oxygen incorporated in the TDs. The number of 
oxygen atoms involved is discussed taking account of the evolution of the O; and TD concentrations and of the 
integrated absorption. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Germanium; Thermal donors; Vibrational modes; Bistability 

1. Introduction 

Thermal annealing of oxygen-doped Ge in the 
300-500°C temperature range results in the formation of 
oxygen-related thermal donors (TDs) at the expense of 
interstitial oxygen (O,) [1,2]. As is the case for Si, the TDs 
in Ge are double donors with an effective mass-like level 
spectrum and a hierarchy of ground states [3-5]. The 
sequential formation of the TDn has led to the assump- 
tion that also in Ge the TDs are formed by agglomer- 
ation of oxygen species. The earliest members TD1-TD3 
were found to display bistability between the shallow 
double donor configuration and a low-energy configura- 
tion, the latter remaining spectroscopically unobserved 
[6-8]. Kaiser [2] was the first to report a small infrared 
(IR) absorption band at 785 cm"1, developing along with 
the TD formation; it was attributed to vibration of 
Ge04. Similar observations were reported by Whan [9]. 
More recently, Clauws [5] reported two features in the 
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IR spectrum of oxygen-doped Ge, the first one corre- 
sponding with the band found by Kaiser, the second one 
occurring at about 600 cm"1. The similar behaviour of 
the two bands suggested that both belong to vibrational 
modes of the TDs. It is interesting to note that in Si also 
the TDs give rise to two groups of IR vibrational bands 
[10]; in Si the bands assigned to TD1 and TD2 display 
bistability [11]. 

In this paper we summarise the results of a more 
systematic investigation of the vibrational absorption 
attributed to the TDs in Ge. The line narrowing at low 
temperature makes it possible to resolve the TD-related 
bands into components belonging to different TDn and 
to follow their evolution upon thermal treatment. The 
assignment of the components is substantiated by com- 
paring with far-IR electronic transition spectra and by 
the observation of bistable behaviour in the vibrational 
spectra. 

2. Experimental 

In this study oxygen doped Ge with [OJ = 3.0 x 
1017 cm"3 and with shallow dopant concentration below 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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1013 cm"3 was used. Similar material is always n-type in 
the as-grown state (n « 1016 cm-3) as a result of uncon- 
trolled TD formation during cooling of the crystal. Be- 
fore annealing the samples are therefore submitted to 
a 5 min dispersion at 900°C followed by a quench to 
room temperature (RT). The samples were annealed in 
flowing Ar at 350°C; at this temperature a high degree of 
Oi to TD conversion may be achieved within a reason- 
able time [1]. The IR spectra were recorded with 
a Bruker IFS66v FT-IR instrument. The Oj concentra- 
tion was determined from the amplitude of the 855 cm"l 

band at RT using the conversion factor of Kaiser [2,12]: 

[Oi]=amaxx(5xlOI6)cm- (1) 

with amax the amplitude in cm"1. The TD vibrational 
spectra were recorded at RT, 80 and 6 K using a nominal 
resolution of 1 cm"1. The electron concentration n was 
monitored by resistivity and Hall-effect measurements 
at RT. 

3. Experimental results 

The evolution of the RT spectrum during a 350°C 
annealing sequence is summarised in Fig. 1. As the an- 
neal proceeds, two bands develop around 780 and 
600 cm"1, which gradually shift to higher average wave 
number. The bands (designated as "780" and "600") cor- 
respond with the earlier reported features [5]. A third 
and weaker band not earlier observed is seen to appear at 
about 740 cm"1 ("740"). The development of the absorp- 

tion is accompanied with a similar increase of the elec- 
tron concentration and a continuous decrease of [0;] 
(e.g. after 31 h at 350°C, [Oj] has dropped to about 
one-fourth of the initial value). The correspondence in 
the evolution of the TD concentration (JVTD may be 
taken equal to n/2 regarding the double-donor nature) 
with that of the integrated absorption of the bands, 
supports the interpretation that the absorption is due to 
the TDs. The wave number range of the absorption and 
the oxygen loss agree with the assumption of local vibra- 
tional mode (LVM) absorption of oxygen species incorp- 
orated in the TD centres. Supposed the oxygen agglom- 
eration influences the spectral position, the shift in aver- 
age wave number of the bands would reflect the increas- 
ing average n-number of TDn members present, the 
components belonging to different TDn being probably 
too broad with respect to their separation in order to be 
resolved at RT. 

In the spectra taken at low temperature, structure is 
revealed in the "780" and "600" bands (Fig. 2). The 
observations confirm that the bands are indeed com- 
posed of different lines becoming narrower with decreas- 
ing temperature. Lines on the low wave number side 
appear first in the annealing sequence while lines at 
higher wave numbers are gradually added as the anneal 
proceeds. It was possible to certify the occurrence of eight 
different components in the "600" band, the positions 
(6 K) of which are given in Table 1. Long annealing 
results in an almost structureless band with maximum at 
619 cm"1 at 6 K (to be compared with 612 cm"1 at RT). 
Only 3-4 components can undoubtedly be resolved in 
the "780" band (Table 1); long annealing eventually 
yields one band with maximum at 788 cm""1 at 6 K 
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Fig. 1. Infrared absorption spectrum at room temperature of 
oxygen doped Ge annealed at 350°C. [Oj] before anneal 
= 3.0 x 1017 cm"3. The annealing time in hours is indicated 

with the graphs. The spectra are vertically shifted, lattice and 
free carrier absorption have been subtracted. The indicated 
features are explained in the text. 
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Fig. 2. Sequential appearance of TDn components in the "600" 
band measured at 80 K (cooling with illumination), after differ- 
ent annealing times at 350°C. 
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Table 1 
Wavenumber position (cm-1) at 6 K and assignment of resolved vibrational absorption bands belonging to TDs in Ge. DD: shallow 
double donor configuration. N: low-energy neutral configuration 

TD2 TD3 TD4 TD5 TD6 TD7 TD8 TD9 

DD 597.0 600.6 603.5 606.1 
774.5 777.6 780.7 (782.7) 

N 583.5 587.4 590.4 
712.9 706 706 
791.9 790.5 790.5 

608.5 610.6 612.5 (614.3) 

775 725 675 625 575 
Wavenumber (cm"1) 

Fig. 3. Difference spectra (T = 80 K) showing bistability of 
TD2-TD4, after different annealing times. The positive features 
correspond with modes of the shallow double-donor configura- 
tion, the negative features are due to modes of the low-energy 
configuration. 

(783 cm 1 at RT). No structure could be resolved in the 
weak "740" band; at 6 K the position after long annealing 
is 746 cm-1 (742 at RT). 

The spectra in Fig. 2 were recorded after the sample 
was cooled under intense above band gap illumination, 
a procedure assumed to result in the conversion of vir- 
tually all TD centres into the shallow double donor 
configuration. A second series of spectra was taken after 
cooling in the dark. Important differences are observed in 
the amplitude of components at the low wave number 
side of the "780" and "600" bands, which as will be shown 
below is an effect of full or partial bistability of 
TD2-TD4. This may best be illustrated using difference 
spectra (the spectrum with illumination during cooling 
minus the spectrum with cooling in the dark) as in Fig. 3, 
corresponding with the first three anneals in the se- 
quence. The effect of bistability is that "780" and "600" 
modes (positive lines) are replaced by new modes at 

583-590, 712-706 and 790-792 cm"1 (negative lines). 
Obviously, three different TDn members are involved in 
the spectra shown. 

4. Discussion 

It seems obvious that we are dealing with vibrational 
absorption from the TDs in Ge. The integrated absorp- 
tion of the "780" and "600" bands is almost independent 
of temperature between RT and 6 K (if cooled under 
illumination). We also observe a normal shift of the 
bands and their components towards higher wave num- 
ber with decreasing temperature (4-7 cm"1). The sequen- 
tial appearance of the components in the "780" and "600" 
band suggests that each component belongs to a different 
TDn member. This is substantiated by the bistability of 
different components as seen in Fig. 3 and was confirmed 
by far-IR reference measurements. In the as-quenched 
sample NTD = 1.6 x 1014 cm-3 and the far-IR electronic 
transition spectrum shows that this is mainly due to the 
presence of TD1, probably formed during the quench. 
No corresponding absorption fitting into the "780" and 
"600" sequence is, however, observed, probably because 
the TD1 concentration is too low. After 1 h of annealing 
JVTD has increased to 2.4xl015cm"3 and the far-IR 
spectrum reveals that TD2 is predominant and displays 
100% bistability, while the TD1 concentration remains 
very low. Comparison with Fig. 2 learns that in this 
sample the first component in the vibrational sequence is 
predominant and Fig. 3 confirms that this component 
displays full bistability, allowing to identify the corre- 
sponding modes with TD2. The other modes in the 
sequence are then labelled accordingly (Table 1). One 
difference with our earlier investigations is that TDs in 
Ge are now found to display bistable behaviour up to 
TD4 at least. This is an illustration of the advantage of 
vibrational spectroscopy to study Ge samples with high 
TD concentration, when electronic excitation spectro- 
scopy suffers from line broadening. We conclude that the 
shallow double-donor configuration of TDs in Ge gives 
rise to three infrared active modes ("780", "600" and 
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Fig. 4. Number of oxygen atoms in the TDs as a function of 
annealing, calculated from the disappeared Oj and the "780" 
and "600" bands. 

probably also "740"). The low-energy configuration gives 
rise to three modes at wave numbers different from the 
former but in a comparable range. It may be remarked 
that this represents the first direct observation of the 
latter TD configuration in Ge. The lowest wave number 
mode of the deep configuration displays a sequence with 
distinctly different lines, while for the high wave number 
mode only a gradual shift to lower position appears. 

In the assumption that all Oj which disappears during 
annealing goes into the TD centres, the number of oxy- 
gens per TD may be calculated from A[Oj]/iVTD with 
A[Oi] the O; concentration lost. The result is displayed 
in Fig. 4 and obviously corresponds with an average over 
the TDn present in each particular situation. Decomposi- 
tion of the "600" band for the shortest anneals (lower 
spectra in Fig. 3) indicates that the results seem to agree 
best with TD2 containing four oxygens. The average of 
eight after long anneals is in agreement with Ref. [1] 
(where the final donor, however, was identified as Ge04 

assuming single donors). Using the same conversion fac- 
tor as for the integrated absorption of the Oj band 
(derived from formula (1)), the integrated absorption of 
the "780" and "600" bands may be used to estimate the 
number of oxygen oscillators per TD involved in the 
corresponding mode. The results are also shown in Fig. 4. 
The almost constant value yielded by the "780" band 
seems to indicate that only one oxygen is involved in the 
mode, while the "600" band follows the trend of the total 
oxygen per TD. An interpretation as the "780" band 
representing the TD core and the "600" band the clus- 
tered oxygen is tempting but seems premature. The re- 
sults above depend on the accuracy of the conversion 

factor in formula (1); e.g. the other factor published in 
Ref. [13] would multiply the data in Fig. 2 by 2.5, 
yielding, however, rather high values for the early TD. 

A final remark concerns the identification of TD1 
which according to Chadi [14] may contain only two 
oxygen atoms; the vibrational spectrum attributed to the 
oxygen dimer in Si [15] may be interesting in this con- 
text. Application of a scaling factor of 1107/855 to relate 
O-vibrations in Si and Ge predicts the position of the 
"780" band very well from the « 1000 cm"1 position in 
Si. If we do the same for the dimer modes at 1060 and 
1012 cm"1 in Si, we obtain values of 819 and 782 cm"1 

for Ge. The latter values agree with peaks found by 
Whan [9] in irradiated oxygen doped Ge (819 and 
780 cm"*), which we also find in our samples after a dis- 
persion quench. These are the weak features at 813.7 and 
776.5 cm"x (RT values) indicated by arrows in Fig. 1. At 
least the correspondence of the 813.7 cm"1 peak with the 
819 cm"1 peak of Ref. [5] is well established and assign- 
ment of this peak to TD1 would be in agreement with the 
integrated absorption at a concentration « 1014cm"3. 
This will be further investigated. 
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Abstract 

We have designed and constructed a novel device to perform low-temperature spreading-resistance profiling (LTSRP) 
of electrically active impurities or defects in semiconductors. Unlike commercial SRP systems which are exclusively 
operated at room temperature, the present device allows for measurements in a temperature range typically from 150 to 
300 K. The practical potential of the LTSRP concept is demonstrated — to the authors' knowledge for the first time — by 
the analysis of Ge samples diffused with Cu or Au. As a major feature, LTSRP combines the accurate resolution of an 
impurity profile with a determination of the dominating energy level associated with the impurity. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Spreading resistance; Copper; Gold; Germanium 

1. Introduction 

Spreading-resistance profiling (SRP) [1,2] at room 
temperature is a powerful tool for measuring depth dis- 
tributions of electrically active impurities in silicon [3,4]. 
A high spatial resolution of the resistivity is obtained by 
means of two-point probes at a mutual separation of 
typically 100 urn stepping across a specially prepared 
(bevel) plane of the sample. However, for Ge (or GeSi 
alloys with high Ge content) the method suffers from 
a limited dynamic range due to a relatively low intrinsic 
resistivity, i.e. a relatively high intrinsic carrier concen- 
tration, at room temperature. This drawback can be 
overcome by performing SRP measurements at lower 
temperatures (typically between 150 and 200 K). 

The underlying physical concept makes allowance for 
the fact that the intrinsic carrier concentration n{, the 
concentration of ionized impurities Cion, and the mobility 

* Corresponding author. Tel.: + 49-251-83-39011; fax: + 49- 
251-83-38346. 

E-mail address: vosst@nwz.uni-muenster.de (S. Voss) 

of the charge carriers change with temperature, but to 
dissimilar extents. More specifically, the mobility increases 
with decreasing temperature whereas nK and Cion decrease. 
The effect of temperature on the ratio Cion/nj depends on 
the position of the impurity energy level within the 
semiconductor band gap. Consequently, in Ge and GeSi 
alloys the detection limit of electrically active impurities 
is lowered and the resolution of the corresponding resis- 
tivity-depth profiles may be significantly improved. Fur- 
thermore, information about the energy levels of the 
impurity can be deduced from the temperature depend- 
ence of the measured resistivity. 

In this work we will present the first results of low- 
temperature spreading-resistance profiles obtained with 
a self-designed device. The potential applications of 
LTSRP will be demonstrated on Ge samples diffused 
with Cu or Au. These impurities are suitable for our 
investigations since their diffusion behaviour [5,6] and 
their electrical properties in Ge [7,8] are well known. Cu 
and Au are incorporated predominantly on substitu- 
tional sites and introduce three acceptor states. In addi- 
tion, Au also generates a deep donor state. For either 
impurity the dominating energy level is the first acceptor 
state (0/ — ) above the valence band edge (Ey), i.e. £v + 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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0.04 eV for Cu [7] and £v + 0.15 eV for Au [8]. This 
offers the possibility to look for different influences on the 
measurements for impurities that change their charge 
state significantly (Au) or not (Cu) when the specimen is 
cooled. 

2. Experimental 

2.1. Device construction 

To perform SRP-measurements below room temper- 
ature a self-designed SRP device was constructed. Core 
of the device is a vacuum chamber enclosing the two- 
point probes and the sample holder placed on a platform. 
This platform can be translated in all three space direc- 
tions and rotated in the x-y plane (parallel to the measur- 
ing plane of the sample) by stepper motors. Cooling is 
mediated by thermal conduction to nitrogen at cryogenic 
temperature. A pipeline connected with a liquid-nitrogen 
reservoir enters the vacuum chamber and splits into three 
smaller pipes supplying either measuring probe and the 
sample holder. Temperature is measured with semicon- 
ductor sensors at each cold part and controlled by mu- 
tually adjusting the nitrogen flux and the resistance-wire 
counterheating. Thin plates of mica electrically isolate 
the probes and the sample holder from the cooling facili- 
ties. Positioning of probes and sample holder as well as 
data acquisition and storage are controlled by a com- 
puter. 

2.2. Data analysis 

The measured spreading-resistance values Rs are con- 
verted into electrical resistivities p with the aid of a calib- 
ration curve. A calibration is necessary since both the 
unknown contact resistances between the probe tips and 
the sample surface and the irregularly shaped contact 
areas of typically 5 urn in diameter do not allow for a 
direct calculation of p from Rs. Calibration measure- 
ments were done on homogeneously doped samples with 
known electrical resistivities p. Since the impurities inves- 
tigated introduce acceptor states within the Ge band gap 
we produced p-type calibration samples by indiffusion 
of Cu into undoped material. Temperatures and times of 
diffusion anneals were chosen so that homogeneous 
distributions of Cu of different concentrations were 
achieved. Fig. 1 shows calibration data for room temper- 
ature (293 +IK) and 180K. The relation between 
Rs and p is well described by the equation 

Rs 
Q cm (1) 

Fig. 1. Spreading-resistance Rs of the calibration samples versus 
resistivity p for different temperatures. The solid and dashed line 
represent best fits of Eq. (1). 
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Fig. 2. Spreading-resistance profiles (a) at room temperature 
and 183 K of a Cu-diffused (706°C, 23 min) sample. The coincid- 
ence of the concentration profiles (b) demonstrates the consist- 
ency of our analysis. 

ature and A = 860.1 Q, B = 1.0216 for 180 K, which may 
be considered as typical values for Ge. It should be 
emphasized, however, that the calibration parameters 
A and B are specifically determined in every profiling 
cycle for any individual measuring temperature. 

The calculation of concentrations from resistivities is 
based on a numerical solution of the charge neutrality 
equation which contains the concentrations of the vari- 
ous charge states of the impurity depending on the posi- 
tion of the Fermi level EF. To take into account the 
influence of phonon and impurity scattering of charge 
carriers we have parameterized the hole mobility data of 
Golikova et al. [9]. This enables us to interpolate for 
ionized impurity concentrations between 4.3 x 1013 and 
2.2 x 1018 cm-3 and for temperatures between 77 and 
300 K. In summary, for each Rs value an implicit equa- 
tion in EF is solved numerically by iterating the mobili- 
ties in dependence on the ionized impurity concentration 
until convergence is achieved. 
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Fig. 3. Spreading-resistance profiles (a) at room temperature 
and 170 K of a Cu-diffused (577°C, 8 h) Ge sample. The im- 
proved resolution at 170 K allows for fitting of a complementary 
error function (solid line) to the concentration profile (b). 
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Fig. 4. Spreading-resistance profiles (a) at room temperature 
and 170 K for a Au-diffused (725°C, 24 h) Ge sample. The corre- 
sponding concentration data coincide for an ionization enthalpy 
of 0.12 eV for the Au0/" acceptor level. Solid and dashed curves 
illustrate the inconsistent results for other ionization enthalpies 
ofAu0/~. 

2.3. Proof of consistency 

To check the consistency of our method of analysis we 
performed measurements on the well-characterized 
Ge:Cu system [5,6]. Fig. 2 shows the two Rs profiles 
that were obtained from LTSRP at room temperature 
and 183 K on a Cu-diffused (T = 706°C, t = 23 min) Ge- 
sample. It is seen that the Rs profiles show pronounced 
differences. Nevertheless, the conversion of Rs to Cu con- 
centration based on the dominant Cu level of Ey + 0.04 
eV [7] lets the concentration profiles coincide, thus ful- 
filling the necessary condition that profiling at different 
temperatures must reveal the same unique Cu distribu- 
tion present in the sample. 

energy level of the impurity. This is demonstrated on 
a Au-diffused (T = 725°C, 24 h) Ge sample. The conver- 
sion of the Rs profiles recorded at room temperature and 
170K (Fig. 4) requires an energy level for the first Au 
acceptor state of Ev + 0.12 eV in order that the concen- 
tration profiles coincide. Combining all results from dif- 
ferent Au-diffused samples yields as best estimation 
£v + (0-13 + 0.02) eV. This value is in accordance with 
the Hall-effect result of £v + 0.15 eV given by Dunlap et 
al. [8]. This example reveals that LTSRP is able to 
combine the measurement of an impurity profile with the 
determination of the dominating energy level of the im- 
purity. 

3. Results 

3.1. Copper in germanium 

Fig. 3 demonstrates the advantage of the new concept 
for samples diffused at relatively low temperatures, that 
is, for samples with impurity concentrations not much 
different from the intrinsic carrier concentration at room 
temperature. In this case we measured a Ge sample which 
was Cu-diffused at 577°C for 8 h. The Rs profile recorded 
at room temperature is barely resolved whereas the 
measurement at 170 K reveals a distinct profile which 
can be fitted by a complementary error function. The 
gain in dynamic range at the lower measuring temper- 
ature can be explained by the decrease of the intrinsic 
carrier concentration in conjunction with the increase of 
the hole mobility. 

3.2. Gold in germanium 

A further advantage of the LTSRP concept is the 
possibility to extract information about the dominating 

4. Conclusions 

In comparison with conventional SRP which is per- 
formed with commercially available spreading-resistance 
instruments at room temperature, the application of the 
LTSRP concept offers the following advantages: (i) Ap- 
preciably lower detection limit for electrically active im- 
purities, (ii) Improved resolution of concentration-depth 
profiles, (iii) Determination of the major energy level 
characterizing an impurity or defect in the semiconduc- 
tor host. In conclusion, LTSRP combines in a unique 
manner the electrical characterization of an impurity or 
defect with the resolution of its spatial distribution. 
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Abstract 

Perturbed angular correlation spectroscopy (PAC) and the Moessbauer effect were utilized to study intrinsic point 
defects in Ge. In continuation of earlier work the production of Frenkel pairs in p-type Ge is studied microscopically by 
PAC utilizing the PAC probe as the primary knock-on atom receiving 29 eV recoil energy (Neutrino-recoil technique). 
Correlated recombination of the produced Frenkel pairs is observed between 205 and 238 K. This temperature agrees 
with the formerly determined migration temperature for long-range interstitial migration (220(5) K) and strongly 
corroborates the identification of the vacancy and self-interstitial in that former work. In a second type of experiment the 
Moessbauer probe 119Sb, being a donor in Ge, is utilized to study the trapping of negative vacancies in n-type material 
induced by electron irradiation. The result is compared to the previously observed trapping of neutral vacancies in p-Ge 
at nlIn PAC probes. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: PAC; Moessbauer spectroscopy; Vacancies and self-interstitials in germanium 

1. Introduction 

The elementary point defects in Ge have attracted 
intensive research for a long time and numerous results 
have been obtained, mostly by electrical methods [1] and 
capacitance techniques [2,3]. However, no microscopic 
identification of either the vacancy or the self-interstitial 
has yet been accomplished. This is mainly due to the 
fact that methods suited to give microscopic information 
such as electron paramagnetic resonance (EPR) have, for 
various reasons, only limited successs when applied to 
Ge. Thus, a definite assignment of the collected data to 
the basic defects and their properties is still missing and 
interpretation of the results has remained largely specu- 
lative. An example is the migration enthalpy. There is a 
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long-standing controversy over the question, at what 
temperature free defect migration occurs, speculative in- 
terpretations of various experimental results range from 
50 to more than 200 K for vacancy diffusion, the situ- 
ation for self-interstitials is even worse. The lack of a 
microscopic identification also implies that neither the 
geometrical structure nor electrical properties like charge 
states and ionization levels are definitely known. On the 
other hand, knowledge of these fundamental properties 
would not only be interesting for Ge itself but would be 
of considerable interest in relation to Si where a lot more 
data exist, in particular for the vacancy [4]. 

In a recent publication [5] we presented a different 
approach to identify and study the intrinsic defects in Ge. 
Perturbed angular correlation spectroscopy (PAC) was 
used which is based on the fact that defects in the im- 
mediate vicinity of a radioactive probe atom (llxIn) 
can be studied via the induced hyperfine interaction. 
Defects were produced either by electron irradiation or 
by using the PAC probe itself as the primary knock-on 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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atom effected by emission of a neutrino in the preceeding 
nuclear transmutation. From the combination of both 
types of techniques, identification of the vacancy and 
self-interstitial was proposed and numerous defect prop- 
erties extracted. It turned out that long-range migration 
of the (neutral) vacancy occurs at 200 K and, most sur- 
prisingly, long-range migration of the self-interstitial 
takes place in the same temperature region, at 220 K. 
Both these annealing stages were found to be very sharp 
indicating that in each case a single activation process 
was involved. An acceptor level around Ev + 0.20 eV for 
the vacancy and a donor level very close to the conduc- 
tion band for the self-interstitial was deduced from an 
analysis of the defect trapping process. Properties of the 
isolated defects' geometrical structure, however, cannot 
be inferred since the PAC derives its structural informa- 
tion always from a molecule-type defect, i.e., from the 
probe atom paired with a nearby defect. 

Of course all properties assigned to a certain defect rest 
on a correct identification of this defect under study. The 
identification given in Ref. [5] is mainly based on the 
information obtained from the neutrino-recoil process 
[6]. In this experiment 29 eV is imparted to the probe 
atom 111In by emission of a high-energy neutrino in the 
preceding decay from inSn to lnIn thereby leading 
to the production of exactly one Frenkel pair (one 
vacancy and one interstital) in close vicinity of the 
probe atom. Strictly speaking, in order to identify the 
occuring PAC signal unambiguously the microscopic 
details of the Frenkel-pair production process must be 
known or, vice versa, with a definite knowledge of the 
PAC defect signals the production process can be 
studied. The interpretation in Ref. [5] uses plausible 
arguments as to how the production process occurs and 
combines it with the results of the trapping process fol- 
lowing electron irradiation. 

In order to further strengthen this assignment we have 
performed new experiments using PAC in connection 
with the neutrino-recoil technique. Emphasis was laid 
on the study of the annealing process of the produced 
Frenkel pair since in our former experiments only 
a rough scan of the annealing process had been obtained 
[7]. More precise data combined with the kinetic para- 
meters obtained from the long-range defect migration [5] 
should help to elucidate the microscopic details of the 
Frenkel-pair production process and to distinguish be- 
tween vacancy and self-interstitial. In the second part 
of this contribution we present experiments utilizing 
Moessbauer spectroscopy. The motivation for these ex- 
periments is the fact that the well suited standard PAC 
probe 1MIn is an acceptor in Ge implying that all the 
defect information is obtained from the "acceptor stand- 
point". This fact is favourably used in the analysis of the 
trapping process [5], nevertheless, it is obvious that a do- 
nor probe atom would in addition be able to make those 
defects visible which preferably interact with donors and 

not with acceptors. Moessbauer spectroscopy (MS) has 
a suitable probe atom, 119Sb, which is a common donor 
in Ge decaying to 119Sn on which the Moessbauer effect 
is measured. We utilize this probe as a trapping agent for 
defects induced by electron irradiation and compare the 
results with former experiments obtained with PAC on 
the nAnprobe [5]. 

2. Neutrino-recoil experiments with PAC 

2.1. Experimental 

xllSn nuclei (T1/2 = 35 min) were produced and im- 
planted into Ge by a recoil implantation technique [7], 
see Fig. 1. By this procedure urn-deep implantation is 
achieved with a resulting probe concentration of 
1013-1014 cm"3. We have used p-Ge (Ga) samples with 
Ga doping concentration of 6 x 1017 cm"3. The sample 
dimensions were 10 x 20 mm with a thickness of 600 urn. 
Following implantation the samples were annealed for 
3 min at 630°C and then transferred into a cryostat filled 
with liquid nitrogen. Due to the short halflife of1 x 1 Sn we 
have added eight individual samples prepared in this way 
in order to get sufficient statistics in the PAC measure- 
ments. More details of the technique can be found in Ref. 
[7]. During the decay from nlSn to luIn the probes 
suffer a monoenergetic recoil of 29 eV which leads to 
Frenkel-pair production. This can be studied in the fol- 
lowing PAC experiments utilizing the standard PAC 
decay from x * 'In to 1 x 'Cd with the probe being the PKA. 
We mention that recoil energies resulting from the final 
decay luIn to nlCd are smaller than 1 eV and do not 
contribute to defect production. Therefore the '"In/Cd 

Heavy-Ion Reaction + Implantation 

o===»pR 
EE = 29 eV 

Fig. 1. Partial decay scheme illustrating the neutrino recoil 
effect. The neutrino emitted in the EC decay of "'Sn carries an 
energy of 2.5 MeV leading to 29 eV monoenergetic recoil on the 
PAC probe lnIn/luCd. 
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decay, being the "standard" PAC probe activity, just 
plays the role of an analyzer of the defect situation caused 
by the precursor decay lnSn/In. To probe the thermal 
stability of the produced defects an isochronal annealing 
program is performed. For this purpose the samples are 
brought to the desired temperature, kept there for 10 min 
and are then transferred back to 77 K. After each anneal- 
ing step a PAC spectrum is measured. 

3. Results and discussion 

As known from previous experiments [7] the PAC 
spectra contain a defect component characterized by 
a quadrupole interaction frequency vQ1 =54 MHz. This 
component has axial symmetry (asymmetry parameter 
r\ = 0) and the main axis of the electric field gradient 
oriented in <111> directions. Fig. 2 shows a spectrum 
measured at 77 K, the spectral fraction of the defect 
component amounts to 11%. Fig. 3 shows the results of 
our annealing measurements in comparison with the 
formerly obtained data. The defect fraction stays con- 
stant within the experimental accuracy up to 205(3) K 
and is no longer present in the spectrum measured at 
238(4) K (and above). The disappearance in exactly this 
small temperature interval now has far reaching implica- 
tions. As discussed in Ref. [5], the 54 MHz defect is 
interpreted as a vacancy neighbouring the PAC probe in 
<111> directions. In the trapping experiment following 
electron irradiation this defect forms at 200 K and is 
thermally stable up to 400 K which is the break-up tem- 
perature of the defect pair with the vacancy escaping. The 
complete disappearance in the present experiment now 
reflects the different microscopic situation resulting from 
the neutrino recoil experiment. In this case the 54 MHz 
component represents the probe atom associated with 

-0.10 

°!io( 

Neutrino recoil in 
p-type Ge 

-1-1= 
100 200 

Annealing temperature [KJ 
300 

Fig. 2. PAC spectrum of mIn/ulCd in p-Ge following the 
decay of the precursor 1J1Sn. Measurement at 77 K. 

Fig. 3. Fraction of probe atoms decorated with the 54 MHz 
defect induced by neutrino recoil as function of the annealing 
temperature. Open symbols: this paper. Filled symbols: formerly 
obtained data. 

one partner of the Frenkel pair with the other partner 
close by but sufficiently faraway that it is not seen by 
the PAC probe. The disappearance then can only be 
interpreted as the recombination of the defect bound to 
the probe atom with its near-by, but invisible, Frenkel 
partner; this process can be called a defect-antidefect 
reaction. Now, looking at the respective temperature 
(between 205 and 238 K) we note that it exactly overlaps 
the migration temperature (225 K) observed for the trap- 
ping process following electron irradiation leading to the 
defect frequency vQ2 = 420 MHz (tentatively interpreted 
as self-interstitial trapping in Ref. [5]). This clear agree- 
ment inevitably leads to the conclusion that the defects 
leading to 54 and 420 MHz quadrupole interaction, re- 
spectively, are antidefects and therefore must be the 
monovacancy and self-interstitial. The "invisible" defect 
causing defect annihilation is the one giving rise to the 
420 MHz defect when trapped after electron irradiation. 
But there is more information in it. The annealing is 
complete, meaning that each defect bound to the PAC 
probe is annihilated by its antidefect. This implies that 
there is still an attractive correlation between the Frenkel 
partners, otherwise part of the invisible defect fraction 
would escape from the bound fraction after becoming 
mobile and would leave part of the bound fraction un- 
annihilated. Thus we can speak of a correlated recombi- 
nation. On the other hand, the temperature for this 
process and for free migration is identical within the 
measured interval of about 20 K. These two findings 
identify the process as correlated but almost free defect 
recombination which in metal physics usually is termed 
stage ID. Of course one expects for the correlated recom- 
bination a small shift to lower temperatures to account 
for the smaller number of diffusion steps necessary for 
defect annihilation compared to the large number of 
steps necessary in the free migration process to reach 
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trapping at the PAC probe. This small expected shift is 
possible within the interval of our measurements. 

The conclusions reached here assigning defect and 
antidefect then only leaves the question: which defect is 
which? This question is extensively discussed in Ref. [5] 
employing a model that the observed defect trapping 
following electron irradiation is determined by the de- 
fect's charge. Trapping can be explained with an acceptor 
behaviour for the defect leading to 54 MHz whereas the 
other defect (leading to 420 MHz) displays donor charac- 
ter. Taking the present paper's evidence and those results 
on the electrical properties we find a strong confirmation 
of our previous conclusion that the vacancy constitutes 
the 54 MHz defect and the self-interstitial the 420 MHz. 

It is interesting to mention very recent experimental 
results obtained with other experimental methods. From 
positron annihilation experiments in undoped Ge a 
sharp annealing stage at 200 K is interpreted as free 
vacancy migration [8] in complete agreement with our 
result [5]. In another work, utilizing X-ray diffraction 
Ehrhart et al. [9] present strong evidence for the fact that 
Frenkel pairs produced by electron irradiation at 8 K are 
stable up to 150 K and annealing below that temperature 
is due to close Frenkel-pair recombination only. Long- 
range migration for both vacancies and self-interstitials, 
according to that paper, occurs only for T > 150 K again 
agreeing with our findings considering the fact that 
irradiation doses are extremely high in that work [9] 
which shifts annealing stages to lower temperatures. 

4. Trapping experiments with (donor-) Moessbauer 
spectroscopy 

4.1. Background 

Employing the PAC probe lnIn for defect studies in 
Ge (or Si) it is obvious that the physical information is 
obtained from the viewpoint of an acceptor atom which, 
depending on the circumstances, may preselect or influ- 
ence the attainable information. This is, on the one hand, 
a very desirable situation as has been demonstrated in 
the analysis of the trapping experiments in Ref. [5] which 
showed that interaction of the probe is only possible with 
positive or, under certain conditions, neutral defects. On 
the other hand, the interaction with negatively charged 
defects is impossible or at least strongly retarded. A do- 
nor probe, however, would open the field for studies of 
negative defects. To search for negative vacancies in Ge 
we have employed Moessbauer spectroscopy utilizing 
the probe atom 119Sb which is, as non-radioactive Sb, 
a common donor in Ge and Si. 119Sb decays to the 
Moessbauer-active 119Sn state and is one of the best- 
suited Moessbauer probes for semiconductor studies, for 
details see Ref. [10]. 

2500 

1500 

° 1000 

1500 

1000 

600 

119Sb/119Sninn-Ge 

velocity [mm/s] 

Fig. 4. Moessbauer spectra of 119Sb/119Sn in n-Ge. Top: 
measurement after probe implantation and annealing. Bottom: 
after additional electron irradiation. Measurement temperature 
is 4.2 K (versus a CaSn03 detector at room temperature). 

4.2. Results and discussion 

We have implanted n-type Ge predoped with Sb 
(1 x 1015 cm-3) with 119Sb Moessbauer atoms by using 
the recoil implantation technique mentioned above (for 
details see Ref. [11]). This results in 4 um deep implan- 
tation and a probe concentration of about 1014cm"3. 
Following implantation the sample was annealed at 
450°C for 10 min, a procedure already known to anneal 
all implantation-induced defects resulting from 1MIn im- 
plantations [5]. Subsequently, a Moessbauer spectrum 
was measured at 4 K. Fig. 4 (top) shows the result. The 
spectrum can be well fitted with one single line having the 
smallest attainable linewidth under our experimental 
conditions, the parameters are 1.92(2) mm/s for the 
isomer shift and a Lorentzian line width of 0.84 mm/s 
(FWHM). Subsequently, the sample was irradiated with 
electrons of 1.2 MeV to a fluence of 5 x 1016 cm"2. Dur- 
ing irradiation the temperature was kept below 90 K. 
The sample then was transferred to the Moessbauer 
cryostat with an intermediate warm-up to room temper- 
ature. Fig. 4 (bottom) shows the result. The fit (outer line) 
shows a satellite component which is clearly seen when 
the defect-free line (top) is inserted as reference into the 
spectrum (inner line). The satellite spectrum has a isomer 
shift of 0.52 mm/s relative to the substitutional compon- 
ent (shifted to negative velocities corresponding to higher 
electron density), the spectral intensity amounts to 11%. 
The main component is due to the probe atom on a regu- 
lar substitutional site, see also Ref. [12]. Since the spec- 
tral intensity of the defect line is rather small and the 
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isomer shift difference to the main component is also 
small there remains some uncertainty concerning the 
correct fitting of the spectrum. In a recent Moessbauer 
experiment large electric field gradients associated with 
simple defects have been observed in GaSb [13], so it 
cannot completely be excluded that a quadrupole split- 
ting might be involved in the defect line with the visible 
part of the line as the left part of a doublet and an 
invisible (right) part inside the left wing of the main 
(substitutional) line. In the latter case one would still have 
an isomer shift with higher electron density compared to 
the main component which is expected for a vacancy 
associated with the substitutional probe atom. The 
dangling bond for such a configuration leads to a some- 
what higher s-electron density than is usually contained 
in the unperturbed sp3-configuration, see also the dis- 
cussion in Ref. [12]. Detailed further studies employing 
higher electron irradiation fluences to produce more de- 
fects and a fine-step annealing program will be performed 
in the future. It is, however, already clear from the present 
experiments that defects induced by electron irradiation 
are trapped at the (donor-) 119Sb probes which we tenta- 
tively assign to negatively charged vacancies (donor-ac- 
ceptor pairs) not observable with xllIn. It is understood 
that self-interstitials (being positive up to very high n- 
doping levels [5]) cannot be trapped at the donor probes. 

5. Conclusion 

Experiments presented in this paper using the neutrino 
recoil technique in connection with PAC spectroscopy 
strongly support our previous conclusion that vacancies 
and self-interstitials in Ge undergo free migration around 
200 K [5] implying that Frenkel pairs which are not too 
close are stable up to that temperature. Newly performed 
experiments utilizing other techniques [8,9] are in favour 
of that interpretation. In addition to using the ulIn 
acceptor probe we have presented experiments using 
the donor probe 119Sb (employing Moessbauer spectro- 

scopy) which enables the study of negative defects. 
Recently published results employing the DLTS tech- 
nique on radioactive atoms in Ge [14] complement the 
achieved results so that a large body of kinetic, structural 
and electrical data on the intrinsic defects have become 
available. 
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Abstract 

We report the observation of infrared (IR) vibrational bands related to individual thermal double donors (TDs) in Ge 
crystals enriched with either 160 or lsO isotopes of oxygen. The TDs were generated by heating the oxygen-doped Ge at 
300°C and 350°C. IR absorption spectra were measured at room temperature (RT) and 10 K (LT). In the RT spectra two 
broad bands at about 600 and 780 cm"1 are found to develop upon the TD generation. In the LT spectra a splitting of 
the bands into series of rather sharp bands (up to 9 resolved lines) related to a double-donor (DD) configuration of 
individual TDs (TD1-TD9) is observed. A manifestation of bistability of the first four TD species (TD1-TD4) is observed 
in absorption spectra measured at 10 K after different cooling conditions. The pairs of lines due to bistable TDs in the 
DD configuration are detected after cooling under the band-gap illumination. They are found to transform to the sets of 
three lines after cooling in the dark. These triplets are assigned to the local vibrational modes (LVMs) of a neutral (X) 
configuration of bistable TDs. Oxygen isotopic shifts of LVMs due to TDs are determined and compared with those for 
vibrational modes of interstitial oxygen in Ge. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Germanium; Thermal donors; Bistability; Local vibrational modes 

1. Introduction 

The oxygen-related thermal donors (TDs) in silicon 
and germanium are probably among the most studied 
defects in these semiconductors for the last four decades 
[1-4], because of high technological importance of the 
oxygen impurity in silicon [3,4]. Thermal donors are 
generated upon heating the oxygen-rich Si and Ge crys- 
tals in the temperature range of 300-500°C. In both 
semiconductors these centers have been identified as fam- 
ilies of sequentially formed helium-like double donors 
(up to 16 species in Si [5]) with slightly different ground- 
state energies. The most recent progress in identification 
of the microscopic structure and formation mechanism of 
TDs has come from the discovery of the local vibrational 

»Corresponding author. Fax: + 375-172-20-74-65. 
E-mail address: litvvv@phys.bsu.unibel.by (V.V. Litvinov) 

modes (LVMs) related to the TDs in Si [6-8]. These give 
rise to two groups of the infrared (IR) vibrational bands 
in the regions of 716-748 and 975-1015 cm"1. Three 
pairs of bands positioned at 716/975, 724/988, and 
728/999 cm"1 are found to be related to the individual 
TDs (TD1, TD2, and TD3, respectively), while the pair at 
734/1006 cm"1 is suggested to originate from the high- 
er-order TDs (TDN, N > 4). 

It is well established that the first TD species in Si and 
Ge are bistable [9-14], i.e., for these species beside the 
double-donor (DD) configuration there is a lower energy 
neutral configuration, usually labeled X. It has been 
found [8,14] that the transformation of TD1 and TD2 
into the X configuration in Si is followed by the disap- 
pearance of the bands at 975 and 988 cm"1 and appear- 
ance of new ones with a common frequency of about 
1020 cm"1. 

Infrared vibrational absorption from the TDs was 
observed in Ge crystals as well [15]. Two broad IR 
bands detected at room temperature at about 600 and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00575-X 
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786 cm  1 were suggested to originate from the TDs in 
Ge [15-17]. 

In the present paper a confirmation of this suggestion 
is given and positions of the IR vibrational bands related 
to the individual TD species are presented. A manifesta- 
tion of bistability of the first four TDs is observed and for 
the bistable TD species different LVM lines are revealed 
to arise from the X configuration. Oxygen isotopic shifts 
of vibrational bands of TDs are reported. 

2. Experimental details 

Samples for this study were prepared from n-type 
Sb-doped Ge crystals (p « 4,3-10 Q. cm), which were en- 
riched with either 160 or lsO isotopes of oxygen up to 
concentration (1.7-3) x 1017 cm"3. The concentration of 
160 and 180 was determined from the intensity of the 
absorption bands at 856 and 812 cm"1, a calibration 
coefficient of 1.25 x 1017 cm-2 [18] was used. Thermal 
donors were generated by heating the samples at 300°C 
and 350°C in nitrogen gas. The IR absorption measure- 
ments were carried out at 10 and 295 K using a Bruker 
113v Fourier transform IR spectrometer. The spectral 
resolution was 0.5 or 1.0 cm"1. 

3. Experimental results and discussion 

In the room temperature absorption spectra of as- 
grown Ge : lsO (Ge : lsO) crystals, two bands positioned 
at 856 (812) and 1264 (1209) cm"1 are observed. In the 
spectra measured at 10 K the bands are shifted by 
6 cm"1 to higher frequencies. These bands are known to 
be related to interstitial bond-centered oxygen atoms 
(A) in Ge [2,16]. The band at 856 (812) cm"1 is at- 
tributed to the antisymmetric motion (v3 or A2u) of the 
Ge-O-Ge unit and the band at 1264 (1209) cm"1 to the 
combination of the v3 mode with a symmetric motion 
(v2) of the same unit [19]. 

Heat-treatment (HT) of the Ge: 160 (Ge: lsO) sam- 
ples results in appearance of two broad bands at about 
600 (574) and 780 (738) cm"1 in the RT spectra. The 
development of the bands correlates well with the TD 
growth as deduced from the resistivity and Hall measure- 
ments. Both bands grow up in intensity and their peak 
positions are shifted to the high-energy side with the 
heat-treatment time. This implies that the individual TD 
species have slightly different LVMs, and their peak 
positions are shifted to higher frequencies for higher- 
order TDs. 

The measurements performed at 10 K have confirmed 
this suggestion. It was found that lowering the measure- 
ment temperature results in splitting the broad bands 
into two series of rather sharp lines (see Fig. 1). The 
strength and number of the resolved lines depends 

strongly on the duration of HT and cooling conditions: 
under the band-gap illumination or in the dark. 

Let us first consider the spectra obtained after cooling 
with the illumination (spectra I in Fig. 1). Two series of 
lines are observed in the regions of 595-615 and 
770-790 cm"1. The lines in the former region are nar- 
rower and up to nine species can be detected, while only 
a few bands can be resolved in the latter one (see Table 1). 
The lines in both series are formed in a sequential way, 
i.e. similar to that found for the first TD species in Ge by 
electrical [11] and optical (far-infrared) [13] measure- 
ments. Evidently, these series should correspond to the 
bands at 600 and 780 cm"1 observed in the RT spectra. 

After cooling in the dark some of the lines disappear or 
their intensity decreases noticeably. Instead, a number of 
new lines appear in the ranges of 582-590, 705-715 and 
790-793 cm"1 (spectra II in Fig. 1). It is natural to 
suggest that these lines are related to the X configuration 
of bistable thermal donors (BTDs). In Ge three first TD 
species (TD1-TD3) are well known to exhibit bistability 
[11-13,20]. The results of electrical measurements of Ref. 
[11] showed that the bistability of TD4 occurred as well. 

The rates of the DD -> X transformation are different 
for TD1-TD4 species, and strongly depend upon the 
free-electron concentration [11,12]. This allows one to 
distinguish the individual BTDs by studying the crystals 
with different TD concentrations. According to Ref. [11], 
the dominant centers after HT at 300°C and 350°C for 
15 h were TD1 and TD2, with the density of the species of 
about (2-4) x 1014 and (7-8) x 1014 cm"3, respectively. In 
our samples, which were similar to those studied in Ref. 
[11] and were treated for 15 h at 300°C and 350°C, 
the pairs of lines at 593.0/769 and 597.0/774.2 cm""1 were 
the dominant ones in LT spectra after cooling with the 
band-gap illumination. These bands were replaced by 
the lines at 581.0/715 and 583.8/712.9/791.8 cm"1 in the 
spectra measured after cooling in the dark (see Fig. la-d). 
On the basis of combined analysis of the data of electrical 
and optical measurements an identification of the appro- 
priate lines with the LVMs of TD1 and TD2 in the DD 
and X configurations has been done (see Table 1). 

After HT at 350°C for 50 and 90 h, a further increase in 
the TD concentration occurred and TD3 and TD4 be- 
came bistable (Fig. le-h). It should be noted that the 
transformation of the TD4 species was detected only by 
the decrease in intensity of a band at 603.5 cm"1 (DD 
state of TD4) and appearance of a line at 590.2 cm"i (X 
state of TD4). Other vibrational modes of the TD4 in 
X configuration have not been detected because of two 
reasons: firstly, only the small part of these centers could 
be transformed into the X state under the used cooling 
conditions and secondly, rather strong absorption due to 
free charge carriers occurred. 

An identification of LVM lines of the first numbers of 
TD family in Ge:lsO crystals has been done in 
the similar way. Positions of all the observed lines are 
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Fig. 1. Absorption spectra at 10 K for Ge : 160 crystals annealed at (a, b) 300°C for 15 h and at 350°C for (c, d) 15 h, (e, f) 50 h and (g, h) 
90 h. Spectra I and II were measured after cooling the samples with the band-gap illumination and in the dark, respectively. Spectra III 
are the difference of the spectra II and I. 

Table 1 
Positions of the vibrational IR modes (in cm-1) of individual TDs in germanium at 10 K 

TD species             State              Mode 1 (vl)                                   Mode 2 (v2) Mode 3 (v3) 

Ge: 160 Ge:leO              Ge:lsO              Ge:160              Ge:18Q Ge: 180 

TD1 

TD2 

TD3 

TD4 

TD5 
TD6 
TD7 
TD8 
TD9 

DD 593.0 
X 581.0 
DD 597.0 
X 583.8 
DD 600.6 
X 587.6 
DD 603.5 
X 590.2 
DD 606.3 
DD 608.6 
DD 610.7 
DD 612.8 
DD 614.5 

569 
555.8 
573.0 
559.4 
575.6 
562.5 
578.4 
? 

580.5 
? 
7 
? 
? 

769 
? 

774.2 
791.8 
777.8 
791-792 
781.2 
? 
7 
? 
? 
? 
? 

? 
? 

735.2 
750 
739 
750 
? 
7 
? 
7 
? 
? 
? 

715 

712.9 

705.8 

9 

? 

672.5 
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Table 2 
Squares of the frequency ratios of different LVMs for individual TDs in Ge crystals doped with either 160 or lsO oxygen isotopes 

TD state [vl(160)/vl(180)]2 [v2(160)/v2(180)]2 [v3(160)/v3(180)]2 

DD 
X 

1.09 
1.09 

1.11 
1.11 1.12 

presented in Table 1. One can see some tendencies in the 
line positions. The vl mode of TDs for both the DD and 
X configurations shifts to higher frequences by 2-4 cm"1 

with increase in TD number (JV). It is worth mentioning 
that the spacing between the neighboring vl lines 
decreases with increase of N. The similar behavior is 
characteristic for the v2 mode of TDs in the DD config- 
uration. The positions of v2-related LVM lines of BTDs 
in the X configuration are very close (in the range of 
1 cm"1). This mode might be considered as an analog of 
the band at 1020 cm"1 in Si, which was observed after 
the transformation of bistable TD1 and TD2 centers into 
the X configuration. The v3 mode of the bistable TDs 
shifts in opposite direction compared with the vl and v2 
modes with increase in TD number. 

Some results of an analysis of oxygen isotopic shifts for 
the LVMs of individual TD species are presented in 
Table 2. It should be noted that the square of the fre- 
quency ratio of the v2 mode for Ge: 160 and Ge : lsO 
crystals is close to that for antisymmetric stretch mode 
(v3) of interstitial oxygen atoms in Ge (862/818 = 1.11). 
So, the v2 mode might be assigned to the antisymmeric 
stretching vibrations of divalent bond-centered oxygen 
atoms incorporated into TDs. The isotopic ratios for vl 
and v3 modes of TDs differ from that for v3 mode of Oi in 
germanium. These modes are, probably, associated with 
other states of oxygen atoms in Ge lattice. 

There is a consensus now [21-23], that the electrical 
activity of TDs in Si and Ge is associated mainly with the 
presence of trivalent oxygen atoms (Oy). The driving 
force for appearance of oxygen trivalency could arise 
from the stress produced by divalent oxygen atoms being 
attached to the TD core (located in the vicinity). It is 
obvious that the vibrational absorption from the Oy and 
O; atoms should be different. The Ge-O (Si-O) bonds for 
the Oy atoms are softer than those for the O; atoms [23], 
and accordingly the Oy stretching vibrations should have 
lower frequencies. It has been found in the calculations of 
Deak et al. [21,23], that the Oy atom in Ge should give 
rise to LVM at about 640 cm"1. This is rather close to 
the positions of the TD lines observed in the region of 
590-620 cm"1 (mode vl). Hence, we have suggested that 
the vl mode bands (and the lines in the region of 
716-744 cm"1 for Si) are related to the trivalent oxygen 
atoms in the TD core. 

It is more difficult to interpret the lines in the region of 
705-715 cm"1 (v3 mode). These lines are characteristic 

features for the X configuration only. Perhaps, they arise 
from the oxygen atoms in some metastable state being 
intermediate between Oi and Oy ones. 

In conclusion, we have presented a further confirma- 
tion of the previous assignment of the bands at 600 and 
780 cm"1 as arising from the TDs. The individual TD 
species are resolved in the low-temperature IR absorp- 
tion spectra, and the LVM characterization of the lower 
energy X configuration of BTDs is performed. From the 
oxygen isotopic shift of vibrational bands of TDs 
a strong evidence for the incorporation of oxygen atoms 
into the structure of TDs is obtained. 

Acknowledgements 

We thank TFR, KVA and SI in Sweden for financial 
support. We also acknowledge financial support from the 
grant INTAS-Belarus 97-0824. 

References 

[1] C.S. Fuller et al., Phys. Rev. 96 (1954) 833. 
[2] J. Bloem, C. Haas, P.J. Penning, J. Phys. Chem. Solids 12 

(1959) 22. 
[3] F. Shimura (Ed.), Oxygen in Silicon, in: Semiconductors 

and Semimetals, Vol. 42, Academic Press, New York, 1994. 
[4] R. Jones (Ed.), Proceedings of the NATO Advanced Work- 

shop on the Early Stages of Oxygen Precipitation in Sili- 
con, Vol. 17 of NATO ASI Series, 3. High Technology, 
Kluwer Academic Publishers, Dordrecht, 1996. 

[5] W. Götz, G. Pensl, W. Zulehner, Phys. Rev. B 46 (1992) 
4312. 

[6] J.L. Lindström, T. Hallberg, Phys. Rev. Lett. 72 (1994) 
2729. 

[7] T. Hallberg, J.L. Lindström, J. Appl. Phys. 79 (1996) 7550. 
[8] J.L. Lindström, T. Hallberg, in: R. Jones (Ed.), Proceedings 

of the NATO Advanced Workshop on the Early Stages of 
Oxygen Precipitation in Silicon, Vol. 17 of NATO ASI 
Series, 3. High Technology, Kluwer Academic Publishers, 
Dordrecht, 1996 pp. 41-60. 

[9] V.D. Tkachev et al., Sov. Phys. Semicond. 18 (1984) 324. 
[10] Ya.I. Latushko et al., Phys. Stat. Sol. A 93 (1988) K181. 
[11] V.V. Litvinov, G.V. Palchik, V.l. Urenev, Sov. Phys. 

Semicond. 19 (1985) 841. 
[12] V. V Litvinov, G.V. Palchik, V.l. Urenev, Phys. Stat. Sol. 

A 108(1988)311. 
[13] P. Clauws et al., Phys. Rev. B 44 (1991) 3665. 



574 V.P. Markevich et al. /Physica B 273-274 (1999) 570-574 

[14] T. Hallberg, J.L. Lindström, Appl. Phys. Lett. 68 (1996) 
3458. 

[15] W. Kaiser, J. Phys. Chem. Sol. 23 (1962) 255. 
[16] P. Clauws, Mater. Sei. Eng. B 36 (1996) 213. 
[17] N. Fukuoka et al, Jpn J. Appl. Phys. 30 (1991) 784. 
[18] E.I. Millett, L.S. Wood, G. Bew, Brit. J. Appl. Phys. 16 

(1965) 159. 
[19] B. Pajot et al. Mater. Sei. Forum 258-263 (1997) 41. 
[20] H.H.P.Th. Bekman, Phys. Rev. B 42 (1990) 9802. 

[21] P. Deak, L.C. Snyder, J.W. Corbett, Phys. Rev. B 45 (1992) 
11612. 

[22] DJ. Chadi, Phys. Rev. Lett. 77 (1996) 861. 
[23] P. Deak, in: R. Jones (Ed.), Proceedings of the NATO 

Advanced Workshop on the Early Stages of Oxygen Pre- 
cipitation in Silicon, Vol. 17 of NATO ASI Series, 3. High 
Technology, Kluwer Academic Publishers, Dordrecht, 
1996. pp. 163-177. 



ELSEVIER Physica B 273-274 (1999) 575-578 

PHYSICA 
www.elsevier.com/locate/physb 

Electronic and structural properties of vacancy 
and self-interstitial defects in germanium 

A. Janotti3, R. Baierleb, Antonio J.R. da Silvaa, R. Motab, A. Fazzio3'* 
*Instituto de Fisica, Universidade de Säo Paulo, CP 66318, 05315-970 Säo Paulo, SP, Brazil 

bDepartamento de Fisica, Universidade Federal de Santa Maria, 97105-900, Santa Maria, RS, Brazil 

Abstract 

The electronic and structural properties of an isolated vacancy and self-interstitial defects in germanium are studied 
through 'parameter free' calculations. We analyze the lattice relaxations and Jahn-Teller distortions for several charge 
states. Our results for ionization levels of the Ge-vacancy are in fair agreement with experimental results. In contrast to 
the silicon vacancy we obtain that the germanium vacancy does not present an Anderson negative- U. For the self- 
interstitial defect we obtain, similarly to silicon, that the lowest-energy configuration is the split dumbbell configuration. 
© 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Ge vacancy; Ge self-interstitial; Ab initio calculations 

1. Introduction 

The vacancy and self-interstitial are among the simple- 
st defects one can imagine. In silicon they have been 
thoroughly studied in the past [1-6]. The Vsi presents 
many interesting physical properties, such as: (i) several 
charge states in the gap; (ii) different local lattice relax- 
ations for different charge states; (iii) the charge states (0), 
( +), and ( + + ) form an Anderson negative- U system 
[7], with the ( + ) state being a missing (metastable) state. 
The silicon self-interstitial has also been well character- 
ized, with the <110> dumbbell configuration being the 
lowest-energy configuration [6], followed by the config- 
uration with the Si interstitial at a hexagonal site. 

As opposed to silicon, neither the vacancy nor the 
interstitial are well characterized in germanium. How- 
ever, recent experiments [8-10] were able to provide 
some new microscopic information about these defects. 
Zistl et al. [8] used a combination of two different tech- 

* Corresponding author. Tel.: + 55-11-818-7039; fax:  + 55- 
11-818-6831. 

E-mail address: fazzio@if.usp.br (A. Fazzio) 

niques, deep level transient spectroscopy (DLTS) and 
perturbed angular correlation spectroscopy (PAC) to ob- 
tain information about deep level defects in germanium. 
With the DLTS they were able to detect a level at 0.33 eV 
above the top of the valence band, and through the PAC 
measurements they related this level with a mono- 
vacancy. In another set of experiments [9,10], only the 
PAC technique was used. In these experiments, point 
defects produced by electron irradiation are trapped at 
111In probes, and their properties are studied as a func- 
tion of the Fermi level. The authors concluded that the 
vacancy (0/-) level is 0.20 + 0.04 eV above the top of the 
valence band. In the PAC experiments they also detected 
another type of defect, which they assigned, with a 'high 
degree of certainty', to a germanium self-interstitial. For 
the Ge;, the dependence of the results on the Fermi level 
led the authors to conclude (tentatively) that the (+/0) 
level is located somewhere between 0.02 and 0.06 eV 
below the top of the conduction band. 

The present paper, motivated by these experimental 
results, presents a detailed theoretical study of the germa- 
nium vacancy and self-interstitial. For the vacancy [11] 
we report results for the charge states (++),( + ), (0), 
(—), and ( ), and for the self-interstitial we present 
results for the dumbbell configuration in the (+) and (0) 
charge states. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00576-l 
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2. Method 

Our calculations are based on the density functional 
theory with the local density approximation (LDA) for 
the exchange-correlation potential [12]. We have per- 
formed total energy ab initio calculations using a super- 
cell with 128 atoms to describe the germanium defects. 
The electrons-ions interactions were described using 
norm-conserving pseudopotentials of Bachelet et al. [13], 
in the Kleinman-Bylander [14] form. A plane wave basis 
set was used with an energy cutoff of 12 Ry, and the 
Brillouin zone was sampled using one A-point (f-point). 
When performing geometry optimizations all the atoms 
were allowed to move until all components of the forces 
were smaller than 0.0005 hartree/bohr. No symmetry 
constraints were imposed in any of the geometry optim- 
izations. To check the influence of the size of the supercell 
in the relaxed geometries, we embedded our 128 supercell 
(for the relaxed geometries of the vacancy) in a 216 
supercell, and repeated the calculation without further 
atomic relaxation. We found that all the components of 
the forces were smaller than 0.003 hartree/a.u. This indi- 
cates that the atomic displacements are well represented 
in the 128 sites supercell. In order to have the system 
always charge neutral, when a calculation was performed 
with the system in charge state q, a uniform charge 
density of p = — q/QoeU was added to the unit cell of 
volume ßCeii- 

For the vacancy in charge state q, the formation energy 
was calculated as 

EJfcO = £?-x + q(ße + Ev) - ^^£N' (1) 

whereas for the self-interstitial in charge state q it was 
calculated as 

40O = £,N+1+9(^+£v 
N + 1 

JV 
(2) 

EN~1is the total energy of the supercell with a vacancy 
in charge state q (N - 1 atoms), EN+1 is the total energy 
of the supercell with a self-interstitial in charge state 
q (N + 1 atoms), EN is the total energy of the perfect 
lattice supercell (N atoms), and ne is the position of the 
Fermi level relative to the top of the valence band Ey. The 
top of the valence band has been corrected in the defect 
supercells by the average potential around the further- 
most interstitial from the defect site [15-17]. 

Table 1 
Vacancy and self-interstitial formation energies. The values were 
obtained from Eqs. (1) and (2) with pc = 0 eV. The results for 
Vsi were obtained from Ref. [10] (we report their numbers for 
a cell with 216 sites). All results are in eV 

(++) ( + ) (0) (-) (--) 

vGc 

Gej 

1.717 
3.01 

1.718 
3.20 
2.05 

1.927 
3.27 
2.20 

2.300 
3.88 

2.694 
4.29 

change of approximately 27% when compared to the 
perfect crystal. The point-group symmetry around the 
vacancy site is Td, as expected. This result is the same as 
in silicon [18]. For the charge state (+) there is a 
Jahn-Teller distortion to the D2d-p°int symmetry. There 
is also an inward relaxation, with a contraction of 30% 
when compared to the unrelaxed structure. The same 
point-group symmetry (D2ä) is also obtained for the (0) 
charge state, and the lattice distortion is very similar to 
the ( + ) state, with a contraction of 31 % when compared 
to the unrelaxed structure. With the addition of another 
electron, i.e., the ( —) charge state, there is another 
Jahn-Teller distortion to a C2v point-group symmetry. 
The relative volume contraction is now 40%. Finally, for 
the ( ) charge state the point-group symmetry is also 
C2v, and the relative volume contraction is 41%, very 
similar to the (—) charge state. Therefore, for all charge 
states, the point-group symmetries around the vacancy 
site are the same as in the case of the silicon vacancy. 

From Eq. (1) we can calculate the formation energies 
for all charge states. They are reported in Table 1 for 
^e = 0 eV, where we also present the results for the 
Vs; [18]. As can be seen, the formation energies for the 
germanium vacancy are significantly smaller than the 
formation energies for the silicon vacancy, for all charge 
states. An important consequence is that the vacancy is 
much more important for the self-diffusion in germanium 
than in silicon [19,20]. The experimental results for the 
formation energy of a singly charged negative vacancy, 
which range from 1.7 to about 2 eV [21], are in good 
agreement with our value of 2.3 eV. From Eq. (1) we 
obtained the ionization levels, i.e., the values of the Fermi 
level ße where the formation energies of two charge states 
become equal. These values are reported in Table 2. The 
most important points are: (i) the (+ +/+) level is al- 
most resonant in the valence band. We cannot tell if it 
will be resonant or not at our level of calculation; (ii) as 

3. Results 

3.1.  Vacancy 

For the (+ +) charge state we obtain an inward relax- 
ation around the vacancy site, with a relative volume 

1 We calculated the value of U using the following expression: 
U = EJ+ +)(ne = 0) + EJ0)(ße = 0) - 2E\+)(fic = 0). See Eq. (1) 
for definition of quantities. 
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Table 2 
Ionization levels for the germanium vacancies. All the values are 
in eV 

(++/ + ) (+/0) (0/-) (-/--) 

0.001 0.209 0.373 0.399 

opposed to the silicon vacancy, the ( + +), (+), (0) 
states do not form an Anderson negative- U system, and 
we obtain1 a value of U = 0.21 eV. This value should be 
compared with the result for the VSi, U = - 0.12 eV, 
obtained using Puska et al.'s results; (iii) the (0), (-), 
( ) states do not form an Anderson negative- U sys- 
tem; (iv) the (—) state has a small region of stability, of 
about 0.03 eV. 

If the DLTS level at 0.33 eV above the top of the val- 
ence band [8] also corresponds to the (0/—) transition, 
we can conclude that it is somewhere between 0.20 and 
0.33 eV above the top of the valence band. Our results 
give for this level a value of 0.37 eV, which is similar to 
the value obtained from the DLTS measurements. How- 
ever, if we consider the large spin-orbit splitoff of the 
valence band in Ge, together with the fact that we do not 
include any spin-orbit effects in our calculations, we can 
conclude that one should be careful when comparing the 
absolute positions of our calculated levels with the ex- 
perimental results. 

An important question remains: why in germanium the 
charge states (+ +),( + ), and (0) do not form an Ander- 
son negative- U system, whereas in silicon they do. In 
order to answer this question, let us consider the total 
energies E+ +, £+, and E° for the charge states ( + + ), 
( +), and (0), respectively, as a function of the normal 
modes [22,23]2 QAl and QE. If we expand them up to 
second order around the coordinates of the undistorted 
lattice, we obtain [4,5,7,24]: 

E+ +(QAl, QE) = E0- IVQA, + ikVQl, 

E+(QAl, QE) = E0+ E: - 11 QA, + iki, Q2
A, 

-tiQE+ikiQh 

E°(QAt, QE) = EO+ E° - X°Al QAs + ik°Al Qi, 

- I%QE + ifcSßi 

(3) 

(4) 

(5) 

where E% are the vertical (i.e., without any lattice relax- 
ation or distortion) shifts in the total energies. For each 
normal mode of symmetry Tu the Aft's are the elec- 
tron-lattice coupling coefficients, and the kft's are the 

2 There are two E normal modes, but in order to have a 
D2ä distortion they cannot be independent of one another. There- 
fore, we can consider only one normal mode coordinate QE in- 
stead of two. 

force constants. Minimization of the total energies for 
each charge state q, with respect to each normal mode 
coordinate, gives the equilibrium coordinates as 

QKq- 
ft, (6) 

and the energy gain, for each normal mode and for each 
charge state, upon lattice relaxation or distortion is 

AEf, = 
2kf, 

(7) 

The values of the k% 's and of the kf, 's were calculated 
by Ögut et al. for silicon [24]. From the above equations, 
we can write1 U = UV + UAt + UE, where Uy = E° - 
2£v

+ is the contribution coming from the vertical shifts, 
UAl = AEA\+) + AE^ -2AE£> is the contribution 
coming from the energy gains associated with the 
Ay mode, and UE = AEE

++) + A£g» - 2AEE
+) is the 

contribution from the energy gains due to the E mode, or 
the energy gains due to the Jahn-Teller distortions. Us- 
ing the results from Refs. [18,24], we estimate for the 
silicon vacancy Uy = 0.4, UAl = — 0.3, and 
UE = - 0.2 eV. To obtain the numbers for germanium, 
we consider the following relation: 

A£?,(Ge) 
er>-(Ge)VA^(Ge; 
wnsi)/ \**,(si: 

AEf,(Si). (8) 

The values of the ßfreq'(Ge) were obtained by projec- 
ting, for each lowest-energy structure, our calculated 
atomic displacements from the undistorted structure into 
the normal coordinates [22,23] QFl. The values for sili- 
con were obtained in a similar way using the results from 
Puska et al. [18]. From the ratio between the atomic 
masses and the ratio between the phonon modes of 
silicon and germanium we can estimate (kf, (Ge)/kf, (Si)). 
In this way we obtain for germanium UAi = — 0.2 eV 
and UE = — 0.01 eV. By performing a calculation with- 
out letting the atoms relax, we calculated for germanium 
[7V = 0.4 eV. This gives for the FGeaU = 0.19 eV. This 
value is very similar to the value of U = 0.2 eV that we 
have obtained using our results for the formation ener- 
gies. What we can conclude from these numbers is that 
the contribution UAl due to the breathing mode is sim- 
ilar in both silicon and germanium, but the contribution 
UE due to the Jahn-Teller distortion is much smaller in 
germanium than in silicon. The main reason is a weaker 
electron-lattice coupling XE in germanium than in sili- 
con. We obtain that l\ is about six times smaller in Ge 
than in Si, which leads to values of Q|,eq(Ge) which are 
about three times smaller than g|eq(Si). 

3.2. Self-interstitial 

Similar to silicon, we obtain that the dumbbell config- 
uration has lower energy than both the hexagonal and 
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the tetrahedral configurations. We therefore concentrate 
on the analysis of the dumbbell structure. Using Eq. (2) 
we calculated the formation energies for the ( + ) and (0) 
charge states, for nc = 0 eV, and we report the values in 
Table 1. For the dumbbell configuration in silicon the 
formation energy [6] for the (0) charge state is 3.2 eV. 
Once again we obtain that the defect formation energy in 
germanium is significantly smaller than in silicon. 

From the results of Table 2 we calculate the ( + /0) 
levels. We obtain that the ( + /0) is an electronically inert 
level located at 0.15 eV above the top of the valence band. 
In accordance with Haesslein et al. [10], a donor state 
located at 0.04 eV below the bottom of the conduction 
band was tentatively identified with the self-interstitial 
(+ /0) level. This assignment was given because the 
authors supposed that the In" probe ions were decorated 
by the ( + ) self-interstitial. However, there is no impedi- 
ment for a coupling between the In- and the neutral 
self-interstitial. Therefore, we tentatively assign the de- 
crease in the PAC signal in the p(Ga)-type material (for 
p > 1016 cm " 3) with the ( + /0) level, instead of the influ- 
ence of the competing Ga " trapping centers, as suggested 
by the authors. If we use the experimental data from 
Haesslein et al. [10] and an analysis similar to the one 
presented by the authors, we would give for this level 
a value around 0.1 eV, which is close to our result of 0.15 
eV. The decrease in the PAC signal in the n(Sb)-type 
material (for n > 2.8 x 1017 cm"3), which was assigned 
to the charge change ( +) to (0) by the authors, may 
correspond to another transition, the (0) to (-), for 
example. Calculations to test this hypothesis are under 
way. 

4. Conclusions 

We have presented a detailed study of the germanium 
vacancy, and comparison of our results for the ionization 
levels are in fair agreement with recent experimental 
results [8-10]. We have shown that the germanium va- 
cancy does not present a negative- U, and suggests as 
a possible explanation the small electron-lattice coupling 
for the mode responsible for the Jahn-Teller distortion, 
the E-mode. 

We have also studied the germanium self-interstitial. 
The dumbbell configuration is the lowest-energy config- 
uration, similarly to the silicon self-interstitial. In con- 
trast to the assignment given by Haesslein et al. [10], 
we place the ( + /0) self-interstitial level at 0.15 eV above 
the top of the valence band, and not at 0.04 eV below the 
bottom of the conduction band, as suggested by the 
experimentalists. 
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Abstract 

In this work, positron annihilation (PA) and infra-red (IR) spectroscopies are combined to obtain information on the 
H bonding and the void size distribution as a function of deposition parameters (substrate temperature and ion- 
bombardment) during reactive ion-beam sputtering deposition (IBSD) for the growth of a-Ge : H films. For a-Ge : H 
films obtained at substrate temperatures between 180°C and 260°C without ion bombardment of the growth surface, PA 
studies reveal low-value valence (S) parameters and high core (W) parameters as compared with films grown under 
less-favorable conditions. These data indicate a relatively low concentration of large voids, the annihilation process being 
controlled mainly by trapping at vacancies. IR and PA measurements on IBSD samples subjected to in-situ ion- 
bombardment during growth indicate ion irradiation of the growth surface as a major factor responsible for large void 
formation. It can thus be concluded that rather compact a-Ge: H films can be obtained by IBSD at substrate 
temperatures between 180°C and 260°C, by minimizing the ion bombardment of the growth surface. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Positron annihilation; a-Ge: H; Ion-bombardment effects 

1. Introduction 

Hydrogenated amorphous germanium (a-Ge : H) is a 
natural candidate for amorphous semiconductor-based 
device applications requiring a small pseudo-gap. How- 
ever, films of a-Ge : H have been reported to have poor 
electronic properties mainly due to the existence of a 
large number of dangling bonds, vacancies and voids 
which influence optoelectronic properties. Positron anni- 
hilation experiments have been shown to be a useful tool 
for the investigation of vacancy-type defects in materials 
[1]. The crux of this technique is that positrons are 

»Corresponding author. Tel.: + l-905-5259140#24963; fax: 
+ 1-905-5278409. 

E-mail address: mascher@mcmail.cis.mcmaster.ca 
(P. Mascher) 

effectively trapped at neutral and negative vacancies due 
to the potential well formed by the missing positive charge 
of the ion cores. In this work we utilize beam-based 
Doppler broadening, and infra-red spectroscopies to ob- 
tain information on the microstructure of the samples 
and the concentration of vacancies and voids as a func- 
tion of two deposition parameters, i.e., substrate temper- 
ature and ion-bombardment. 

2. Experimental 

The depositions were performed in a dual ion beam 
deposition chamber equipped with two Kaufman ion 
sources and a high-purity Ge target. The target atoms 
were sputtered by a 1000 eV Ar+ beam and deposited 
onto c-Si or glass substrates placed at a distance of 15 cm 
from the target. Two sample series (samples #1-7 in 
Table 1) were grown: (1) the substrate was irradiated by 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Table 1 
Summary of the deposition conditions of a-Ge : H on c-Si substrate and positron-related parameters 

Sample Temp. Deposit I/A Thickness H% L + Defect concentration 
(°C) rate 

(Ä/S) 
(nm) (nm) (cm"3) 

#1 220 1.23 1.2 950 4.4 21.1 4.0 x 1018 (void) 
#2 220 1.38 0.6 880 5.8 22.2 3.6 x 1018 (void) 
#3 220 1.38 1.0 990 8.4 12.2 1.2 x 1019 (void) 
#4 220 1.31 0 940 4.1 23.6 3.2 x 1019 (vacancy) 
#5 260 1.28 0 930 0.5 46.0 8.0 xlO18 (vacancy) 
#6 180 1.30 0 940 4.3 27.3 2.4 x 1019 (vacancy) 
#7 25(RT) 1.51 0 1080 8.1 21.1 — 
#10 220 0.74 0 530 0.0 22.6 3.7 x 1019 (vacancy) 
#470 180 1.00 — 900 11.0 22.9 3.4 x 1018 (void) 
c-Ge — — — — — 200.0 — 

a 100 eV Hj + Ar+ "assisting" beam, where the ion/ 
atom arrival rate ratios (I/A) were varied from 0 to 1.2; (2) 
the samples were prepared by performing Ar+ sputtering 
of the Ge target in a H2 atmosphere (PH2 ~ 1 x 
10~3mbar) with I/A = 0 and by varying the substrate 
temperature from 25°C to 260°C. Additional samples 
#10 (non-hydrogenated and not ion bombarded) and 
#470 (grown by RF-sputtering) were also investigated 
for comparison. 

Doppler broadening spectra were measured as a func- 
tion of positron energy, corresponding to implantation 
depth. The spectra were characterized by the usual line 
shape parameters S and W, defined as the number of 
counts in the central and wing regions of the 511 keV 
annihilation peak divided by the total number of counts. 
The S parameter is associated with annihilations with 
low momentum (valence) electrons, while the W para- 
meters corresponds to annihilations with high mo- 
mentum (core) electrons. 

3. Results and discussion 

The experimental results for the S parameter from 
depth profiling of a-Ge : H on c-Si substrates are plotted 
as a function of positron beam energy, E (Fig. 1). The 
sample depth can be calculated from the incident energy 
according to z[nm] = (40/p)(£[keV])16, where p is the 
mass density. The solid lines through the data points are 
the results of a POSTRAP5 [2] analysis based on the 
positron diffusion model. The S-E curves for those sam- 
ples can be divided into three regions. In the energy range 
up to 6 keV the S value increases due to the surface effect, 
then S attains a constant value above 6 keV which can be 
identified as the characteristic value of the a-Ge : H film. 
At larger positron energies, E > 14 keV, the S parameter 
starts to decrease and approaches the value of the c-Si 

substrate, S = 0.507. It can be seen that both the non- 
bombarded and bombarded samples are different in two 
ways from c-Ge: (1) the S value is considerably higher, 
and (2) the increase in S from the surface value is much 
steeper in a-Ge : H than in c-Ge. These differences indi- 
cate the presence of vacancy-type defects in a-Ge: H, 
where the defect type and concentration are related to the 
growth conditions. These defects are expected to act as 
traps for positrons, thus reducing the diffusion length 
(Table 1) and increasing the S parameter. Furthermore, it 
can be seen in Fig. 1 that the S value decreases with 
increasing substrate temperature, and larger S values are 
observed for the ion bombarded a-Ge : H as compared 
with films grown without ion bombardment. An increase 
of vacancy concentration, or the formation of larger 
microvoids due to the ion bombardment may explain the 
observed increase in S-parameter values. It should also 
be noted from these data that the films are uniform 
throughout their thickness. 

Typical infrared spectra of high-quality a-Ge : H films 
show two main bands, namely the Ge-H wagging vibra- 
tion mode at 570 cm-1 and two corresponding Ge-H 
stretching modes, which may have two components: one 
is due to bonded H atoms vibrating within a Ge vacancy 
(the so-called bulk mode at 1874 cm"1) and the other is 
due to H atoms bonded to Ge atoms at the internal 
surface of voids considerably larger than a single vacancy 
(surface mode, at frequencies between 1970 and 
2000 cm"1). Two interesting effects are observed [3]: (1) 
for I/A = 0, the surface mode is below the detection limit. 
Decreasing the substrate temperature from 260°C to- 
wards room temperature leads to an asymmetrical 
broadening of the stretching mode peak and a slight shift 
to larger frequencies. The asymmetrical broadening is 
evidence for small but not negligible contributions from 
the surface-like modes, especially for the film deposited at 
room temperature; (2) for I/A # 0 and RF-sputtering 
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Fig. 1. S parameter versus incident positron energy for a-Ge: H on c-Si substrate deposited by ion-beam sputtering at (a) various 
ion-to-atom arrival rate ratios I/A; (b) different substrate temperatures Ts. 

deposition, both the bulk and surface stretching modes 
are apparent and the surface-like mode frequency as well 
as the relative intensity increase with increasing ion cur- 
rent. The IR results show that ion-bombardment plays a 
crucial role in the formation of voids in a-Ge: H. 

Previous experiments [4] performed on films depos- 
ited by magnetron and RF sputtering have shown, how- 
ever, that ion bombardment during film growth can lead 
to a more compact network structure, which is in contra- 
diction with our results. It should be noted that the 
amount of ion bombardment occurring in our deposition 
seems to be significantly larger than prevailing values 
during the deposition of compact a-Ge : H films by other 
groups. For increasing ion (especially Ar+) currents strik- 
ing the growth surface, an increasing number of coord- 
ination dangling bonds are expected to be created by 

knock-on processes. According to TRIM calculations, an 
average number of atoms equivalent to about ; of each 
deposited monolayer will be displaced by the Ar+. At 
such a high defect production rate, it is conceivable that 
defects will easily agglomerate, leading to the formation 
of large voids. In addition, since the beam contains about 
50% hydrogen, dangling bonds may be readily pas- 
sivated thus favoring the formation of H-decorated voids 
as observed in the IR spectra. The observed effect of the 
substrate temperature on the S parameter and on the 
infrared stretching modes can also be expected. At higher 
substrate temperatures, atoms acquire more surface 
mobility, which tends to eliminate microstructure and 
results in a more relaxed amorphous network. As a con- 
sequence, the material will have a lower density of defects 
and thus smaller S-parameter values. 
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The number of different vacancy defects trapping 
positrons can be investigated through the relationship 
between the S- and W-parameters [5]. If there is only one 
dominant type of defect present, the W parameter de- 
pends linearly on the S parameter when the fraction of 
positron annihilations at defects varies due to variation 
in defect concentration. Fig. 2 shows the valence annihi- 
lation parameter, S, as a function of the core annihilation 
parameter, W, for a-Ge: H films on both c-Si and glass 
substrates. The S and W values of all samples were 
averaged for positron energies from 6 to 14 keV (except 
6-10 keV for sample # 10). It is obvious that the non- 
bombarded and bombarded samples can only be fitted 
well with different straight lines. This is a strong indica- 
tion for the presence of different vacancy-type defects in 
the non-bombarded and bombarded samples. We also 
observe in Fig. 2 that the defect type in a-Ge is different 
from that in a-Ge: H. The decrease of the S values in 
a-Ge: H can be explained by the association of H with 
these defects. The hydrogen can bind to the dangling 
bonds of Ge, resulting in reduced positron trapping and 
thus giving a low S value. Based on the IR results, 
vacancies in the nonbombarded a-Ge : H samples may be 
responsible for the positron trapping, while vacancy clus- 
ters or microvoids are the dominant positron traps in the 
bombarded and RF-sputter deposited samples due to 
their much larger positron trapping rate. For the RF 
sputter deposition, significant uncontrolled ion bom- 
bardment is expected to occur as a result of the film being 
directly exposed to the plasma. Thus, we can conclude 
that the ion bombardment of the growing surface is 

the major factor for the formation of microvoids in the 
resulting film. Interestingly, we observed that the experi- 
mental (S, W) points for the films deposited at room 
temperature deviate from the straight line of nonbom- 
barded samples and tend closer to that of the bombarded 
samples. IR spectra have shown that there are not negli- 
gible contributions from the surface for the films depos- 
ited at room temperature. Then, a possible explanation is 
that in addition to vacancies, larger voids are present in 
these samples due to the low growth temperature. 

The defect concentration, C in a-Ge: H can be esti- 
mated from the positron diffusion lengths, L+. The diffu- 
sion length, L+ is related to the diffusivity, D and the 
effective positron trapping rate, Aeff, as L+ = ,/D/Aeff. 
/leff is related to specific trapping rate p. and C according 
to XM — Xb + \xC, where kh is the annihilation rate in 
trap-free a-Ge : H (assumed to be equal to that in c-Ge, 
4.39xl09s_1 [1]). The positron diffusivity in c-Ge at 
room temperature is about 1.8 cm2/s [6]. Positron trap- 
ping rates in a-Ge: H are unknown, but some values 
have been reported for a-Si: H [7]. Experimental specific 
trapping rates for microvoids in a-Si: H, /j = 4x 
1015s_1, are 10 times higher than in vacancies. Using 
these coefficiencies and assumptions, and the above 
values for positron diffusivity and trapping, the concen- 
tration of microvoids/vacancies in bombarded/nonbom- 
barded samples can be estimated, as shown in Table 1. 
We note that the microvoid concentration and hydrogen 
content in the bombarded a-Ge : H increase with increas- 
ing I/A up to I/A = 1.0 and then decrease for a larger ion 
current. The variation of hydrogen content with I/A is 
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due to the competition between H2 incorporation by 
implantation and ion-induced removal of H by either 
sputtering, chemical etching, or direct heating of the near 
surface region. The comparison between the microvoid 
concentration and the hydrogen content gives evidence 
that hydrogen passivation is another major factor re- 
sponsible for the formation of microvoids. 

4. Conclusion 

By means of beam-based Doppler broadening and 
infra-red spectroscopies, information on the microstruc- 
ture and the concentration of vacancies and voids 
has been obtained as a function of two major deposition 
parameters, substrate temperature and ion-bombard- 
ment. It was found that hydrogen plus argon ion 
bombardment of the growing surface is responsible 
for the formation of microvoids in the resulting films. 
For a-Ge : H films obtained without ion bombardment 
of the growth surface, the positron annihilation process 
is being controlled mainly by trapping at vacancies, 
and increasing the substrate temperature can lead to 
a more ordered network structure. In addition, the 
difference of the S values in the a-Ge: H and a-Ge films 
reveals that the interaction of hydrogen with defect 
centers can be studied utilizing the property of positron 

trapping at defect sites that are also sensitive to hydrogen 
trapping. 
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Abstract 

The characterization of high-purity (HP) Ge for the fabrication of y-ray detectors poses very specific demands due to 
the high degree of purity of the material (shallow concentration of the order 109-1010 cm"3). Deep level transient 
spectroscopy (DLTS) may still be applied to this kind of material since the sensitivity is relative to the shallow doping 
concentration. In contrast with p-type HP Ge which was characterized extensively in the 1980s, very little is known about 
deep defects in n-type HP Ge. Two optical variants of DLTS have been applied to n-type HP Ge and quantified for the 
first time. Several deep minority carrier traps are detected and identified as mainly Cu-related traps with concentrations 
in the 106-108 cm"3 range. These Cu-related traps, which are well known as the majority carrier traps appearing in 
typical p-type HP Ge, are thus present as minority carrier traps in typical n-type HP Ge. The conclusion that deep-level 
defects in n- and p-type HP Ge are very similar could be expected from the similarity in growing conditions for the two 
types of materials. In the first DLTS variant, known as optical DLTS or ODLTS the deep levels are filled by optical 
injection (with light of above bandgap energy) at the back ohmic contact of a reverse biased diode. The spectrum is 
generated by the capacitance transients following the optical excitation. In the second variant, known as photo induced 
(Current) transient spectroscopy or PI(C)TS the deep levels are also filled optically with intrinsic light, but here a neutral 
structure is used with two ohmic contacts in sandwich configuration. The spectrum is generated by current transients 
instead of capacitance transients. This method is especially suited for high-resistivity or semi-insulating materials which 
cannot be measured with capacitance-based DLTS. PICTS was applied to n-type Ge with a shallow concentration as low 
as 109 cm"3. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: DLTS; Deep level transient spectroscopy; Deep defects; High-purity germanium 

1. Introduction 

Since its early days, classical mode deep level transient 
spectroscopy (DLTS) [1], with voltage pulses and 
capacitance transients, has been used as a quantitative 
tool for the investigation of deep traps in semiconductor 
materials. The sensitivity of DLTS is relative to the 
shallow doping concentration, implying that this tech- 
nique is especially suited for the detection of deep defects 
in high-purity (HP) Ge. The latter material with a resid- 
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264-4996. 

E-mail address: anja.blondeel@rug.ac.be (A. Blondeel) 

ual shallow concentration of the order 1010cm"3 is 
mainly used for the fabrication of y-ray detectors. Al- 
ready in the 1980s DLTS was applied to p-type HP Ge 
[2-6] and a series of deep majority carrier traps were 
detected. These traps with typical concentration in the 
107-109cm"3 range correspond mainly to defects in- 
volving Cu impurities. Since these traps represent major- 
ity carrier traps in p-type, quantitative DLTS analysis is 
straightforward. Nowadays more and more n-type HP 
Ge (1010cm"3) is used for detector fabrication mainly 
because this material is more resistant to radiation 
damage than p-type [7,8]. Besides this, there is also an 
evolution towards material with an even smaller residual 
shallow concentration: down to 109cm"3 called ultra- 
pure (UP) Ge. Classical DLTS of n-type HP Ge usually 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00579-7 
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results in the detection of only a broad feature from 
majority carrier traps which was shown to be correlated 
with the presence of dislocations [9-11]. The Cu-related 
deep levels, known from p-type HP Ge, which are pre- 
sumed to be present in n-type HP Ge too, are minority 
carrier traps in the latter material and their detection 
thus requires the injection of minority carriers. The pres- 
ent article deals with the detection and quantitative anal- 
ysis of the Cu-related deep levels in n-type HP and UP 
Ge using two optical variants of DLTS. 

2. n-type high-purity Ge 

The most common way to inject minority carriers in 
DLTS of an n-type semiconductor is forward biasing of 
a p+n junction. In contrast to p-type Ge where a n+p 
junction is easily obtained by a low-temperature Li diffu- 
sion, a p+n junction on n-type requires a high-tem- 
perature process (acceptor diffusion or implantation 
followed by post anneal). To avoid contamination of this 
delicate material with rapidly diffusing elements the tem- 
perature has to be kept below 300°C [9]. Therefore 
preparation of a p+n junction is difficult and Schottky 
barriers are preferred combined with optical injection of 
minority carriers. The largest difficulty when quantifying 
optical DLTS (ODLTS) is the fact that both electrons 
and holes are present in the depletion area, giving rise to 
a combined majority-minority spectrum and to uncer- 
tainties in the filling of the deep traps. To avoid this 
complication, a specific sample configuration together 
with strongly absorbed light is used resulting in a flow of 
only minority carriers into the depletion region [11-13]. 

The main features of the sample are given in Fig. la. 
The sample has a Au Schottky contact on one side and 
a Li-diffused (250°C during 15 min in Ar atmosphere) 
ohmic contact on the other side. On the Li-diffused side 
a thin layer of InHg is rubbed on. Both Schottky and 
ohmic contact are then covered with a piece of In foil, 
leaving a circular hole in the middle of the In foil on the 
ohmic contact side to allow illumination. The diode is 
reversely biased and illuminated through the back (oh- 
mic) contact with light of above band-gap energy result- 
ing in the generation of electron-hole pairs. The reverse 
bias is kept constant during the whole experiment. The 
wavelength of the light is chosen so that all the light is 
absorbed in the neutral material and penetration of the 
light into the depletion area is negligible. The photo- 
generated carriers will diffuse away from the back ohmic 
contact following their concentration gradient. Due to 
the sign of the electric field, the current flowing through 
the space charge region will be mainly a minority carrier 
(hole) current. The holes are then available for capture in 
deep levels. A 905 nm laser diode was used as a light 
source in our experiment. Since in Ge the penetration 
depth at this wavelength is about 175 nm and the thick- 
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Fig. 1. Schematic representation of the sample in (a) ODLTS of 
n-type HP Ge, (b) PICTS of n-type UP Ge (1) depletion area; (2) 
neutral material; (3) Schottky-contact (Au); (4) n+ ohmic contact 
(Li diffused); (5) In foil. Typical sample dimensions: area: 
9x9 mm2; thickness: 1-2 mm. 

ness of the neutral part of the sample is approximately 
1 mm, no direct photoexcitation of the traps will occur 
[11,13]. 

A typical ODLTS spectrum of n-type HP Ge is shown 
in Fig. 2a. Six peaks superimposed on a broad back- 
ground are clearly resolved. Form the signature (ET, KT) 
of the levels they could be identified as the same levels 
that are commonly present in p-type HP Ge (assignment 
and signature of the peaks in Table 1). They correspond 
to residual impurities present in the crystal and are main- 
ly Cu related [11,13]. A typical p-type spectrum is shown 
in Fig. 2b for comparison. In the situation as described 
above a simple concentration formula could be deduced 
[11,13]. This concentration formula was verified experi- 
mentally by comparing the results of DLTS and ODLTS 
measurements. For this purpose samples were cut from 
a crystal showing a p to n transition between head and 
tail end (caused by the difference in segregation behavior 
of the shallow donor phosphorus and the shallow accep- 
tor aluminium). Three samples were cut from the p-type 
side and measured with classical voltage pulse DLTS, 
two from the n-type side and measured with ODLTS. 
The concentration of five different deep levels was cal- 
culated. No large changes in deep trap concentration 
(and certainly no abrupt changes) through the crystal and 
especially between two adjacent samples are expected. The 
results of these measurements are summarized in Fig. 3. 
From this figure it is clear that the changes in deep 
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Table 1 
Assignment and signature of hole traps commonly present in 
HP Ge [3] 

Peak    Assignment     Energy level 
label 

KTUO'K^S-
1
) 

HI Cus
0'- £v + 37 meV 6.0 

H2 Cu,H Ev + 62 meV 8.6 
H3 V2H Ev + 71 meV 6.2 
H4 "O" Ev + 78-87 meV 1.0-8.3 
H5 Cu,Li,H Ev + 160 meV 21.8 
H6 Cu,H Ev + 185 meV 4.5 
H7 Cu-/2- £v + 322 meV 146 

trap concentration are smooth as expected, showing that 
the deduced concentration formula for ODLTS is valid. 

3. n-type ultra-pure germanium 

It can be shown experimentally as well as theoretically 
that conventional DLTS based on thermally stimulated 
capacitance transients is no longer reliable for material 
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Fig. 3. Concentration of deep hole traps as a function of posi- 
tion in a HP germanium crystal showing a p to n transition. The 
samples cut from the p-type side were measured with voltage 
pulse DLTS. The samples cut from the n-type side were mea- 
sured with ODLTS. 

with a very low net shallow concentration (such as UP 
Ge): the samples dimensions become very stringent, the 
samples barely react or not at all react on the excitation 
pulses and calculation of the concentration becomes ex- 
tremely complicated and inaccurate [11,14]. A DLTS 
variant which has shown to be useful for high-resistivity 
epitaxial layers or semi-insulating substrates is photo- 
induced (current) transient spectroscopy (PICTS or 
PITS) [11,14-18]. In this technique, thermally stimulated 
current transients are observed after optical excitation 
instead of capacitance transients. The technique was ap- 
plied to UP Ge and has been quantified. 

Fig. lb is a schematic representation of an n-type 
sample in PICTS. The sample has two ohmic, Li-diffused 
contacts (250°C during 15 min in Ar atmosphere) applied 
on two opposite faces of the sample (sandwich configura- 
tion). On both sides a thin layer of InHg eutectic is 
rubbed on which is covered with a piece of In foil (with 
a circular hole in the middle of one side to allow illumina- 
tion). A bias is applied to the sample and kept constant 
during the whole experiment. The sample is illuminated 
through one of the contacts with intrinsic light. The 
optical excitation source is the same as the one used for 
ODLTS. The sandwich configuration together with the 
strongly absorbed supra band-gap light results in a very 
superficial injection of electron-hole pairs in the sample. 
In this situation, the magnitude of the current will de- 
pend on the polarity of the applied bias allowing to make 
a distinction between electron and hole traps. When for 
instance the back Ohmic contact is negative (which is the 
situation used in our experiments), holes will be predomi- 
nantly injected throughout the sample. These holes (mi- 
nority carriers) are available for capture into deep levels 
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Fig. 4. (a) Original PICTS spectrum; bias: - 0.5 V; light pulses: 
20 ms (Twindow = 47 ms), (b) Dark current at quiescent bias (c) 
PICTS spectrum corrected for the temperature dependence of 
the mobility. For peak labels refer to Table 1. 

and after the light is switched off, the defect states which 
have been filled during the optical pulse will return to 
their initial state by hole emission, resulting in a current 
transient. 

A typical PICTS spectrum is shown in Fig. 4a [11,14]. 
The PICTS peaks are always superimposed on a large 
background and hence is not very pronounced. This 
background increases with decreasing temperature. In 
Fig. 4b the dark current at quiescent bias corresponding 
with the PICTS spectrum of Fig. 4a is shown. The dark 
current increases when the temperature decreases which 
can be explained by the mobility dependence of the 
current (the mobility increases strongly with decreasing 
temperature). Since PICTS is basically a current meas- 
urement, the latter temperature dependence is also reflec- 
ted in the PICTS spectra. This dependence can be elimi- 
nated by dividing the spectrum by its corresponding dark 

current. The corrected spectrum is given in Fig. 4c. As 
expected, the major part of the broad background is 
eliminated, leaving a spectrum with peaks that become 
well resolved. It was shown that the levels found in UP 
Ge with PICTS are the same as the ones found with 
ODLTS in HP n-type Ge and with DLTS in HP p-type 
Ge : mainly Cu-related deep levels. 

In the configuration as described above it is possible to 
deduce a concentration formula [11,14]. This formula 
too was verified experimentally showing that PICTS can 
be used in a quantitative way for the evaluation of deep 
traps in material with a very low net shallow concentra- 
tion. 
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Abstract 

We study, using ab initio calculations, small structures that are present at the early stages of growth of Ge on the 
Si(100) surface. Ad-atoms, ad-dimers, and ad-trimers are investigated. We consider different configurations of the 
adsorbed structures, and present results for their relaxed geometries and relative energies. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: Ge on Si(100); Semiconductor growth; Ab initio calculations 

1. Introduction 

The microscopic understanding of the initial stages of 
growth of semiconductor materials has attracted a great 
deal of attention in the past few years [1]. The motiva- 
tion behind all this activity has both an applied as well as 
a basic research connotation. The drive towards smaller 
devices and nanostructures has motivated the under- 
standing of growth at the atomistic level. Because the 
Si(l 0 0) is the surface of choice for device growth, both 
the surface itself [2-5] as well as the growth of Si on it 
[6-15] has been studied in great detail. Careful experi- 
ments performed at ultra-high vacuum conditions, with 
coverages of a few percent of a monolayer, using scan- 
ning tunneling microscope (STM) were able to identify 
many adsorbed structures that participate at the 
initial stages of growth, and some of the dynamical 
processes that lead from these small structures to the 
epitaxial growth of a full layer [8-11,14,15]. From the 
theoretical point of view, many studies were also per- 
formed on these small structures [7,12,13]. The geomet- 
ries and relative energies for the different adsorption sites 

* Corresponding author. Tel.: 55-11-818-7039; fax: 55-11-818- 
6831. 

E-mail address: ajrsilva@if.usp.br (A.J.R. da Silva) 

and configurations have been studied, and these studies 
have been very helpful in the understanding of the Si 
growth on Si(100). 

The growth of germanium on Si(100) has also been 
intensively studied, mainly motivated by the formation of 
Ge islands on silicon surfaces [16,17]. However, a rela- 
tively smaller number of studies [18-21] have focused on 
the initial stages of Ge growth when compared to the 
growth of Si on Si(l 0 0). From a theoretical point of view, 
only the adsorbed monomer has been studied in great 
detail at the ab initio level [19]. The objective of the 
present paper is to contribute to the characterization of 
these small Ge structures. We study monomers, dimers 
and trimers, their atomic relaxations and relative ener- 
gies of each configuration. 

2. Method 

Our calculations are based in the density-functional 
theory (DFT), and we use the local density approxima- 
tion (LDA) for the exchange-correlation potential [22]. 
We have performed total energy calculations for the 
different configurations, and the surface was simulated 
using the supercell approach. The supercell used in the 
present work was formed by a 4 x 4 surface unit cell, six 
atomic layers, five vacuum layers, and hydrogen passiva- 
tion of the dangling bonds in one of the exposed surfaces. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00580-3 
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All geometry optimizations were performed without any 
symmetry constraints, and all the atoms in the topmost 
five silicon layers were allowed to relax, including all the 
Ge adsorbed atoms. The atoms in the bottom layer were 
held at their bulk positions. We considered that the 
structures were relaxed when all components of the for- 
ces were smaller than 0.001 hartree/bohr. The ion-elec- 
tron interactions were described using norm-conserving 
pseudopotentials of Bachelet et al. [23], in the Klein- 
man-Bylander form [24]. We used a plane wave basis set 
to expand the Kohn-Sham orbitals with a cutoff energy 
of 12 Ry. The Brillouin zone was sampled with one 
special ft-point at f. We have performed some tests with 
the dimer structures, and increasing the sampling from 
one special A-point to four special A-points changes the 
relative energies by less than O.leV, but the ordering of 
the configurations with respect to their energies was not 
altered. 

3. Results 

buckling angles). The inter-atomic distances between the 
Ge ad-atom and its nearest-neighbors are reported in 
Table 1 for both structures. 

3.2. Ad-dimers 

We consider four possible configurations for the ad- 
dimers: (i) ad-dimer on top of the substrate dimer rows, 
with the ad-dimer bond parallel to the substrate dimer 
bonds (TOP ||); (ii) ad-dimer on top of the substrate dimer 
rows, with the ad-dimer bond perpendicular to the sub- 
strate dimer bonds (TOPJ; (iii) ad-dimer on the trough 
between the substrate dimer rows, with the ad-dimer 
bond parallel to the substrate dimer bonds (TRO||); (iv) 
ad-dimer on the trough between the substrate dimer 
rows, with the ad-dimer bond perpendicular to the sub- 
strate dimer bonds (TROx). 

Our relaxed geometries are presented in Fig. 2, and 
their relative energies are shown in Table 2 (these num- 
bers correspond to a calculation where the energies were 

We have chosen to study three small adsorbed struc- 
tures, the ad-atoms, or monomers, the ad-dimers, and 
ad-trimers. For each structure we have selected few ad- 
sorption sites and configurations, and then we have al- 
lowed the system to relax, as described above. We report 
below the relaxed geometries for each configuration, and 
also their relative energies. 

3.1. Ad-atoms 

The monomers have been studied before by Milman et 
al. and they have obtained that the most stable position 
for the ad-atom is on the troughs between the substrate 
ad-dimers, almost directly above a second-layer substra- 
te atom, the so-called M site. Almost degenerate in en- 
ergy is a site on top of the substrate dimer rows, located 
in between two Si dimers, named H site. The energy 
difference between these two configurations obtained by 
Milman et al. was A£HM = 0.06 eV. 

Similarly to Milman et al.'s result, we also obtain that 
the M site is more stable than the H site. However, we 
obtain a much larger energy difference: A£HM = 0.30 eV. 
Our relaxed geometries, reported in Fig. 1, are also differ- 
ent than the ones obtained by Milman et al. For site M, 
we found that the dimers bonded to the Ge ad-atom are 
still buckled as in the clean surface, only the buckling 
angle has changed. In the next Si dimer row, the two 
nearest dimers to the Ge ad-atom are buckled in such 
a way that the down atoms are closest to the Ge, as can 
be seen in Fig. 1. For the H site, the two dimers bonded to 
the ad-atom also did not have their buckling direction 
changed, the only change being again the amplitude of 
their buckling angle. All the other substrate dimers in the 
cell were almost unaffected (buckling directions and 

Fig. 1. Relaxed geometries for the two ad-atom configurations 
studied. The inter-atomic distances marked with numbers are 
presented in Table 1. 

Table 1 
Values of the inter-atomic distances for the bonds marked in 
Figs. (l)-(3). All the values are in A 

1 2 3 4 5 6 7 

ad-atoms 
M           2.44 2.43 
H            2.45 2.38 
ad-dimers 
TOP ||     2.47 2.46 2.50 2.50 2.46 
TOPj.     2.46 2.38 2.36 2.40 2.44 
TRO|,     2.69 2.48 2.47 2.48 2.48 
TROj.     2.39 2.48 2.48 2.48 2.48 
ad-trimers 
a             2.63 2.47 2.47 2.46 2.46 2.43 2.43 
b             2.51 2.43 2.48 2.46 2.51 2.49 2.46 
c             2.69 2.50 2.46 2.45 2.48 2.43 2.44 
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Fig. 2. Relaxed geometries for the four ad-dimer configurations 
studied: (a) TOP,,; (b) TOP±; (c) TRO,,; (d) TROx (see text for 
definition of labels). The inter-atomic distances marked with 
numbers are presented in Table 1. 

Table 2 
Relative energies for the four Ge ad-dimers (see text for defini- 
tion of labels). All results are in eV 

TOP,, TOPj_ TRO„ TRO± 

0.0 0.08 0.30 1.00 

dimers on Si(100). We do not find any buckling for the 
Ge ad-dimers, in any one of the four configurations that 
we have studied. In Table 1 we report the Ge ad-dimers 
bond lengths and all the inter-atomic distances between 
the Ge atoms and their Si nearest neighbors. 

3.3. Ad-trimers 

Wingerden et al. [14] studied the early stages of Si 
growth on Si(l 00) using STM measurements. They have 
observed only one stable type of three-atom cluster on 
the surface, composed of a TROy ad-dimer plus an 
in-line ad-atom at the M site of an adjacent trough. They 
have also observed two pathways to form such a cluster. 
In one of them there is the simple binding of a diffusing 
ad-atom to an existing TROp ad-dimer, and in the other 
there is a more complex mechanism involving a TOPy 
ad-dimer (which will have its dimer bond broken) plus a 
diffusing ad-atom. 

Based on these observations, we have decided to study 
three configurations for the ad-trimers, whose relaxed 
geometries are presented in Fig. 3. We obtain that the 
most stable structure is composed by a TRO y ad-dimer 
plus an in-line ad-atom at the M site, in agreement with 
Wingerden et al.'s [14] STM measurements. The relative 
energies for the three structures are presented in Table 3. 
All the relevant inter-atomic distances are presented in 
Table 1. 

It is interesting to note that even though the TOPy 
ad-dimer and the ad-atom at site M are the most stable 
structures among the dimers and monomers, respective- 
ly, the trimer formed by these two structures, our struc- 
ture (b) in Fig. 3, is not the most stable configuration. 

obtained using four special ft-points for the geometries 
optimized using only one ft-point). For Si ad-dimers on 
Si(100), experimental evidence [14] suggests that the 
TOPx is the most stable configuration, with the TOPy 
only 0.06 eV higher in energy. For the Ge ad-dimers, on 
the other hand, we obtain that the most stable config- 
uration is the TOP || instead of the TOPx. However, 
similarly to Si on Si(100), we obtain that the on-top 
structures are more stable than the on-trough ones. The 
main reason is that the on-top Ge ad-dimers cause a rela- 
tively small disturbance on the substrate Si dimers when 
compared to the on-trough structures. The Si-Si dimer 
bond lengths of the four Si dimers which are bonded to 
the Ge ad-dimers, on both on-trough configurations, are 
much longer than the corresponding bonds on the clean 
Si(l 0 0) surface, whereas the Si-Si bond lengths of the 
other four Si dimers in our (4 x 4) unit cell are shorter 
than the corresponding bonds on the clean Si(l 00) sur- 
face. This does not happen in the on-top configurations, 
where all the Si-Si bond lengths are much closer to their 
values on the clean Si(100) surface. This is similar to 
what was found by Brocks and Kelly [12] for Si ad- 

Fig. 3. Relaxed geometries for the three ad-trimer configura- 
tions studied. The inter-atomic distances marked with numbers 
are presented in Table 1. 
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Table 3 
Relative energies for the three Ge ad-trimers (the labels refer to 
Fig. 3). All results are in eV 

0.0 0.28 0.40 

This indicates that the TRO|| ad-dimer plays a signifi- 
cant role in the growth of larger structures [20]. 

4. Conclusions 

We have studied small adsorbed Ge structures on 
Si(l 00). In particular, we have focused on ad-atoms, ad- 
dimers, and ad-trimers. For the ad-atoms, we have ob- 
tained that the most stable site is the M site, similarly to 
Si on Si(l 00). For the ad-dimers, we have shown that the 
structure adsorbed on top of the substrate dimer rows are 
more stable than the structures adsorbed on the troughs 
between the substrate dimer rows. This is also similar to 
Si on Si(100). However, we obtain that the TOPy is 
more stable than the TOP± structure, which is opposed 
to what is found for Si on Si(100). Finally, for the 
ad-trimers, we have obtained that the structure com- 
posed by a TRO|| ad-dimer plus an in-line ad-atom at 
the M site is the most stable structure. This is consistent 
with the STM measurements of Wingerden et al. [14] for 
SionSi(lOO). 
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Atomic resolution EELS analysis of a misfit dislocation 
at a GeSi/Si interface 
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Abstract 

A dissociated 60° misfit dislocation at the substrate interface of a Si/Ge^Si(1_x) heterojunction has been examined 
using EELS and ADF imaging. New spectra are obtained at the intrinsic stacking fault, at the dislocation cores and in the 
strained regions on either side of the stacking fault. A splitting of the Lx conduction band due to symmetry breaking at 
the stacking fault is observed. Near edge conduction band states are verified at the partial dislocation cores, but not at the 
stacking fault. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Dislocations; Electronic structure; EELS; GeSi 

1. Introduction 

When the thickness of a thin film exceeds the Mat- 
thews-Blakeslee limit for pseudomorphic growth, misfit 
dislocations are introduced at the underlying heterojunc- 
tion [1]. In the case for Si growth on the (0 01) surface of 
GexSi(1 _*), the misfit takes the form of a 60° dislocation 
dissociated into 30° (P30) and 90° (P90) partial disloca- 
tions separated by an intrinsic stacking fault (ISF). These 
structures also occur in heavily deformed silicon, and are 
believed to support electrically active states within 0.1 eV 
of the conduction band (CB) minimum [2]. TEM and 
luminescence studies have confirmed optical activity near 
the defect, but the atomic structure that gives rise to the 
activity is not yet known [3-5]. Optical activity has also 
been detected associated with misfit structures [4]. The- 
oretical work for the stacking fault [6], and for straight 
partial dislocations [7-9] have found that defect struc- 
tures often reconstruct to clear the gap of electronic 
states. On the other hand, there has been some theoret- 
ical evidence for the existence of shallow valence band 
states [10]. 

*Tel.: 914-945-2782; fax: 914-945-2141. 
E-mail address: batson@watson.ibm.com (P.E. Batson) 

2. Experimental details and description of the dislocation 

I report here experiments using spatially resolved elec- 
tron energy loss spectroscopy (EELS) to probe small 
regions of dissociated misfit dislocations in a strained Si 
quantum well imbedded in Ge0.35Si0.65- Atomic column 
positions in the [11 0] projection, and the spatial loca- 
tion for the spectral results are obtained using annular 
dark field (ADF) imaging [11,12] in the VG microscopes 
scanning transmission electron microscope (STEM), 
modified to operate at 120 kV to obtain a 0.2 nm dia- 
meter electron probe. In prior work with GeSi alloys, it 
has been shown that very detailed conduction band (CB) 
information is obtainable using high resolution, spatially 
resolved EELS measurements of the Si 2p3/2 core ab- 
sorption edge [13,14]. The EELS spectrometer was a 
Wien Filter design with an energy resolution of 
~200meV and an absolute calibration of +20meV 
[15]. Numerical deconvolution of the 0.3eV wide field 
emission yielded a spectral resolution of 0.20-0.25 eV 
limited by statistical considerations [16]. 

The misfit dislocation was of the 60° type located at the 
substrate interface of a 15 nm Si quantum well structure 
[17] Fig. 1 shows an annular dark field (ADF) image of 
the [1 — 10] projection of the structure at high magnifi- 
cation. The Si well is at the bottom left, below the dashed 
line. The dislocation is extended about 3nm in the 
[11 — 2] direction away from the Si interface. Since the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00078-2 
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Fig. 1. ADF image of a second misfit dislocation structure. 
Detailed EELS results were obtained from the locations marked 
a-f. 
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Fig. 2. Spatially resolved EELS results for the Si 2p3/2 -> CB 
absorption edge for various locations within the structure sum- 
marized in Fig. 1. There appear to be unoccupied electron states 
below the CB within the dislocation cores, but not within the ISF. 

inter-column distance in the [00 1] direction in this pro- 
jection is about 0.135 nm, this distance is not resolved 
using the 0.2 nm probe size. Instead, for each pair of 
columns, we see one spot, elongated in either the [001] 
direction in the bulk or in the [ — 2 — 2 1] direction in 
the ISF. The measured distance between the two partial 
dislocations is 3.3 nm, or 10 "dumbbell" units. This dis- 
tance was found in other simple misfit structures else- 
where in this sample. The P30 core is well defined, but the 
P90 core appears indistinct, probably due to kinks occur- 
ring along its length [18,19]. However, it can be located 
by considering continuity of (11 - 1) type atomic planes 
as they cross the ISF. This figure defines several unique 
locations for EELS analysis: (a) the bulk, relaxed GeSi 
alloy several tens of nm away from the defect, (b) the 
regions of tension and (c) compression within two (111) 
plane spacings on either side of the ISF, (d) the ISF itself, 
(e) the P30 dislocation core and (f) the P90 core. 

3. Experimental results 

Si 2p core absorption spectra are processed to remove 
a slowly varying background, to sharpen the energy 
resolution by deconvolution of the incident beam energy 
distribution, and to remove the 2p1/2 -* CB intensity. 
The shape of the remaining intensity is due to transitions 
to the s- and d-projected CB local density of states 
(LDOS). A model spectrum is made from a trial LDOS, 
using an inelastic scattering theory including core ex- 
citonic interactions, lifetime broadening and instrumen- 
tal resolution. The model LDOS consists of parabolic 
effective mass contributions for the s-like band edges at 
Als Ll5 and a saddle point at the d-like point L3. These 

contributions are terminated linearly at the p-like points 
Tli5 and r2- in the center of the Brillouin zone. The 
model positions for the important band edges Ax and 
L1 are then adjusted to fit the experimental data. Finally, 
there is a small contribution to the Lx intensity due to 
a Ge-like saddle point in the Ax band. 

In Fig. 2 there are spectral results for each of the 
regions described above. Each spectrum includes the 
processed data, a trial LDOS and the fitted spectrum. 
The spectra are aligned on an absolute energy scale 
relative to the 2p3/2 core level. This level has been shown 
to be a constant for the relaxed alloy series [14], but it 
does shift with the addition of crystal strain [20]. 

3.1. Bulk relaxed and strained alloy areas 

The bulk alloy results in Fig. 2 match the prior results 
closely for the alloy composition Ge35 Si65 [13]. The four 
usual CB features, At, L1( L3, and At, are required to 
fully explain the measured data. In the regions of tension 
and compression, the most notable change is to shift the 
spectra lower or higher in energy. A secondary difference 
is an apparent broadening of the Lx contribution in the 
compressed region. In order to understand these results, 
we need to consider both volume and uniaxial strain in 
[111] type directions. 

The experimental data show a At shift of - 0.085 eV 
for the region in tension and + 0.10 eV in compression. 
These shifts are opposite to those expected for the CB 
and so we expect a large core level shift. Within a couple 
(111) lattice planes on either side of the ISF, inspection 
of the image shows that this 10 unit ISF has 10 atomic 
planes on one side and 11 planes on the other, occupying 
roughly 10.5 bulk lattice units, giving a lattice strain of 
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+ 5% on either side. The deformation potential for the 
Si 2p3/2 core level is about - 6 eV [20] giving a core level 
shift of - 0.3 eV at 5% tension and + 0.3 eV in compres- 
sion. Therefore these measurements place the Ax CB at 
+ 0.22 eV at (b) in tension, and - 0.20 eV at (c) in com- 

pression, relative to the bulk alloy. The band offset in the 
Si well in this case is about — 0.28 eV so this is a signifi- 
cant perturbation of a desired device quantity. The defor- 
mation potential for Ax is +4eV, [20] and therefore 
provides a satisfying consistency to the interpretation. 

The uniaxial strain is somewhat more difficult to deal 
with in that it results in splitting of the eight-fold degener- 
ate Li bands into two-fold/six-fold combinations. Again, 
inspection of the image suggests that the uniaxial strain is 
about + 5% within a (111) plane, but oriented in 
a [112] type of direction. The appropriate deformation 
potential for this process appears to be S\ and is 
15-16eV [20]. The shifts are expressed relative to the 
strain sxy = l/3(e± - en) « O.lsm for this case, leading 
to a shift of two-fold part of the band by about 0.15 eV 
and the six-fold part by 0.05 eV in the opposite direction. 
An experimental determination of these quantities is 
made difficult by the disparity in degeneracy, making the 
two-fold contribution difficult to identify. In Fig. 2 the 
total splitting for the best fit to the data is indicated by 
the dotted lines attached to the Lx point in the bulk 
results. In tension, the two-fold edge falls over the edge of 
the Aj contribution, giving a spectrum that appears to 
have only one, less intense, Li peak. In compression, the 
two-fold piece shifts upwards in energy, where the under- 
lying Ax contribution is flat, leading to an apparent 
broadening of the Li peak. This modeling arrives at a 
total splitting of 0.26 eV, compared with 0.20 eV expected 
from the deformation potential. 

3.2. Intrinsic stacking fault 

Spectral results from position (d), the ISF, show a split- 
ting of the Lx peak, with no other apparent shifts or 
changes. In particular, there appears to be no shift or 
change in shape of the onset at Ax. The splitting can be 
understood using the calculations for Si of Mattheiss and 
Patel [21]. They predicted that the Lx branch is affected 
in two ways. First, it is projected into the center of the 
2-D hexagonal ISF Brillouin zone (BZ) by two-dimen- 
sional nature of the fault. Then it is split into two compo- 
nents by mixing of Si sp3 orbitals from third-neighbor 
atoms on either side of the glide-cut plane. In the parent 
crystal, third-neighbor atoms occupy positions on either 
end of a structure commonly referred to as a "chair". In 
the ISF structure, as a consequence of the 180° rotation 
of the structure about the [111] direction, the third- 
neighbors form a "boat" structure, moving from their 
normal 0.45 nm distance apart to nearly the second 
neighbor distance of 0.38 nm. This structure can also be 
visualized as a two atom "dumbbell" with three neigh- 

bors at each end. In the bulk, the six end atoms transform 
into each other by a two-fold screw axis oriented along 
the "dumbbell". In the ISF, this screw axis is replaced by 
a mirror plane. 

I model the band splitting that results from this by 
introducing a gap in the Lx band, labeling the upper and 
lower branches, T+ and T", following the notion that the 
band is projected into the 2-D zone center and split into 
symmetric and anti-symmetric parts by the third-neigh- 
bor interaction. This splitting is calculated to be about 
1.5 eV for Si, while the lower band is calculated to shift 
about 0.25 eV down from the Lx minimum in the bulk. 
These predictions strongly resemble the observed behav- 
ior. That work also predicts that the Xx CB in the bulk 
lattice, for which Ax is the band minimum, becomes the 
T-M band in the hexagonal ISF BZ and is not affected 
by the change in local symmetry at the ISF. Again this is 
reflected in the data of Fig. 2, which shows no change at 
the ISF Ax onset relative to the bulk alloy. 

This experimental result argues against the presence of 
in-gap empty states near the CB at the ISF. It obviously 
does not address the possibility of states near the valence 
band edge, although it indirectly supports that possibility 
because they are predicted within the Mathiess and Patel 
work, which appears consistent with these results in areas 
where it can be checked. 

3.3. Dislocation cores 

P30 spectral results in Fig. 2 show Lj splitting that is 
very similar to that at the ISF. Referring to the model 
structure in Fig. 3a, we see, in the parent lattice, the 

Fig. 3. P30 (a) and P90 (b) model structures. Note that the P30 
resembles the ISF structure. 
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Fig. 4. EELS analysis for the P30 (a) and P90 (b) partial disloca- 
tion cores. The solid line reproduces the fit to the ISF data on 
the left and the bulk data on the right. There is extra intensity 
coincident with the CB onset in both cases. 

two-fold screw operation for the bulk. In the ISF, this is 
replaced by a structure supporting a quasi-mirror plane. 
The P30 core structure is very similar to that in the ISF, 
although it has to be admitted that the mirror symmetry 
is not exact in the P30 case, either. Interestingly, the 
orientation of the core structure is in a [110] type 
direction rather than in a [111] direction as it is in the 
ISF. It appears that the reconstructed P30 core is consis- 
tent with the finding of splitting in the Lx band at the 
dislocation core. This result is supported by a statistical 
analysis of the structure of the relaxed core to be reported 
elsewhere. 

Examination of the P30 near edge structure at A1; 

summarized in Fig. 4a, shows near edge gap states at the 
dislocation core. For everywhere except near A1; the ISF 
model fit is a very good match to the data. When this fit is 
subtracted from the P30 data, a peak remains centered at 
the Ax onset. It's width is close to the instrumental 
resolution of 0.2 eV. In addition, excess intensity remains 
near the L3 peak. It is known that this peak is symmetry 
compatible with Aj so that it shifts in a similar manner 

under the influence of strain [13]. Therefore, it is reason- 
able that any distortion in the crystal that splits off states 
into the gap from At should also shift states downwards 
from L3. 

The P90 core EELS results present an interesting 
problem because they do not show the hx splitting. Fig. 
3b shows the single period (SP90) reconstructed P90 
structure. This consists of 5-7-fold rings joined across the 
core. In this model structure third-neighbor pairs (for 
instance, labeled a) mimic the ISF configuration, so it 
would seem that this structure might not be consistent 
with the spectral results. 

A new model for the P90, recently suggested by Be- 
nnetto et al. [9] introduces a double period (DP90) 
reconstruction at the core through the addition of kinks 
in the plane of the ISF. Viewed in the [111] direction, 
these have the effect of creating 5-7-fold rings along the 
dislocation core. The model is interesting in the present 
context because the introduction of kinks reduces the 
number of ISF-like third-neighbor interactions. In fact, 
introducing many kinks within an extended core struc- 
ture can completely eliminate ISF third-neighbor inter- 
actions near the P90 core. This would be more likely, 
therefore, to produce a spectrum that resembles the bulk 
result. 

Fig. 4b shows the EELS analysis for the P90 core. In 
this case the fitted model for the bulk result has been 
subtracted from the data to reveal that a peak exists 
about 80meV below the onset of A^ Also in this case, a 
second peak exists near L3, as it must if the near edge 
peak is actually due to the splitting of states from the CB 
edge. 

These two results, together with the results from the 
ISF and strained regions above, suggest that optical 
activity involving empty states near the CB is likely to be 
confined to the dislocation cores. Electrical activity may 
also be associated with the regions of strain on either side 
of the ISF, since 200 meV peaks and valleys in the CB 
offset are certainly present there. 

4. Conclusions 

This report describes the EELS and atomic structure 
of the dissociated 60° misfit dislocation. Splitting of the 
Lx CB peak is almost certainly due to local symmetry 
breaking by the presence of ISF-like atomic structure. 
Near edge gap states are found at the partial dislocation 
cores, leading one to surmise that optical activity exists at 
these locations. No information about near valence band 
(VB) edge states can be obtained from these results, so the 
possibility of optical activity near the ISF due to excita- 
tions from a shallow VB state remains. Future work on 
these structures will be undertaken using improved 
EELS and imaging capabilities that are currently under 
development. 
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Abstract 

The diffusion of implanted 195Au in relaxed, low-dislocation-density Si^^Ge,, epi-layers has been measured as a 
function of temperature (700-950°C) and composition (0 < y < 0.24) by means of a radiotracer technique, where serial 
sectioning was done by precision grinding. In all cases, the diffusion takes place by the kick-out mechanism, which is 
self-interstitial-controlled at low Ge contents, low temperatures, or close to the epi-layer surface, but gold-interstitial- 
controlled otherwise. An interpretation is presented in which a novel mechanism of alloy-retarded substitutional- 
interstitial diffusion plays a major role. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Si-Ge epi-layers; Diffusion of gold; Radiotracer technique; Kick-out mechanism 

1. Introduction 

Nowadays it is generally accepted that germanium and 
silicon differ considerably with respect to intrinsic- 
point-defect-mediated diffusion [1]. In Ge, the native 
point defects dominating under thermal-equilibrium 
conditions at all solid-state temperatures accessible in 
diffusion experiments are vacancies, and therefore Ge 
self-diffusion is vacancy-controlled. The same holds for 
the diffusion of substitutional solutes in Ge, particularly 
for dopants of the groups III and V of the periodic table. 
In Si, by contrast, self-interstitials and vacancies coexist 
in thermal equilibrium. Whereas in the most thoroughly 
investigated temperature regime above about 1000°C Si 
self-diffusion is self-interstitial-controlled, it is vacancy- 
controlled at lower temperatures. Under these circum- 
stances it is not surprising that the diffusion behaviour of 
groups-Ill and V dopants in Si is quite sophisticated due 
to the different electrostatic and elastic interactions of 
these atoms with self-interstitials and vacancies. On the 
other hand, the group-IV element Ge has been found to 
diffuse in Si almost like Si, and therefore the radiotracer 

* Corresponding author. Tel: + 49-711-689-1940; fax: +49- 
711-689-1932. 

E-mail address: wfrank@physix.mpi-stuttgart.mpg.de 
(W.F.J. Frank) 

71Ge may be used as a Si substitute permitting the 
simulation of Si self-diffusion by 71Ge diffusion in Si. 
McVay and DuCharme [2] have made use of this possi- 
bility by measuring the 71Ge (self-) diffusion in Six -yGey 

alloys over the entire composition range 0 ^ y < 1. In 
fact, they observed a changeover in the diffusion mecha- 
nism at y = 0.35 in accordance with the expected 
transition from the interstitialcy mechanism in Si to the 
vacancy mechanism in Ge. 

Whereas the indirect (i.e. intrinsic-defect-mediated) 
diffusion of self-atoms or substitutional solutes — some- 
times referred to as "slow diffusers" — reflects the prop- 
erties of the dominating thermal-equilibrium defect 
species, this is obviously not the case for the "fast" direct 
interstitial diffusion of transition metals not involving 
native defects as diffusion vehicles (e.g., Fe in Si). How- 
ever, there are "intermediate diffusers" — Au [1], Pt [1], 
or Zn [3] in Si and Cu [4] or Au [5-7] in Ge — which 
during diffusion repeatedly change from interstitial to 
substitutional sites, and vice versa, with the aid of intrin- 
sic point defects. The fact that Au is an intermediate 
diffuser in both Si and Ge has prompted us to study the 
diffusion of Au in Si^^Ge,, alloys as a function of com- 
position in order to search for the changeover from 
Si-type self-interstitial-controlled to Ge-type vacancy- 
controlled interstitial-substitutional Au diffusion. This 
paper reports on our first results concerning the com- 
position range 0 =g y ^ 0.24. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00582-7 
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2. Interstitial-substitutional diffusion mechanisms 

Intermediate diffusivity in Si or Ge arises from the 
hybrid nature of the corresponding element, say, Au, i.e. 
its capability to occupy both interstitial (Au;) and substi- 
tutional (Aus) sites. While the interstitial diffusivity (Z);) of 
a hybrid is high compared to its substitutional diffusivity 
(Ds « 0), the opposite is true for the corresponding 
solubilities (Cfq <| Cs

eq), so that Cs
eq is practically identical 

with the measured total solubility. 
Depending on whether self-interstitials (I) or vacancies 

(V) dominate in thermal equilibrium, the site exchange 
required in interstitial-substitutional hybrid diffusion oc- 
curs either by the kick-out mechanism [8] (Si case), 

Aui±?Aus+I, (1) 

or the dissociative mechanism [9] (Ge case), 

Aui + V±*Aus. (2) 

In specimens containing internal sinks and sources for 
intrinsic point defects (e.g., dislocated specimens), in 
which the equilibrium concentrations Cfq of self-inter- 
stitials (/ = I) or vacancies (/ = V) may rapidly be estab- 
lished, the effective diffusivity Ds,eff of the substitutional 
hybrid component is Au;-controlled and given by 

D.. : Df = Di(Cfq/Cs
eq), (3) 

irrespective of which of the two interstitial-substitutional 
diffusion mechanisms is operative. 

In the absence of internal sinks and sources for point 
defects, the expressions for Ds,eff are different for the two 
interstitial-substitutional diffusion mechanisms: (i) In the 
case of kick-out diffusion, £>s,eff is controlled by the flux 
DtCiq of the self-interstitials produced via the reaction (1) 
to the specimen surface and given by 

D...ff = Df[QVCs(x,t)-]2 

with 

A* = AC,eq/Cs
eq 

(4a) 

(4b) 

(Di = diffusion coefficient of self-interstitials). It is 
noteworthy that, via the local, instantaneous Aus concen- 
tration Cs(x,t), the preceding expression for Ds,eff is 
space-coordinate (x)- and time (r)-dependent. For this 
reason, self-interstitial-controlled kick-out diffusion pro- 
duces diffusion profiles of extraordinary shapes, (ii) In the 
case of dissociative diffusion, Ds,eff is controlled by the 
flux DvC{q of vacancies from the surface to the interior of 
the specimens, where they are consumed by reaction (2). 
In this case 

Ds,eff  = D$=DyC?/C? 

(Z)v = diffusion coefficient of vacancies). 

(5) 

Now, the attention is to be focused on two interesting 
features of interstitial-substitutional diffusion, which will 
play a role in the interpretation of our data (Section 4): (a) 
In the Au,-controlled case, a distinction between the 
kick-out mechanism and the dissociative mechanism is 
not possible, since for both mechanisms Dseff is the same 
[Eq. (3)]. (b) In in-diffusion experiments, in which 
Qq/Cs > 1, self-interstitial-controlled kick-out diffusion 
tends to predominate over vacancy-controlled dissocia- 
tive diffusion. This follows from Eqs. (4) and (5), accord- 
ing to which Ds,eff for kick-out diffusion exceeds that for 
dissociative diffusion by a factor of (Csq/Cs)

2 for 
DICfq = DvCvq. The opposite is true for out-diffusion 
experiments (C^/Cs < 1). 

In this section, the discussion of the interstitial-substi- 
tutional diffusion mechanisms has been restricted to 
limiting cases in order to bring out the physical base. 
However, the data evaluation (Section 4) has been done 
numerically by means of the computer program ZOM- 
BIE [10] which is based on the theories of kick-out and 
dissociative diffusion in their general versions. 

3. Experimental 

The specimens used in the present investigations were 
5x5 mm2 square platelets sawn out from about 10 urn 
thick, relaxed, monocrystalline Sii-yGe,, layers (0 =$ y < 
0.24), which had been grown epitaxially from the vapour 
phase (H2,SiCl4,GeCl4) on dislocation-free, 440 urn 
thick silicon substrates at 1100°C at the Institute of 
Electronics of the Academy of Sciences of Uzbekistan in 
Tashkent. 

The thicknesses of the Si-Ge epi-layers were de- 
termined from raster electron micrographs of the 
cross-sections of cleft specimens or by means of spread- 
ing-resistance measurements across these cross-sections. 
The Ge contents of the layers were measured by means of 
energy dispersive X-ray spectroscopy. The dislocation 
densities in the layers were estimated by counting the 
etch pit densities on optical micrographs of Secco-etched 
layer surfaces. For instance, in Sio.947Geo.053 the dis- 
location density was found to be 2.4 x 1010 m~2. As 
revealed by transmission electron microscopy, the inter- 
faces between the Si substrates and the Si-Ge epi-layers 
contain ladder-type networks of misfit dislocations, 
whose densities exceed the dislocation densities inside the 
epi-layers by several orders of magnitude. 

The diffusion studies were performed by means of a 
modified radiotracer technique, in which radioactive 
195Hg and 195mHg ions were implanted with an energy of 
60 keV into the Si-Ge epi-layers to depths of about 20 
nm at the on-line isotope separator (ISOLDE) of the 
European Nuclear Research Centre (CERN) in Geneva, 
Switzerland. The decay of these implants via electron 
capture with half-lives of 10 and 41 h, respectively, 
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produces 195Au atoms, which, due to their suitable half- 
life of 186 d, may serve as Au radiotracers in the sub- 
sequent diffusion experiments. 

Isothermal diffusion anneals were performed in the 
temperature regime 700-950°C. Their durations t lay in 
the regime 10 s ^ t =% 18 d. The short-time anneals 
( =$ 240 s) were done in a computer-controlled rapid- 
annealing facility, in which for heating the light of two 
xenon arc lamps was focused on the specimens by means 
of mirrors and light-conducting glass rods [11]. 

After the diffusion annealing of a specimen, the Au 
distribution in the Si-Ge epi-layer and, in many cases, 
also in the adjacent part of the Si substrate was measured 
along the "depth coordinate" x perpendicular to the 
epi-layer surface x = 0. To this end, the specimen was 
serially sectioned by precision grinding, where the min- 
imum thickness of the removed layers was about 0.5 urn. 
By layerwise counting the 195Au atoms in the taken-off 
material, which was achieved in a liquid-scintillation 
counter by detecting the electrons emitted after the radio- 
active decay of 195Au, it was possible to "construct" the 
Au concentration profile C(x) in a diffusion-annealed 
specimen (C = total 195Au concentration). 

4. Results and interpretation 

In order to test our measuring technique and, in par- 
ticular, to find out whether the diffusion in thin epi-layers 
may be compared to bulk diffusion, the 195Au diffusion 
in (Ge-free) Si epi-layers was investigated. The diffusion 
profiles show the typical features of I-controlled kick-out 
diffusion into thick, dislocation-free Si specimens [12]. 
The Df values extracted from those profiles (Fig. 1,*) 
follow reasonably well the Arrhenius law 

   T [°C] 
1000    900      800 

Df = 9.1 x 10"3exp( - 2.94 eV/kT) mV (6) 

(k = Boltzmann's constant, T = diffusion temperature) 
for Au diffusion in dislocation-free bulk Si [12] (Fig. 1, 
solid line). As expected for Si epi-layers perfectly grown 
on Si substrates, there is no interface effect on the shapes 
of the profiles. 

In Si-Ge epi-layers with 0 < y ^ 0.09, 195Au diffusion 
occurs via the I-controlled kick-out mechanism, too. An 
example is the U profile for y = 0.013, T = 800°C, and 
t = 240 s (Fig. 2, A), to which a solid curve was fitted by 
means of the computer program ZOMBIE (Section 2). 
From such fits, for 0 < y < 0.09 the Df values were found 
which are represented in Fig. 1 filled symbols. In accord- 
ance with what one expects in the case of low Ge contents 
for the low-dislocation-density epi-layers used in our 
investigations and in agreement with previous findings 
on bulk Si-Ge specimens of the same kind [13], these 
values are quite close to those for dislocation-free Si, 
though, in spite of their scatter, on the average a devi- 

8.0   8.5   9.0   9.5  10.0 10.5 
104/r [K"']  - 

Fig. 1. Temperature dependence of the effective diffusion coef- 
ficient Df [Eq. (4b)] of 195Auin S^ _yGe„ epi-layers (* y = 0, full 
symbols 0 < y < 0.09 [■ y = 0.013, A y = 0.039, • y = 0.053, 
T y = 0.09], empty symbols 0.09 < y s: 0.24 [D y = 0.102, 
V v = 0.132, A y = 0.196, O y = 0.239]) and dislocation-free 
bulk Si (solid line) [12]. 
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Fig. 2. 195Au diffusion profiles C(x) in Si^^Ge, epi-layers for 
240 s anneals at 800°C (A y = 0.013, • y = 0.239) and a 60 s 
anneal at 950°C (■ y = 0.239). The data points on the right- 
hand sides of the dashed vertical lines refer to the Si substrates. 

ation to lower values is recognizable. In contrast to Si 
epi-layers, Sij _,,Ge,, layers with y < 0.09 show a distinct 
increase of C{x) in the vicinity of the interface (e.g., 
Fig. 2, A), particularly at low temperatures. In some 
cases, at the interface C even exceeds Ctq for Si. This 
increase in part arises from a local acceleration of the 
Au; -»Aus transformation [Eq. (1)] due to the absorp- 
tion of self-interstitials at the misfit-dislocation network 
in the interface (Section 3); however, conventional segre- 
gation of Au at the interface also contributes to this 
phenomenon. 

In the regime 0 < y < 0.09, at a given temperature 
Df decreases to a value D*(0.09 < y < 0.24) which is 
considerably smaller than that in Si and y-independent 
for 0.09 < y < 0.24. At 900°C, for instance, Df (0.09 < 
y ^ 0.24) is by more than two orders of magnitude small- 
er than Df(y = 0) (Fig. 3). As a consequence, in Si-Ge 
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Fig. 3. Dependence of the effective diffusion coefficient Df [Eq. 
(3)] of 195Au at 900°C on the Ge content y for Si^Ge, epi- 
layers in the regime 0.09 < y =S 0.24 (•). The empty triangles are 
lower limits of Df(900°C) for 0 < y < 0.09. Also included are the 
Df(900°C) values for dislocated bulk Si [14] (A) and disloca- 
tion-free bulk Ge [6] (•). 

epi-layers with 0.09 < y < 0.24, under certain circum- 
stances to be specified at once, the 195Au diffusion 
profiles show a transition from "I-controlled" to "Aur 

controlled". Whereas close to the epi-layer surface even 
after short annealing times the Au, concentration has 
reached its saturation value Cfq and thus, at any rate, the 
in-diffusion of 195Au is I-controlled, in greater depth it 
may be Au;-controlled. For instance, this is the case for 
y = 0.239, T = 800°C, and r = 240s (Fig. 2,9). One 
realizes that in this case the in-diffusion rate is consider- 
ably lower than for y = 0.013 and otherwise identical 
conditions (Fig. 2, A) where the diffusion is I-controlled 
over the entire epi-layer thickness. It should be noted, 
however, that the moderate increase of the Au concentra- 
tion close to the interface in the profile for y = 0.239, 
T = 800°C, and t = 240 s (Fig. 2, •) cannot be due to 
a locally enhanced absorption of I, but must be a segrega- 
tion effect, since that part of the profile is Au;-controlled. 
At 700°C, the lowest diffusion temperature in our 
investigations, 195Au diffusion takes place via the 
I-controlled kick-out mechanism over the entire thick- 
ness of the epi-layers even for 0.09 < y < 0.24. This is 
only partly due to the extremely long duration (3d) of the 
anneals performed at this temperature. Rather for 
0.9 < y < 0.24, where Df (Fig. 4, •) obeys the Arrhenius 
equation 

Di* = 4xl0-9exp(-1.3 eV/fcT)m2s_1 (7) 

(solid line in Fig. 4), I-controlled kick-out diffusion is also 
favoured by low temperatures, since, decreasing the tem- 
perature, Df(Cs

eq/Cs)
2 (Fig. 1) finally drops below Df. By 

contrast, at high temperatures Df(Qq/Cs)
2 exceeds Df, 

and thus 195Au diffusion becomes Au;-controlled except 
near the surface. In these cases the interface leaves the 
profile shape unaffected, as shown in Fig. 2 (■) for 
y = 0.239, T = 950°C, and t = 60s. The Df values ex- 

tracted from the I-controlled profiles or profile parts in 
the composition regime 0.09 < y ^ 0.24 (Fig. 1, empty 
symbols) scatter considerably, but lie preferentially below 
the solid Arrhenius line for pure Si like those for 
0 < y < 0.09 (Fig. 1, filled symbols). In the entire com- 
position regime investigated (0 < y < 0.24), a systematic 
dependence of Df on y cannot be revealed. 

An interpretation of the results reported above may be 
based on the dependences of Df on composition (Fig. 3) 
and temperature (Fig. 4). In addition to the D*(900°C) 
data in the regime 0.09 < y < 0.24, the Z)*(900°C) values 
for Si and Ge from the literature have been included in 
Fig. 3. Whereas the Si value refers to highly dislocated 
materials, in which Au undergoes Aurcontrolled kick- 
out diffusion [14], the Ge value has been measured on 
both dislocated and virtually dislocation-free crystals, in 
which the Aui-controlled dissociative mechanism is oper- 
ative [6,7]. For 0 < y ^ 0.09 the kick-out profiles are 
I-controlled (see above), so that in this regime only lower 
limits of Df can be determined. At first sight, one may 
speculate that alloying of Ge to Si, or vice versa, intro- 
duces sites at which the Au; atoms may temporarily be 
trapped and that this leads to a reduction of D{ which, 
according to Eq. (3), is reflected by the small Df values in 
the Si-Ge alloys with 0.09 < y < 0.24 documented in 
Fig. 3. However, a closer inspection of the theory of 
trap-retarded diffusion shows that this kind of D{ reduc- 
tion would involve an increase of the pre-exponential 
factor of D; which is overcompensated by a simultaneous 
increase of the activation enthalpy entering Dt [15]. This 
is in contradiction to the finding that for Si-Ge both the 
pre-exponential factor and the activation enthalpy of 
Df are smaller than for Si or Ge (Fig. 4). Hence, the small 
Df values in Si-Ge must arise from a reduction of the 
ratio Cfq/C|q in comparison to Si or Ge, for instance, by 
a decrease of Cfq as a result of the lattice distortions 
induced by Ge additions. At least in part, the reduction of 
Cfq/Qq may also be achieved by an increase of Cf1- In 
fact, according to Eq. (4b) the preferential location of the 
Df values for Si-Ge below the Si line (Fig. 1) is in 
accordance with an enhancement of C|q in Si-Ge in 
comparison to Si. Such an enhancement is very likely, 
since the Au solubility is much greater in Ge [6] than in 
Si [12]. Presumably, this is related to the increase of the 
lattice parameter from Si to Ge [16]. 

The decrease of Df as a result of a reduction of Cfq/Qq, 
which has been postulated above, is an interesting 
phenomenon that leads to a retardation of the diffusivity 
of hybrid diffusers, which can exist in both a "sessile" 
and "mobile" configuration. This kind of diffusion 
retardation is a collective property of the matrix, in 
which the mobile fraction of the diffusers is lowered by 
alloying. It differs conceptually from conventional trap- 
ping [15] in which the reduction of the diffusivity results 
from a temporary immobilization of the diffusers at 
localized traps. 
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1000   900      800 700 

Fig. 4. Temperature dependence of the effective diffusion coef- 
ficient D* [Eq. (3)] of I95Au in a Si0.76iGe0.239 epi-layer (•). 
The straight lines represent Arrhenius laws for Of in the 
Sio.76iGe0.293 epi-layer (solid line [Eq. (7)]), in dislocated bulk 
Si [14] (dashed line), and in dislocation-free bulk Ge [6] 
(dashed-dotted line). 

5. Final remarks 

ness, though the likelihood that vacancies predominate 
over self-interstitials is expected to increase with decreas- 
ing temperature (Section 1). Hence, we conclude that in 
Sii -yGey of the composition range 0 ^ y ^ 0.24 the in- 
diffusion of Au occurs via I- or Au;-controlled kick-out 
diffusion. This does not necessarily mean that in all our 
experiments DjCf1 has exceeded DvCvq. In in-diffusion 
experiments, a predominance of the kick-out mechanism 
over the dissociative mechanism may also occur due to 
its "(Csq/Cs)

2 advantage" (Section 1). The physical cause 
of this is the need for vacancies for the Au; -> Aus trans- 
formation in the dissociative mechanism [Eq. (2)] which 
has no analogue in the kick-out mechanism [Eq. (1)]. 
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The experimental data on the diffusion of Au in Si-Ge 
alloys presented in this paper have been discussed in 
terms of the kick-out mechanism, which — depending on 
the Ge content, the diffusion temperature, the annealing 
duration, and/or the location in the specimens — is either 
I- or Auj-controlled. Whereas the assignment of diffusion 
profiles to the I-controlled kick-out mechanism is pos- 
sible without any unambiguity, from diffusion data alone 
a discrimination between Aui-controlled kick-out dif- 
fusion and Au;-controlled dissociative diffusion is, in 
principle, not possible (Section 1). However, there is no 
physical reason why in the Aui-controlled case the 
Au; -> Aus transformation should be dominated by reac- 
tion (2), whereas in the I-controlled case the rate of 
reaction (1) obviously exceeds that of reaction (2). This 
view is confirmed by the fact that at 700°C, the lowest 
temperature in the present investigations, all diffusion 
profiles are I-controlled over the entire epi-layer thick- 
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Abstract 

This study describes deep state defects introduced in the epitaxial Sh -xGex on Si substrates by 3d transition metal (Fe, 
Ti, Cr, Ni) and 5d noble metal (Au, Pt) impurities. The deep state activation energy is related to the Ge concentration and 
strain in the Six_xGex. The strain dependence is described in terms of the deep state uniaxial and hydrostatic 
deformation potentials. The difference between the deep state activation energies in Si and Sit -xGex does not agree with 
the independently determined Si-Si!_xGex band offsets. This demonstrates that the concept of 3d state as an 
independent, internal reference level, well established for III-V and II-VI compounds, fails in the case of group IV 
semiconductors. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The successful application of Sii_xGex to fabricate 
silicon-based heterojunction bipolar and MOSFET devi- 
ces has created significant interest in the properties of 
Si!-xGex epitaxial layers grown on Si substrates. The 
epitaxial Si1_xGex on Si (Sii_xGex/Si) can be grown by 
chemical vapor deposition which is compatible with Si 
device processing, thus devices containing Si!_xGex 

within their active region could become part of the main- 
stream Si integrated circuit (IC) technology [1]. The 
inherent difference of lattice constants between the epi- 
taxial Si!_xGex and Si substrate can be accommodated 
by tetragonal distortion of the cubic lattice cell of 
Sii-xGex so its in-plane lattice constant matches the 
lattice constant of Si or by the formation of inferfacial 
misfit dislocations. Since device applications require the 
number of defects to be kept at a minimum, the Sii -xGex 

epitaxial layers are grown commensurate with the sub- 

corresponding author. Tel.: 650-857-5595; fax: 650-813- 
3279. 

E-mail address: chris_nauka@hpl.hp.com (K. Nauka) 

strate with no or very few misfit dislocations. Ge concen- 
tration, thickness of the epilayer, and its thermal history 
determine the amount of strain in the Si!-xGex. 

Transition and noble metal impurities can have del- 
eterious effects on Si IC devices. They can be present in 
various charge states and introduce an extensive network 
of deep level defects, acting as recombination-generation 
sites [2]. In addition, due to their large diffusivities and 
affinity to interact with the host atoms and other defects, 
they can form complexes and precipitates, degrading the 
device quality. Since these metallic contaminants can be 
introduced by device processing, it is important to under- 
stand their properties in Sii-xGex epitaxial layers. The 
goal of this work is to evaluate the properties of deep 
states introduced in Sii-xGex by selected 3d transition 
metals (Fe, Cr, Ni, Ti) and 5d noble metals (Au, Pt) as 
a function of the Ge concentration and the layer's strain, 
and their behavior within the Sij _xGex/Si heterojunction. 

2. Experimental procedure 

Si!-xGex epitaxial layers were deposited by chemical 
vapor deposition (CVD) in a state-of-the art, commercial 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PIT: S0921-4526(99)00584-0 
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single-wafer CVD epitaxial reactor on Si (1 0 0), 150 mm 
diameter substrates. Deposition temperatures were be- 
tween 625°C and 700°C. Layers were grown either p- 
doped (B) or n-doped (As) on p- or n-type Si substrates, 
respectively. The layer thicknesses were between 150 and 
500 nm, and Ge content varied from x = 0 to 0.28. The 
Ge concentration was constant within the Si! -xGex epi- 
layer. Different degrees of relaxation of the epilayers with 
the same Ge content were achieved by either growing 
films with different thicknesses or by post-deposition 
annealing at elevated temperatures. Reference p- and 
n-type Si epitaxial layers were grown under similar con- 
ditions. 

Ge concentration and Sii-^Ge* epilayer thicknesses 
were obtained by Rutherford Backscattering (RBS) anal- 
ysis using 2 MeV H+ + ions. Strain and degree of relax- 
ation were determined by X-ray diffraction. Diffraction 
data were collected with a four-circle diffractometer 
equipped with a Ge crystal monochromator and Cu 
K-«! radiation off the (0 0 4) and (2 2 4) planes. Diffrac- 
tion results were used to calculate lattice parameters of 
the measured epilayer, and then to calculate the lattice 
values for fully strained and fully relaxed films [3]. Be- 
cause of the thickness difference (substrate thickness = 
625 urn, epilayer thickness < 1 urn) virtually all the 
strain was present in the Sii-^Ge* epilayer. Due to 
biaxial strain symmetry the strain tensor has only two 
components: g|[ (parallel to the interface) and eL (normal 
to the interface). en = (ameas - aeq)/aeq, where ömcas is the 
in-plane lattice parameter of a given epilayer and aeq is 
the corresponding equilibrium (completely relaxed) 
value. Analogous to bulk solids, biaxial strain can be 
expressed as the sum of the uniaxial (sax) and the hydros- 
tatic (eVOI) stresses. For tetrahedral semiconductors £|| ^ 
— 8j_, and sax and svol can be described as: sax^e± — 

fin = — 2s|| and svol ^S|j [4]. The degree of relaxation of 
an   epilayer   can   be   simply   expressed   as   100%   * 
[1 - (ömeas - öeq)/(ösi ~ «eq)]- 

Deep level transient spectroscopy (DLTS) was em- 
ployed to investigate deep level defects introduced by 
metallic impurities in Six_xGex epitaxial layers. DLTS 
measurements were conducted using Schottky diodes on 
the Six -xGex. In order to avoid the potential ambiguities 
caused by interfacial band offsets or interfacial defects, 
the Si1-xGei. epilayer dopant concentration, its thick- 
ness, and DLTS bias/pulse voltages were selected to limit 
the probed region to the upper part of the epilayer. All 
as-grown Si!_xGex epitaxial layers were free of deep 
level defects within the probed bulk region (detection 
limit « 1010 cm"3). Metallic impurities (Fe, Cr, Ni, Ti, 
Au, Pt) were diffused into the Sij-^Ge* layer by rapid 
thermal annealing (RTA) with a metallic source in sur- 
face contact with the layer. Both surfaces were etched 
before the diffusion in order to remove surface oxide, 
which could impede the diffusion. Only one metallic 
impurity was introduced into each measured film in 

order to avoid overlapping of DLTS signals and any 
potential interactions between the impurities. RTA tem- 
perature and duration were selected to distribute metallic 
impurities almost uniformly within the upper part of the 
S^-^Ge* layers (no deep level gradients were observed 
with DLTS) and had concentrations from the range 
1010 cm"3-1012 cm-3. In addition, RTA provided con- 
ditions close to quenching some of the metallic impurity- 
related point defects. Calculation of the deep state 
location within the Sii_xGex band gap included correc- 
tion due to the capture cross section. 

3. Results and discussion 

Table 1 presents the DLTS results obtained for an 
epitaxial Si (x = 0). Presented results are in agreement 
with previous reports on the metal-related deep states in 
Si [2]. The exact nature of deep state defects is known 
only in few cases; for example: HlFe = Feinterstitial, 
HlCr = Cr-B pair, HlAu is probably due to Ausubstitutional 

while ElAu might be caused by a Au complex. Introduc- 
tion of Ge causes changes in the band structure; 
Sij-^Ge^ has a smaller band gap than Si. However, the 
conduction band minimum remains at the A point of the 
Brillouin zone within the range of Ge concentrations 
used in this experiment [5]. Biaxial strain causes further 
narrowing of the band gap and splits the valence band at 
the T point into the heavy- and light-hole bands. Behav- 
ior of the Sii -xGex band structure as a function of x and 
strain has been previously studied using epitaxial sam- 
ples grown under the same conditions as in the present 
experiment [6]. 

The presence of Ge causes the of DLTS peaks to shift 
as shown in Fig. 1. The corresponding deep state activa- 
tion energy changes when the Ge concentration and the 
degree of epilayer's relaxation are changed. Two extreme 
cases of this evolution, namely 100% relaxed and 100% 
strained Si! -xGex, are shown in Figs. 2 and 3 for the Au- 
Fe- and Cr-related deep states. Similar behavior of the 
activation energy was observed for all the measured deep 

Table 1 
Activation energies of deep states introduced in epitaxial Si 
(measurement error « 0.02 eV). Capture cross section correction 
has been included 

Impurity Hole trap (eV) Electron trap (eV) 

Fe HlFe = 0.410   
Cr HlCr = 0.270 — 
Ti HlTi = 0.265 ElTi = 0.300 
Ni — ElNi = 0.425 
Au HlAll = 0.345 ElAu = 0.540 
Pt Hip, = 0.325 Elp, = 0.230 
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Table 2 
Activation energies (eV) of the Ti- Ni- and Pt-related deep states 
(100% strained case/100% relaxed case) 

Ge (%): 

Ti: 

Ni: 
Pt: 

HlTi 
ElTi 

ElNi 

HI,, 
Elp, 

10 15 

0.26/0.22 
0.325/0.23 
0.45/0.365 
0.32/0.255 
0.22/0.21 

0.252/0.18 
0.36/0.15 
0.48/0.28 
0.31/0.18 
0.20/0.19 

0.245/0.12 
0.38/0.07 
0.50/0.19 
0.30/0.10 
0.19/0.175 

20 

0.235/0.09 
0.41/— 
0.515/0.12 
0.3/— 
0.18/0.16 

Fig. 1. H1A„ DLTS peak in Sij-^Ge, as a function of the Ge 
concentration. All samples were almost completely relaxed. 

5 10        15        20 

Ge content (%) 

Fig. 2. Evolution of the Au-related deep states as a function of 
Ge concentration.Two extreme cases are shown:, 100% relaxed 
(open symbols) and 100% strained (closed symbols). 

0 5 10        15       20       25 

Ge content (%) 

Fig. 3. Evolution of the Fe- and Cr-related deep states as a func- 
tion of Ge concentration. Two extreme cases are shown: 100% 
relaxed (open symbols), 100% strained (closed symbols). 

states (Table 2). None of the deep states appears to track 
either the conduction band minimum or the valence 
band maximum, in agreement with the fact that deep 
states are formed by wave functions originating from the 
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Fig. 4. Activation energy of the Au-related deeps states as 
a function of the uniaxial stress. 

entire Brillouin zone [7]. The deep state activation en- 
ergy depends on both the Ge concentration and the 
amount of strain present in a Si! -xGex epilayer. In order 
to separate these two factors DLTS measurements were 
conducted for a series of samples containing the same 
amount of Ge but with different amounts of relaxation. 
Then, the activation energies (Eact) for all the measured 
deep states were plotted as a function of the correspond- 
ing uniaxial stresses (eax), as shown in Figs. 4 and 5 for 
Au, Fe, and Cr impurities. 

The slope of A£act/Asax = c^ax, analogously to the solid 
state deformation potentials, can be called the uniaxial 
deformation potential of a deep state. Due to the biaxial 
stress symmetry the hydrostatic deformation potential of 
a deep state £vol is equal — 2£ax. Fig. 6 shows the rela- 
tionship between the Ge concentration and £ax for deep 
states introduced by Au, Fe, and Cr. <^ax depend only 
weakly on the Ge concentrations; their average values for 
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Fig. 5. Activation energy of the Fe- and Cr-related deep state as 
a function of the uniaxial stress. 
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Fig. 6. Uniaxial deformation potential of the Fe- Cr- and Au- 
related deep states as a function of Ge concentration. 

the remaining metallic impurities are equal: £ax(HlTi) = 
8.3 eV, £ax(ElTi) = 18.1 eV, UElNi) = 23.8 eV, {„(H1R) = 
16.8 eV, £ax(Elp,) = 1.5 eV. {ax values appear to fall into 
two groups: £ax < 10 eV and £ax > 16 eV. Although, the 
internal structure of the metallic impurity defects in Si 
and Sii-^Ge* is poorly understood, the simple point 
defects with a high symmetry may be less sensitive to the 
stress changes and their values of £ax may be smaller than 
in the case of complexes with lower symmetry. Support- 
ing this idea is the observation that £ax values of known 
simple point defects, like Feinterstitial (HlFe) Ausubstitutional 

(HlAu) are low, while the complex defects (Cr-B pair 
(HlCr), Au complex (ElAu)) have large £ax values. There- 
fore, HlTi and E1P, are likely due to single point defects, 
while ElTi, ElNi, and HlPt could be due to defect com- 
plexes with lower symmetry. Since, within the tested 

range of Ge concentrations (x < 0.3), £ax is approxim- 
ately constant for a given impurity, it can be used to 
calculate the location of a deep state within the gap when 
the degree of Six -xGex relaxation is known. Conversely, 
knowledge of the trap activation energy can be used to 
determine the amount of Si1_xGeJ. relaxation. 

It has been demonstrated that 3d transition metal 
impurities introduce deep states that can be used as a 
reference for calculating band offsets in isovalent hetero- 
junctions [8]. According to this approach, deep states 
introduced by the 3d metallic impurities align at the 
junction of two isovalent compounds and the band dis- 
continuities result simply from the differences of the re- 
spective activation energies. This approach requires that 
the heterojunction is of a high quality, meaning that the 
bulk properties of both semiconductors rather than the 
interfacial defects determine the band alignment. This 
concept has been employed for a large number of III-V 
and II-VI compounds and provided the correct band 
alignment with accuracy and simplicity unmatched by 
any other method. Epitaxial Si^^Ge^/Si offers a unique 
opportunity for testing this approach for a group IV 
semiconductor system. Six ^Ge^/Si junction quality and 
cleanliness is at least as good as in the case of previously 
tested III-V and II-VI semiconductors, and its band 
alignment has been well established by independent 
calculations and measurements [5,6]. However, the 
measured difference between the deep state activation 
energies in Si and in Si!_xGex did not agree with the 
known Si-Si^^Ge* band offsets for any of the 3d 
transition metal and the 5d noble metal impurities tested. 
Fig. 7 presents examples of this comparison for two 
extreme cases of 100% relaxed and 100% strained 
Si!_xGex, and the Fe- and Cr-related deep states. In the 
case of strained Si^^Ge* this lack of agreement is true 
whether the deep state location is calculated from the top 
of the highest valence band or from the weighted, inter- 
mediate position between the heavy- and light-hole 
bands. Occasionally, in isolated, intermediate cases of 
partial relaxation for some of the traps and some Ge 
concentrations, band offset appears to match the activa- 
tion energy difference. However, this agreement is acci- 
dental, and it disappears when any one of the listed 
parameters is changed. 

Thus, the concept of an internal, 3d deep state-related 
reference level for band alignment appears not to work in 
the case of the Si-Si^^Ge* system. Although the reason 
for its failure remains unclear, some potential explana- 
tions can be proposed: (A) Group IV semiconductors 
differ from the III-V and II-VI systems because their 
ionicity is zero. It has been shown that deep state activa- 
tion energy depends on the crystal ionicity [9]. Perhaps 
the lack of such a link (zero ionicity, deep states exist in 
the gap) invalidates the use of the deep state as an 
internal reference for band alignment. (B) Stress in 
SijL-jGe* is an additional factor that needs to be taken 
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10 15 20 

Ge content (%) 

Fig. 7. Comparison between the valence band discontinuity at 
the Sij-jGe^/Si heterojunction and the corresponding differ- 
ence of the Fe- and Cr-related deep states in the case of 100% 
relaxed and 100% strained Si^^Ge*. 

account for the dislocation charges could invalidate the 
model when dislocations are present. Obviously, further 
study is needed to resolve why 3d deep states cannot be 
used as reference for aligning bands at the Si/Si!_xGex 

interface. 
In conclusion, deep states introduced by the selected 

3d transition metals and 5d noble metals in Si!_xGex 

(x < 0.28) have been described. Their activation energies 
depend on the Ge concentration and strain present in the 
Sii-xGe* epitaxial layer. The strain effect has been de- 
scribed by introducing the uniaxial and hydrostatic deep 
state deformation potentials. Their knowledge can be 
used to predict the strain in a Sii-xGex epitaxial layer 
when the Ge content is known or, conversely, Ge concen- 
tration can be determined from the known activation 
energy and degree of epilayer relaxation. Unlike the 
previous studies of III-V and II-V compounds, deep 
states introduced by 3d transition metals cannot be used 
as a reference level for aligning bands at the Si-Sii -xGex 

interface. It is proposed that this failure of the well 
established concept for band offset calculations could be 
linked to negligible crystal ionicity, stress, and electrical 
charges associated with misfit dislocations. 

into account. None of the previous reports on the use of 
the 3d metal deep state as a reference for band alignment 
in III-V or II-VI semiconductors included a strained 
semiconductor, as in the case of Sii-^Ge^. The uniaxial 
stress may perturb the atom-like 3d shell structure of the 
transition metal impurity, preventing it from being an 
independent reference level for band alignment. (C) Of 
course, the previous argument is incorrect in the case of 
completely relaxed S^-^Ge*. However, the interface 
between the Si and partially or completely relaxed 
Sii-^Ge* contains dislocations that might carry some 
electrical charges. Definition of band alignment as re- 
arrangement of bands providing local charge neutrality is 
the basis of the concept of an internal reference level 
introduced by 3d impurities [8]. Lack of the means to 
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Abstract 

Strain-relaxed Si! _xGe^ films have been investigated using X-ray microdiffraction with a diffracted beam footprint of 
0.3 um x 2 um. Intensity variations in the diffracted beam at different positions on the sample are due to the presence of 
local tilted regions which are larger in area than the diffracted X-ray beam. These regions are shown to have the same 
lattice parameter but different orientation with respect to the Si substrate. These regions arise from dislocation pileups, 
which consist of a larger number of dislocations when larger mismatch strain is relieved. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: SiGe; Local tilted regions; Mosaic structure; X-ray microdiffraction 

Heterostructures of Si1_xGeI/Si(0 0 1) are currently 
used to fabricate heterojunction bipolar transistors 
(HBTs) for applications in wireless telecommunications. 
Other potential applications include high-speed field-ef- 
fect transistors (FETs) having strained Si or Si^^Ge* 
carrier channels grown pseudomorphically on a strain- 
relaxed Sii-^Ge* buffer layer [1-3]. When the lattice 
mismatch strain is less than 2%, epitaxial Sii -xGex films 
grown on Si(0 0 1) relax by the introduction of 60° misfit 
dislocations. These nucleate by different mechanisms, 
depending on the lattice mismatch strain and growth 
temperature [2,4]. Cross-sectional transmission elec- 
tron micrographs (XTEMs) show strikingly different ar- 
rangements of the misfit dislocations, depending on the 
nucleation mechanism [4-6]. A Si0.7Ge0.3 uniform-com- 
position layer grown at about 550°C relaxes initially by 
surface roughening followed by nucleation of misfit dislo- 
cations in regions of high strain [4,7]. XTEM shows that 
the misfit dislocations are located at the Si1^xGex/Si 
interface and that high densities (~ 1010 cm"2) of thread- 
ing arms extend from the interface to the film surface 
[4-6]. Alternatively, if an intermediate layer in which the 

* Corresponding author. Fax: + 914-945-4581. 
E-mail address: mooneyp@us.ibm.com (P.M. Mooney) 

Ge mole fraction x is graded up from 0 to 0.3 is grown 
prior to the uniform-composition Si0.7Ge0.3 layer, dislo- 
cation nucleation occurs at low mismatch strain [2,8] by 
a multiplication mechanism [5,6]. In this case XTEM 
shows pileups of misfit dislocations extending sev- 
eral microns deep into the Si [5,6]. Graded buffer layers 
have low threading dislocation densities (typically 
105-107 cm"2, depending on the grading rate [2]), and 
are therefore suitable for a variety of device applications. 

X-ray rocking curves taken with a standard double- 
axis laboratory diffractometer (beam size about 1 mm x 
8 mm) are broadened when dislocations are present 
[9]. Triple-axis X-ray measurements [10] show that 
the peak broadening is primarily due to the bending of 
the lattice planes by the dislocations, which is usually 
referred to as mosaic broadening, and not to variations of 
the lattice parameters [8]. Despite the orders-of-magni- 
tude difference in the density of the threading disloca- 
tions in the two types of samples, the peak broadening is 
comparable in both uniform-composition samples and 
samples with graded intermediate layers when the den- 
sity of misfit dislocations is the same [9]. Thus the mosaic 
broadening results primarily from the misfit dislocations 
[9,11]. 

X-ray microdiffration measurements of strain-relaxed 
Si^xGe^ layers show a clear difference in the micro- 
structure of samples that relaxed by these two different 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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mechanisms [12]. Local tilted regions larger in size than 
the diffracted microbeam are observed when dislocation 
multiplication occurs. In contrast, the local tilted regions 
in samples that first relax by roughening are much small- 
er than the microbeam. Thus the size of the local tilted 
regions depends on the arrangement of the misfit disloca- 
tions, which differs greatly in samples that relax by these 
two dislocation nucleation mechanisms. 

The Sii -xGex samples investigated here were grown at 
550°C by ultra-high vacuum chemical vapor deposition 
[13] on Si(0 0 1) substrates. XTEM images of all these 
samples show dislocation pileups penetrating several mi- 
crons deep into the Si substrate, characteristic of disloca- 
tion multiplication. We show data from two samples: 
a 97% relaxed Si0.83Ge0.i7 layer and a 49% relaxed 
Sio.s4Geo.i6 layer. The alloy composition and the degree 
of strain relaxation were determined from diffraction 
data taken with a large area X-ray beam. 

The microdiffraction experiments were performed at 
beamline X20A at the National Synchrotron Light 
Source at Brookhaven National Laboratory using 
a microdiffractometer described elsewhere [14-17]. The 
monochromatic X-ray beam at wavelengths close to Cu 
Kal is focused using a 60 um-diameter capillary tapered 
down to 3 urn. The focused beam has a divergence of 0.3° 
and therefore only a small fraction of the incident beam, 
specifically the center of the fan where the intensity is 
a maximum, is at the proper angle for Bragg diffraction 
from our single crystal samples [17]. Thus, when a bare 
Si wafer is placed at about 1 mm from the tip of the 
capillary, the width of the 0 0 4 diffracted beam at the 
sample in the diffraction direction is only 0.3 urn for this 
capillary. The vertical receiving slits were set to accept 
the entire width of the diffracted beam from the bare Si 
wafer. In the horizontal (non-diffracting) direction the 
receiving slits were set to accept the center 2 um of the 
diffracted beam. 

Fig. 1 shows a microtopograph, a map of the diffracted 
beam intensity, from the 97% relaxed Sio.s3Geo.17 layer. 
To collect these data both the sample (0 and % axes) and 
the detector (29 axis) were positioned to obtain the max- 
imum diffracted beam intensity from the 0 0 4 reflection 
of the layer. The sample was then translated under the 
incident beam in the two orthogonal directions parallel 
to the wafer surface (x is parallel and y is perpendicular to 
the diffraction plane) in steps of 2 and 5 urn, respectively. 
Note that the diffracted beam intensity varies from its 
maximum value to nearly zero at different positions on 
the sample, forming a "cross-hatched" pattern along the 
two 110 directions. This pattern is not surprising, since 
the 60° misfit dislocations lie along the two 110 direc- 
tions of the crystal. 

Fig. 2 shows the variation in diffracted intensity at 
different x positions (y held fixed) for a bare Si wafer and 
for the Sio.83Geo.17 sample. As expected for a perfect 
crystal, the diffracted beam intensity is the same at all 

3.70 

4.35 4.40 
X Position (mm) 

4.50 

Fig. 1. Microtopograph showing the variation of the 0 0 4 dif- 
fracted beam intensity at different x, y positions on a 97% 
relaxed Si0.83Ge0.i7 layer. 

0.05 0.10 0.15 

X Position (mm) 

0.00       0.05       0.10       0.15       0.20 

X Position (mm) 

Fig. 2. Line scans showing the diffracted intensity at different 
x positions (y held constant). 

points on the bare Si substrate. In contrast, the diffracted 
beam intensity from the relaxed SiGe layer is as low as 
about 5% of the maximum value at many x positions and 
is a significant fraction of the maximum value at only a 
few x positions, consistent with the data of Fig. 1. 

To investigate the origin of the large intensity variation 
in the step-graded samples, rocking curves (9 scans) and 
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detector scans (20 scans) were taken at various x posi- 
tions to determine the sample orientation and Bragg 
angle that give the maximum diffracted beam intensity. 
Fig. 3(a) shows 0 scans for the 97% relaxed Si0.83Ge0.i7 
layer. As the sample is translated under the beam, the 
maximum intensity shifts to different values of 0. Thus, 
the intensity variation observed in Figs. 1 and 2 results 
from a variation in the orientation of the crystal lattice 
planes at different positions on the sample. The angle of 
the lattice planes with respect to the incident X-ray beam 
varies by 0.21°. The FWHM of the most intense peaks is 
relatively narrow, ranging from 0.05° to 0.09°. Fig. 3(b) 
shows detector scans taken at the same x positions. Note 
that the variation in 20 is very small (< 0.02°), indicating 
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Fig. 3. (a) 0 scans of the 0 0 4 reflection from the 97% relaxed 
Si0.83Ge017 sample taken at different x positions (y held con- 
stant) and (b) 20 scans of the 0 0 4 reflection from the same 
sample. 

that the Bragg angle (20/2) and therefore the lattice 
parameter of all the local tilted regions varies by < 0.01°. 
These results are consistent with triple-axis data taken 
using a large area X-ray beam which indicate a large 
variation in the orientation (tilt) of the layer but only 
a very small variation in the lattice parameter. With 
X-ray microdiffraction, however, we are able to image the 
individual tilted regions since they are larger than the size 
of our diffracted beam. 

Fig. 4 shows 0 scans for a Si0.84Ge0.i6 layer which is 
only 49% relaxed and thus has a misfit dislocation den- 
sity which is about half that of the other sample. The 
total variation of 0 is comparable for both samples, but 
neighboring tilted regions have a smaller change in 0 in 
this sample than in the more relaxed sample, suggesting 
that the dislocation pileups that separate the local tilted 
regions consist of fewer dislocations when the total misfit 
dislocation density is lower. Quantitative analysis of data 
from a large number of samples us underway and will be 
published elsewhere. 

Using X-ray microdiffraction, we have imaged the in- 
dividual local tilted regions (mosaic structure) in SiGe 
layers that relaxed by dislocation multiplication. We 
have shown that these regions have the same lattice 
parameter but are tilted at various angles with respect to 
the Si substrate. The different distribution of the tilt 
angles in two samples having misfit dislocation densities 
which differ by a factor of 2 suggests that the dislocation 
pileups separating the local tilted regions have fewer 
dislocations in less relaxed samples. A comparison of the 
lateral size of the tilted regions in different samples indi- 
cates that the density of the dislocation pileups is compa- 
rable [12], consistent with the conclusion that the pileups 
in less relaxed samples consist of fewer dislocations. 

34.3 

9 (degrees) 

0.04   §■ 

0.02    * 

34.2 0.00 

Fig. 4. 9 scans of the 0 04 reflection from the 49% relaxed 
Sio.s4Geo.i6 layer. 
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Abstract 

Bulk crystals of Gex _xSix alloys in the whole composition range 0 < x < 1 were grown by the Czochralski technique. 
Full single crystals were obtained for the alloy composition 0 < x < 0.15 and 0.9 < x < 1. The dislocation velocity 
decreases with increasing Si content in the range 0 < x < 0.08, while the dislocation velocity first increases and then 
decreases with increasing Ge content in the range 0.94 < x < 1. The dislocation velocities were determined as functions 
of stress and temperature. The stress-strain behavior of the alloys becomes temperature-insensitive at high temperatures. 
The yield strength of the alloys depends on the composition, proportional to x(l - x) over the whole composition range. 
Built-in stress fields related to local fluctuation of the alloy composition and the dynamic development of a solute 
atmosphere around dislocations, seem to suppress the activities of dislocation and bring about alloy strengthen- 
ing. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GeSi; Growth; Dislocations; Alloy hardening 

1. Introduction 

GeSi alloys are important microelectronic and opto- 
electronic materials in view of the possibilities of band 
gap engineering they offer. Usually these alloys are 
grown as thin films on Si substrates by various epitaxial 
techniques. The introduction of misfit dislocations is 
inevitable in such hetero structures due to the interfacial 
mismatch when the film thickness exceeds a critical value. 
To clarify the dislocation properties and utilize the po- 
tential of GeSi alloys, it is necessary to grow bulk crystals 
of low dislocation densities. From such a viewpoint, the 
present author grew crystals of Ge-rich GeSi alloys by 
the Czochralski method and studied the dislocation vel- 
ocities and mechanical properties of the grown alloys. An 
athermal stress relating to the alloying has been deduced 
[1-5]. 

This paper reports on the Czochralski growth of 
Gej-^Si^ alloys in the whole composition range 0< 
x < 1 and the unique properties of dislocations brought 
about by alloying. 

*Tel.:  +81-22-215-2042; fax: +81-22-215-2041. 
E-mail address: yonenaga@imr.tohoku.ac.jp (I. Yonenaga) 

2. Bulk crystal growth 

Bulk crystals of Gex _^Six alloys in the whole composi- 
tion range 0 < x < 1 were grown by the Czochralski 
technique at very low pulling rates ranging from 1 to 
8 mm/h in a flowing Ar gas atmosphere [1,5,6]. 

Full single crystals 10-25 mm in diameter and 
20-70 mm in length were successfully grown for GeSi 
alloys of the composition ranges 0 < x < 0.15 and 
0.9 < x < 1. For alloys of intermediate compositions, 
single crystalline parts were obtained near the seeds of 
ingots, which relates to the polycrystallization due to the 
occurrence of the constitutional supercooling. 

The critical growth velocity vc for the polycrystalliz- 
ation caused by the constitutional supercooling was esti- 
mated as a function of the composition x by uc = D V@kj 
V Ti x(k — 1), (k > 1) using the distribution coefficient 
k and diffusion coefficient D = (30 - 24x) 10"5cm2/s 
[7]. V0 is the temperature gradient in the melt and VT, 
is the slope of the liquidus. Fig. 1 shows the critical 
growth rates estimated for the temperature gradient of 
50 K/cm as a function of the composition. The experi- 
mental results including those reported previously [5,6] 
are superimposed in the figure. The transition from 
a single crystal to a polycrystallinity seems to occur at 
pulling rate lower than the estimated critical growth 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Q5 

Si content 

Fig. 1. Growth velocities of GeSi crystals as a function of the 
composition. Solid line shows the estimated critical growth rates 
for a temperature gradient of 50 K/cm. Open circles show the 
growth of full single, while solid circles and triangles the occur- 
rence of polycrystallization in the position of the late stage of the 
growth and near the seed, respectively. 

velocity, especially in the cases of low and intermediate Si 
content, though the temperature gradient V0 was mea- 
sured to be ~ 50 K/cm by a thermocouple [5]. Possibly 
the temperature gradient was reduced with the low tem- 
perature available for growth of the GeSi alloys. 

For any grown crystal the composition changes spa- 
tially in such a way that the Si content gradually de- 
creases along the pulling direction, implying that Si in the 
melt is preferentially consumed and taken into the crystal 
during the growth. The composition variation of the 
grown crystals along the growth direction suggests that 
the growth of GeSi alloys is described in terms of the 
complete mixing model of the melt together with the 
gravity effect in the melt related to the large difference in 
the densities of Ge and Si [5]. 

Dislocations were generated mainly at the seed/alloy 
interface. The density of grown-in dislocations in the 
alloys was in the range 103-105 cm"2. The generation 
process may be controlled by the magnitude of the misfit 
strain between the alloy and seed, the temperature, the 
temperature gradient and the mobility of generated dislo- 
cations in the alloy [5]. 

A large infra-red absorption peak is observed at the 
position centred at 1106 cm"1 in grown crystals of Si-rich 
alloys [6]. The absorption coefficient determined by the 
peak height is 3-4 cm"1 in the highest case, which corres- 
ponds to the oxygen concentration 12 x 1017 cm"3 if the 
conversion factor 3.06 x 1017cm"2 is used. The peak 
height decreases with decreasing Si content in the alloys. 

3. Direct measurement of dislocation velocities 

In the Ge-rich GeSi alloys of composition range 
0 < x < 0.08, the dislocation velocity decreases mono- 
tonically with an increase in Si content, reaching about 
one-seventh of that in pure Ge at x = 0.08 as shown in 
Fig. 2. Contrarily, in the composition range 0.94 < x < 1 

Q05   0.10.9   Q95 
Si content 

Fig. 2. Velocities of 60° dislocations in the Ge-rich and Si-rich 
GeSi alloy at 550°C and 800°C, respectively, under a shear stress 
20 MPa as dependent on the Si content. 

the dislocation velocity first increases and then decreases 
with an increase in Ge content. The dislocation velocity 
for the Ge content (1 — x) = 0.004 is higher than that in 
pure Si. 

The logarithms of the velocities of 60° dislocations in 
the Ge-rich GeSi alloys of the composition range 0 < 
x < 0.08 show a linear relation against the logarithms of 
shear stress with approximately the same slope in the 
stress range 3-24 MPa in the temperature range 
450-700°C. The dislocation velocity versus the stress 
relation at 750°C and 800°C in the Si-rich GeSi alloy 
with x = 0.996 also shows a linear relation against shear 
stress with approximately the same slope as in Si. Con- 
trarily, in the GeSi alloys of x = 0.979 and 0.946 the 
velocity of dislocations is zero under stress lower than the 
threshold stress and then increases rapidly with increas- 
ing stress beyond the threshold stress. The threshold 
stress for dislocation generation from a scratch increases 
with decreasing the Si content. 

The velocities of dislocations in the above GeSi alloys 
can be described in a similar way to those in various 
semiconductors as functions of the stress % and temper- 
ature T by the following empirical equation: 

: uo(T/T0r exp( - Q/kB T),   T0 = 1 MPa, (1) 

where feB is the Boltzmann constant. The experimentally 
determined magnitudes of v0, m and Q in GeSi alloys and 
pure Ge and Si are given in Table 1. 

4. Mechanical properties in compressive deformation 

The stress-strain curves of the Si-rich GeSi alloys of 
the composition range 0.94 < x < 1 are similar to those 
of pure Si at temperatures 800-1000°C, being characte- 
rised by a stress drop followed by an increase in the stress 
with strain. Such a stress drop is commonly found in 
various semiconductors at relatively low temperatures. 
The upper and lower yield stresses and flow stress 
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Table 1 
Magnitudes of v0, m and Q for 60° dislocations in Ge! -»Si, and 
pure Ge and Si 

Crystal v0 (m/s) 6(eV) 

Ge 
Ge^Si* (x = 0.016) 

(x = 0.047) 
(x = 0.080) 
(x = 0.946) 
(x = 0.978) 
(x = 0.996) 

Si 

2.9 x 102 

4.6 x 102 

2.8 x 102 

2.3 x 102 

9.4 xlO1 

2.1 x 102 

1.4 xlO4 

1.0 xlO4 

1.7 
1.7 
1.7 
1.6 
2.1 
1.9 
1.0 
1.0 

1.62 + 0.05 
1.68 
1.68 
1.70 
2.30 
2.30 
2.40 
2.40 

100 

Temperature, °C 
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x=Q9A6 
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Fig. 3. Yield stresses of the GeSi alloys plotted against the 
reciprocal temperature for deformation under a strain rate of 

increase with decreasing Si content. On the other hand, 
the stress-strain curves of the Ge-rich GeSi alloys with 
x = 0.01,0.10,0.25 and 0.40 show no stress drop at tem- 
peratures higher than 600°C, quite different from those of 
the Si-rich GeSi alloys. 

The lower yield stresses of the GeSi alloys for various 
Si content and those for Si and Ge, for comparison, are 
plotted against the reciprocal temperature in Fig. 3. The 
logarithms of the yield stresses in Si and Ge are linear 
with respect to the reciprocal temperature in the whole 
temperature range investigated. The same holds in a lim- 
ited temperature range of 500-700°C for the alloy of 
x = 0.01 and in a range of 550-600°C for the alloy 
of x = 0.04. In such temperature ranges the yield stresses 
of the alloys are slightly higher than that of Ge. The 
temperature dependencies of the yield stresses of the 
alloys become much weaker in a higher temperature 
range. Such a temperature range expands toward the 
low-temperature side with increasing magnitude of x. 
Thus, the yield stresses of the GeSi alloys are nearly 

0.5 
Si content 

Fig. 4. Yield stresses xy of the GeSi alloy plotted against the Si 
content x for deformation at 900°C under a strain rate of 
1.8xl0~4s_1 together with Knoop hardness Hk at room 
temperature. 

constant with respect to the temperature and are much 
higher than that of Ge in the high-temperature range. 
The magnitudes of the lower yield stress of the alloy 
x = 0.996 are slightly lower than those of Si and the 
temperature dependence of the lower yield stress is sim- 
ilar to that of Si as seen in Fig. 3. Then, with a decrease in 
the Si content to x = 0.946, the yield stress increases and 
the temperature dependence of the yield stress becomes 
weaker in the alloys x = 0.979 and 0.946. 

Fig. 4 shows the composition dependence of the yield 
stress of the GeSi alloys. The yield stress increases with 
an increase in Si content in the composition range 
x = 0-0.4 and a decrease in Si content down to x = 0.94. 
The yield stresses of the alloys with x > 0.10 are 
much higher than those of pure Si. Over the whole 
composition range of the GeSi alloys, the yield stress 
seems to show the maximum around x = 0.5 and to be 
dependent on the composition as proportional to 
x(l — x). The room-temperature hardness of the GeSi 
alloys obtained with a Knoop indentor with a 25 g load 
for 10 s is shown by solid triangles in Fig. 4. The hardness 
at room temperature increases linearly with the Si 
content x from 0 to 1. 

5. Alloying effects 

The results in Fig. 3 mean that the yield stress of the 
alloys with any composition consists of two components: 
one decreases rapidly with increasing temperature in 
a similar manner as in Ge or Si and the other is almost 
independent of the temperature and depends on the Si 
content x. The former is the effective stress and the latter 
the athermal stress. The variation in the yield stress with 
temperature in the GeSi alloys can be understood that 
the flow stress of the alloy has an athermal stress that is 
absent in elemental and compound semiconductors. 
Such athermal stress related to alloying becomes max- 
imum around the Si content x = 0.5 and leads the 
observed threshold stress for dislocation generation. 
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A few origins of athermal stress related to alloying are 
conceivable as discussed in the previous papers [2-4]. 
Long-range stress may be introduced with a relation to 
the local fluctuation of the alloy composition in a crystal. 
Since the bond lengths of Si and Ge differ by about 4%, 
local fluctuations of the alloy composition in a crystal, 
causing small regions of Si or Ge enriched, can induce 
a long-range stress field that cannot be surmounted by 
dislocations via a thermally activated process. The ob- 
served composition dependence of the yield stress in the 
GeSi alloys is in good agreement with that of the yield 
stress in ionic solid solutions reported by Kataoka and 
Yamada [8]. Immobilization of dislocations due to the 
dynamic development of a solute atmosphere around 
them during deformation leads to an extra stress neces- 
sary to release the dislocations from solute atmosphere. 
Although the release of a dislocation from its solute 
atmosphere is controlled by a thermal activation process, 
a solute atmosphere around a dislocation develops more 

pronouncedly at higher temperature. Thus, the contribu- 
tions of these effects to the flow stress compensate each 
other and may become temperature-insensitive, appar- 
ently looking like an athermal stress. 
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Abstract 

The frequencies of the local vibrational modes due to defects within group IV alloys are affected by the local 
environment of the defects; therefore by investigating known modes we get an insight into alloy fluctuations near the 
defects. The local modes are modelled around defects in a range of local alloy arrangements to investigate the effects of 
clustering alloy species. An interatomic potential has been fitted to phonon frequencies for the pure materials at 
symmetry points in A-space, to local vibrational modes of lighter elements in otherwise pure local environments and to 
atomic positions predicted by local density calculations for certain alloy structures. Using this potential, the frequencies 
of local modes of substitutional carbon are found in Si^Ge!-^ with various values of x. From a stochastic analysis of the 
local environs to the carbon, the modes are weighted to produce the expected local vibrational spectrum of a Si^Ge^^ 
alloy. The experimental local mode line shapes in the alloys deviate sufficiently from those predicted to show that the 
carbon substitutes preferentially in regions of high silicon content. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: SiGe; CSiGe; Local vibrational modes; Defects 

1. Introduction 

Carbon is added in small amounts to SiGe alloys as 
a way of altering the average lattice constant, and thus 
reduce the strain in layered structures built on silicon [1]. 
It is also possible to grow ternary group IV alloy 
Si^Gej.Cx-^j,, although since the solubility of carbon in 
bulk silicon or germanium is very low, only highly dilute 
carbon alloys are in equilibrium. The solubility of carbon 
can be orders of magnitude higher [2] near the surface. 

Since the bonding of the group IV elements has the 
same sp3 electronic structure, but the three elements have 
very different band gaps, once the problems of solubility 
and clustering of the alloy species have been overcome, 
band gap engineered, strain-free quantum wells and su- 
perlattices could be produced. 

In this paper, we show how the local segregation of 
species in a SiGe or SiGeC alloy can be monitored by an 

»Corresponding author. Tel.:   + 44-(0)-171-848-2044; fax: 
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examination of the local vibrational modes (LVMs) of 
defects in the alloy. A comparison of the observed LVM 
spectrum with the prediction produced by a stochastic 
arrangement of the species will allow one to investigate 
the local segregation of the alloy species. 

2. Calculating the local mode spectrum 

An LVM is present at a defect when the local bonds 
are stronger or when the defect atoms are lighter than in 
the perfect lattice. Therefore, substitutional carbon in 
otherwise pure silicon or germanium has a clear single 
LVM. For 12C this LVM has a frequency of 605 cm"1 in 
silicon [3], and 531 cm"1 in germanium [4], whilst for 
13C it is at 590 cm"1 in silicon [4], and 512 cm"1 in 
germanium [4]. In the alloys the carbon has multiple 
LVMs, the frequencies of which depend on the environ- 
ment about the carbon. 

This can be seen as a two-level effect. The first level is 
from the direct nearest neighbours of the carbon. We are 
assuming here, that due to the low solubility, no carbon 
has another carbon as a nearest neighbour. This leaves 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00587-6 
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Table 1 
The local modes produced by each local environment [4]. In 
local environ, Si„Gem :C means a substitutional C with nearest 
neighbours of n Si's and m Ge's 

Local environ Number of modes Symmetry in 
Td point group 

Si4:C 1 
Si3Ge:C 2 
Si2Ge2:C 3 
SiGe3: C 2 
Ge4:C 1 

T2 

A! E 
Ai B2 Bj 
Ai E 
T, 

five possible structures for the defect, as shown in Table 1. 
If all the next neighbours of the carbon are of the same 
type denoted by Si4 : C or Ge4 : C, the carbon is in a near 
tetrahedral environment and the mode is approximately 
triply degenerate with T2 symmetry — approximately 
because the further neighbours to the carbon may break 
this symmetry and split the T2 state slightly. For mix- 
tures of species neighbouring the carbon, the symmetry is 
lower and there will be two or three LVMs. The second 
level of this effect depends on the overall ratio of SiGe, 
this affects the above splitting only very slightly, but the 
masses of the further neighbours shifts the frequencies of 
the LVMs between the germanium and silicon extremes. 

These effects were demonstrated by Hoffman et al. [4], 
who observed the carbon LVM in SixGej_x alloys with 
x varying from 0.5 to 1, and also used an ab initio model 
to find the LVM frequencies. They were able to show the 
splitting due to the different species as nearest neigh- 
bours, but could not demonstrate the effect of the more 
distant neighbours because of the long computer time 
required to find the frequencies for each of a large num- 
ber of alloy arrangements. 

3. The model 

A valence force potential with a large parameter set 
has been used. 

i. Parameters for interactions between atoms of the 
same species have been fitted to phonon frequencies 
for the pure materials at symmetry points in fe-space. 

ii. The main interaction between an atom and a neigh- 
bour of a different species has been derived from 
LVMs of lighter atoms in otherwise pure local envi- 
ronments [3-5]. 

iii. The positions of the atoms in the alloys depend on 
the interatomic potential, so the positions calculated 
by local density approximation ab initio calcu- 
lations, using a super-cell of 64 atoms of given SiGe 

and SiC structures, were used to optimise the re- 
maining interaction parameters [6]. 

To calculate the LVM expected of carbon in a particu- 
lar Si^Gej-x alloy, a super-cell of 64 atoms was used 
with the arrangement of species selected randomly in the 
correct ratio. This was repeated for each of the possible 
arrangements of nearest neighbours to the carbon and 
for 10 different random arrangements of further neigh- 
bours, leading to 50 runs for each value of x, giving 150 
LVM frequencies, some of them degenerate. We assumed 
an intrinsic line width of 8 cm-1 taken from the experi- 
mental value for the LVM in germanium [4] and a Gaus- 
sian line shape. Thus we constructed a spectrum corre- 
sponding to each ratio. 

If the species were arranged randomly, the probability 
of the neighbours to the carbon being Si„Ge4_„ in an 
alloy of Si^Gei-* would be 

4! 
n!(4 - n)\ 

x"{l-xf (1) 

We can, therefore, construct the expected spectra for 
the carbon LVM in SixGe!_x for various values of x. 

4. Results and discussion 

The expected LVM spectra for four silicon-rich alloys 
(SixGe!-x,x = 0.95, 0.85, 0.75, 0.65) are shown in 
Fig. 1. The modes due to the arrangement of species 
among the nearest neighbours can be distinguished 
clearly. 

A comparison with the LVM spectra reported by Hoff- 
man et al. [4] shows a rather different distribution of 
modes. Note that their SiGe samples were implanted with 
carbon, so we can assume that the site the carbon arrives 
at is determined by the implantation, carbon migration 
and substitutional processes, not by the growth of the 
SiGeC alloy. 

Hoffman's spectra shows that the peak corresponding 
to four silicon neighbours around the carbon is the stron- 
gest feature for 0.5 < x < 1, whereas we would expect 
from our spectra that other modes would dominate as 
x decreases below 0.75. This suggests that either: 

1. There are regions of the alloy where the silicon and 
germanium are slightly segregated, or 

2. Carbon   substitutes   preferentially   into   sites   sur- 
rounded with silicon. 

The second of these suggestions is supported by 
Kelires [7] and Berdin et al. [8], who have shown that 
Ge-C bonds are less strong than Si-C or Si-Ge bonds. In 
addition, Yang et al. [5] show that the Ge-Ge vibra- 
tional mode in the ternary SiGeC alloy is not affected by 
the concentration of carbon, whilst the Ge-Si mode is. 
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Fig. 1. Calculated LVM spectra for 13C in Si^Gej.^ alloys, 
assuming stochastic arrangements of species, with the modes 
identified by the number of neighbours to the carbon. The values 
of x are the same as those used by Hoffman et al. [4]. 

In the first case, we would expect the experimental 
spectra to show a wider spread of x values than the 
stochastic predictions — that is regions with x signifi- 
cantly both greater and smaller than average. In the 

AJ 

Si-Sil 

Ge-C 

I        si-c 

0     100    200    300    400    500    600 

Freq. cm"1 

Fig. 2. Density of phonon states in arbitary units for a stochas- 
tic arrangement of C0.0i Si0.8oGeo.i9 with the main modes iden- 
tified. 

second case, only regions with x greater than the average 
would be observed by monitoring the LVM spectrum of 
carbon. 

We have analysed Hoffman's spectra qualitatively in 
the light of our calculated spectra, near the carbon atom, 
their spectra show a concentration of germanium which 
is consistently 5-10% lower than the x values implies. 
There is no evidence for a matching increase in x else- 
where in the crystal, so these results support the preferen- 
tial substitution of carbon into regions of high silicon 
content. It was not possible to determine whether these 
silicon-rich regions were more abundant than the 
stochastic analysis would predict. 

5. The ternary alloy 

A similar investigation of the ternary alloy can be 
made by looking at the density of phonon states and 
identifying the modes associated with particular combi- 
nations of species. Fig. 2 shows an example of the density 
of phonon states that we predict for a stochastic ternary 
alloy (Co.oi Si0.8oGe0.i9). The Si-C LVMs can clearly be 
seen, whilst the Ge-C modes are starting to be lost into 
the Si-Si peak. 

An alternative approach is to look at the LVM spectra 
associated with an impurity. Boron is common in silicon 
and its alloys. It is a shallow acceptor, which means that 
the excess hole has a very large orbit, and the local elastic 
behaviour of the boron will be very similar to that of 
a carbon atom with the mass of boron. Therefore, apart 
from adjusting the parameters for B-C and B-Si to give 
the LVM frequencies observed [9,10] and scaling the 
B-Ge parameter by the same factor as B-Si, the para- 
meters in the potential for boron and boron-carbon are 
the same as those for carbon. 

With these assumptions, the LVM spectra for boron 
and carbon in stochastic arrangements of Co.02Sio.05 



S. Scarle, A. Mainwood I Physica B 273-274 (1999) 616-619 619 

500  520  540  560  580  600  620  640 
Freq. cm"1 

500  520  540  560  580  600  620  640 

Freq. cm-1 

Fig. 3. Predicted LVM spectra for 10B in C^S^Gej _*_, assum- 
ing a stochastic arrangement of species. 

Ge0.93 and Co.02Sio.15Geo.s3 are shown in Fig. 3. The 
inclusion of boron has clearly made the Ge4: C peak 
wider than in the pure alloy, and most of the intermediate 
modes are now hidden under the Ge4: B peak. The 
Si4: C peak appears stronger due to the intermediate 
Si„Gem:B modes having similar frequencies. Although 
not shown on these graphs for reasons of clarity, modes 
for C-B nearest neighbours were found at around 1000 
and 720 cm"1. Again, all of these features shift with 

overall alloy ratios. Comparisons of these spectra with 
those observed experimentally will allow the segregation 
of the alloy to be quantified. 

6. Conclusions 

We have demonstrated a method by which the local 
segregation of the species in group IV alloys can be 
investigated by means of the LVM spectra of carbon or 
impurities in the alloy. 
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Abstract 

The technique of Laplace transform deep level transient spectroscopy has been used to study the acceptor levels of 
platinum and gold diffused into dilute (0-5% Ge) SiGe alloys. The high-resolution spectra obtained display a fine 
structure that we interpret as the effect of alloy splitting in terms of the relative number of silicon and germanium atoms 
in the immediate proximity of the transition metal. We show that Ge atoms in the first and in the second shell of atoms 
surrounding the impurity perturb the electronic properties of the well-known Au and Pt acceptor defects. For both 
defects the spectral distributions indicate an overpopulation of Ge-perturbed sites as compared to randomly occupied 
sites. This can be quantitatively interpreted in terms of an enthalpy difference of ~60 meV between configurations with 
zero or one Ge in the first or second shell surrounding the impurity. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: SiGe; Laplace DLTS; Alloy splitting; Gold; Platinum 

1. Introduction 

Electronic levels of localized point defects in semicon- 
ductor materials are sensitive to the details of the atomic 
configuration in their close vicinity. For semiconductor 
alloys the spatial fluctuations in local alloy composition 
may then cause variations in the thermal emission rates 
of carriers from the defect. As a result, the thermal emis- 
sion spectra obtained by deep level transient spectro- 
scopy (DLTS) may reveal in the alloys a fine structure 
that can be interpreted in terms of "alloy splitting" of the 
bound-state total energy [1-3]. For this interpretation 
the effective radius of the bound carrier is the crucial 
parameter. The concept of a bound-carrier radius is less 
useful when both initial and final states are alloy sensi- 
tive, which happens when the ionization is accompanied 

* Corresponding author. Fax: + 48-22-843-09-26. 
E-mail address: dobacz@ifpan.edu.pl (L. Dobaczewski) 

with a notable lattice relaxation. However, as long as the 
alloy is macroscopically homogenous it may be assumed, 
that the observation of fine structure (or line broadening) 
in the ionization spectra of defects is a manifestation of 
spatial fluctuations in the alloy composition on the 
microscopic scale rather than variations in bulk band 
gap parameters. 

One can expect that only one shell of atoms influences 
the level splitting in the case of a ternary alloy [4,5], 
whereas for binary alloys, such as SiGe, two shells may 
contribute. Taking this into account we show that the 
application of the high-resolution Laplace DLTS [6] 
enables a uniquely detailed mapping of environmental 
effects on deep centers within dilute SiGe. We show that 
emission spectra obtained for the platinum and gold 
acceptor states display a fine structure that can be inter- 
preted as the effect of alloy splitting in terms of the 
relative number of silicon and germanium atoms in the 
immediate proximity of the transition metal. Both defects 
have been studied previously in great detail for pure Si 
[7,8] and some conventional DLTS results are available 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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for SiGe alloys [9,10]. We further show by analyzing the 
relative concentrations of different local alloy configura- 
tions that both transition metals display a preference to 
end up next to Ge when they are diffused into the alloy. 

2. Samples 

The measurements were carried out using samples 
grown by molecular-beam epitaxy (MBE) on (1 0 0) Si 
substrates. The Ge content was varied between 0 and 
5 at% in the 4 urn thick top layers of Six -xGex. This was 
grown on top of compositionally graded buffer layers; 
details of the growth procedure can be found elsewhere 
[11]. The uniform top layers were n-type, doped with 
5 x 1015 Sbcm-3. Both p+n-mesa diodes, formed by 
mesa etching a 200 nm thick MBE grown p+-type 
Sij.-jGex top layer, and Schottky diodes, produced by 
e-gun evaporation of Au through a mask, were used. The 
dopant metals (either Pt or Au) were diffused into the 
layers at 800°C for 24 h. In the case of the mesa diodes 
this was done through the p+ layer and in the case of the 
Schottky diodes prior to diode formation. 

3. Results 

The Laplace DLTS spectra of the gold acceptor in 
pure silicon show no structure. For the 0.5% SiGe alloy 
two lines are seen and for the samples with the germa- 
nium content between 1% and 5% always three lines 
forming a characteristic pattern are observed. Two La- 
place DLTS spectra of the gold and platinum acceptors 
in an SiGe alloy with 1% Ge are shown in Fig. 1. The 
measurements have been carried out at different temper- 
atures. However, for direct comparison of the spectra the 
commonly used frequency scale has been converted to 
a defect-energy scale using the formula: AE = 
fcT*ln(en/en0), where e„0 is an arbitrary reference fre- 
quency, T is the measurement temperature, and k is the 
Boltzman constant. A substitutional atom has four near- 
est neighbors so from the binomial distribution govern- 
ing the mixing of atoms in a random binary alloy the 
probability of finding a given number of germanium 
atoms, i.e. 0, 1, etc. out of 4 neighbors, in the first-nearest 
shell of an Si substitution site can be calculated. We 
assign these local configurations by 0, 1 and 2 Ge in the 
case of Au. The assignment of the individual peaks is 
based on the trend in the intensities and comparison with 
data obtained for pure silicon. It should be noticed, 
however; that the relative amplitudes of peaks corre- 
sponding to the 1 and 2 Ge configurations are somewhat 
larger than expected for a perfectly random alloy. 

The depicted Pt spectrum has more features than the 
Au spectrum and does not display the same clear series of 
lines. However, when the center of gravity of three left- 

Si    Ge 
0.99       0.01 

OGe       Au ("/0) at 250K 

1Ge       2Ge 

Pt(-/0)at110K 

i—r~i—'—r-1—i— 
0 20 40 60 

Energy (meV) 

Fig. 1. Laplace DLTS spectra of gold and platinum acceptors in 
the 1 % SiGe alloy. The usual frequency scale has been converted 
to a relative defect-energy scale using a formula given in the text. 
Note that a lower energy means a slower emission rate, and 
consequently a larger energy distance from the conduction 
band. The 0 Ge line for Au has been aligned with a center of 
gravity of the 00, O^, 02 lines for Pt. 

hand-side lines seen for the platinum spectrum is aligned 
with the 0 Ge line of the Au spectrum the remaining 
right-hand-side line for platinum aligns with the 1 Ge line 
for gold. In order to understand the differences one 
should remember that the energy resolution of the La- 
place DLTS technique is inversely proportional to the 
temperature at which the spectrum is taken. This means 
that the platinum spectrum has been obtained with a fac- 
tor of 2.5 higher resolution than the gold spectrum. As 
a result, an additional splitting of the gold 0 Ge line is 
revealed. We interpret this as a manifestation of the 
influence of the second-nearest shell of atoms on the 
electronic level of the platinum acceptor. 

In order to analyze this observation quantitatively we 
must consider both the first and the second nearest 
neighbors of the substitution-site Pt impurity. Analogous 
to binomial analysis for the gold case, when two shells of 
atoms are considered we may assign spectral features to 
two groups of peaks, those having zero and those having 
one germanium in the first nearest shell. Each feature on 
the platinum-related spectrum is assigned by a figure and 
a subscript denoting the number of germanium atoms in 
the first and second nearest shell, respectively. A conse- 
quence of the enhanced resolution of the Laplace DLTS 
measurements in the case of platinum is a limitation in 
the total width of the spectrum. As a result, weak peaks 
completing the series for the 1 Ge line, i.e. the li and 
12 lines, practically cannot be observed for platinum. 

In principle, one could expect that the peak assigned to 
the 0 Ge configuration for the gold center should be 
broadened by the unresolved splitting of the 00, 0j, and 
02 configurations which has been resolved in the Pt case. 
Furthermore, the 0 Ge line should be asymmetric. 
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However, due to limitations of the numerical method 
used for the Laplace transform inversion this asymmetry 
will not be seen in the spectra unless the line separation is 
larger than the characteristic resolution of the method 
(approximately, a factor of two in the emission rate 
difference) [12]. We conclude that there is no funda- 
mental difference between the results for the gold and 
platinum as far as the alloy splitting is concerned. The 
differences seen in the displayed spectra may simply be 
a result of more advantageous experimental conditions in 
the platinum case. 

The peak positions on the energy scale are indicative of 
how the electronic properties of the acceptor state are 
modified by alloying. Assuming that the defects in differ- 
ent configurations have equal capture cross-section we 
may conclude that the enthalpy for electron emission 
differ by AHfl1 « 34 meV for the gold 0 and 1 Ge config- 
urations. This energy difference can also be found by 
evaluating the absolute values of the activation enthal- 
pies relating to each particular configuration from the 
Arrhenius plots, i.e. from the ln(elh/T

2) versus 1/T de- 
pendence. A similar result can be obtained for platinum. 
For the enthalpy difference between the 00 and 10 config- 
urations we derive the result AHA « 39 meV, i.e. compa- 
rable to the value obtained for gold. When the germanium 
atom is present in the second nearest shell then the split- 
ting is smaller. The energy difference for electron emission 
between the 00 and Oi configurations is ~ 12 meV. 

4. Discussion 

The sequences of peaks observed for both metals in 
different alloy compositions allowed us to identify unam- 
biguously different configurations of the alloy in the 
closest vicinity to the defect. The peak amplitudes are 
measures of the relative concentrations of these config- 
urations and can be compared to the theoretical concen- 
trations expected for a truly random alloy. Table 1 
presents such a comparison for two alloy compositions. 
The experimental values were taken from the peak ampli- 
tudes observed for many spectra measured at different 
experimental conditions. For the case of the gold accep- 
tor the intensities of 1 and 0 Ge configuration are 
compared. For the case of platinum the results for the 
configurations having no germanium in the first- and 
differing in the number of germanium in the second- 
nearest shell are showed. In both cases a clear over- 
population of the germanium-rich configurations is ob- 
served. This suggests that during diffusion at 800°C the 
gold and platinum atoms prefer to occupy sites in the 
lattice next to germanium. For the case of gold we con- 
clude that on average the relative concentration of the 
1 Ge configuration is approximately twice as big as 
would be expected for a random siting. This site prefer- 
ence can be translated into a crude estimate of the differ- 

Table 1 
Relative concentrations of different local environment config- 
urations for two SiGe alloy compositions. Theoretical values 
inferred from an analysis of a perfectly random alloy are com- 
pared to ratios of peak amplitudes assigned on the Laplace 
DLTS spectra for both metal impurities 

Composition 
(%) 

Au:amp(lGe)/ Pt: ampfOJ/amptOo) 
amp(0 Ge) 

Theory     Experiment   Theory     Experiment 

0.5 
1 

0.020 0.06+0.03 0.062 0.10 + 0.05 
0.043        0.08+0.03    0.12          0.21+0.05 

ence in the enthalpy of formation for the 0 and 1 Ge 
configurations. The result is AH°& = fcT(@800°C)* 
ln(2)^60meV (disregarding entropy terms other than 
configuration entropy). A similar enthalpy difference can 
be obtained for the 00 and (>! configurations for the case 
of platinum. 

The site preference of the transition metal (i.e. the 
favoring of a germanium neighborhood) may be related 
to details of the microscopic mechanism of the diffusion 
of these metals in silicon. Both transition metals diffuse 
by the kick-out process. The diffusion proceeds as the 
metal impurity switches between an interstitial position 
and a substitutional position. The switching is accom- 
panied by the movement of a host atom from the substi- 
tutional to the interstitial site. The driving force for the 
accumulation of substitutional Au or Pt is the removal of 
the self-interstitial atoms by sinks. Due to the fact that 
the germanium atom has a larger ionic radius than the 
silicon atoms, one may expect that it is easier for the 
metal to kick-out the silicon atoms rather than the ger- 
manium atoms from their substitutional positions. 
A smaller interstitial atom would mean that less energy is 
needed for a local lattice distortion to accommodate an 
extra atom. Thus, it would cost less energy to create the 
self-interstitial defect (silicon atom in the silicon host) 
than the pseudo-self-interstitial defect (germanium atom 
in the silicon host). This preference of an interstitial site 
by Si will be partially counteracted by the weakening of 
Ge-substitution-site bonds as compared to Si-substitu- 
tion site bonds. Moreover, the self-interstitial creation 
from a site next to Ge may benefit from an easier relax- 
ation (because of the longer and softer Si-Ge bonds) 
when the metal squeezes its neighbors. As a result of these 
competing energy terms, the metal atoms prefer during 
diffusion to reside as Si-substitutional atoms close to Ge. 

5. Summary 

The high-resolution Laplace DLTS spectra for gold- 
or   platinum-diffused   SiGe   samples   show   an   alloy 
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splitting that may be associated with the spatial alloy 
fluctuations of the total energy of the non-ionized Au and 
Pt acceptor states. For the case of platinum we can 
distinguish between the effect of the level splitting caused 
by alloying in the first and in the second shell of sur- 
rounding atoms. We have found that the electronic en- 
ergy level is affected by the alloying in the first nearest 
neighborhood by a factor 2-3 more than by the alloying 
in the second nearest shell. A clear preference for gold 
and platinum to enter substitutional Si sites adjacent to 
Ge has been revealed. This may be interpreted in terms of 
an enthalpy lowering as a simple result of the fact that 
both metals are able to replace the host silicon atom 
more easily in the substitutional position than the germa- 
nium atom. As a result, for both cases we observed that 
the germanium atom effectively lowers the local min- 
imum energy for these metals to occupy the substitu- 
tional site by approximately 60 meV. 
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Abstract 

Employing the high resolution of a 5 + 4 tandem Fabry-Perot interferometer, we discovered that A', the Raman active 
electronic transition between the spin-orbit split ls(p3/2):r8 and ls(p1/2):r7 acceptor ground states, is a doublet for 
a boron impurity in diamond with a clearly resolved spacing of 0.81 ± 0.15cm"1. The direct observation of 
a Stokes/anti-Stokes pair with 0.80 + 0.04 cm"1 shift provides a striking confirmation that the lower ls(p3/2): T8 ground 
state has experienced a splitting due to a static Jahn-Teller distortion. The Zeeman effect of A' has been investigated with 
a magnetic field along several crystallographic directions. Theory of the Zeeman effect, formulated in terms of the 
symmetry of the substitutional acceptor and the Luttinger parameters of the valence band, allows quantitative 
predictions of the relative intensities of the Zeeman components in full agreement with experiments. The observation of 
transitions within the T8 Zeeman multiplet, i.e., the Raman-electron-paramagnetic-resonances, is yet another novel 
feature to emerge from the present study. The investigation has also yielded g-factors characterizing the Zeeman 
multiplets. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Jahn-Teller splitting; Zeeman effect; Acceptors; Diamond 

1. Introduction 

Bound states of electrons (holes) bound to Coulomb 
centers represented by substitutional group V (group III) 
impurities in group IV semiconductors, with small bind- 
ing energies and extended wave functions (and hence 
labeled 'shallow' centers), are successfully described in 
the effective mass theory (EMT) [1,2]. The screened 
Coulomb potential; the effective mass parameters and 
the symmetry of the band extremum with which the 
electronic states are associated; and the site symmetry of 
the impurity — these are the basic ingredients of EMT. 
To the extent the wave functions of the bound states 

* Corresponding author. Present address: B4202, XFD/401, 
Advanced Photon Source, Argonne National Laboratory, 9700 
S. Cass Ave. Argonne, IL 60439, USA. Tel.: + 1-630-252-9141; 
fax: + 1-630-252-3222. 

E-mail address: hjk@physics.purdue.edu, hjk@aps.anl.gov 
(H. Kim) 

probe the immediate vicinity of the impurity, as those of 
the ls-like ground state of these solid state analogs of the 
H-atom, relevant corrections to EMT are introduced. In 
the context of such considerations, the case of substitu- 
tional boron acceptors in diamond (in the so-called type 
lib, blue diamonds) is particularly fascinating in view of 
distinctive underlying features: the largest departure from 
the spherical approximation [3-5] exhibited by any 
of the tetrahedrally coordinated semiconductors and 
the small spin-orbit splitting of the valence band.1 

'These authors have introduced valence band parameters 
H = 2(3y3 + 2y2)/5y1 and S = (y3 - y2)hi. where yu y2, and 
y3 are the Luttinger parameters; ß measures the strength of 
spherically symmetric contributions to the light and heavy hole 
kinetic energy while <5 gives the deviation of the hole energies 
from sphericity. Among the tetrahedrally coordinated elemental 
group IV and the Ill-V and II-VI semiconductors {p/ö) has the 
smallest value for diamond. We have used the y1; y2, y3 values 
of Reggiani et al. (see Ref. [5]). 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00589-X 
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Spectroscopic investigations of the electronic states of 
holes bound to boron acceptors are particularly tractable 
thanks to its successful incorporation in sufficient con- 
centrations in man-made diamonds [6-8], besides its 
occurrence in extremely rare natural specimens [9,10]. 

We recently reported the electronic Raman line asso- 
ciated with the transition between the spin-orbit split Is 
ground states, i.e., the ls(p3/2): T8 -»ls(p1/2): T7 (labeled 
A') in boron-doped diamonds with natural isotopic com- 
position as well as in a 13C specimen [7,8]. In this paper 
we present the results of a high-resolution investigation 
of the Ä line of boron-doped diamond employing a tan- 
dem Fabry-Perot interferometer. Further, we have fully 
characterized A' with its Zeeman splitting and the polar- 
izations of the Zeeman components which have yielded 
insights into the mass anisotropy of the valence band 
maximum and the ^-factors for the participating levels. 

2. The A' line without perturbation 

The energy levels of a hole bound to a boron acceptor 
in diamond are shown schematically in the inset to Fig. 1. 
The effective mass ground state shows a spin-orbit split- 
ting into ls(p3/2):r8 and ls(p1/2):r7 states, separated by 
A' corresponding to zl, the spin-orbit splitting of the 
valence band maximum. Also shown are the Lyman 
transitions originating from the ls(p3/2) and ls(p1/2) 
ground states. The transition between the two Is ground 
states is strongly Raman allowed but infrared forbidden 
due to the approximate even parity of both levels. 

In order to study the A' transition with precision as 
well as with the ability to observe small shifts, we resorted 
to a 5+4 tandem, piezo-electrically scanned Fabry- 
Perot interferometer. We discovered that it is actually a 
doublet with a separation of 0.81 + 0.15 cm"1 as shown 
in Fig. 1. Note that the lower electronic ground state, 
ls(p3/2):r8 is four-fold degenerate; as such, it is a prime 
candidate for a Jahn-Teller splitting into two Kramers 
doublets. We ensured that the doublet structure did not 
originate in the procedure adopted for mounting the 
diamond specimen. We observed it in four blue dia- 
monds with natural isotopic composition; within experi- 
mental accuracy, the splittings are same in all the samples 
and in different crystallographic directions. Random 
strains introduced during crystal growth are not ex- 
pected to be homogeneous and the same from specimen 
to specimen; thus they cannot produce identical splittings 
but will cause only broadening and hence can be ruled 
out as the origin of the splitting. 

We have explored both static and dynamic Jahn-Tel- 
ler effect as the microscopic underlying mechanisms for 
the above splitting [11] and concluded that the static 
Jahn-Teller approach provides a physically meaningful 
interpretation. A group theoretical analysis, taken to- 
gether with the experimental results including polariza- 
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Fig. 1. The A' line as a Jahn-Teller doublet, the transition 
between the Jahn-Teller split ls(p3/2) levels, labeled with a star 
(*), and the intrinsic transverse acoustic (TA) and longitudinal 
acoustic (LA) Brillouin components in the scattered light from 
a natural type lib diamond spectrally analyzed with a high- 
resolution tandem Fabry-Perot interferometer. The spectrum is 
recorded in the right angle scattering geometry z(y'y' + y'zjx'; 
here x'||[110], /||[T10] and z||[001] and the incident light along 
z is polarized along / whereas the scattered light along x' is not 
analyzed. The wavelength of the exciting laser radiation (AL) is 
5145 A (Ar+). a>h is the unshifted laser frequency and G identifies 
its 'ghosts' due to leakage in the tandem operation. The inset 
shows energy levels of a hole bound to a substitutional boron 
acceptor in diamond. The Jahn-Teller split ls(p3/2) levels and 
the transition between them, identified with a star (*), and the 
two transitions resulting in the A' line as a doublet are shown in 
the enlarged view presented within the circle. V. B. = Valence 
Band. 

tion effects, shows that the ls(p3/2 :T8) level experiences 
a distortion along a cubic axis and splits it into tj/± 3/2 and 
ilz + i/2 levels. It is specially significant that near CüL, the 
unshifted exciting laser frequency, two new features iden- 
tified with a star appear; they occur with a frequency shift 
of 0.80 ± 0.04 cm"1 from coL equal to the Jahn-Teller 
splitting of zl'. We interpret them as the Stokes and the 
anti-Stokes Raman line corresponding to the transition 
within the Jahn-Teller split ls(p3/2) levels, i.e., it corres- 
ponds to the \jj H 3/2 ■ ■ \p +1/2 transition. This is one of the 
smallest Raman shifts reported in the literature other 
than those of Brillouin components. 

3. The Zeeman effect of A' 

The Zeeman effect of the zl' Raman line, in an external 
magnetic field B of 4 T along z||[001] and the sample 
temperature of 5.3 K, is displayed in Fig. 2. The Ram- 
an spectrum, recorded with the tandem Fabry-Perot 
interferometer in the right angle scattering geometry 
y(zx + zy)z where x, y, and z are the cubic axes, shows 
four fully resolved Zeeman components of zl' labeled 
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1', 2', 3', and 4'. With incident light along y and polarized 
along z and the scattered light unanalyzed, the experi- 
ment allows the zx and zy components of the Raman 
tensors of the Zeeman transitions to appear [12]. 

The inset to Fig. 2 shows schematically the four sub- 
levels of ls(p3/2):r8 and two of ls(p1/2):r7 for B =£ 0. 
(The figure is appropriate for magnetic fields in which the 
Jahn-Teller splitting can be neglected in comparison to 
the Zeeman splitting.) The ordering of the Zeeman sub- 
levels of the two Is states is based on the polarization 
features of the Zeeman components and the negative 
sign for the ^-factor of free hole, i.e., from an appeal to the 
experimental observations. The selection rules for the 
Zeeman transitions are: 8 = m — M = 0, + 2 for the 
transitions 1, 2, 3, and 4 while <5 = + 1 apply to V, 2', 3', 
and 4', the Zeeman components observed under the ex- 
perimental conditions of Fig. 2. Here m = + \ denote the 
magnetic quantum numbers of the ls(p1/2) level while 
M = +1 and ± \ those of the ls(p3/2) [12]. 

In Fig. 2, in addition to the Zeeman components of A', 
and the intrinsic transverse acoustic (TA) and longitudi- 
nal acoustic (LA) Brillouin components, two Stokes/ 
anti-Stokes pairs labeled EY and E2' with significantly 
smaller shifts can be observed. They correspond to 
the electron-paramagnetic-resonances (Raman-EPR 
transitions) within the Zeeman multiplet of ls(p3/2) sat- 
isfying AM = + 1. In the linear approximation for the 
Zeeman effect, the sublevels of ls(p3/2) are spaced equally 
leading to identical energies for the El' and E2' lines. The 
experimental observation thus unambiguously shows the 
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y(zx+zy)z 
B=0        B*0 

4E2   4-E2'.. 

Jkw&MJ 
-20 -10 0 10 

Raman Shift (cm"1) 

Fig. 2. The Zeeman splitting of the A' electronic Raman tran- 
sition of a boron acceptor in a man-made type lib diamond 
recorded with the tandem Fabry-Perot interferometer. The ex- 
periment was carried out with: a 4 T magnetic field (B) along 
[001]; temperature, T = 5.3 K; and XL = 5145 Ä line of Ar+ 

laser. The spectra are recorded in the right-angle scattering 
geometry, y(zx + zy)z\ x,y, and z are along [100], [010], and 
[001], respectively; a>L, G, TA, and LA are defined in Fig. 1. The 
Zeeman components are labeled according to the inset. 

contribution of Zeeman energies quadratic in B making 
the spacings unequal [12]. The ip±1/2 ->ifr+i/i as well as 
the iA±3/2->iA+3/2 EPR transitions are forbidden by 
time-reversal symmetry in Raman effect. 

The Zeeman effect of A' for 2f||[110], employing a 
charge-coupled-device (CCD)-based triple grating spec- 
trometer, is displayed in Fig. 3. It is recorded with inci- 
dent radiation along z||[001], polarized along /||[I10] or 
x'||[110], and scattered along x', analyzed along z or /. 
The polarization configurations accessible in this right 
angle scattering geometry allows the x'z, x'y', y'y', and 
y'z components of the Raman polarizability tensors to be 
observed. It can be shown [12] that level scheme in the 
inset to Fig. 2 applies equally to this case for a given B; 
hence, 1', 2', 3', and 4' can appear in z(x'z)x', 8 = + 1, 
Fig. 3(a), whereas 1, 2, 3, and 4 can be seen in z(y'y')x' 
conforming to 8 = 0, + 2, Fig. 3(b). Thus, one can deduce 
the distinct but small separation between the primed and 
the unprimed components, (1,1'), (2,2'), (3,3'), and (4,4'), 
i.e., the splitting of the ls(p1/2): T7 level. The significantly 
larger splittings of the ls(p3/2):r8 level are obtained 
from similar comparisons of spacings between 1 and 2' 
and 1' and 2 yielding the ( — 1/2, — 3/2) separation while 
the (1/2, - 1/2) and (3/2,1/2) intervals are given by the 
spacings of (2,3'), (2', 3) and (3,4'), (3', 4), respectively 
[12]. The (x'y') polarization permits the observation of 
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Fig. 3. The polarization features of the Zeeman components of 
A' of a natural type lib diamond for S||[110], recorded in a 
right-angle scattering geometry in which incident light is along z, 
polarized along y' or x', and scattered parallel to x', analyzed 
along z or /. Here x'||[110] and /||[T10], The spectral analysis 
was performed with a CCD-based triple grating spectrometer; 
XL = 6471 A (Kr+) laser. The Zeeman components are labeled 1, 
1'; 2, 2'; 3, 3'; and 4, 4' following the energy level scheme shown 
in the inset of Fig. 2. The feature labeled with a ' + ' mark is of 
unknown origin. 
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1', 2', 3', and 4' but their conspicuous absence in Fig. 3(c) 
is due to their intensities being proportional to y2, where 
the y2 Luttinger parameter is an order of magnitude 
smaller than y3 [8], the Luttinger parameter which essen- 
tially controls the Raman intensities in Fig. 3(a), (b), 
and (d). 

frared. Finally, the high resolution and the freedom from 
parasitic radiation of a tandem Fabry-Perot inter- 
ferometer; the optical quality of diamond which makes it 
exceptionally suited for spectroscopy; and the electronic 
band structure with unusual features are some of the 
unique aspects of diamond in the context of impurity 
states of semiconductors. 

4. ^-Factors 

On the basis of the magnetic field dependence of the 
Zeeman components of A' and of the Raman-EPR lines, 
g3/2 and g1/2, the gr-factors characteristic of ls(p3/2) and 
ls(p1/2) can be obtained. It can be shown that the J = \ 
and i 'angular momentum' states split into g3/2 Hn BM 
and g1/2ßB Bm, respectively. Here pB is the Bohr mag- 
neton, 03/2 =3(20! +02)and01/2 = ^0i -02), 0i and 
02 are the 0-factors for the orbital and spin-angular 
momenta, respectively [12]. The magnetic field depend- 
ence of the energies of the Zeeman components of A' yield 
03l2 = - 0.94 ± 0.02 and g1/2 = 0.16 + 0.05; in turn 
they lead to gx = - 0.39 + 0.04 and g2 = - 2.04 + 0.10. 

5. Concluding remarks 

While Si and Ge, the other two elemental group IV 
semiconductors, have been intensively investigated in the 
context of shallow donors and acceptors, the correspond- 
ing studies in diamond could not be pursued with equal 
effort. The main bottleneck has been the limited and 
sporadic successes in the incorporation of dopants; until 
recently the technological challenges remained daunting. 
The case of boron acceptors in diamond shows how in- 
sightful spectroscopic techniques can be exploited when 
appropriately doped specimen become available. The 
studies on boron acceptors in diamond shows in a parti- 
cularly striking manner the power of Raman techniques 
when applied to Lyman spectroscopy; they provide in- 
formation complementary to that obtained from in- 
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Abstract 

We present a study, using electron paramagnetic resonance (EPR) and optical absorption spectroscopies, of high 
purity synthetic type Ha diamonds, which have been irradiated with 2 MeV electrons in a specially developed dewar; 
allowing irradiation at a measured sample temperature down to 100 K, at doses of 2 x 1017 ->4 x 1018e" cm"2. The 
production rate of vacancies (1.53(10) cm"1) was the same for irradiation at 100 as at 350 K; as was the production rate of 
the EPR centre Rl, known to be two nearest-neighbour <0 0 1>-split interstitials (0.014(4) cm"1). However, the 
production rate of the <0 0 l>-split self-interstitial (R2 EPR centre) is 1.1(1) cm"1 at 100 K and only 0.10(5) cnT1 at 
350 K. That Rl is created at 100 K indicates that the self-interstitial is mobile under these conditions of irradiation. 
Production rates have also been measured for the R3 and R14 EPR centres and a new centre, labelled 03. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Radiation damage; Creation rates; Vacancies; Interstitials 

1. Introduction 

Over recent years there has been a resurgence of inter- 
est in radiation-induced defects in diamond (see for 
example Refs. [1-3]). The reasons include for instance, 
the possibility of using diamond in particle detectors 
[4,5] and exploitation of ion implantation techniques 
[6]. In view of this, the understanding of irradiation 
damage defects is vital for full exploitation of the proper- 
ties of this material. 

In this paper we present a systematic study of optical 
and EPR defects created in type Ha diamond after being 
irradiated with mono-energetic 2 MeV electrons. We 
compare the effects of irradiating diamond: (i) at 100 K 
and then annealed to 300 K before measurement; (ii) at 
350 K before measurement at 300 K; and (iii) at 100 K 
and then transference to the EPR spectrometer without 

* Corresponding author. Fax: + 44-(0)-1865-272400. 
E-mail address: D.Twitchenl@physics.ox.ac.uk (D.J. Twitchen) 

allowing the sample to warm up, followed by stepped 
annealing and measurement to 300 K. 

2. Previous work 

In 1993 Palmer [7] produced a review of the rate of 
production of radiation damage in diamond by electrons. 
His review covers the most investigated effects of irradia- 
tion-induced defects in single-crystal diamond, using 
techniques such as EPR, optical absorption and lumines- 
cence spectroscopies, and electrical conductivity [7]. The 
experimental results presented differ for different samples 
and it was clear to him at the time of writing the paper 
that further experimental investigations were required to 
understand the low-temperature ( < 300 K) annealing 
properties of irradiation-induced defects in diamond, 
especially to try to establish the temperature at which 
interstitials are mobile. The early experiments reported 
were carried out in uncharacterized samples, which 
meant that a consistent picture of irradiation damage 
had not emerged. In this paper we present results on the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved 
PII: S0921-4526(99)00590-6 
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Fig. 1. First derivative 35 GHz EPR spectrum taken at 300 K 
with the Zeeman field oriented along a <0 0 l>-crystallographic 
axis. The diamond had received a dose of 7xl017 

2 MeV e~ cm-2 while being held at 100 K. 

production rate of the neutral vacancy V°, and the EPR 
defects labelled Rl [3], R2 [8], R3 [9], R14 [9], and 
a new previously unreported defect, which we label 03, in 
high-quality Ha diamond (see Fig. 1). The R2 EPR 
centre, which has recently been shown to be the <0 0 1>- 
split self-interstitial [8], and the vacancy are always the 
dominant defects created in Ha diamond on room-tem- 
perature irradiation with 2 MeV electrons. Rl is the next 
most dominant EPR centre after R2, and has no optical 
absorption associated with it. Since Palmer's review, Rl, 
has been shown to be a pair of parallel <0 0 l>-split 
interstitials at nearest-neighbour positions [3]. The R3 
and R14 defects are as yet uncharacterized. A future 
publication will present a model for 03 in terms of three 
next-nearest-neighbour interstitials. 

3. Experimental details 

Six high pressure and temperature grown synthetic 
diamonds with parallel polished {0 0 1} faces and dimen- 
sions ~ 2 x 2 x 0.5 mm3 were supplied by the General 
Electric (GE) Company. Infrared and UV/visible absorp- 
tion measurements prior to irradiation showed the sam- 
ples to be type Ha. EPR measurements at 4 K determined 
that the concentration of neutral single substitutional 
nitrogen (PI) was less than 0.02 parts per million (ppm) 
carbon atoms, and infrared absorption measurements 
showed that the neutral boron concentration was less 
than 0.1 ppm. 

The EPR measurements were made at room temper- 
ature using two spectrometers: a Bruker ER200D spec- 
trometer equipped with an X-band (nominally 9.5 GHz) 
bridge (ER 041 XG) and Bruker TE104 cavity; and 
a Clarendon designed and built g-band (nominally 35 
GHz) spectrometer described previously [3]. EPR con- 
centration measurements were made by comparing 
doubly integrated first derivative absorption spectra with 
those of a well-calibrated reference sample. The concen- 

tration of V° was determined by integrating over the 
optical absorption zero phonon line (ZPL) of GR1 (1.673 
eV) and using the number determined by Twitchen et al. 
[10], which relates the integrated intensity of GR1 to the 
concentration of V°. 

The diamonds were irradiated at Reading University, 
UK using a van De Graaf accelerator, with 2 MeV 
electrons to doses which ranged between 2xl017 and 
4 x 1018 e" cm"2. For irradiating the diamonds in con- 
tact with a heat sink at 77 K, modification to the end of 
the electron beam tube was needed. A dewar, shown in 
Fig. 2, was developed in the Clarendon Laboratory 
which bolted onto an adapted endplate of the beam tube. 
The dewar has vacuum walls and contains a large copper 
heat sink. Liquid nitrogen was gravity fed through the 
base of the dewar via a transfer arm connected to a large 
bucket-dewar ( ~ 301) of liquid nitrogen. The return pipe 
for the nitrogen was above the equilibrium position of 
the sample in the dewar during running conditions. The 
sample was mounted on the end of a copper screw insert. 

Coupling to vacuum 
space of van der 
Graaf 

Electron 
beam 

> V 

CVD 
diamond 
window 
/ 

nl    *\n 
Copper        Ksvvssww^ra pnK&t-sjsssaa 
heat sink     11111111M 

illllsli?': 
Sample 
rod    \. 

lnsul£ ting 
Jacket 

ft k 
Nitrogen in Nitrogen out 

The moco uple 

Fig. 2. Dewar developed for irradiating samples in thermal 
contact with a copper heat sink held at 77 K. The sample is 
mounted on the end of a copper rod, which is screwed into 
a large copper heat sink clamped against a thin CVD diamond 
window. Liquid nitrogen is gravity fed into the dewar. The 
dewar was designed to fit onto the existing technology at the 
Reading University van Der Graaf accelerator. The sample can 
be removed at 77 K and transferred to a pre-cooled EPR cavity. 
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This screwed into the centre of the large copper heat 
sink within the dewar, which is clamped against a 
thin CVD diamond window, which was held next to 
the exit window of the beam tube. A thermocouple, 
mounted in the indium just below the diamond sample, 
allowed the temperature to be measured continuously 
throughout the irradiation. The measured tempera- 
ture varied as a function of beam flux: running at 
9.4x 1013e~ s"1 cm-2 the thermocouple measured 
110 K, and at 5.0 x 1013 e" s"1 cm"2 measured 95 K. 
A compromise was decided on 7.5 x 1013 e~ s"1 cm"2 

and a sample temperature of ~ 100 K. This represented 
a reasonable time to obtain the necessary irradiation 
doses without significantly warming the sample. Using 
this system we performed irradiation doses ranging be- 
tween 2 x 1017 and 3 x 1018 e" cm"2. From now on we 
will refer to irradiation of the sample in contact with the 
heat sink at 77 K as the "100 K irradiation". Irradiation 
was also performed at a measured temperature of 350 K, 
which we refer to as "the 350 K irradiation". 

One sample was irradiated at 100 K to a dose of 
~7xl017e"cm"2, and transferred to the X-band cav- 

ity for measurement at 90 K, without the temperature of 
the sample rising above 110 K. The sample was then 
annealed in stages at temperatures of 150, 200, 250 and 
293 K. At each temperature the sample was held for 2 h 
before cooling to 90 K to allow EPR measurements to be 
taken and compared at the same temperature. 

4. Results 

The stones used in this study, showed no EPR defects 
before irradiation. On irradiation with 2 MeV electrons 
at 350 and 100 K, V° and R2 were always formed, to- 
gether with several other EPR centres (Rl, R3 and 
R14). EPR and optical measurements showed that 
V° was always the dominant charge state of the vacancy 
produced. Fig. 3(a) shows the production of V° as a func- 
tion of irradiation dose. The points represented by circles 
correspond to the 350 K irradiation and squares the 
100 K irradiation. The straight line is a constrained fit to 
all the experimental points made to pass through the 
origin. The measured production rate at both temper- 
atures was 1.53(10) V° cm"1 for 2 MeV electrons. 

A typical EPR spectrum with the Zeeman field 
oriented along a <001>-crystallographic axis taken at 

Irradiation dose (x1017 2 MeV e'cm'2) 

Fig. 3. Concentration of neutral vacancies, produced in type Ha 
diamond after irradiation with 2 MeV electrons. Circles and 
squares represent vacancies created after irradiating at 350 
and 100 K, respectively. The production rate of vacancies at the 
two temperatures is the same (1.53(10) cm"1), (b) Production 
rate of the EPR defect R2, after irradiation with 2 MeV electrons 
at 100 (squares) and 350 K (circles). 

g-band is shown in Fig. 1. The sample had been irra- 
diated to a dose of 7 x 1017 e" cm"2 at 100 K. Fig. 3(b) 
shows the production of R2 in samples irradiated at 
100 K (squares) (1.1(1) cm"1) and 350 K (circles) (0.01(5) 
cm"1). The measured EPR concentrations at 300 K have 
been corrected allowing for the fact R2 arises from an 
excited state [8]. The production rate of Rl, shown in 
Fig. 4(a) is 0.014(1) cm"1, which is the same at 100 and 
350 K (see Table 1). Fig. 4(b) and (c) show the production 
rates of the R3 and R14 defects, respectively, at both 100 
and 350 K. Fig. 4(d) shows the production rate of 03, 
which is only created in the 100 K irradiation. The pro- 
duction rates for R3, R14 and 03 will not be discussed 
further but it is worth making the point here that their 
production rates in such high-quality diamond means 
they can only be intrinsic-related defects. The production 
rates for all the defects are given in Table 1. 

The results of irradiating a sample to a dose of 
7 x 1017 e" cm"2 at 100 K and transferring to the spec- 
trometer cold (see Section 2 for details) showed, on an- 
nealing in steps to 300 K, that there was no measurable 
change in the EPR intensity from Rl and R2. Thus, the 
difference between irradiating at 100 and at 350 K, does 
not result from some annealing stage which occurred 
between these two temperatures but must result from 

Table 1 
The production rates (cm-1) in type Ha diamond for 2 MeV electrons for the sample irradiated at 100 K compared with the sample at 
350 K. The V° concentration was determined from the integrated intensity of the GR1 ZPL. The Rl, R2, R3, R14 and 03 concentrations 
were determined by EPR measurements. 

Temperature of 
irradiation (K) 

V^cm"1) R2(cm"1) Rl (cm"1) 03 (cm"1) R3 (cm"1) RMfcm"1) 

100 
350 

1.53(10) 
1.53(10) 

1.10(10) 
0.10(1) 

0.014(1) 
0.014(1) 

0.006(1) 
0.000(1) 

0.018(1) 
0.009(1) 

0.019(1) 
0.007(1) 
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Fig. 4. Production rates of (a) the Rl; (b) the R3; (c) the R14 and 
(d) the 03 EPR defects. The data points shown by circles and 
squares are taken from samples irradiated at 350 and 100 K, 
respectively. See Table 1 for a summary of the production rates 
determined by least-squares fitting constrained to pass through 
the origin - shown by solid lines in Figs, (a)-(d). 

a genuine difference in irradiating at 100 compared with 
350 K. 

5. Discussion 

We have found that for high purity type Ha diamonds 
the production rate of the vacancy is the same at 100 and 
350 K. Contrary to early results, which found that no Rl 
was created after irradiating at 100 K [9], we found the 
production rate at 100 and 350 K to be the same. How- 
ever, the early measurements used samples of uncertain 
purity and less sensitive spectrometers; it was only the 
enhanced sensitivity of Q-band, and the ability to get 
precise orientations, that allowed us to identify Rl at low 
irradiation doses. This identification of Rl indicates that 
at 100 K, at least under the conditions of irradiation the 
interstitial atom must be mobile. 

The production rate for the <0 01>-split interstitial 
(R2) at 100 K is so high, about 0.2 defects per incident 
2 MeV electron, and not much smaller than the produc- 
tion rate for V°, which indicates that at 100 compared 
with 350 K very few <0 0 l>-interstitials are lost in ag- 
gregation processes. The explanation as to why the 

<0 0 l>-split interstitial (R2) production is so different is 
not clear at this stage and warrants further investigation. 

6. Conclusion 

We have designed a dewar which can be attached to 
the Reading University van De Graaf accelerator, which 
enables electron irradiation at a measured temperature 
down to 100 K. This work represents the first study of the 
formation of intrinsic defects in high-quality synthetic Ha 
diamonds. The relative formation rates of the vacancy, 
<0 0 l>-split interstitial (R2), di-<0 0 l>-split interstitial 
(Rl), R3, R13 and 03 intrinsic defects for irradiation 
at 100 compared with 350 K are given in Table 1. The 
most dominant EPR defect formed on electron irradiation 
at 100 K is the <0 0 l>-split interstitial (R2). It is created 
in similar concentration to vacancies at 100 K, but on 
irradiating at 350 K the creation rate is down by a factor 
often or more. The number of vacancies and Rl defects 
are the same independent of the irradiation temperature. 
The structure of Rl means that at 100 K, at least under 
the conditions of irradiation the interstitial atom must be 
mobile - this is an un-ambiguous and important result. 
Although R3 and R14 are unidentified, their production 
in these samples shows that they are intrinsic defects. 
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Abstract 

We calculate total energies and hyperfine interactions for the Vc ground state and the Vg° excited state of the vacancy 
in diamond. The comparison with experimental data shows that the local spin density approximation gives reliable spin 
densities not only for ground states, but also for excited states. We extend our calculations to Nic and Nij defects and to 
trigonal (Ni-Bc) pairs. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The local spin density approximation (LSDA) has been 
most successful in determining the ground state proper- 
ties of deep defects in semiconductors. It can be applied 
as well to those excited states, for which the symmetry 
differs from that of the ground state. The 5A2 orbital 
singlet state of the excited neutral vacancy Vg° in dia- 
mond is an example for such an excited state, for which 
also experimental EPR data with resolved ligand hyper- 
fine interactions (HFI) are available [1]. This offers the 
opportunity to check theoretical LSDA spin densities for 
an excited defect state against experimental ligand HFI 
data. 

We have performed LSDA calculations using 
a Green's function approach. Since for the HFI we need 
magnetization densities which are accurate near the 
ligand nuclei, we have used the linear muffin-tin orbitals 
method in the atomic-spheres approximation (LMTO- 
ASA) [2]. 

In its present form the method does not allow to 
include lattice relaxations. However, several calculations 
show that the relaxation for the vacancy in diamond is of 

* Corresponding author. Tel.: + 49-5251-602-334; fax: + 49- 
5251-603-435. 

E-mail address: h.overhof@phys.upb.de (H. Overhof) 

the breathing type and small: Li and Lowther [3] report 
a 10% inward relaxation, Breuer and Briddon [4] obtain 
a 13% outward relaxation, whereas according to Zywietz 
et al. [5] the outward relaxation is only 7.3%. 

In diamond, nickel is still the only 3d transition metal 
(TM) defect, for which EPR data have been observed 
[6,7]. We report HFI calculations for Nie, Nie and Ni;

+ 

isolated point defects and also for trigonal (Ni-Bc) pairs 
in order to identify the NIRIM-1 point defect. 

2. The vacancy 

In its negative charge state the ground state of Vc is 
a 4A2 orbital singlet state [8]. For the neutral vacancy 
the LSDA predicts a 3TX ground state of the a}TaiitiT 

configuration, while from configuration interaction cal- 
culations [9-11] the ground state is known to be 
a XE singlet state. While the ground state of V° cannot be 
correctly given by the LSDA, the excited state Vg° with 
its aiTt|t configuration of 5A2 symmetry is not affected 
by configuration interactions, since there are no further 
a^'t^2 configurations that could be admixed. 

In a calculation for the 5A2 excited state of Vg° the 
upper an orbital must be left unoccupied. This au or- 
bital is a valence band resonance rather than a localized 
gap state [12], for which the occupancy could have been 
freely chosen. We see from Fig. 1, which displays the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Induced density of states ADperl.(£) for the negatively 
charged vacancy Vc broken up into at states (upper panel) and 
t2 states (lower panel). Full lines mark spin-up states, broken 
and dotted lines denote occupied and unoccupied spin-down 
states, respectively. 

density of states (dos) change induced by the vacancy, 
that the vacancy-induced air and a^ resonance states 
are reasonably well-defined [12]. We leave the upper 
an resonance unoccupied when calculating total ener- 
gies and spin densities for Vg°. 

The 5A2 state of Vg° is observed under illumination 
only: absorption at the ND1 band with a 3.149 eV zero 
phonon line (ZPL) excites the 4A2 ground state of Vc into 
a 4Tj excited state of Vg~. For this excited state with one 
of the ajjtlftij configurations we find an excitation en- 
ergy of 3.77 eV, in fair agreement with the experimental 
value for ND1. The excited AT1 state is ionized into the 
neutral orbital singlet 5A2 state of Vg° with the ajftlf 
high-spin configuration. For this Vg° state there are no 
spin-conserving transitions into lower-lying states of Vc, 
hence the excited 5A2 state is long lived [1]. 

A comparison of the magnetization densities for 
Vg° and Vc in Fig. 2 shows characteristic differences: 
For Vg° the magnetization density is less confined to the 
nearest-neighbor ligands but extends slightly more to- 
wards the more distant ligands. Furthermore, the charac- 
teristic minimum at the vacancy center is no longer 
pronounced. 

This difference of the magnetization densities for the 
two states is reflected by the calculated ligand HFI para- 
meters (see Table 1), which compare well with experi- 
mental data. The agreement is excellent in particular for 
the dipolar terms and also for the isotropic HFI with the 
nuclei of the first shell of ligands. The isotropic HFI with 
the 13C (2,2,0) ligands appears not to have the correct 
sign, but the modulus is very small corresponding to 
10 ~4 of a C 2s electron only. 

Fig. 2. Contour plot in the (1,1,0) plane of the total magnetiz- 
ation densities the 5A2 excited state of Vj° (a) and for the 
4A2 ground state of Vc (b), respectively. 

Table 1 
Calculated ligand hyperfine interaction constants (in MHz) for 
the unrelaxed 5A2 excited state of Vg° compared with experi- 
mental data from vanWyk et al. (1995) [1] and for the 4A2 state 
of Vc compared with experimental data from Isoya et al. (1992) 
[8] 

Ligand 5A2 Vg° 4A2 Vc" 

Theor. Exp. Theor. Exp. 

(1.1,1) a 88. 53.73 126.0 101.7 
b 16.4 18.70 18.1 20.0 

(2,2,0) a -4.7 6.36 -3.2 10.7 
b 1.2 1.2 1.2 1.37 
V 0.2 — 0.3 0.085 

3. Nickel defects in diamond 

In contradiction to the famous LW model [13] the late 
3d Tm defects in Si exhibit low-spin ground states both 

for the interstitial and for the substitutional sites [14,15]. 
According to our calculations the same is also true for all 
charge states of the tetrahedral Ni point defects in dia- 
mond. 



634 U. Gerstmann et al. /Physica B 273-274 (1999) 632-635 

3.1. Nic in diamond 

For the substitutional site our results confirm the va- 
cancy model [16-19], which must be modified because 
the Vc vacancy in diamond has a 4A2 ground state with 
tetrahedral symmetry. The modified vacancy model pre- 
dicts an 4A2 ground state for Nie as well. 

The Ni 3d states are lower in energy than the t2 single 
particle gap states of Vc. Therefore, the occupied t2t gap 
states are predominantly dangling-bond like. As can be 
seen from Fig. 3, the gap state of the Nie defect resembles 
the gap state of the vacancy (see Fig. 2) augmented with 
a rather small (21%) admixture of Ni 3d states. This 
small admixture leads to a small (0.4 eV) exchange split- 
ting for Nie, which is much smaller than the 3.4 eV 
crystal-field splitting. For Nic we find stable charge 
states from 2 + to singly negative, with the acceptor 
energy E0I~ = £v + 3.85 eV, in general agreement with 
the 3.0 eV value deduced from photo-EPR [20]. 

Our results are similar to the results of a cluster calcu- 
lation by Goss et al. [21]. In this calculation it was shown 
that the lattice relaxation preserves the Td symmetry of 
both the Nii+ and the Nie point defects. In contrast, the 
cluster calculations by Jinlong et al. [22] for Ni;

+ predict 
a 0.1 A trigonal distortion. 

The magnetization density arises from the t2 gap states 
with little contribution from the resonant et and 
eA states. Comparing the calculated isotropic HFI with 
the 3d TM nucleus for Nie with experimental data of 
Isoya et al. [6] in Table 2, we find a discrepancy which 
amounts to nearly a factor of two. Similar discrepancies 
are found for 3d TM defects in Si and in 3C-SiC [23,24]. 
The calculated ligand HFI values are in fair agreement 
with the experimental data, demonstrating that the mag- 
netization density distribution is well represented by the 
LSDA. The magnetization density at the C(l,l,l) ligands 

Table 2 
Calculated hyperflne interactions (in MHz) for the unrelaxed 
4A2 state of Nie compared with experimental EPR data from 
Isoya et al. [6]. Theoretical hyperfine data for the 2T2 state of 
Nie and for the 2E state of Ni?" are also given 

61Ni 

a 

(1,14) ligand (2,2,0) ligand 

a b a b b' 

Nic" 
Theor. 13.5 31.9 7.67 -4.12 0.38 0.14 
Exp. 17.1 18.85 9.32 8.63 1.04 0.05 

Nic
+ 

Theor. 12.7 35.3 10.5 0.82 0.45 0.41 

Ni? 
Theor. 25.2 0.51 -0.90 5.99 3.4 0.43 

Fig. 3. Contour plot of the total magnetization density for 
isolated Nie in a (1 10) plane. 

of the Nie defect is much smaller than the same density 
for the Vc vacancy in diamond. In agreement with the 
experimental ligand HFI data our results demonstrate 
that the vacancy model must not be taken literally. 

3.2.  The NIRIM-1 point defect 

For the positive charge state of Nie the LW model 
predicts an S = f high-spin ground state. According to 
our calculation for Nie no S = f state can be construc- 
ted, the ground state being a low-spin 2T2 state that 
should be subject to a Jahn-Teller distortion. Thus, in 
principle Nie is a candidate for the NIRIM-1 point 
defect observed by Isoya et al. [7], for which no ligand 
HFI was resolved. Our results in Table 2 show, however, 
that for Nid" the HFI with the nn 13C(1,1,1) ligand is too 
large to be hidden under the experimental EPR 
linewidth. 

We therefore tentatively identify NIRIM-1 with the 
positive charge state Nii+ of the interstitial Ni, which also 
has an S = \ ground state according to our calculations. 
The HFI calculated for the interaction with the nn 
13C(1,1,1) ligand is by at least one order of magnitude 
smaller than the corresponding value for Nie (see Table 
2). For Ni? the HFI interactions are small enough to be 
hidden under the broader NIRIM-1 line. 

Upon heavy boron doping the NIRIM-1 spectrum 
disappears [7]. This disappearence is not explained by 
a Ni? + charge state: Ni? + does not exist according to our 
calculations. If it did, it would be in a 3At state and not 
diamagnetic. 

In order to explain the disappearence of the NIRIM-1 
EPR spectrum in heavily B-doped diamond we have 
investigated pairing with Bc acceptors [24]. 

The trigonal (Nif Bc)+ pair is tightly bound with 
a pair formation energy of 1.3 eV in p-type diamond. 
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However, for this doping state the pair is in the positive 
3A2 charge state as might be expected for a Ni? + point 
defect interacting with a negatively charged Be center. 

The trigonal (Nic-Bc)+ pairs are diamagnetic and 
have the same 1.3 eV pair formation energy. The forma- 
tion of this pair in p-type diamond could easily explain 
why a Nie EPR signal disappears. It does not explain, 
however, that the Nii+ signal disappears upon heavy 
B doping. 

A possible explanation can be given comparing the 
total energies of isolated Nic with those of isolated Nij 
point defects: For n-type material the substitutional Ni 
defect Nie has the lowest total energy. For intrinsic and 
for lightly p-doped diamond the interstitial Ni;+ is the 
most stable defect state, whereas for highly p-type mater- 
ial the diamagnetic Nic

+ defect on the carbon site is 
again the most stable defect. 

A mystery remains: we have also studied other TM 
defects like Co, Fe, and Mn on tetrahedral interstitial and 
substitutional sites. We find that most charge states of 
these defects are paramagnetic, yet no EPR has been 
reported to date. 
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Abstract 

We report uniaxial stress measurements on the 1.693 eV zero-phonon line, observed on nickel- and nitrogen- 
containing synthetic diamonds after annealing at 1600°C. We show that the line is an electric dipole transition which 
occurs at a defect of rhombic I symmetry. The shape of the vibronic sideband and the temperature dependence of the 
zero-phonon intensity may be understood assuming linear coupling to totally symmetric vibrational modes. Quadratic 
coupling to a single quasi-localised non-symmetric mode is invoked to explain a temperature-induced transition 7 meV 
below the zero-phonon line energy. © 1999 Elsevier Science B.V. All rights reserved. 
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The 1.693 eV band is observed only in absorption 
(Fig. la) after annealing at 1600°C nickel- and nitrogen- 
containing synthetic diamonds [1]. Further, annealing at 
1800°C destroys the band. The maximised integrated 
absorption of the band correlates with the pre-anneal 
integrated absorption of the 1.885 eV zero-phonon line 
(ZPL) [1]. 

In this study, we used two synthetic diamonds grown 
with Ni and annealed at 1600°C during 4h under 
a stabilised ~ 6 GPa hydrostatic pressure, at NIRIM. 

The behaviour of the 1.693 eV ZPL under uniaxial 
stress is shown in Figs. 2 and 3. The energy of the 
stress-split components varies linearly with the applied 
stress while their intensities are stress independent, which 
shows that there are no stress-induced interactions with 
any other electronic states. The number, intensity and 
polarisation of the stress-split components are consistent 
with the ZPL being an electric dipole transition between 
states that transform as kt and !$! at a rhombic I centre 
[2]. In diamond a rhombic I centre has a C2v point 
group, with C2 along the <1 0 0> axes. We define a set of 

* Corresponding author. Fax: + 351-34-424-965. 
E-mail address: armando@fis.ua.pt (A.J. Neves) 

local coordinates X, Y, Z for each of the six inequivalent 
orientations, one of them being X = [1 10], 
Y = [ - 1 1 0], Z = [0 0 1]. For these low strains the 
stress perturbation H is linear in the stress tensor compo- 
nents Sjj at each centre. For non-degenerate states - and 
since there are no stress-induced interactions of the states 
involved in the transition with any other electronic states 
- only the electronic operators which transform as the 
totally symmetric representation perturb the electronic 
states involved. The perturbation is then 

H = aSv bSYY + cS: zz. (1) 

where a, b and c are electronic operators which trans- 
form as Aj in the C2v point group. The perturbation 
to the energy of the ZPL is expressed using the 
Kaplyanskii parameters [2], related to the electronic 
operators by 

K1 = <e|c|e> - <g|c|g>,       K2 = «e|a + Z>|e> 

- <gl« + b\g})/2, 

K3 = «e|a - fc|e> - <g|a - b\g})/2, (2) 

where |g> and |e> are the ground and excited state of the 
transition. The relative intensities of the stress-split lines 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00592-X 
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Energy (eV) 

1.95     0       45      90      135     180 
Energy (mev) 

Fig. 1. (a) Absorption spectra measured at different temperatures, (b) Comparison of the measured and calculated absorption spectra for 
T = 8 K. (c) The one-phonon spectrum for T = 0 K. 

P//[111]1.5QPa P//[110] 1.3 GPa 

1.67 1.69 1.71 

Energy (eV) 

1.69 1.71 

Fig. 2. Uniaxial-stress spectra: the stress axis P and the directions of the electric vector E are as shown. Dashed lines shows the 
calculated decomposition of the lines not clearly resolved. 

0.0   0.2   0.4   0.6   0.8   1.0   1.2       0.0  0.2  0.4  0.6  0.8   1.0   1.2       0.0  0.2  0.4  0.6  0.8   1.0   1.2 

Applied Stress (GPa) 

Fig. 3. Measured energies of the stress-split lines for each stress direction: x stands for EjjP and o for ELP (O for £//[0 0 1] when 
/>//[! 1 0]). The lines are the calculated energies using the expressions of Table 1 and the parameters given in text. 

can be calculated taking into account that at a rhombic I 
centre an electric dipole transition can occur between 
A^Aj) and B^I^) states if the electric dipole is parallel 
to the X axis. Table 1 summarises for each stress direction 
the shift rates and the expected relative intensities for 
K and a polarisation of the stress-split components. 
A least-squares fit to the observed shift rates gives the 
values of the three parameters 

Ki = - 5.2 meV/GPa,       K2 = 3.8 meV/GPa 

and K3 = 0.49 meV/Gpa. (3) 

The lines in Fig. 3 are the calculated shifts, which are in 
very close agreement with the experimental values. 
A good agreement is also obtained for the measured and 
expected relative intensities as shown in Table 1. 

Table 1 
Uniaxial stress perturbation of the 1.693 eV ZPL. For stresses 
along [1 1 0] the relative intensities for electric vector E perpen- 
dicular to P are in the format £//[001]: -E//[l-10] 

Stress Theoretical shift rate Relative intensities 
axis 

Theory Measured 
E//P ELP E//P E1P 

001 K, 0 1 0 1.0 
K2 2 1 1.9 1.0 

111 (K, + 2K2- 2K3)ß 2 0.5 2 0.6 

(*i + 2K2 + 2K3)/3 0 1.5 0 1.4 
110 K2 + K3 1 0:0 0.9 0:0 

K,. -K3 0 0:1 0 0:0.9 

(ATi + K2)/2 1 2:1 1.1 2:1.1 
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160      240      320 80       160      240      320 
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Fig. 4. Temperature dependence of the 1.693 eV ZPL. (a) Peak energy of the two components used to reconstruct the ZPL; dashed line 
shows the effect of lattice expansion; solid line the calculated total shift scaled to the a line, (b) Comparison of the measured and 
calculated intensity using Eq. (5) and the one-phonon spectrum 1^ of Fig. lc. (c) Dots are the measured width change; The curve is 
calculated from Eq. (7). 

Fig. la shows the absorption band recorded in the 
temperature range 13-210 K. The temperature depend- 
ence of the intensity, position and width of the ZPL are 
depicted in Fig. 4. At low temperatures (13 K) the ZPL 
full-width is about 5 meV, a value somewhat larger than 
the typical value in diamond. This is probably due to the 
samples large nitrogen content. The vibronic sideband 
shows dominant coupling to a 51 meV phonon. At high 
temperature the ZPL becomes asymmetrical, with a pro- 
nounced shoulder on the low-energy side. 

To reproduce the line shape of the ZPL at the different 
temperatures we have to admit the existence of another 
transition 7 meV below the energy of the ZPL (Fig. 5). 
The intensity of this line (ß) increases with temperature at 
the expense of the ZPL (a line). An Arrenhius plot gives 
an activation energy of 35 meV, five times larger than the 
spectroscopic splitting. This excludes the hypothesis that 
the lines arise from a split ground state. We believe that 
all these temperature effects can be explained with linear 
and quadratic coupling. Let us assume that the dominant 
interaction between electrons and phonons is linear in 
the vibrational coordinates. Since the optical transition is 
between two non-degenerate electronic states, the linear 
coupling must be to totally symmetric vibrational modes. 
In the limit of low temperatures the vibronic band can be 
regarded as the sum of individual components involving 
the emission of an integer number of phonons. If v0 is the 
ZPL frequency, the absorption coefficient n(v) is the 
product of the total transition probability times fre- 
quency: K(y) = v/T(v - v0), Ir(x) = £,/„(*). If h{a>) is 
the transition probability for emitting one phonon with 
energy hw, then the transition probability of emitting 
p phonons Ip((o) is 

Ip(x) = ap da) 71(o))/i,_1(x — a>). (4) 

Each   phonon   sideband   is   normalised:   Jdx Ip(x) = 
e-sS"/p]. 

The Huang-Rhys factor, S, measures the linear coup- 
ling strength and can be obtained experimentally from 

1.695 1.665 
Energy (eV) 

Fig. 5. Line shape of the 1.693 eV ZPL at (a) 100 and (b) 210 K. 
Thin lines show the calculated decomposition in two compo- 
nents. 

the ratio between the whole band intensity and the ZPL 
intensity: S = ln[jdx JT(x)/J0]. 

Linear coupling can also be used to predict the chan- 
ges in the intensity of ZPL with temperature. As temper- 
ature increases higher lying vibrational states become 
populated and the no-phonon transition intensity de- 
creases as 

/o(r) = exp[-   dcoh(co)(2n(co) + l)-] (5) 

with n((o) = [exp(hm/KBT)-iy1. Fig. lb shows the 
comparison between the low-temperature experimental 
and theoretical spectra, using S = 1.3 and the one- 
phonon sideband of Fig. lc. The curve in Fig. 4b, which 
shows the ZPL intensity change with temperature, was 
calculated using I^co) and the Eq. (5). The agreement is 
very good and confirms the model. 

Linear coupling cannot explain the temperature-in- 
duced transition nor the shift and broadening of the ZPL. 
The effect of quadrating coupling to a single mode is to 
make unequal the vibrational frequencies of the excited 
and ground states. The no-phonon transitions can occur 
between vibrational states with the same quantum num- 
ber n, with energy £„_„«£ + nh(coc — cog). For T > 0 
we can have a series of no-phonon lines, each separated 
by the difference in the vibrational quanta between 
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the ground and excited states. Then, assuming that the 
quadratic coupling changes the vibrational energies from 
35 meV in the ground state to 35 — 7 = 28 meV in the 
excited state, we can explain the temperature-induced 
transition (ß line) 7 meV below the ZPL. As T increases, the 
n — 1 phonon state becomes populated and the transition is 
therefore observed. Since there can be quadratic coupling to 
modes belonging to a C2v irreducible representation other 
than the totally symmetric one, the mode we are con- 
cerned with may not be active in producing side-bands. 

However, if we had quadratic coupling to only one 
mode, then the shift with temperature of the no-phonon 
lines would due to lattice expansion only (given by the 
dotted curve in Fig. 4a). The observed shift is probably due 
to small quadratic electron-phonon coupling to the con- 
tinuum of modes. The simplest assumption to make is that 
quadratic coupling to modes of frequency w is propor- 
tional to the square of the linear coupling to those modes 
[3]. In this approximation the ZPL changes in energy by 

AE(T) = d dcoa>2I1{oi)ln{co) + 1/2], 

and the full-width at half-height W increases as 

W(T) = c2 &(o[w2h{w)]2n{w)[n(w) + 1]. 

(6) 

(7) 

The curves in Figs. 4a and c are calculated using Eqs. (6) 
and (7) and they agree very well with the experimental 
data. 

Our study shows that the 1.693 eV line is an electric 
dipole transition which occurs at a defect of rhombic 
I symmetry. The shape of the vibronic sideband and the 
temperature dependence of the zero-phonon intensity 
may be understood assuming linear coupling to totally 
syimmetric vibrational modes. Quadratic coupling to 
a single quasi-localised non-symmetric mode explains 
a temperature-induced transition 7 meV below the zero- 
phonon line energy. 
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Abstract 

We report calculations of the r8-r7 spin-orbit splittings of substitutional acceptor levels in silicon and diamond and 
corresponding Raman measurements for Si: X (X = B, Al, Ga, In). The calculations were performed using a Green's 
function method based on a full-zone 30 x 30 k p Hamiltonian together with a Slater-Koster ansatz for the acceptor 
potential. The results are in reasonable agreement with experimental data. © 1999 Elsevier Science B.V. All rights 
reserved. 
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1. Introduction 

In the last 30 years a lot of effort has been devoted to 
the study of impurity levels in semiconductors, partly 
because of their interest for doping applications. The 
knowledge of acceptor levels allows one to evaluate the 
effects of different dopant atoms on the carrier concentra- 
tion. This is of crucial importance in the development of 
devices, such as transistors or diodes, which are widely 
employed in electronic systems. Despite the intensive 
study of these acceptor levels, especially by means of 
optical spectroscopies, there are some details of the ob- 
served spectra which are not completely understood. In 
the case of Si, a splitting, A%, has been observed for B, In, 
Be", Zn" substitutional impurities. This splitting varies 
from 23.7 to 0.3 meV depending on acceptor [1-4].3 Its 
tentative assignment to spin-orbit interaction requires 

* Corresponding author. Tel.: + 49-711-689-1735; fax: +49- 
711-689-1712. 

E-mail address: ruf@cardix.mpi-stuttgart.mpg.de (T. Ruf) 
1 On leave from University of Valladolid, Spain. 
2 On leave from Institute of Experimental Physics, Warsaw 

University, Poland. 
3 The splitting of 4.2 meV in the luminescence peaks of Si: In 

was attributed by Sauer et al. to vibronic structure. However, it 
is likely to correspond to the AQ discussed by us. 

an enormous reduction of the corresponding spin-orbit 
splitting of the T$y valence band states, A0 ~ 44 meV 
[5]. In the case of diamond, the reported splitting is 
6 meV [6],4 while for the boron acceptor this splitting is 
reduced to 2 meV [7-11]. 

Baldereschi and Lipari showed in Ref. [12] that for 
silicon doped with boron, A% — A0/2 if the acceptor 
binding energy, E%, is close to A0. For this purpose they 
used an effective mass approximation (EMA) involving 
a Kohn-Luttinger 6x6 Hamiltonian. Although they 
found a good agreement with the spin-orbit splitting of 
the ground state of the boron acceptor, their formalism 
cannot be applied for larger values of El, for which 
a large range of fc-space must be taken into account in 
describing the acceptor wave functions, leading to non- 
parabolicity effects, which cause the EMA to break 
down. 

In this work we report calculations for the spin-orbit- 
induced splitting of substitutional acceptors in silicon 
and diamond. A Green's function method is used to 
estimate the splitting of T8 and T7 ground state levels for 
different impurities, using as input parameter only the 
experimentally determined value of El for the acceptor 

4No justification for the assignment to A0 of structure seen in 
ir-induced cyclotron resonance is given in this work. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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under consideration. In order to calculate the Green 
function, the full-zone kp Hamiltonian is used with 
a Slater-Koster ansatz for the impurity potential (this 
ansatz is equivalent to assuming that the hole interacts 
with the acceptor only if both are in the same primitive 
cell). The results are compared with previous experiments 
and with Raman data for Si: X, X being B, Al, Ga and In. 
Good agreement with the observed reduction of A% with 
increasing E%, as well as qualitative agreement with the 
absolute values of A%, is obtained. 

o 
p 

-10 -5 0 
Energy (eV) 

2. Theory: silicon 

The electronic levels of acceptors in diamond- and 
zinc-blende-type semiconductors are usually described 
using a 4 x 4 Kohn-Luttinger effective mass Hamiltonian 
[13] which neglects the T% spin-orbit-split band. Bal- 
dereschi and Lipari [12] calculated for Si: B a spin-orbit 
splitting of A}, ~ 23.8 meV using a 6x6 Kohn- 
Luttinger-Hamiltonian, in which the Tj spin-orbit-split 
bands were treated by perturbation theory. This treat- 
ment implies the assumption of parabolic bands which 
does not hold if El is larger than A0. This scheme, 
therefore, does not allow one to explain the smaller 
splittings observed in Si for In (4.2 meV [3,4]), Be" (0.6 
meV [2]) and Zn~ ( =* 0.3 meV [3]) acceptors. It is thus 
necessary to take into account the full details of the band 
structure in the calculation. In this work we used 
a Slater-Koster potential to represent the acceptor-hole 
interaction, i.e. we consider this interaction constant if 
both particles are in the same primitive cell and zero 
otherwise. This allows us to obtain the binding energy of 
an acceptor level T, El(T), by using the equation 

-i- * Gl(Eb(D), (1) 

where V0 represents approximately the average of the 
potential over the primitive cell, and G^ is the real part of 
the T-projected Green function. G^ is obtained from the 
imaginary part of the Green function, Gf, by using a Hu- 
bert transform. G\ is related to the T-projected density of 
states through 

Gf(E) = -nNT(E). (2) 

NT(E) is calculated from the 30 x 30 full-zone k p Hamil- 
tonian [14] using the tetrahedron method [15] with 
a grid of ~ 3 x 105 tetrahedra which was shown to yield 
adequately converged final results. The total valence den- 
sity of states is plotted in Fig. 1 together with that cal- 
culated by means of ab initio pseudopotentials within the 
LDA-approximation, using the parametrization in Ref. 
[16] for the exchange-correlation potential. The agree- 
ment is shown to be remarkably good. The parameters 
used for the k p Hamiltonian were adjusted from those 

Fig. 1. Total density of valence states calculated for silicon with 
the 30x30 kp Hamiltonian, and the LDA-pseudopotential 
technique, using a Troullier-Martins pseudopotential [23] and 
a plane-wave expansion with a cutoff energy of 40 Rydbergs and 
a grid of 20 x 20 x 20 in reciprocal space. 

Table 1 
Parameters of the full-zone k p Hamiltonian used for the calcu- 
lation of the Green function of silicon, taken from Ref. [14] 
unless otherwise specified 

(eV) (a.u.) 
Er« - 12.36" P 0.600 

fir» 0.00 Q 0.525 

Eru 3.40 R 0.415 

Era 4.185s P' - 0.045 

Em 9.66 P" 0.050 

Err 7.075 P"' 0.660 

Era, 13.47 Q' - 0.4035 

Era 12.79 R' 0.605 

Aa 0.044 T 0.103 

A'o 0.040 r 0.540 

"Modified from those in Ref. [14], so as to reproduce the 
experimental data given in Ref. [22]. 

in Ref. [14] to reproduce the LMTO band structure 
corrected for the "gap problem" [17]; they are shown in 
Table l.The density of states is projected via Tg and 
T^ admixture coefficients interpolated for each tetrahed- 
ron. Finally, we made the plausible assumption of equal 
values of V0 for Tg" and T^. The r8-T7 acceptor split- 
ting A% is then found by solving Eq. (1) for £b(r7) after 
having determined V0 using also Eq. (1) and the experi- 
mental value of -Eb(r8). This procedure is illustrated by 
the horizontal line in the inset of Fig. 2. The values of 
Al obtained for silicon by this procedure versus El are 
displayed in Fig. 3. 

3. Experimental results: silicon 

Together with the calculations presented above we 
performed Raman measurements in Si:X samples, X 
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0 200 400 600 800 1000 
E'„ (meV) 

Fig. 2. Real part of the Green funtion of the valence band of 
silicon (labeled 1/V0 in the spirit of Eq. (1)) versus ED. The inset 
represents a blowup of the rectangle drawn around the binding 
energy of the In acceptor. It allows one to see G,(TS) and Gr(r7) 
separately and to determine A% as illustrated by the horizontal 
line (see also Fig. 3). 
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Fig. 3. Spin-orbit splitting A% of a substitutional acceptor in 
silicon versus binding energy, E%. The circles represent EDSR 
data from Ref. [3], while the squares correspond to Raman 
measurements (see Fig. 4). 

being B, Al, Ga and In. Most samples were cut from bulk 
material but we also used epitaxial layers. The carrier 
concentrations were in the 1016-1018 cm-3 range. The 
7993 A krypton laser line was used for excitation in 
backscattering configuration with low power densities. 
A cold finger cryostat was used to hold the samples at 11 
K. A Dilor XY multichannel spectrometer and a charge- 
coupled device detector were used to record the spectra. 
The spectral resolution was 1.5 cm"1. 

In Fig. 4 we show typical Raman spectra in the range 
of 4-30 meV, displaying structure that can be attributed 
to /do, the T8-r7 spin-orbit splitting of the correspond- 
ing acceptor ground state levels. The peak positions were 
determined by subtracting a linear background, and tak- 
ing the centroid of the resulting curves. The observed 
values of 22.8 (B) and 4.1 meV (In) are in good agreement 
with those previously reported, namely 22.7 [18] and 4.2 
meV [3], from Raman and EDSR experiments, respec- 

,-, 30° 
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; 

i      j      i 

1 
i  i  i  i 

B 

■ J u 
*w* H^K^1 

: ^ wG! jy* 
-      \   In 

^H*#*^v 

  
0 10 20 30 

Raman Shift (meV) 

Fig. 4. Raman spectra of Si: X samples [X being B, Al, Ga and 
In]. The peaks can be assigned to the r8-r7 spin-orbit splitting 
of the corresponding substitutional acceptor. In the case of Ga 
doped samples two structures can be observed. The nature of 
these peaks is not understood. 

tively. However, a strong broad structure was obtained 
for Si: Al. This increases the error for the determination 
of the splitting, although the energy at the maximum is in 
reasonable agreement with what would be expected from 
the calculations, as can be seen in Fig. 3. In the case of 
Si: Ga, two peaks occur in the range of interest, we thus 
cannot unambiguously assign one of them to A%; on the 
basis of the general systematics (see Fig. 3) we assign the 
lower one (10 meV) to A%. More work should be done to 
clarify the origin of these features which appeared in all 
samples investigated (epi-layers and bulk). Tentatively, 
however, we assign the additional peaks observed for Ga 
to disorder activated TA phonons (DATA). The shoulder 
in the Si: In spectrum at 8 meV is likely to be due to 
vibronic structure (dynamic Jahn-Teller effect) [19]. 
Our experimental data are compared with the calcu- 
lation in Fig. 3 where we also show some results 
of electric-dipole spin resonance (EDSR) measurements 
[2,3]. The open circles represent the EDSR data, 
while the open squares stand for the Raman results. The 
theoretical curve describes the trend of the experimental 
data, namely a reduction of A% with increasing El, al- 
though considerable differences exist between the magni- 
tudes of experimental and calculated splittings. These 
differences are less conspicuous if we look at the data in 
terms of the quenching of the Tg -Tj band splitting 
which amounts to 44 meV for the experimental value in 
the case of the Zn" acceptor and 41 meV for the 
calculated one. 
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4. Diamond 

Similar calculations have been performed for acceptor 
states in diamond [20]. While lending support to the 
value of A0 = 13 meV calculated ab initio with the rela- 
tivists LMTO method [21] they lead to a calculated 
value of Al = 3.9 meV, in reasonable agreement with the 
2 meV observed experimentally for substitutional boron, 
the only clearly identified acceptor. Because of the value 
zloxc reported for the splitting of the edge (indirect) ex- 
citons in diamond, we also performed a calculation of 
this splitting with a method similar to that used for 
acceptor levels, modified so as to take into account the 
indirect nature of the edge exciton. We obtained the 
value Aff0 = 8.6 meV and rather good agreement with 
the experimental one ( ~ 7 meV). 

5. Conclusions 

We have presented a calculation for the r8-r7 

spin-orbit splitting of substitutional acceptor levels in 
silicon and diamond, using a Green's function formalism 
with a full-zone kp Hamiltonian, and a Slater-Koster 
ansatz to describe the acceptor-hole interaction. We 
have also reported Raman measurements for the 
spin-orbit splitting of acceptor states in Si: X samples 
(X = B, Al, Ga, In) which reproduce the previously 
known splittings in the case of B and In. Two structures 
are observed in the case of Si: Ga which are not com- 
pletely understood yet. For In, structure of possible 
Jahn-Teller origin has been also observed. Our calcu- 
lation shows a reasonable agreement with the experi- 
mental quenching from the free band T^-Tv splitting of 
that of the acceptors in the case of silicon, although this 
simple model does not yield a quantitative description. In 
the case of diamond the observed quenching of 11 meV 
for boron, i.e. from 13 to 2 meV, can be also understood 
with our theory, which yields a quenching of 9 meV. 
A similar procedure has been applied for the free indirect 
exciton [20]. 
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Abstract 

We report on the production rate of the neutral <0 0 l>-split self-interstitial (measured via the electron paramagnetic 
resonance (EPR) concentration of the R2 defect) in type Ha diamond irradiated at a controlled and measured sample 
temperature in the interval 110-350 K with 2 MeV electrons and a beam flux of 7.5 x 1013 electrons cm"2 s"1. On 
annealing at ~ 700 K, we find that the neutral <0 0 l>-split self-interstitial (R2) defect is mobile and anneals out with an 
associated energy of 1.6(2) eV and some loss of neutral vacancies. A significantly reduced production rate of R2 in the 
temperature interval 110-350 K is suggestive of a radiation enhanced annealing process. © 1999 Elsevier Science B.V. 
All rights reserved. 

PACS: 61.72.Ji; 61.80.Fe; 76.30.-V; 76.30.Mi 

Keywords: Self-interstitial; Annealing; Irradiation damage 

The paramagnetic R2 center, observed in all diamonds 
after irradiation, has recently been identified as the 
neutral <0 01>-split self-interstitial (I00i) (see Fig. 1). 
This assignment is based on a range of results from 
EPR 13C hyperfine coupling measurements, EPR line 
width measurements, stress alignment studies, annealing 
studies and optical absorption measurements that are 
reported elsewhere [1]. After more than 40 years 
of investigation of radiation damage defects in diamond 
this represents a significant breakthrough. Indeed, it is 
the first observation of an isolated self-interstitial in any 
group IV material. In this paper, we present the results of 
the production of this defect in extrinsic defect-free dia- 
mond produced by the HTHP method (type Ha, before 
irradiation extrinsic defect concentration < 0.2 ppm) as 
a function of sample temperature between 100 and 350 K 
during the irradiation, and annealing out of this defect at 
a temperature of ~700 K. 

* Corresponding author. Fax:  + 44-1865-272400. 
E-mail address: d.twitchenl@physics.ox.ac.uk (DJ. Twitchen) 

The production rate of I00i (1.1 cm"1) for irradiation 
with 2 MeV electrons at 100 K is nearly equal to the 
vacancy production rate (1.5 cm"1) [1]. In these experi- 
ments the electron flux during irradiation was 7.5 x 1013 

electrons cm"2s_1. For irradiation with 2 MeV elec- 
trons at 350 K (electron flux 20 x 1013 electrons cm"2 s"1) 
the production rate of I00i is dramatically reduced from 
the low temperature value, whereas the vacancy produc- 
tion rate is the same as at 100 K [1]. 

Fig. 2 shows the isochronal annealing data of R2, in 
a sample which contained after electron irradiation an 
initial concentration of 0.45(5) ppm R2. The time of each 
anneal was 1 h. Assuming simple first-order kinetics and 
an Arrhenius annealing process for the loss in R2, the 
solid line in Fig. 2 shows a fit to: 

/„ = /„_! exp( - r/r0 exp(-£/fcBT„)), 

where J„ is the intensity after the nth anneal at temper- 
ature T„ and E is an associated activation energy. The fit 
corresponds to T0 = 1 x 10"8 s and E = 1.6(2) eV. When 
the R2 center anneals out at ~700K, the measured 
concentration of neutral vacancies (integrated optical 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00594-3 
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Fig. 1. The structure of the R2 EPR defect previously shown to 
be the neutral <0 0 l>-split self-interstitial (I0oi)- 

LI- 

LO- 

0.9 

0.8 

rr 
eg 0.6 

300   400   500   600   700   800 

Temperature (K) 

Fig. 2. The isochronal annealing of the I00i (measured R2 
concentration). The solid line shows the best theoretical fit to 
first-order kinetics and an Arrhenius annealing process, with 
x0 = 1 x 10~8 s and E = 1.6(2) eV. The time of each anneal was 
1 h. The initial concentration was 0.45(5) ppm R2. 

absorption of the GR1 zero-phonon line at 1.673 eV [2]) 
decreases. In one sample irradiated with 2 MeV electrons 
at 100 K to a dose of 7 x 1017e" cm"2, the concentration 
of V° falls by 30(3)% from 1.4 to 1.0 ppm, while that of 
R2 falls from 1.00 ppm to zero. In a different study, the 
fall in concentration of V° is only 14(2)% from 1.4 to 
1.2 ppm, while the smaller concentration of R2 falls from 
0.45 ppm to zero. Allers et al. [3] have shown that the 
loss in vacancies on annealing at 700 K, a temperature 
when the vacancy in diamond is known not to be mobile 
[4], corresponds to a first-order process with an activa- 
tion energy of 1.68(15) eV. To explain these results the 
I0oi must be mobile in this temperature region but not at 

lower temperatures. However, the neutral di-<0 01>- 
split self-interstitial (Rl) [5] is produced by electron 
irradiation damage at 100 K [6]. This latter result indi- 
cates that interstitials (not necessarily I0oi in its neutral 
charge state) must be mobile during irradiation, since the 
di-<0 0 1 >-split self-interstitial cannot plausibly be pro- 
duced as a direct product of irradiation damage. 

These results have led us to make a more careful and 
systematic study of the production rates of the vacancy 
and Iooi centers. We report the results of an investigation 
of the production rate of I00i in synthetic type Ha dia- 
mond as a function of temperature. The electron energy 
(2 MeV) and flux (7.5 x 1013 electrons cm"2 s"1) were 
held constant for all experiments. The temperature at the 
sample was controlled by a small heater coil placed near 
the sample mounted on a large copper heat sink kept at 
77 K. Following irradiation, the samples were annealed 
to room temperature, where all EPR measurements were 
made. To check that no annealing was occurring when 
the samples were allowed to warm to room temperature, 
a sample was irradiated at 110 K and transferred to 
the EPR spectrometer without warming. No changes in 
the concentration of I0oi were detected on annealing to 
temperatures between 120 and 350 K. 

Fig. 3 shows the concentration of I00i produced for an 
irradiation dose of 7 x 1017 electrons cm-2 as a function 
of irradiation temperature. The production rate of 
Iooi changes dramatically between 130 and 200 K. In the 
absence of electron irradiation we know that the I0oi is 
not mobile in this temperature range. It is possible that 
we are observing radiation-enhanced diffusion of the 
I00i defect at temperatures above 150 K. Radiation-en- 
hanced diffusion has not previously been reported for 
any other defects in diamond. Further studies are in 
progress to investigate the mechanism responsible for the 
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Fig. 3. The production of I00i (R2) as a function of temperature, 
in a suite of virgin Ha diamonds irradiated to a dose of 7 x 1017 

e~ cm-2 (2 MeV). All measurements were made at 300 K. The 
dashed line provides a guide to the eye. 
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change in the production rate of I00i. These studies 
include an investigation of the vacancy production rate 
in the same temperature region. 

To conclude, the I001 defect center in diamond anneals 
out by migration at ~ 700 K with an associated energy 
of 1.6(2) eV, and at the same time there is a loss in the 
concentration of vacancies. It is not clear at this stage if 
the 1.6(2) eV corresponds to simply a migration energy 
for I001 or contains some factor associated with recom- 
bination/binding. Production of R2 as a function of 
temperature in the interval 110-350 K suggests a radi- 
ation-enhanced mechanism for the loss of I001. A 
complete understanding of this process is of importance 
in understanding the formation mechanisms of intrinsic 
defects in diamond. 
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Abstract 

Diamonds grown using a cobalt/iron catalyst and annealed at 1800°C were studied using two experimental techniques. 
A zero-phonon line, observed in photoluminescence at 2.367 eV, showed the splitting under uniaxial stress characteristic 
of an optical transition at a defect of trigonal symmetry. The same samples were measured by electron paramagnetic 
resonance (EPR) spectroscopy where they showed the defect labelled 04. This centre contains cobalt and possibly 
nitrogen, but has monoclinic symmetry. Ab initio modelling using the local density approach (LDA) with the code 
AIMPRO suggests that the optical transition is at a defect consisting of neighbouring substitutional cobalt and nitrogen 
atoms. A plausible model for the EPR data is a cobalt atom at the centre of a divacancy with a neighbouring nitrogen 
atom. We conclude that the defects giving rise to the 2.367 eV photoluminescence and EPR 04 centres are both simple 
cobalt-nitrogen pairs. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Diamond; Cobalt; Uniaxial stress spectroscopy; Electron paramagnetic resonance spectroscopy; Ab-initio density functional 
theory 

1. Introduction 

Transition metals are crucial to the synthesis of large 
single crystal diamonds. By acting as a solvent-catalyst 
with graphite during the high-pressure high-temperature 
(HPHT) growth process, they enable samples with di- 
mensions of several millimetres to be grown. The ele- 
ments cobalt, iron, manganese and nickel are thought to 
be the most powerful catalysts for graphite to diamond 
conversion [1]. However, not all these metals have been 
identified in diamond as point defects. Nickel is now well 
known as an impurity in both synthetic and natural 
diamonds [2,3]. It can exist in a variety of forms. The 
interstitial atom has been investigated by EPR [4], op- 
tical spectroscopy [5] and magnetic circular dichroism in 

optical absorption [6]. High-temperature annealing 
allows migration of the nitrogen impurity [7] in these 
samples. The resulting complexes of nitrogen with 
nickel [8] have been investigated extensively using 
EPR [9]. 

Recently, a paper by Lawson et al. [10] identified 
optically active cobalt in diamond for the first time. 
Zero-phonon lines (ZPL) were reported in photolumines- 
cence spectra at energies 1.989, 2.135, 2.207, 2.227, 2.367 
and 2.590 eV. Most of these ZPLs are only observed after 
high-temperature annealing of samples containing nitro- 
gen when, by analogy with nickel, cobalt-nitrogen com- 
plexes may be formed. In this paper, we give the first 
detailed study of some of the defects generated by this 
treatment. 

»Corresponding author. Tel.:   + 44-(0)-171-848-2044; fax: 
+ 44-(0)-171 848 2420. 

E-mail address: alison.mainwood@kcl.ac.uk (A. Mainwood) 

2. Methods 

The diamonds were grown using a Fe/Co catalyst in 
the absence of nitrogen getters and annealed at 1800°C 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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for 20 h, enabling nitrogen to migrate [7] and the defect 
centres to form. The concentration of nitrogen was about 
330 ppm of which less than 10% was left as isolated 
substitutional atoms after annealing. The crystals were 
then cut into cubes enabling uniaxial stress to be applied 
along the <0 0 1>, <1 1 0> and <1 1 1> directions. 

Luminescence was generated by the 351-364 nm lines 
of the Ar+ laser and was collected using a | m Spex 
monochromator. An oil-driven hydraulic ram delivered 
uniaxial stresses of up to 2.2 GPa and all the measure- 
ments reported here were carried out with the diamonds 
at 77 K. 

For EPR measurements, a Bruker X-Band spectrom- 
eter was used operating at 9.5 GHz. The 04 EPR defect 
was only observable when the sample temperatures were 
below 30 K and our results were collected at ~ 5 K. 

The modelling was carried out using an ab initio local 
density approximation (LDA) approach (AIMPRO) that 
has previously been successful in the treatment of both 
intrinsic and extrinsic defects in diamond [11,12]. 

A detailed account of the experimental and theoretical 
procedures is given in Ref. [13]. 

3. Results and discussion 

3.1.  Uniaxial stress on the 2.367 eV ZPL 

Fig. 1 shows the splitting of the 2.367 eV line under 
stress along the high symmetry directions. According to 
the theory of Hughes and Runciman [14], the 2.367 eV 
centre is a trigonal defect with an optical transition 
between a singlet A state and a doublet E state. We show 
elsewhere [13] that the A state is the ground state. 

The stress Hamiltonian is as that derived by Hughes 
and Runciman [14]. The basic trigonal centre is oriented 
along [11 1], defined as the Z-axis, and the X- and 

T-axis are [1 1 2] and [1 1 0], respectively. The Hamil- 
tonian can then be written as 

AV = A(ax ■ <rzz + A'{ffyz + azx + axy) 

Ex(2o-zz - axx - ayy) + ^fiEY(ox ayy) 

E'x(2oxy — Oyz — Oz: llE'Y(o-yz - azx),   (1) 

where the aVl are the stress tensor components defined 
with respect to the crystal axis x, y, z, and the coefficients 
are coupling constant explained in Ref. [14]. The behav- 
iour of the A to E transition under stress can be described 
by four parameters which can be derived from the experi- 
mental data. The calculated values for these are listed in 
Table 1 in the notation of Ref. [15], and are shown fitted 
to the experimental data in Fig. 1. 

3.2. EPR results 

In the same samples, the only Co-related EPR signal 
was 04 [16], which has spin \ and displays monoclinic I 
symmetry (see Fig. 2). It is only observed at low micro- 
wave powers ( < 10 uW) and low temperatures ( < 30 K). 
The characteristic eight line spectrum in Fig. 2 indicates 
a hyperfme interaction with a nucleus of spin \, consis- 
tent with cobalt [16]. The spin Hamiltonian describing 
the system can be written: 

H = nBS-g-B + S■ AI - ßNgNI■ B (2) 

here the g and A matrices are given in Table 2 and S = j, 
1 = 2. The broad lines (about eight times as broad as for 
other centres in the same sample) indicate the possibility 
of a hyperfme interaction with nitrogen in the complex. If 
the cobalt atom is situated in the centre of a divacancy, 
similar to the nickel defects, then nitrogen at a nearest- 
neighbouring site will lower the symmetry to Clh, the 
monoclinic symmetry that we observe. 

3.3.  Theoretical modelling 

2.372 

2.371 

2.370 

2.369 

2.368 

2.367 

2.366 

(001) Stress 

2.372 
2.371 
2.370 
2.369 
2.368 
2.367 
2.366 

Fig. 1. The splitting of the 2.367 eV line under stress. The points 
are the experimental data while the lines are the calculated fits 
using the parameters listed in Table 1. 

Nickel in diamond can be present at the centre of 
a divacancy (a "semi-divacancy" structure) - the NE4 
EPR centre [9], the Co analogy of which is illustrated 
in Fig. 3a. Although this has trigonal symmetry, it is un- 
likely that this defect produces the 2.367 eV ZPL because 
we would expect such a structure to be grown-in rather 

Table 1 
The stress parameters for the 2.367 eV line. (meV GPa"1). The 
uncertainty in the figures is approximately 0.06 meV GPa-1. 

A, 
A2 

B 
C 

3.40 
0.62 
0.06 
0.31 
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/y^/WvinrvY<VY*V**™v 

270 

Magnetic Field (mT) 

Fig. 2. The EPR spectrum of the 04 centre, with the magnetic 
field along <1 0 0> and <1 1 1> directions. Although each group 
of eight lines should have equal intensity, saturation has affected 
the spectra. The PI signal is that of the residual isolated nitrogen 
[17]. 

Table 2 
The g and A matrices of the 04 centre determined at X-band 
(9.59"GHz) 

0 <P 

g-matrix 
[gx\ = 1.8438(5) 90 315 
\g,\ = 1.7045(5) 61(2) 45 
\g,\ = 2.3463(5) 29(2) 225 

j4-matrix 
\AX\ = 180(2) 90 315 
\A,\ = 163(2) 65(2) 45 
\AZ\ = 248(2) 26(2) 225 

The angles 0, q> (in degrees) refer to spherical co-ordinates 
expressed in the crystal cubic axis scheme 

than being dependent on annealing at 1800°C. Neverthe- 
less, we have calculated the electronic states of the centre 
(shown in Fig. 4a), and find that the ground state trans- 
forms as E (in contrast to the observed A state of the 
2.367 eV ZPL). Furthermore, the lowest transition en- 
ergy is 3.4 eV, considerably higher than the observed 
2.367 eV. 

We therefore turn to the first-order stage of aggrega- 
tion of cobalt and nitrogen. There are two basic possibili- 
ties: The N atom could be trapped as a nearest-neighbour 
to a substitutional cobalt atom to produce a trigonal 
centre (Fig. 3b) or at any one of the nearest-neighbour 
sites to the cobalt in a divacancy to give a monoclinic 
I centre (Fig. 3c). The LDA calculations show that both 
these configurations are energetically stable. 

The d-shell of a cobalt substitutional atom is split into 
t2 and e states by the crystal field of the diamond, and the 
t2 state is further split into a.x and e states in the trigonal 

Fig. 3. Possible structures for cobalt and cobalt-nitrogen de- 
fects: (a) Cobalt in a divacancy, (b) Co-N trigonal defect, 
(c) Co-N monoclinic defect (the model for the 04 EPR centre). 
The unlabelled atoms are carbon. 

field of the Co-N complex of Fig. 3b. The expected 
one-electron structure is either e4a}e1 or e4aie° depend- 
ing on the detailed electron-electron interactions. The 
former configuration has a 3E ground state, in contrast 
to the experimental requirement for an A ground state, 
as shown in Fig. 4b(i). (In fact, there is no evidence 
for a trigonal S = 1 EPR-active centre in these samples.) 
The e4aie° configuration gives a 1A1 ground state (see 
Fig. 4bii). The lowest energy transition is 1A1 to 1E, in 
agreement with experiment, and has an energy of about 
1.7 eV, acceptably close to the 2.367 eV of the ZPL. 

For the monoclinic I centre shown in Fig. 3c to be 
EPR-active with S = i, it must have an odd number of 
electrons. Given the presence of nitrogen in the sample, 
we chose the negative charge state. In that case the 
energy levels calculated are shown in Fig. 4c. Several 
transitions are possible near 2 eV, which provide an 
impetus to attempting to correlate another optical 
transition with this EPR centre. 

More details of the results and their interpretation are 
given in Ref. [13]. 
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Fig. 4. The Kohn-Sham eigenvalues for the structures sugges- 
ted in Fig. 3: (a) the cobalt atom in a divacancy; (b) the substitu- 
tional cobalt-nitrogen complex with (i) spin 1 and, (ii) spin 0; 
(c) The model of the monoclinic 04 defect. For each structure 
there are spin up and spin down eigenvalues. For significant 
levels, occupied states are represented by the appropriate arrow, 
indicating spin; empty states are shown by boxes. 
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4. Conclusions 

A combination of experimental and theoretical 
methods has allowed us to suggest the structure of two 
cobalt-nitrogen defects in diamond. The centre at which 
the 2.367 eV PL line arises is consistent with a Co-N 
substitutional pair; a cobalt atom at the centre of 
a divacancy with a nitrogen neighbour is a plausible 
model for the 04 EPR defect. These are the two simplest 
cobalt-nitrogen aggregates; if cobalt behaves like nickel, 
we would expect other more complex cobalt-nitrogen 
defects to form after further annealing. 
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Abstract 

We report four new EPR spectra found in high-pressure synthetic diamonds with high nitrogen content, grown using 
nickel, and annealed at 1600°C. Analyzing the complex spectra around g « 2 two trigonal and two orthorhombic defects, 
all with S = 2, were identified from the angular dependence and the different saturation behavior of the transitions. 
Besides optical and EPR investigations reveal several centers which have been previously ascribed to defects containing 
nickel and nitrogen. However, nitrogen is not involved in the new centers, since no evidence of an 14N hyperfine structure 
could be found. Possible relations of the new defects with Ni are discussed. © 1999 Elsevier Science B.V. All rights 
reserved. 

PACS: 61.72Ji; 71.55.Cn; 76.30.Fc 

Keywords: Synthetic diamond; EPR; Nickel 

1. Introduction 

In the high-pressure synthesis of diamond transition 
metals like Ni, Fe or Co and their alloys are used as 
solvent catalysts. If no special measures are taken, like 
the addition of a nitrogen getter (Ti and/or Zr) to the 
solvent catalyst, dispersed substitutional N (C-center) is 
the major impurity in these diamonds. When the solvent 
catalyst is Ni its incorporation into the diamond lattice 
in the form of dispersed atoms gives rise to several elec- 
tron paramagnetic resonance (EPR) as well as to optical 
absorption spectra whose relative intensities are de- 
pendent on the nitrogen concentration in the sample. 
Synthetic diamonds with higher nitrogen content 
( > 50 ppm) exhibit typically optical centers with zero- 
phonon lines (ZPL) at 1.885 and 2.51 eV [1] and an EPR 
signal at g = 2.0319, which is attributed to substitutional 

»Corresponding author. Fax: + 351-34-424965. 
E-mail address: armando@fls.ua.pt (A.J. Neves) 

Nis (3d7) in tetrahedral environment with a spin ground 
state S = | [2]. 

The annealing of this type of synthetic diamonds at 
temperatures in excess of 1600°C results in a growth of 
a complex absorption structure in the visible region at 
the expense of the optical transitions at 1.885 and 2.51 eV 
[3]. As well a diversity of EPR centers results from such 
heat treatments. Some centers, which were tentatively 
assigned to Ni-related defects (NE1-NE3 and NE5), have 
anisotropic g values with magnitudes between 2.00 and 
2.14 and show characteristic superhyperfine (shf) split- 
tings indicating interactions with two or three nitrogen 
atoms [4]. The proposed model assumes an Ni+ in 
a di-vacancy position surrounded by two or three nitro- 
gen atoms in different site positions [4]. Within the 
temperature range of these heat treatments nitrogen 
becomes mobile and aggregates to form pairs of neigh- 
boring substitutional nitrogen atoms (A-centers) [5]. The 
arising new optical and EPR features after different 
stages of annealing are then taken as evidence that 
complex defects involving nickel and nitrogen are also 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00596-7 
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formed. Monitoring simultaneously changes in the EPR 
and optical spectra an assignment between optical ab- 
sorption and specific EPR spectra was attempted [4]. 
Very recently such correlation was achieved more dir- 
ectly using optical detection of electron paramagnetic 
resonance (ODEPR) via the magnetic circular dichroism 
of the optical absorption (MCDA) at least for two spectra 
of a synthetic diamond crystal, which was grown using 
Ni-catalyst and annealed at 1700-1800°C [6]. The ob- 
served single sharp line at 1.40 eV and a doublet struc- 
ture at 1.72 eV in the MCDA spectra could be assigned 
to the NIRIM-2 [7] and NE4 [4] centers, respectively. 

It should be pointed out that only for the center with 
g = 2.0319 the involvement of Ni was directly confirmed 
observing the resolved hyperfine splitting from 61Ni 
isotope (7 = |, natural abundance 1.2%) in isotopically 
enriched powder samples [8]. In all other cases the as- 
signment of the EPR spectra to Ni-related centers was 
achieved only indirectly based on the fact that the corre- 
sponding signals only appeared in samples grown with 
Ni or Ni alloys as catalyst. The same holds true for the 
optical investigations, with the exception of the 1.40 eV 
center observed in synthetic diamonds with low N con- 
centration, where an isotope related fine-structure has 
conclusively shown that nickel is part of the center [9]. 

The present study describes four new EPR spectra 
found in synthetic diamonds grown using only Ni cata- 
lyst and annealed during 4 h at 1600°C. All spectra can 
be described with an electron spin state S = \, aniso- 
tropic g-values with magnitudes greater than ge and no 
indications of hyperfine or superhyperfine structure re- 
lated to isotope 14N (/ = 1, natural abundance 99.63%). 
The possible nature of these centers is discussed. 

2. Experimental details 

The synthetic diamonds used for our study were grown 
at NIRIM by the temperature gradient method at tem- 
peratures in the range 1400-1450°C using only Ni as 
solvent-catalyst without nitrogen getters. Two samples 
were then annealed at 1600°C for 4 h under a stabilizing 
hydrostatic pressure of 6 GPa. The samples were polished 
into parallelepipeds with edges of ~ 1 mm linear length, 
with faces oriented along the <1 1 0> and <1 0 0> crystal- 
lographic directions. 

EPR spectra were obtained using a Bruker ESP 300E 
spectrometer with X- and Q-band microwave bridges 
and equipped with an Oxford Instruments helium gas- 
flow cryostat. The measurements were performed either 
at room temperature or at temperatures in the range 50- 
100 K using a cylindrical TE0 i i microwave resonator. 

Infrared (IR) absorption were measured on a Bruker 
IFS66V FTIR spectrometer. The optical absorption and 
luminescence in the visible region in the temperature 
range of 15-20 K were recorded using a dispersive spec- 

trometer fitted with a cooled photomultiplier. For the 
absorption experiments the diamonds were irradiated 
with light from a 100 W tungsten lamp, and for the 
photoluminescence studies with light from He-Ne and 
He-Cd lasers. 

3. Results and discussion 

For the characterization of the investigated diamond 
samples the optical absorption spectra were measured. 
Characteristic absorption spectra obtained for one an- 
nealed sample in the IR and the visible spectral region are 
shown in Fig. la and b, respectively. Isolated substitu- 
tional nitrogen, in the neutral and positively charged 
states, as well as nitrogen aggregates induces character- 
istic IR absorption in the one-phonon region. The IR 
spectrum observed at room temperature (Fig. la) is an 
admixture of these individual spectra, and was recon- 
structed using numerical minimization techniques. From 
the best fit, and using the relationships between nitrogen 
concentration and the infrared absorption coefficients 
given in Ref. [10-12] we can conclude that most of the 
nitrogen present in the sample is in the A-form, with an 
estimated concentration of 190 at ppm. The concentra- 
tion of C and N+ centers is about 70 and 38 at ppm, 
respectively. The corresponding optical absorption spec- 
trum in the visible region (Fig. lb) recorded at 15 K is 
dominated by a vibronic system with zero-phonon line 
(ZPL) at 1.693 eV, and a complex multiline array that 
extents from 2 to 2.8 eV, similar to the previously re- 
ported by Lawson and Kanda [3]. Photoluminescence 
spectra show several vibronic systems namely the broad 
bands associated with S2 and S3 defects. 

In consequence of the small spin-orbit coupling for 
impurities in diamond many centers have EPR transi- 
tions near to ge [13]. This makes their differentiation 

1.8 2.0 2.2 2.4 

Photon energy (eV) 

Fig. 1. Optical absorption spectra of an annealed diamond 
sample, (a) IR spectrum measured at room temperature, 
(b) Optical spectrum in the visible spectral region measured at 
T = 15 K showing the vibronic system with ZPL at 1.693 eV 
and a complex multiline array that extents from 2.2 to 2.8 eV. 
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1155 1165 1175 1185 1195 1205 
Magnetic Field (mT) 

Fig. 2. EPR spectrum of an annealed synthetic diamond sample 
recorded at 70 K with the magnetic field parallel to <1 1 0> and 
a microwave power level of (a) 0.2 uW and (b) 0.8 mW in the 
Q-band. (100 kHz modulation frequency, and 0.1 mT modula- 
tion amplitude). 

difficult especially using low microwave frequencies, be- 
cause the transitions of the different centers overlap in 
many cases very strongly. Carefully controlled experi- 
ments at different microwave frequencies (X- and Q- 
band) and appropriate choice of microwave power 
(MWP) and sample temperature enabled us to find four 
new EPR spectra. 

Fig. 2 shows an EPR spectrum of the annealed sample 
obtained at 70 K with low MWP (0.2 uW). The main 
features of this spectrum are the typical PI center with 
a three-line hyperfine structure due to substitutional ni- 
trogen 14N [14], and the g = 2.0319 isotropic line asso- 
ciated with substitutional Ni" [2]. By simulation of the 
EPR spectra using the spin Hamilton parameters given 
in the literature another spectrum with a five-line hyper- 
fine structure was identified as the NE1 defect [4]. Some 
other lines correspond to a new center with orthorhom- 
bic (only weakly distorted tetragonal) symmetry labeled 
AB4. In addition several small unidentified lines with low 
intensity were observed. At a higher MWP (0.8 mW) the 
lines related to the PI, NE1 and AB4 centers are almost 
completely saturated, and the spectrum is dominated by 
a group of lines that we have assigned to three new 
centers labeled ABI, AB2 and AB3 in Fig. 2. The peak- 
to-peak line width of the spectral lines is about 
0.1-0.2 mT. Below 50 K even at the lowest MWP avail- 
able saturation effects impaired the observation of well- 

<110> -<111> -<100> 
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I .... I .... 1 
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   1 

P             |AB2| 

Fig. 3. Angular dependencies of the EPR lines for the centers 
AB1-AB4 for rotation of the magnetic field in a {1 1 0}-plane. 
The points represent the experimental line positions and the 
solid lines are computer fits using the numerical values for the 
^-values given in Table 1 for the corresponding main axes 
systems. 

resolved spectra. In the used temperature range of the 
experiments no apparent motional effects and shifts of 
the EPR line positions could be detected. 

The EPR angular dependencies of the new centers 
AB1-AB4 measured at ~ 34 GHz in a plane very close 
to a {1 1 0}-plane are presented in Fig. 3. (Analyzing the 
simultaneously measured angular dependence of the PI 
hyperfine structure a small misorientation of 2° of the 
<1 1 0>-rotation axis was determined.) The line positions 
can be well described with the spin Hamiltonian 

H = ßSg-B 

with S = \ and using the ^-values and corresponding 
symmetries for the different centers given in Table 1. 

As mentioned above the defect with trigonal symmetry 
responsible for the MCDA doublet at 1.72 eV detected 
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Table 1 
^-values and center symmetries for the new EPR centers 
AB1-AB4. For comparison the data for the NE4 center and 
ODMR center (NE4*) taken from Refs. [4] and [6] are given 

Center     Spin     Symmetry 0-values Axis 

AB1 s = i Trigonal 011 = 2.0024 
0± = 2.0920 

<U1> 

AB2 s = i Trigonal 011 = 2.0072 
g± = 2.0672 

<111> 

AB3 s = i Orthorhombic-I 0! =2.1105 
02 = 2.0663 
03 = 2.0181 

<10 0> 
<0 11> 
<10 -1> 

AB4 s = i Orthorhombic-I 0! = 2.0220 
02 = 2.0094 
03 = 2.0084 

<10 0> 

<on> 
<10 -1> 

NE4 s = i Trigonal OH = 2.023 
g± = 2.098 

<111> 

NE4* s = i Trigonal 011 = 2.004 
gL = 2.093 

<111> 

with ODEPR-techniques [6] was assigned to the NE4 
center described in [4]. However, comparing the g-values 
of the trigonal centers AB1 and NE4 with the values 
determined from the angular dependence of the ODEPR 
measurements (see Table 1) it is obvious that the AB1 
data fit the ODEPR angular dependence much better. 
Therefore, we believe that the MCDA doublet is more 
likely related to the AB1 defect as to the NE4 center. 

The nature of the four EPR centers AB1-AB4 is un- 
known up to now, because there are no indications of 
hyperfine interactions related to these centers. Therefore, 
a direct chemical identification by this fingerprint was 
not possible. However, there are some hints concerning 
their nature. As a consequence of the high annealing 
temperature it can be excluded that these centers are 
caused by intrinsic defects only, because this kind of 
defects typically anneal out at a temperature lower than 
1000°C [15]. 

Since these spectra only appear in diamond grown 
with Ni it is reasonable to assume that they are Ni 
related. Above all substitutional Nis" and a complex of 
Ni and N (NE1) could be detected in our samples. Be- 
sides, like all Ni-related centers described up to now the 
^-values of the centers AB1-AB4 are greater than gt. This 
is consistent with a more than half-filled d-shell. Because 
no hyperfine structure could be observed, nitrogen seems 
to be not directly involved in these centers. However, the 
observed different magnitudes and symmetries of the 
crystal-field distortions suggests associations with other 
impurities with low abundance of isotortes with non-zero 
nuclear spin like oxygen or intrinsic defects. 

During crystal growth nickel being larger than carbon 
could act as a center for generation of vacancies and 
carbon interstitials, which in turn interact with nickel 
atoms and/or other imperfections to form the observed 
defects. From studies on the kinetics of the aggregation of 
nitrogen it is known that the rate of aggregation is 
increased by the nickel concentration [16,17]. This de- 
pendence was explained by the release of vacancies, 
which in turn assist in the migration of nitrogen, or 
through the release of carbon interstitials that in turn 
release high mobile nitrogen interstitials [16,17]. An- 
other sources of mobile defect components are defect 
complexes, which dissociate at certain annealing temper- 
atures. Since these processes occur in the vicinity of 
nickel we could admit that the new centers which results 
from substitutional nickel captures a vacancy, or that the 
dissociation processes leave a complex of Ni that be- 
comes paramagnetic. 
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Abstract 

Defects in p-type 4H and 6H SiC irradiated by 2.5 MeV electrons were studied by electron paramagnetic resonance 
(EPR). Two anisotropic EPR spectra, labeled I and II, were observed in both 4H and 6H SiC. These spectra 
demonstrating triclinic symmetry of the center can be described by an effective electron spin S=\. The angle a between 
the direction of the principal gz of the g-tensors and the c-axis is determined as 63° and 50° for spectra I and II, 
respectively. In the 6H polytype, a third also similar EPR spectrum was detected. Based on their similarity in the 
electronic structure (electron spin, symmetry, g values), annealing behavior and temperature dependence, these spectra 
are suggested to be related to the same defect occupying different inequivalent lattice sites in 4H and 6H SiC. A pair 
between a silicon vacancy and an interstitial is a possible model for the defect. © 1999 Elsevier Science B.V. All rights 
reserved. 

Keywords: Silicon carbide; Defects; Electron paramagnetic resonance 

1. Introduction 

In a compound semiconductor such as SiC, vacancies, 
interstitials and also anti-site defects are created under 
high-energy-particle irradiation. The interaction between 
these primary defects leads to the formation of many 
possible complex centers. Although the vacancies in SiC 
seem to become mobile only at temperatures far above 
room temperature [1,2], different vacancy-associated 
complexes can already be formed without undergoing an 
anneal at higher temperatures [1]. An isolated defect 
such as a single vacancy will give rise to only one electron 
paramagnetic resonance (EPR) spectrum in the cubic 
lattice of the 3C SiC. In the 4H and 6H SiC, there are two 
and three inequivalent lattice sites, respectively, and 

* Corresponding author. Fax: + 46-13-142337. 
E-mail address: son@ifm.liu.se (N.T. Son) 
1 Present address: Department of Solid State Physics, Lund 

University, Box 118, S-221 00 Lund, Sweden. 

hence a substitutional defect can give rise to two or three 
different spectra depending on its position. The one-to- 
one correspondence between the number of the spectra 
and the inequivalent lattice sites may also apply for 
vacancy-related complexes if the electron spins mainly 
locate in one of the constituents. A defect occupying 
different inequivalent lattice sites may give rise to differ- 
ent EPR spectra. This makes the defect study, which is 
already very complicated as experienced in electron-irra- 
diated cubic semiconductors, more difficult in hexagonal 
SiC polytypes. 

In the past, most of the EPR studies of intrinsic defects 
were reported for 3C and 6H SiC [1-5] and much less for 
the 4H polytype [6,7]. Recently, Cha and coworkers [8] 
have studied p-type 6H SiC irradiated with electrons and 
observed several low-symmetry EPR spectra (PCI, PC2 
and PD), but no suggestion on defect identification has 
been made. In this work, we used EPR to study defects in 
p-type 4H and 6H SiC irradiated with 2.5 MeV electrons 
at room temperature. In 6H SiC, we also observed three 
anisotropic EPR spectra with an electron spin S = \, 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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which are very similar to those observed by Cha et al. [8]. 
Comparing the results in 6H and 4H SiC, it is suggested 
that all these EPR spectra are related to the same defect 
occupying different inequivalent lattice sites. 

2. Experiment 

Samples used in this work were p-type 4H and 6H SiC 
substrates from Cree Research Inc. The concentration of 
the Al acceptor is about 2.5 x 1018 cm"3 in 4H SiC and 
4.4xl017cm"3 in 6H SiC samples. These commercial 
substrates are off-axis wafers in which the plane's normal 
is not parallel to the c-axis but inclines an angle ( ~ 3.5° 
for 6H _ and ~ 8° for 4H polytypes) towards 
the [112 0] direction. The samples were irradiated 
by 2.5 MeV electrons with doses in the range 1016- 
1017cm~2 at room temperature. EPR measurements 
were performed on a K-band (~ 23 GHz), super- 
heterodyne spectrometer, tuning to observe the disper- 
sion of the susceptibility. During the experiments, the 
sample temperature can be regulated from 2.5 K to room 
temperature. For angular dependence studies of the EPR 
spectra the magnetic field was rotated in the (112 0) 
plane. Since the samples were cut from off-axis wafers, 
typical misalignments by an angle of about 3° and 8° for 
6H and 4H SiC, respectively, were often present in the 
experiments. Due to this type of misalignment, the mag- 
netic field was actually rotated in a plane, which inclined 
an angle cp with the (112 0) plane as illustrated in Fig. 1. 

3. Results and discussion 

Several low-temperature EPR spectra were detected in 
p-type 4H and 6H SiC irradiated with electrons with 
a dose of 1 xl017cm"2. Figs. 2(a) and 2(b) show the 
spectra in 4H and 6H SiC, respectively, recorded for the 
magnetic field B parallel to the c-axis. These spectra were 
not detected in as-grown materials. As can be seen in Fig. 
2(a), three groups of lines with different intensities and 
line widths appear at around 825, 831 and 833 ml The 
low-field lines in the region 823.5-826 mT as indicated by 
solid and dashed arrows in the figure belong to two 
different spectra, labeled I and II, respectively. The group 
of lines at around 831 mT belongs to unidentified defects. 
These lines severely overlap with each other at most 
directions of the magnetic field. The lines in the region 
832-834 mT, labeled Ell and EI2, belong to defects re- 
lated to carbon and silicon vacancies [9], respectively. In 
the 6H polytype, similar groups of lines were also detec- 
ted in the same region of the magnetic field [Fig. 2(b)] as 
in the case of 4H SiC. The low-field lines are also labeled 
I and II due to the similarity in the g-values and other 
aspects, which will be shown later. In addition to these, 
another   more   anisotropic   spectrum   was   detected. 

(1120) plane 

[1120] [1100] 

Fig. 1. Principal axes of the g-tensor and a typical sample 
misalignment occurring in the experiments. For off-axis samples, 
the magnetic field B was indeed rotating in a plane inclined an 
angle <p with the (112 0) plane. 

824 828 832 
Magnetic Field (mT) 

Fig. 2. EPR spectra observed in p-type (a) 4H and (b) 6H SiC 
irradiated with 2.5 MeV electrons with a dose of 1 x 1017 cm-2 

for 6 = 0. The lines belong to spectra I, II and III are indicated 
by solid, dashed and thick solid arrows, respectively. Due to 
misalignment (Fig. 1), at this direction of B each spectrum 
should be observed as a group of three lines. In (b) the angle 9 is 
not exactly zero so each spectrum appears as a group of four 
broader lines. The microwave frequencies are (a) v = 23.335636 
and (b) v = 23.332216 GHz. 

These lines, labeled III, are indicated by thick arrows 
in Fig. 2(b). The intensity of spectra I—III increases with 
increasing the dose of irradiation. However, when the 
dose reaches about 5 x 1017 cm-2, these spectra disap- 
pear and another anisotropic spectrum, with an electron 
spin S = 1 is detected in both 4H and 6H SiC [10]. These 
EPR signals disappear at measurement temperatures 
above 25 K. 

At some angles of the magnetic field, where the reson- 
ance lines are relatively strong and well separated, weak 
hyperfine structure lines can be seen. Fig. 3 shows, as an 
example, the hyperfine structure of the spectrum III in 
6H SiC for the magnetic field B perpendicular to the 
c-axis. There are three satellites on each side of the main 
line (one of these is overlapping with other EPR lines of 
spectrum I). The total intensity of these satellites is about 
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6H SiC     i 
23.253629 GHz 

T=4.2 K 

SVJU 

811        813       815       817       819 
Magnetic Field (mT) 

Fig. 3. Part of the EPR spectrum III in 6H SiC forß ||[T 1 0 0]. 
The hyperfine structure due to the interaction with four 
13C atoms in the nearest-neighbor shell is indicated by arrows. 

4.6% compared to that of the main line. This hyperfine 
structure is due to the interaction between the electron 
spin and the nuclear spins of the four 13C atoms (1 = 2 
and 1.1% natural abundance) in the nearest-neighbor 
shell. The hyperfine structure due to the interaction with 
29Si atoms (/ = i and 4.7% natural abundance) in the 
next-nearest-neighbor shell is not resolvable. This makes 
the line width of spectra I-III (typically ~ 0.3 mT) 
broader comparing to that of the carbon-vacancy-re- 
lated Ell center ( ~ 0.11 mT). Thus, the observation of 
the 13C hyperfine structure indicates that the electron 
spin localizes at the silicon site in the lattice. 

The experimental angular dependencies for spectra 
I and II in 4H SiC are shown in Fig. 4 by the open circles. 
As shown by the solid curves, each spectrum consists of 
three closed loops, which do not coincide at 6 = 0. This 
splitting is due to a sample misalignment off the c-axis as 
illustrated in Fig. 1. The fits to the experimental data 
were performed taking into account the sample misalign- 
ment and using the spin Hamiltonian 

H = fiBBgS, (1) 

where the effective electron spin S = \ and fiB is the Bohr 
magneton. The g-tensor is diagonalized in the principal 
coordinate system with gz and gx lying in the (1 1 2 0) 
plane and gy along the [1 1 2 0] direction as depicted in 
Fig. 1. a is the angle between the principal z-axis and the 
c-axis of the crystal. The principal g-values and angles 
a deduced from the best fits for spectra I and II in 4H SiC 
are given in Table 1. A misorientation angle in this case 
was cp = 9°. The simulated angular dependencies of 
spectra I and II using the obtained parameters and Eq. 
(1) are plotted in Fig. 4 as solid and dotted curves, 
respectively. The angular dependencies of the spectra in 
the 6H polytype are very similar to those in the 4H SiC. 
Least-squares fits to the experimental data using the spin 
Hamiltonian (1) with an effective electron spin S = j were 
performed. The obtained g-values and corresponding 
angles a for spectra I-III are also given in Table 1. 

0       20      40      60      80     100 
Anglee (degrees) 

Fig. 4. Angular dependencies of spectra I and II in 4H SiC. The 
open circles represent the experimental data. The solid and 
dashed curves represent the simulated angular dependencies for 
spectra I and II, respectively, using the obtained parameters 
taking into account a misalignment angle ip = 9°. The micro- 
wave frequency is v = 23.335788 GHz. The zero degree corres- 
ponds to the direction closest to the c-axis in the rotation plane, 
see Fig. 1. The angle of 90°, on the other hand, corresponds 
exactly to B ||[T 1 0 0]. 

Table 1 
The principal g-values of spectra I-III in 4H and 6H SiC. a is the 
angle between the principal z and the c-axis. The error in the g- 
values is about ± 0.0003 

Spectrum Polytype Q* 3, 9z a (deg) 

I 4H 2.0162 2.0035 2.0412 63 ± 0.5 
6H 2.0161 2.0061 2.0407 63 + 0.5 

II 4H 2.0144 2.0029 2.0337 50 + 0.5 
6H 2.0139 2.0048 2.0323 50 + 0.5 

III 6H 2.0075 2.0021 2.0452 65.7 + 0.5 

The symmetry of spectra I-III is low (Cj). This 
suggests that the associated defects are not isolated 
impurities. Substitutional impurities in hexagonal SiC 
polytypes often have trigonal symmetry (C3v) or, in the 
cases of off-center defects such as the shallow boron [11], 
both trigonal and monoclinic (Clh) symmetries corre- 
sponding to the defect occupying the hexagonal and 
cubic sites, respectively. The symmetry axes in those 
cases usually coincide with the directions of the Si-C 
bonds, i.e. are either parallel to the c-axis or make an 
angle of about 71° with it. The same may apply for the 
cases of substitutional impurity-vacancy pairs. In our 
case, the spectra were only observed after irradiation and 
their intensities increase with increasing the dose of ir- 
radiation. This also indicates that they are related to 
intrinsic defects. The low symmetry in this case also rules 
out the possibility of an anti-site defect, which should 
have the same symmetry as the substitutional impurities. 
Together with the hyperfine structure described above, it 
can be concluded that the silicon vacancy is involved in 
the defects. 
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Experimental data [2,6] and a recent calculation [12] 
showed that the silicon vacancy in the hexagonal poly- 
types is undistorted or has axial (C3v) symmetry depend- 
ing on its charge states. According to this calculation 
[12], the geometrical changes around a silicon vacancy in 
the case of the positive charge state (S = ^) will lead to the 
axial symmetry for the silicon vacancy at both cubic and 
hexagonal sites. Since its ground state lies close to the 
maximum of the valence band [12], the center would 
be observable in p-type material over a wide temperature 
range. These do not agree with our observation. Spectra 
I-III have a lower symmetry (d) and can be detected 
in a very narrow temperature range. Therefore, these 
spectra are attributed to complex centers involving a 
silicon vacancy. 

Under high-energy electron bombardment, vacancies 
and interstitials are created. In SiC, vacancies are stable 
at room temperature [1,2]. A part of the interstitials may 
be recaptured by nearby vacancies-leading to either the 
restoration of the lattice from damages or the creation of 
antisites. In addition to these dominant isolated defects, 
other types of complex centers such as divacancies or 
vacancy-interstitial pairs may be possible. Coupling be- 
tween the vacancies often leads to the formation of va- 
cancy pairs with the electron spin S = 1 and specific 
directions of the defect axis as detected in 6H SiC [4]. 
Their formation may be enhanced under annealing at 
elevated temperatures when the vacancies become mo- 
bile. In the samples irradiated at ~ 400°C, these spectra 
were not detected, but instead a carbon vacancy pair was 
observed. The electron spin, the symmetry and the 
formation conditions of the studied centers are clearly 
different from that of the divacancies. In both polytypes, 
spectra I-III were found to be partially quenched after 
keeping the samples at room temperature for a few 
weeks. These signals gradually decrease with increasing 
the annealing temperature and disappear at around 
700°C, which is close to the anneal-out temperature of 
the silicon vacancy [1]. A complex center involving a va- 
cancy and an interstitial (or an impurity at interstitial 
positions) is a possible model for these centers. In this 
case, the electron spin may be localized mainly at the 
silicon vacancy but not at the interstitial. The defect is 
then site sensitive as a substitutional center and may give 
rise to different spectra corresponding to different in- 
equivalent lattice sites. 

In 4H and 6H SiC samples irradiated with different 
doses, spectra I-III always appear together with similar 
intensity ratios and line shapes. A similarity in temper- 
ature dependence and annealing behavior is also ob- 
served for these spectra. As can be seen from Table 1, the 
principal g-values of these spectra in both polytypes are 
very similar. Therefore, it is suggested that these spectra 

belong to the same defect. Spectra I and II may corre- 
spond to the defect occupying the quasi-cubic and hexa- 
gonal sites, respectively. Spectrum III then corresponds 
to the defect at the other cubic site of the 6H SiC 
lattice. 

In summary, we have observed two and three EPR 
spectra in electron-irradiated, p-type 4H and 6H SiC, 
respectively. All the spectra have the same symmetry (Ct) 
and an effective electron spin S = \. A paired center 
between a silicon vacancy and an interstitial (or an impu- 
rity at an interstitial position) is a possible model of the 
defects. Based on the similarity in the electronic structure, 
annealing behavior, temperature dependence and forma- 
tion conditions, these spectra are suggested to belong to 
the same defect, which occupies different inequivalent 
lattice sites in 4H and 6H SiC. 
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Abstract 

With electron nuclear double resonance the superhyperfine interactions of numerous 29Si and 13C lattice neighbours 
of 14N donors in 3C and 4H-SiC have been measured. It was attempted to explain them using the effective mass theory 
(EMT). The interactions of N donors on cubic sites in 3C-SiC can be well explained with EMT assuming N to be on 
C sites, but not on Si sites. N in 3C-SiC represents probably the only true EMT donor, since for shallow donors in Si 
EMT is not sufficient as shown previously. The interactions of N on the hexagonal sites in 4H-SiC are still reasonably 
well explained, while the EMT approach fails to explain N on the quasi-cubic sites. Comparison between 3C-SiC and 
4H-SiC shows that the "central cell corrections" due to the chemical nature of N introduced into EMT previously for 
silicon is very small. The major contribution comes from inter-valley interactions. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Effective mass theory; ENDOR; Nitrogen donor; Silicon carbide 

1. Introduction 

It seems common place to regard shallow donors in 
semiconductors as sufficiently well understood by the 
effective mass theory (EMT) according to which the do- 
nor electron moves in a hydrogenic orbit, which is ex- 
tended due to screening effects of the electronic atomic 
cores of the crystal lattice. The donor ionisation level and 
the effective Bohr radius are determined by the effective 
masses and the dielectric constant. However, already 
when trying to explain the ionisation levels and hyperfine 
(hf) interactions of P, As and Sb in Silicon, it was neces- 
sary to introduce the so-called "central cell correction" 
[1], which took the "chemical" nature of the donors into 
account in order to explain the ground state ionisation 
level and the hf interactions. Subsequent investigations 
with electron nuclear double resonance (ENDOR), in 
which also the superhyperfine (shf) interactions with 

»Corresponding author. Tel.: + 49-5251-60-2740;fax: +49- 
5251-60-3247. 

E-mail address: greulich-weber@physik.uni.paderborn.de 
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a large number of 29Si lattice neighbours could be re- 
solved [2,3] showed that the EMT approach including 
central cell corrections failed and a pseudo-potential 
method gave better agreement with experiment [3]. 
Thus, strictly speaking, so far no real effective mass 
shallow donor has been observed. 

Silicon carbide is an indirect semiconductor with the 
conduction band minima not at k = 0 as the silicon, but 
it provides in addition, a unique opportunity to study the 
same shallow donor on various inequivalent lattice sites 
because of its polytypism. Thus, one can investigate 
whether the central cell correction due to the chemical 
nature, as assumed in silicon, is similar here - it would be 
identical for all sites - or whether the so-called "inter- 
valley interaction" is more important. Recently, the dif- 
ferent hf interactions for 14N on inequivalent lattice sites 
in various polytypes of SiC have been discussed in the 
framework of EMT. Empirically, a linear correlation 
between the valley-orbit splittings observed experi- 
mentally by IR spectroscopy and the isotropic 14N hf 
interactions has been detected [4]. In order to obtain 
more information on the electronic structure of the 
14N donors, an ENDOR investigation of 14N donors in 
3C-SiC and 4H-SiC was performed. In the cubic 3C-SiC 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00598-0 
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Table 1 
g Values, hf and quadrupole interaction constants, ionisation levels £D and valley-orbit splittings A"VO" for N donors in 3C-SiC and 
4H-SiC 

Site £D/meV A"VO"/meV 011 g± a/h (MHz) b/h (MHz) q/h (MHz) 

3C           k 
4H           h 

k 

54.2 
91.8 
52.1 

8.34 
7.6 
45.5 

2.0050" 
2.0055b 

2.0043b 

2.0050 
2.0010 
2.0013 

3.494 
2.757 
51.019 

0.000 
0.081 
0.006 

0.000 
0.020 
0.010 

"After Ref. [13]. 
bAfter Ref. [14]. 

there is only one cubic site for N, while in 4H-SiC there is 
one quasi-cubic (k) and one hexagonal site (h). The 
ionisation level of N in 3C-SiC at £CB-54.2 meV [5] is 
approximately as shallow as that of N on the h site in 
4H-SiC (ECB-52.1 meV), while N on the k site in 4H-SiC 
is much deeper (£CB-91.8 meV) [6]. The hf interactions 
are similar for N in 3C-SiC as for N on the h site in 
4H-SiC, while that of N on the k site is about a factor 
of 16 larger, which already shows that a simple EMT 
picture cannot apply [4]. 

We show from our ENDOR investigation that the 
N donor in 3C-SiC can be explained very well with an 
effective mass theory. It is probably the only donor 
known so far which has this property. In 4H-SiC this 
approach already breaks down. 

2. Experimental results 

EPR and ENDOR measurements were performed at 
9.5 GHz and 4.2 K with a computer-controlled custom- 
built spectrometer. The samples of 3C-SiC and 4H-SiC 
were Lely-grown and doped with nitrogen during 
growth. The concentration was estimated to be 
JVDxl018cm-3 [7]. In Table 1 the EPR results are 
collected. The 14N hf interaction is given in terms of the 
isotropic constant a/h and the anisotropic hf constant b/h 
(for axial symmetry), which are related to the hf interac- 
tion tensor A by 

A,z a + 2b,   Axx = Avv = a — b. (1) 

Similarly, the quadrupole interaction constant q/h is re- 
lated to the quadrupole tensor Q for axial symmetry by 

Qz,=2q,    Qx* = Qyy = (2) 

ENDOR spectra were recorded for 5||[1 1 1] in 3C-SiC 
and for B\\ to the c-axis in 4H-SiC. 

Fig. 1 shows an example of ENDOR spectra of N in 
3C-SiC. There are numerous lines up to 8 MHz which 
belong either to 29Si (I = \, 4.1% abundance) or to 
13C (I = j, 1.11% abundance) lattice neighbours and to 
the central 14N nucleus (7 = 1, 100% abundance). The 

3 4 5 6 
frequency (MHz) 

Fig. 1. ENDOR lines of 14N donor in 3C-SiC measured at 
4.2KforB||[c]. 

ENDOR frequencies for each nucleus 
perturbation theory of first order by [8] 

VENDOR = r\tnsAi 
h •Vx,i 

are given in 

(3) 

where At is the shf (hf) interaction constant, ms = + \ 
the electron spin quantum number and vKii the Larmor 
frequency of the free nucleus i. The assignment of the 
lattice nuclei was made using Eq. (3). If Ai/2 > vKJ, be- 
cause of ms = + \, two lines separated by 2vKJ are ob- 
served (see 14N lines in Fig. 1). If At/2 < vKJ, two lines 
symmetrical about vKd are measured. The strongest lines 
are the so-called "distant" ENDOR lines of 29Si and 13C. 
In Fig. 1 for each line the assignment to a given specific 
nucleus or shell is indicated (for shell assignments see 
below). The ENDOR spectra for all lines in 3C-SiC and 
most of the lattice neighbour lines in 4H-SiC show no 
angular dependence. The largest interaction measured 
for 29Si in 4H-SiC was 9.39 MHz. In 4H-SiC, because of 
bad signal-to-noise ratio in spite of long integration and 
accumulation times, it is possible that further lines exist 
between 10-40 MHz which could not be measured. The 
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Fig. 2. (a) Experimental (full circles) and calculated (full tri- 
angles) 13C shf interactions of 14N donors in 3C-SiC as a func- 
tion of shell distances. X was fitted to be 236. Open circles 
represent those 13C shells to which a measured shf interaction 
could be assigned; (b) Experimental (full circles) and calculated 
(full triangles) 29Si shf interactions as a function of shell distan- 
ces. X was fitted to be 2100. Open circles and squares represent 
those 29Si shells which could be assigned to measured shf inter- 
actions. The squares represent ENDOR lines which could not 
unambiguously be identified as 29Si lines because of bad signal- 
to-noise ratio. 
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Fig. 3. Experimental (full cirlces) and calculated (full squares) 
29Si shf interactions as a function of shell distances. X was fitted 
to be 1337. Open squares represent 29Si shells which could be 
assigned to measured shf interactions. For distances < 5 A, see 
text. 

experimental shf data for 3C-SiC are presented in Figs. 
2a and b, some for 4H-SiC in Fig. 3. The exact values can 
be found in Ref. [7]. Unlike in silicon [2,3], no anisot- 
ropic shf interactions could be detected in 3C-SiC, which 
would have enabled one to assign certain interactions to 
certain lattice shells from the ENDOR angular depend- 
ence by symmetry arguments. In 4H-SiC only some large 
interactions show some anisotropy, but not more than 
0.1 MHz, which is not sufficient to assign shells. 

3. Discussion 

According to EMT the wave function of a shallow 
donor in an indirect semiconductor is the superposition 
of an expansion of Bloch functions on the conduction 
band (CB) minima at k0 [1,7]. The ground state 1 s is 
described by a hydrogenic wave function with an effective 
Bohr radius 

aB,eff=^0.529(A) 
m* 

and an ionisation level at 

= EcB-^13.6(eV). 

(4) 

(5) 

In 3C-SiC and 4H-SiC there are 3 CB minima. The 
inter-valley interaction splits the ground state into three 
states, one with Ax and two with E symmetry [1]. For the 
calculations we used e = 9.72 for 3C-SiC and s = 9.84 for 
4H-SiC, which is the geometrical average of ey and e±. 
The effective mass values m*/m = 0.3 for 3C-SiC and 
0.19 for 4H-SiC were used according to Refs. [9] and 
[10]. Including a correction after Faulkner [11] taking 
the anisotropy of the effective masses into account, the 
ground state energy £EMT for 3C-SiC was obtained to be 
47.2 meV in rather good agreement with experiment 
(54.2 meV), while EEMT = 27.6 meV for 4H-SiC, which 
deviates considerably from the values E(At, h) = 
52.1 meV and £(A1;k) = 91.8 meV, demonstrating the 
importance of the inter-valley interaction for the 
Ai ground state. The excited states are better explained 
in Ref. [7]. For the hf interaction calculation following 
Kohn [1], the effective Bohr radius of the hydrogenic 
function was "adjusted" to the experimentally observed 
£EMT energies by 

Corr AEEMT 
°B,eff — ÖB.effl "= 

\ -C'exp 

1/2 

(6) 

The following effective Bohr radii were obtained: 14.2 A 
for 3C-SiC and 19.9 A for the h site in 4H-SiC and 
15.0 Ä for the k site in 4H-SiC. For the calculation of the 
isotropic hf/shf constants one has [8] 

a(n) ■■ ■^ßog^BQnßn^inT- 

With Eq. (6) one obtains 

2 
a(n) = ^Hogc^B9nHn-MS(ri)\' 

ft<2B,eff     V aB,eff 

-2r, 

(7) 

(8) 

The factor X has been introduced replacing the unknown 
amplitude of the Bloch functions. It was determined from 
the experimental values (see below). The Kohn-Luttinger 
interference factor S(r) [1] was calculated taking the 
crystal symmetry into account following Patrick [12]. 
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S{r) causes the variation of the hf interactions in space 
and is responsible for the some-times large differences 
from shell to shell. It depends decisively on the position 
of the conduction (CB) minimum in k space (see Refs. 
[1,7]). Fig. 2a and b show the comparison with experi- 
ment for 3C-SiC where only X had to be adjusted to the 
experimental values. Since we could not assign certain 
a-values to certain shells from experiment, the experi- 
mental values (solid circles) are represented on the left- 
hand side of the diagram and the values are compared to 
the calculated ones (solid triangles) by horizontal lines. 
X was adjusted such that the difference between experi- 
mental and calculated values was minimal for those 
shells which could be assigned (open circles). In particu- 
lar for the smaller values of a/h, the difference between 
the values of subsequent shells is so small that no deci- 
sion was possible as to which shell the experimental value 
could be assigned. In these cases the horizontal lines are 
drawn to the right-hand side. We find good agreement 
between experimental and calculated values in 3C-SiC 
for the larger 29Si and 13C interactions as well as for the 
central 14N nucleus (3.7 MHz calculated, 3.5 MHz mea- 
sured). In the calculation it was assumed that N is on 
a C site. When placing N on a Si site, the agreement is 
much worse. In particular, the theoretical value of a/h for 
14N is three times the experimental value. Thus, the 
calculation supports the assumptions made previously 
that normally N replaces C. There are also more 29Si 
interactions resolved than 13C ones, which is expected for 
N on a C site from the Kohn-Luttinger factor [7]. 

The agreement between calculated and measured shf 
interactions in 4H-SiC for the hexagonal site is not as 
good as the one in 3C-SiC, but not bad either [7]. The 
calculated value of a/h for 14N is 3.2 MHz and thus 
slightly bigger than the experimental one (2.8 MHz). The 
reason for this can be that there is some admixture from 
the next excited E state, which has a node on the N site 
and causes also a small anisotropy of the N hf interaction 
(Table 1) (see also Ref. [4] for further details). In compari- 
son with the quasi-cubic site (k), the valley-orbit splitting 
is small enough (Table 1) to allow this admixture, which 
is practically zero in the case of the k-site. For the 
quasi-cubic site, the large number of 29Si shf interactions 
measured (Fig. 3) can only be explained with the assump- 
tion that we have failed to measure the ENDOR lines 
of the nearer 29Si shells (probably due to the very weak 
or very bad signal-to-noise ratio). In EPR at 10 K an 

anisotropic 29Si shf doublet is resolved with 
a/h =40 + 1 MHz. An estimate from the inhomo- 
geneously broadened line width reveals that interactions 
up to 25 MHz may be hidden in the line width. Thus, the 
corrected Bohr radius according to Eq. (6) seems to 
describe well the asymptotic behaviour of the wave func- 
tion, but not the more central part at distances smaller 
than 5 A. In accordance with this the calculated value for 
a/h of 14N is only 3.5 MHz compared to the experimental 
value one of 51 MHz, a typical result for the failing EMT 
approach also found in silicon. Here, apparently a central 
cell correction including mainly the valley-orbit splitting 
is needed. The part due to the "chemical nature" seems to 
be very small, since otherwise the good agreement in 
3C-SiC would have not been possible. There, the devi- 
ation of the EMT value for the ground state energy is 
only 7 meV, very small in comparison to the gap energy 
of 2.9 eV. Thus, the central cell correction due to chem- 
ical shift for N must be very small. Therefore in SiC it 
must be concluded that the major contribution for any 
central cell corrections must come from the inter-valley 
interactions. It seems that only one "true" EMT donor 
has so far been identified and that is N on the C site in 
3C-SiC. 
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Abstract 

High-resolution photoluminescence (PL) and PL excitation (PLE) spectroscopy has been employed to reveal the 
electronic structure of the neutral silicon vacancy in 6H and 4H SiC. The defect gives rise to characteristic PL emissions 
with three no-phonon lines in 6H SiC and two in 4H SiC at around 1.4 eV. All of the no-phonon lines are shown to arise 
from transitions between singlet (S = 0) excited states and singlet ground states. Nevertheless, optically detected magnetic 
resonance (ODMR) signals typical for a spin triplet (S = 1) configuration can be obtained when monitoring the emission 
under resonant excitation. This observation can be explained by non-radiative recombination via a lower lying excited 
triplet state. In strained samples all no-phonon PL lines are split into a series of lines. For the highest energy lines the 
main splitting can be attributed to lifting of the orbital degeneracy of the excited states, the additional broadening or 
splitting is probably due to a strain distribution in the samples. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon carbide; Intrinsic defects; Magneto-optical spectroscopy 

1. Introduction 

Vacancies are among the primary defects introduced 
during bombardment of semiconductors with high- 
energy particles. They can also be incorporated under 
non-optimized growth conditions and during device 
processing such as ion implantation. Their presence has 
been shown both theoretically and experimentally to 
introduce defect levels in the forbidden energy bandgap 
in SiC. They therefore influence significantly the electri- 
cal and optical properties of the material and thus the 
performance of various devices. Though the importance 
of the vacancies has long been recognized, our under- 
standing of their properties is still poor. 

The aim of this work is to gain a better understanding 
of the electronic structure of the neutral silicon vacancy 

* Corresponding author. Fax: + 46-13-142337. 
E-mail address: matwa@ifm.liu.se (Mt. Wagner) 

in 6H and 4H SiC, by employing magneto-optical 
spectroscopy. The samples used were CVD-grown free- 
standing epi-layers ( ~ 70 um thick) with low n-type 
doping (mid 1014cm"~3). Vacancies were created in 
the high-purity samples by irradiation with 2.5 MeV 
electrons at room temperature with a dose of 1017 cm-2. 
The luminescence was excited with a tunable Ti: Sap- 
phire laser, and the spectra were recorded either 
through a SPEX 0.85 m double grating monochromator 
with a liquid-nitrogen cooled Ge-detector (model 
North Coast) attached at the exit slit or with a BOMEM 
FTIR spectrometer using a Ge-detector or a Si-ava- 
lanche photodiode. In PLE experiments the detection 
wavelength was fixed to typically 1.2 eV (i.e. at 
the maximum intensity of the phonon-assisted sideband) 
and the excitation wave-length of the Ti: Sapphire 
laser was varied. For the Zeeman experiments an Ox- 
ford split-coil superconducting magnet with optical 
access from all sides producing fields up to 5 T was 
used. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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2. Results and discussion 

We have revealed earlier that the neutral silicon va- 
cancy gives rise to characteristic photoluminescence (PL) 
emissions with three no-phonon lines in 6H SiC and two 
in 4H SiC [1,2] around 1.4 eV. PL spectra of both 
polytypes are shown in Fig. 1 for easy reference. The 
number of PL lines corresponds to the number of in- 
equivalent sites of point defects in each polytype. The 
identification of the defect was obtained through the 
resolved hyperfine interactions with the ligand atoms in 
optically detected magnetic resonance (ODMR) of the 
PL emissions. In these experiments a spin-triplet was 
observed under resonant excitation of the no-phonon 
line [1,2]. 

High-resolution spectroscopy reveals that in strained 
samples all of the no-phonon lines exhibit a fine struc- 
ture. The highest energy line VI in both polytypes con- 
sists of two main lines VI and VI', each of which has 
a shoulder on the high-energy side. This shoulder is also 
observed for V2 and V3 in 6H SiC (Fig. 2) and V2 in 4H 
SiC. 

Zeeman experiments were performed in order to deter- 
mine whether the triplet observed in ODMR is directly 
involved in the emission or indirectly as a non-radiative 
recombination channel. Fig. 2 shows PL spectra of the 
6H polytype at 12 K without magnetic field and at 5 T. 
Even though the line width of typically 0.4 meV or better 
is smaller than the expected splitting of ~ 0.6 meV be- 
tween two Zeeman split magnetic sublevels, no splitting 
or broadening of any of the lines at any angle between 
B||c-axis and BLc-axis is observed. 

Similarly PLE spectra have been recorded with and 
without magnetic field. In Fig. 3, the results of such 
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Fig. 1. Photoluminescence (PL) spectra of the neutral silicon 
vacancy in 6H SiC (upper curve) and 4H SiC (lower curve) at 
2 K. The spectrum consists of three no-phonon lines in 6H SiC 
and two no-phonon lines in 4H SiC followed by a phonon 
structured side band. The number of lines corresponds to the 
number of inequivalent lattice sites in both polytypes. 
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Fig. 2. High-resolution PL spectra at 12 K of the three no- 
phonon lines in 6H SiC without magnetic field (upper curve) and 
in a magnetic field of 5 T applied approximately 10° off the 
c-axis (lower curve). None of the lines split in the field, proving 
that both the excited states and the ground state are spin- 
singlets. All main lines are accompanied by shoulders on the 
high-energy side. 
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Fig. 3. PLE spectra of 6H SiC at 12 K detected in the phonon 
band at 1.21 eV with and without magnetic field. The absence of 
any splitting shows that the states involved in the transition are 
spin-singlets. 

experiments for 6H SiC are displayed. Again there is no 
splitting of any of the lines. Identical results have been 
obtained in 4H SiC in Zeeman PL and PLE measure- 
ments. From these experiments it can be concluded that 
both the excited states and the ground state involved in 
the radiative recombination are spin-singlet states for all 
inequivalent sites in both polytypes. 

In order to understand the nature of the fine structure 
of the no-phonon lines the temperature dependence and 
the polarization of the various lines has been studied. In 
Fig. 4 PL spectra of 6H SiC are shown at 2 and 50 K. 
Clearly VI and VI' are thermalized, proving that VI' is 
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Fig. 4. Temperature dependence of VI and V2 in 6H SiC. 
Carriers are redistributed between the two excited states giving 
rise to VI and VI' at elevated temperatures. The shoulder at the 
high-energy side of the no-phonon lines does not thermalize 
with the main line. As an example V2 is shown at two temper- 
atures. 
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Fig. 5. Polarization spectra of VI and VI' in 4H SiC at 34 K. VI 
is mainly polarized along the c-axis, whereas VI' is stronger 
perpendicular to the c-axis. This behavior can be explained by 
a lifting of the orbital degeneracy of the level by strain. 

due to a higher lying excited state of the same defect 
center than the one giving rise to VI. No such thermaliz- 
ation occurs in PLE experiments, confirming that the 
transitions VI and VI' are between two closely lying 
excited singlets to the singlet ground state. 

VI and VI' exhibit different polarization (Fig. 5). VI is 
mainly polarized parallel to the c-axis, whereas VI' 
is stronger perpendicular to the c-axis. This can result 
from a different electronic character of the orbital states 
related to the two excited states. A possible explana- 
tion for the strain induced splitting between VI and VI' 
is then a lifting of their orbital degeneracy by the 
strain. 

All main lines exhibit an additional shoulder on 
the high-energy side. An example of this is shown for 
line V2 in 6H SiC in Fig. 4 at two different temperatures. 
The strength of the shoulder relative to the main line 
depends on the angle of detection and/or excitation. In 
any case its intensity does not increase relative to the 
main line at elevated temperature. Even in PLE experi- 
ments there is no redistribution of intensity between the 
main line and the shoulder for any of the no-phonon 
lines. 

Since the additional shoulders on the no-phonon lines 
do not thermalize with the main lines neither in the PL 
nor in the PLE experiments, they cannot be due to the 
levels lying close to the excited state or the ground state 
of the same defect. In the thin free-standing epilayers used 
in this study we certainly have a strong distribution of 
strain due to the glue used for mounting the samples on 
the sample holder. It has been shown before that the 
exact energetic position of the no-phonon lines varies 
strongly with strain [3], so we can expect a distribution 
of various line positions in our samples. Nevertheless, we 

would rather expect a broadening of the lines in this case 
and not well-defined shoulders. An alternative explana- 
tion could be that the strain is rather uniform, but it is 
sufficient to lift an existing orientational degeneracy of 
the defect. In this case however the symmetry of the 
defect has to be lower than C3v for a simple, undistorted 
Si monovacancy. Further studies are necessary to clarify 
this point. 

3. Electronic structure and recombination model 

The Zeeman experiments clearly showed that both the 
excited states and the ground state of the defect involved 
in the radiative transitions are spin-singlet levels. A suc- 
cessful model of the electronic structure of the defect has 
to explain why an ODMR signal of a spin-triplet level 
can be detected via this recombination even under selec- 
tive excitation of the no-phonon line. In Fig. 6, a possible 
model is sketched similar to the one proposed for a defect 
in silicon [4]. The ground state of the defect is a singlet 
and there are excited singlet states. Radiative recombina- 
tion occurs between these singlet levels. There exists also 
a spin-triplet excited state at lower energy than the excit- 
ed singlets. The radiative recombination via this triplet is 
spin-forbidden, resulting in a long recombination time of 
the level. Whenever a carrier instead of recombining 
directly from the singlet excited state to the ground state 
relaxes to the triplet level, it is trapped there for a long 
time and the defect cannot participate any more in 
the emission. Microwave-induced transitions between 
the magnetic sublevels of the triplet can change the effec- 
tive recombination time of the triplet, and this will influ- 
ence the luminescence intensity of the singlet-to-singlet 
transition. 
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Fig. 6. Model explaining the observation of a spin-triplet 
ODMR signal via a singlet to singlet radiative recombination. 
The triplet is a lower lying excited state. The radiative recom- 
bination via this level is spin-forbidden, thus representing a 
bottleneck for the recombination. Microwave-induced transi- 
tions between the magnetic sublevels of the triplet state change 
the recombination rate via the triplet. This affects the lumines- 
cence intensity of the singlet to singlet transition indirectly. 

The observation of a singlet ground state of the neutral 
silicon vacancy in SiC is in contrast to theoretical calcu- 
lations predicting a triplet ground state [5], and calls for 
a close examination of the theoretical models and also 
the interpretation of the earlier experiments. 
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Abstract 

In Sc-doped 6H-SiC epitaxial layers we observed several different electron paramagnetic resonance (EPR) spectra with 
a 45Sc hyperfme interaction pattern. The spectra are explained as being due to the isolated Sc°(S = 2) acceptor on carbon 
sites but with different microscopic configurations. The spectra show a pronounced temperature dependence. At low 
temperatures the hole of the Sc° acceptor is located in a Sc°-Si bond either along the c-axis forming an axial centre or 
along one of the three other C-Si bonds giving rise to a monoclinic centre. At higher temperature the hole changes place 
rapidly between the three Sc-Si bonds resulting in an axial centre. All three Sc° hole configurations have different 
ionisation levels. The ionization level of the low-temperature monoclinic-high-temperature axial centre is significantly 
influenced by an entropy term. In 4H-SiC spectra were only observed from a single Sc° centre with monoclinic 
symmetry. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon carbide; Scandium; EPR 

1. Introduction 

It is known that transition metal ions, such as in 
silicon, play an important role in silicon carbide too. In 
SiC only a few of such impurities were investigated, very 
few were identified by means of structure sensitive 
methods. Recently, the microscopic and electronic struc- 
ture of the Sc impurity in SiC turned out be a controver- 
sial issue [1-3]. Sc is expected to act as an acceptor in SiC 
[4]. 6H-SiC doped with Sc was first investigated with 
photoluminescence showing a luminescence band with 
an onset at about 2.55 eV and a maximum at about 
2.2 eV [4]. With electron paramagnetic resonance (EPR) 
detected via the photoluminescence (PL-EPR) several 
EPR lines were observed, but no hyperfme (hf) structure 
was resolved [1,3], leaving the origin of the observed 

* Corresponding author. Tel.: + 49-5251-60-2740. 
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lines open. With conventional EPR up to four different 
EPR spectra were reported for 6H-SiC, measured at 
different temperatures and all having the typical 45Sc hf 
splitting of octets [2,3]. It was argued that these spectra 
have to be explained assuming two Sc defects [3]. In one 
EPR spectrum a resolved 29Si superhyperfme (shf) inter- 
action was found, from which it was concluded, that Sc 
replaces C [2] in contrast to other speculations that Sc 
occupies a Si site [3]. In order to further clarify the 
structure of the Sc acceptors, we present a new EPR 
investigation of the Sc acceptor at various temperatures, 
mainly in 6H-SiC, but also a few measurements in 
4H-SiC. 

2. Experimental 

6H- and 4H-SiC epitaxial layers were grown on 6H- 
and 4H-SiC single crystal substrates, respectively, by 
a sublimation sandwich method [1,2] and doped with Sc 
during the growth. The measured sample contained the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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epitaxial layer with a Sc concentration of the order of 
(1-3) x 1017 cm-3 and an unknown degree of compensa- 
tion with N. The n-type substrate contains N donors, 
which were seen in the EPR spectra. 

3. Experimental results 

In 6H-SiC an X-band EPR spectrum with axial sym- 
metry about the c-axis was measured, which was pub- 
lished previously by the authors [2, Figs. 1 and 2]. It was 
reinvestigated in this study because of the controversial 
discussions about the microscopic structure of the Sc 
acceptor [2,3]. The spectrum could be observed between 
4.2 and 70 K with signal intensities depending on temper- 
ature and illumination. In K-band three sets of eightfold 
split spectra were resolved (Fig. 1 in ref. [2]), while in 

325        330       335        340       345        350 

Magnetic Field [mT] 

Fig. 1. Upper curve: EPR spectrum of defect A for B\\ c-axis 
calculated with the parameters given in Table 1. Lower curve: 
EPR spectrum of Sc-doped 6H-SiC (X-band, T = 4.5 K) mea- 
sured in the dark for B\\c. The central part of the spectrum shows 
the triplets of the N donors and is reduced by a factor of four for 
the sake of clarity. 

X-band only one octet was resolved at slightly lower 
temperature under the same conditions otherwise (see 
Fig. 2 in Ref. [2] and Fig. 3). The eightfold split EPR lines 
were explained with an effective spin of S = \ and an 
anisotropic hf interaction of a 100% abundant nucleus 
with 1 = 2 such as 45Sc. The three octets observed in 
K-band were assigned to the three inequivalent defect 
sites in 6H-SiC (two quasi-cubic sites (/q and k2) and one 
with hexagonal symmetry (h)). The hf parameters and 
g tensors are given in Table 1 (spectrum B, sites I—III). 
The three octets of sites I—III show only slightly different 
g tensors and very similar hf parameters indicating that 
Sc is in a very similar configuration on all three sites. An 
assignment to the specific sites /q, k2 and h could not be 
made. The axial Sc centre is not seen at low temperatures 
(T < 15 K) in the dark, but appears upon illumination 
with the above band gap light. 

Two small satellite lines measured symmetrically 
about the 45Sc hf EPR lines (Figs. 1 and 2 in ref. 
[2] and Fig. 3) were previously analysed by März et al. 
[2]. It was concluded that these satellite lines are due to 
four equivalent nearest-neighbour Si nuclei (equivalent 
within the line width) and that therefore Sc is on a C site, 
in contrast to recent speculations that Sc resides on a Si 
site [3]. The analysis of März et al. [2] was checked again 
on the basis of new measurements confirming the 
previous results. 

Below 15 K the axial spectrum B disappears in the 
dark and can only be measured under above band gap 
illumination. Yet another EPR spectrum is measured 
(Fig. 1, lower curve), which shows six octets correspond- 
ing to six defect orientations with different splittings. The 
eightfold splitting of each spectrum is again associated 
with Sc. Fig. 1 shows three octets which are seen for 
B01| c. The symmetry observed is monoclinic, which 
made it necessary to measure the angular dependence in 
two planes ((1 12 0) and (0 0 0 1)) in order to determine 

Table 1 
Principal values of g tensors and hf tensors of Sc defects measured in 6H- and 4H-SiC at different temperatures 

Polytype Spectrum Temperature 
(K) 

Symmetry g*x 9r> 
fell) 

9Z2 AxJh 
(MHz) 

A„/h 
(MHz) 

AJKAt/h) 
(MHz) 

A <15 Monoclinic 1.999 1.996 2.002 0 17 106 

I 
(0.001) 
1.9976 

(0.001) (0.001) 
2.0029 

(15) 
22.8 

(15) (1) 
116.6 

6H B II 

III 

4.2-70 Axial 
(0.0003) 
1.9975 
(0.0003) 
1.9969 

(0.0003) 
2.0026 
(0.0003) 
2.0020 

(0.4) 
22.3 
(0.4) 
22.7 

(0.2) 
116.5 
(0.2) 
116.4 

C >25 Axial 
(0.0003) 
2.000 

(0.0003) 
1.998 

(0.4) 
56 

(0.2) 
26 

4H D <15 Monoclinic 
(0.001) 
1.995 1.993 

(0.001) 
1.9976 

(1) 
13 0 

(1) 
104 

(0.001) (0.001) (0.001) (15) (15) (1) 
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Fig. 2. Relative EPR line intensities of one Sc hf line of spectra 
A (full squares), B (full triangles) and C (full circles) at different 
temperatures. All spectra were measured with the same micro- 
wave power without illumination of the sample. 

the spin Hamiltonian parameters. Fig. 1 (upper curve) 
shows the calculated spectrum for S = \ and for the 
parameters given in Table 1 for spectrum "A". The prin- 
cipal axis of the hf tensor with the largest interaction 
(z-axis) is oriented along the bond axis between Sc on the 
C site and a nearest Si neighbour in the plane perpen- 
dicular to the c-axis. The three inequivalent sites 
(h, k], k2) were not resolved in X-band. 

Upon increasing the temperature the line intensities of 
the monoclinic spectra A decrease until above about 
15 K they vanish (see Fig. 2, squares). Until above 25 K 
a new octet spectrum appears having axial symmetry 
about the c-axis, which is also attributed to Sc. The 
intensity of the spectrum increases with temperature (see 
Fig. 2, circles). The g and hf tensors are collected in Table 
1 (spectrum C). The 45Sc hf splitting of the axial spectrum 
C is largest when the magnetic field is perpendicular to 
the c-axis. In contrast to this in spectrum B it is largest for 
the magnetic field parallel to the c-axis. At low temper- 
ature the EPR line intensity of spectrum B (measured 
under illumination) depends on the microwave power 
due to saturation effects. The line intensity increases with 
temperature above about 20 K (Fig. 2, triangles). Above 
40 K the intensity does not change under illumination 
with above-band-gap light any more. 

In 4H-SiC doped with Sc we observed an EPR spec- 
trum only at low temperatures (T < 15 K) of which the 
g and hf tensors are given in Table 1. The symmetry is 
monoclinic and up to six octets were observed for an 
arbitrary orientation in the dark similar to what was 
observed in 6H-SiC at low temperature. 

4. Discussion 

We observed three different types of EPR spectra in 
Sc-doped 6H-SiC, all showing a pronounced temper- 
ature dependence. They all exhibit the Sc hf interaction 
pattern, however with different hf splittings, indicating Sc 
to be present in different configurations. 

The EPR spectrum type A observed at low temper- 
atures ( < 15 K) have almost the same value of Azz as 
that observed in the axial spectrum B (Table 1). Further- 
more, Ayy of spectrum type A is much smaller than Azz as 
is A± of spectrum type B compared to AZZ(A||). Unfortu- 
nately, Axx and Ayy of spectrum type A could not be 
determined precisely enough to check whether their aver- 
age is close to A± of spectrum type B. Similarly, we 
observed for the g values that both the monoclinic spec- 
trum A and the axial spectrum B show very similar 
values of gzz (although of different orientations). Further- 
more, gx of the spectrum type B is the average of gxx and 
gyy of the spectrum type A. 

If one calculates an average of the g and hf tensors of 
the spectrum type A such that the orientations of the 
principal axes for the average tensors are parallel and 
perpendicular to the crystal c-axis, one finds approxim- 
ately the hf tensors of the observed axial spectrum type C: 
About 55 MHz for Ax and about 12 MHz for A||, in fair 
agreement with the experimental values. 

From these observations, the following Sc defect 
model is proposed: Sc° (4s2 3d1) resides in a carbon 
vacancy (Vc). All three types of Sc EPR spectra (A-C) are 
due to the isolated Sc° acceptor only. The EPR spectra 
observed originate from different configurations of the Sc 
hole which is located in a bond to one of the four nearest 
silicon neighbours. 

At low temperature the hole is in one of the C-Sibonds 
as shown in Fig. 3(a). There are six orientations for this 
configuration in the crystal: two groups of three in 
a C3v arrangement, twisted with respect to each other 
by 60°. In this configuration one, measures the mon- 
oclinic spectrum type A. Upon raising the temperature 
the hole starts to hop between the bonds of the three 
next-neighbour Si in the plane perpendicular to the c-axis 
(Fig. 3(b)). Due to this thermally induced motion, the 

(a) 

< 

© (b) (c) 

x  tz 

Fig. 3. Models of the Scc impurity in 6H-SiC explaining all 
EPR spectra observed (A-C). (a) At low temperatures 
(T < 15 K) the hole is oriented along one of the nearest neigh- 
bour Si bonds which are in a plane perpendicular to the c-axis 
(spectrum A) or along the c-axis, spectrum B. At higher temper- 
atures the hole starts jumping about the three nearest neighbour 
Si bonds and the axial spectrum C is observed, (c) The axial 
orientation of the hole (|j c-axis) shows no change in spectral 
position of EPR lines as a function of temperature (spectrum B). 
The orientations of the g and hf tensors are also shown. 
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low-temperature g and hf tensors with monoclinic sym- 
metry are averaged such that an EPR spectrum with 
axial symmetry about the c-axis (type C) is observed with 
A|| < A± and with g^ <gx. In the case of the axial 
spectrum type B with A,, > A± (Fig. 3(c)) and g^ parallel 
to the c-axis the bond direction is along the c-axis. There 
is no hopping process for center B, since the spectral 
positions of the EPR lines of spectra B do not change in 
the whole temperature range investigated. 

The different hole configurations leading to spectra 
of types A, B or C lead to three different defect levels 
in the gap which is probably caused by different lattice 
relaxations and lattice vibrations. Their position relative 
to the Fermi level determines whether the EPR spectrum 
is observable in the dark or not. From the measured 
EPR line intensities as a function of temperature and 
illumination we propose that at low temperature (4.2 K) 
the ionization level of defect A is above that of defect 
B (see Fig. 4). At 4.2 K the Fermi level is near (slightly 
above) the ionization level of center A, which is then 
(at least partly) in the paramagnetic A0 state, while 
center B remains in the diamagnetic A" state. Above 
band gap illumination level B can catch holes to convert 
to the A0 state and becomes visible in the EPR as 
observed. 

Upon raising the temperature above 4.2 K the Fermi 
level drops and moves towards the ionization level of 
B (see Fig. 4) increasing more and more the hole occu- 
pancy there (A0 occupancy). Therefore, the line intensity 
of center B increases with increasing temperature (Fig. 2, 
triangles) until a maximum is reached at about 40 K. Had 
the Fermi level been such that all centres B had been in 
the paramagnetic state at 4.2 K then the signal intensity 
would have been decreasing with increasing temperature 
due to the Boltzmann factor ( oc 1/T). The decrease of the 
signal intensity of the center A with increasing temper- 
ature is probably not due to the Boltzmann factor, but 

Law*« mm CB |i^jt|^^Ä*^*M^Jg^j 

pww ■PR VB 

Fig. 4. Proposed ionisation level scheme for defects A-C. The 
low-temperature case is shown qualitatively on the left with 
centre A observed by EPR in the dark. With increasing temper- 
ature the Fermi level moves downwards towards level B. In the 
high-temperature case on the right, the level of defect C is below 
that of defect B. Therefore the intensity of lines of defect C is 
lower than that of defect B. Had it full hole occupancy the lines 
of defect C should have three times the intensity of those of 
defect B. 

due to the thermal hopping of the hole resulting in the 
axial center C and disappearance of the ionization level 
A. It is proposed that the centre C has a level below that 
of B, certainly below the assigned position of the mon- 
oclinic centre A. It is probably near that of B. The reason 
is that because of the thermally activated hole hopping 
associated with soft local lattice modes the ionization 
level is determined by a larger entropy term compared to 
the low-temperature monoclinic configuration A. The 
importance of an entropy term has been demonstrated 
for two bistable defect configurations, where the bistabil- 
ity was thermally driven [6,7]. If we consider the Gibbs 
free energy 

G = H- TS{T) (1) 

(H = configuration enthalpy, T = temperature and 
S(T) = entropy of defect) the defect level is shifted down- 
wards on raising the temperature. The entropy is thought 
to be associated with rather soft local lattice mode which 
also enables the thermal hopping of the hole. According 
to Eq. (1) the negative entropy term increases in magni- 
tude rapidly with increasing temperature. For soft modes 
the entropy increases significantly with increasing tem- 
perature [6]. Whether also the level of B has an appreci- 
able entropy term, we do not know. We think that 
relative to B the center C has the larger entropy term. 
Upon increasing the temperature above approximately 
20 K the Fermi level is lowered and moves nearer to the 
C level resulting in an increase of its line intensities, 
which at 40 K has not yet reached a maximum. 

In contrast to our measurements Baranov et al. [3] 
claimed that they found in total four types of Sc EPR 
spectra instead of the three that we have observed. 
A closer inspection of Ref. [3] shows that their EPR 
spectra were not analysed satisfactorily. In fact, Baranov 
et al. measured the same low-temperature EPR spectrum 
as we did (spectrum type A in our notation). The interac- 
tion parameters given in Ref. [3] seem doubtful, since the 
largest hf splitting should occur at B||c + 70° (along the 
Si-C bond direction) and not for B± c as stated in Ref. 
[3]. Furthermore, the two spectra labelled Sc^LT) and 
Sc„(LT) in Ref. [3] are not due to two different centres as 
assumed there but are due to two different orientations 
of the low-temperature Sc configuration (labelled type 
A by us). 

The spectra shown in Ref. [3] are the same as those 
measured here (spectra types B and C (Table 1)). We 
could explain the lines of Fig. 4 in Ref. [3] with the data 
presented in Table 1. However, the g and hf values given 
in Ref. [3] differ significantly from ours (Table 1) by 
about 15%. In both investigations the EPR of the shal- 
low N donor was observed simultaneously, which could 
be used as an independent field marker for the deter- 
mination of the g and hf values [5]. Probably the field 
calibration used in Ref. [3] was erroneous. 
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5. Conclusion References 

Various EPR spectra of Sc-doped SiC, measured at 
different temperatures, were explained as being due to 
isolated Sc°-acceptors substituting for carbon. While at 
low temperatures EPR spectra of Sc° are observed to 
have hole orientations along the c-axis showing an axial 
center and in the three remaining Sc-Si bonds resulting 
in monoclinic centers, at higher temperatures the latter 
ones are averaged due to a thermally activated hopping 
of the hole between the three equivalent Sc-Si bonds 
giving rise to an axial center. The thermally driven dy- 
namical properties of this axial center cause the defect 
level to be temperature dependent because of the import- 
ance of an entropy term. The axial EPR spectrum from 
the configuration having the hole along the Sc-Si bond 
parallel to the c-axis shows no change of the hf interac- 
tions or g tensor in the whole temperature range investi- 
gated. 
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Abstract 

4H-SiC n-type epi-material of nitrogen doped to 1 x 1015 cm"3 was implanted with low doses of B and He ions. The 
doses were extremely low, 1 x 107-8 x 107cm"2, to avoid dopant compensation. Deep level transient spectroscopy and 
capacitance-voltage measurements were then performed on the samples without needing an intermediate anneal to 
restore doping activation. Two levels were found in the energy band gap, £c - 0.70 ± 0.02 and Ec - 1.6 + 0.07 eV. The 
Ec - 0.70 level was found to grown linearly with dose but implantation at 500°C reduced the Ec - 0.70 level 
concentration. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: 4H-SiC; Deep acceptors; Implantation-related defects 

1. Introduction 

Silicon carbide has during recent years been in focus 
for industrial exploitation as a semiconductor material 
for high-power and high-frequency electronic devices. 
SiC appears in several polytypes of which 4H-SiC today 
is of highest interest, mostly due to its high and compar- 
atively isotropic electron mobility. Intentional doping of 
SiC is preferably made by ion implantation technique, 
since dopant diffusion is very very limited up to the 
sublimation temperature of the material. However, ion 
implantation doping of SiC is a challenge for several 
reasons, e.g. it has been shown that SiC is dopant com- 
pensated five times more than Si for the same implanta- 
tion dose at room temperature (RT) [1]. This results in 
a high degree of dopant compensation, which is further- 
more much more difficult to anneal out, even after an- 
nealing at 1700°C. 

In order to improve the implantation technology for 
SiC it is necessary to obtain insight in the defect forma- 
tion processes. The purpose of this study is to gain 
a better understanding of the defect kinetics during 

* Corresponding author. Tel.:  + 46-8-7521400; fax:  + 46-8- 
7527782. 

E-mail address: denny@ele.kth.se (D. Aberg) 

implantation and to identify important implantation 
induced defects. Capacitance-voltage (CV) and deep- 
level transient spectroscopy (DLTS) have been used for 
characterization. By using low doses of ions it has been 
possible to avoid dopant compensation which otherwise 
disturbs the analysis. 

2. Experiment 

Low doped (~ 1015cm"3), thick high-purity n-type 
4H-SiC epi-layers were grown on Cree substrate wafers. 
Further details of the material are given in Ref. [2]. The 
samples (8x8 mm) were cut from the same wafer, with 
doping variation of 5% between samples, and then im- 
planted at the Uppsala tandem accelerator facilities [3]. 
Both *He and nB ions were used, with energies of 1.7 
and 5 MeV, respectively. According to TRIM [4] simula- 
tions these energies produce an implantation peak at 
a depth around 4 um. The implantations were made at 
RT, and hence no electrical activation of B is expected. 
Implantation doses ranged from 1 x 107 to 8 x 107cm"2 

for B while a dose of 2 x 109 was used for all the He 
implanted samples. These extremely small doses are 
needed to avoid dopant compensation in this SiC mater- 
ial according to the previous study [1]. The He-im- 
planted sample was subsequently annealed at 700°C and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00601-8 
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1000°C in vacuum. Furthermore, some samples were 
B implanted with dose 3 x 107cm"2 both at RT and at 
elevated temperatures 400°C and 500°C. The samples 
were cleaned in Aqua Regia, followed by acetone and 
ethanol rinse and a dip in 10% hydrofluoric acid. 
Schottky contacts were made using Au or Ni, grown in a 
thermal evaporator or an e-beam evaporator, under base 
pressures of 2 x 10~5 and 1 x 10"8 mbar, respectively. 

CV and DLTS measurements were then performed 
using both a Semilab cryostat (T<300K) and an 
adapted cryostat (<800K) from Schaefer. The high-tem- 
perature cryostat consists of a vacuum system with a 50 
W heating element and, electrically isolated from the 
heater, the sample and a PT103 sensor are mounted in 
symmetric positions to ensure a high accuracy of the 
temperature reading. The temperature is varied using 
a Neocera PID-controller, with typical ramping rates 
between 0.1 and 10 K min. The DLTS spectrometer con- 
sists of a 1 MHz HP4280A C(t)-meter for time-resolved 
capacitance measurements, with the filling pulse produc- 
ed by a HP8110A dual pulse generator. These instru- 
ments are computer controlled, so that each transient is 
recorded and stored. In this way one may apply different 
weight functions for maximum flexibility when extracting 
DLTS-signals during subsequent analysis. Transient 
times from us to several seconds can be monitored. 

Concentration versus depth profiles were determined 
by keeping the temperature constant within +0.5K at 
the temperature for the maximum of the selected DLTS 
peak and gradually increasing the filling pulse as de- 
scribed in Ref. [5]. 

3. Results and discussion 

The compensation effects of the implantation, even at 
relatively low doses, are demonstrated in Fig. 1 where 
CV depth profile measurements from a helium implanted 
sample are shown after implantation and subsequent 
anneals. The occurrence of a deep acceptor, responding 
to the step voltage frequency (here 4 Hz) is known to 
produce an overshoot in apparent doping at depth larger 
than 4 urn. This is due to that the deep acceptors affect 
the capacitance signal within the depletion region separ- 
ated from the depletion region edge, where the dopant 
ions affect the capacitance [6]. As the voltage bias is 
changed, this separation distance can in fact change dra- 
matically, if the trap concentration is highly nonuniform. 
This will affect the CF-analysis, and give rise to an 
apparent increase in doping, trailing the actual compen- 
sation and with a strong concentration gradient, such as 
after He-implantation, this effect can be very large. The 
dose of 2xl09cm"2 corresponds to ~2xl013cm~3 

He atoms at the implantation peak. The dopant compen- 
sation is seen to widely exceed this concentration. How- 
ever, annealing at 700°C for 30 min clearly reduces the 

1          1          1          1 1 
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Fig. 1. CV plots of samples implanted with a He dose of 
2x 109cm~2 measured after implantation and after anneals at 
700°C and 1000°C for 30 min. 

compensation. An anneal at 1000°C for 30 min further 
reduces the compensation, although the majority of com- 
pensating defects have been annealed out between RT 
and 700°C. 

TRIM calculations for a corresponding He implanta- 
tion show a peak in the vacancy distribution with a max- 
imum value of 1 x 1015 cm"3 at 4 urn. In Fig. 1, it can be 
seen that the dopant compensation appears at a similar 
depth. Although it is very difficult to obtain quantitative 
data from compensated CT-plots this indicates that 
a major part of the created defects are involved in the 
compensation. As a comparison, in Si less than 5% of the 
created vacancies survive the immediate annihilation and 
form compensating defects. 

In Fig. 2, the DLTS spectra using a rate window 
x = 0.3125 s~ * from a sample implanted with B at a dose 
of 3 x 107cm"2 is shown. At this low dose no dopant 
compensation is seen in CF-measurements, which other- 
wise could have affected the DLTS peak amplitudes. At 
271K a peak appears, with an energy position of 
EQ — 0.70 + 0.02 eV, where EQ denotes the conduction 
band. This center, often referred to as the Z-center, is an 
intrinsic acceptor-like defect frequently found in as- 
grown as well as irradiated material [7]. This center is 
known to be stable up to temperatures of 2000°C [8], 
and it has been discussed in terms of a divacancy [9]. The 
nature of the Ec — 0.70 defect is, however, far from fully 
revealed. For instance, recently it was found in electron- 
beam irradiation experiments [10,11] that there exists 
two levels, within the Z spectra, called Zj and Z2. These 
showed negative U-behavior where each center normally 
was in acceptor state after ionization (preferred energy 
position), but could be found in donor states by use of 
illumination during DLTS (A = 470 nm). 

The next broad peak at ~ 580 K comes from a deep 
electron trap. Assuming temperature-independent cap- 
ture cross section yields an activation energy of 1.6 + 
0.07 eV below £c and capture cross section of 9x 
10"12 cm2 extrapolated from Arrhenius plot. The DLTS 
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Fig. 2. DLTS temperature spectra of a sample implanted with 
a B dose of 3 x 107cm~2. The measurement rate window was 
T = 0.3125 s"1. 
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Fig. 3. DLTS temperature spectra of B implanted samples of 
1 x 107, 3 x 107 and 8 x 107cm"2 (with x = 1.25 s"1). 

signal is broad, and may consist of several levels. Pre- 
viously, a deep level has been seen at Ec — 1.65 eV after 
e-beam irradiation of 4H-SiC [12]. Only these two levels 
were found in the spectra when going from 80 to 700 K. 
The concentration of the two are apparently of the same 
order of magnitude. 

In Fig. 3, the DLTS spectra of the £c - 0.70 peak of 
B implanted samples using doses of 1 x 107, 3 x 107 and 
8 x 107cm"2 are shown. The peak amplitude is propor- 
tional to the concentration of defects and in Fig. 3 the 
dose dependence is seen to be roughly linear in this range 
although the accuracy of the dose measurements is poor 
at these low doses (relative error less than ± 15%). The 
peak broadens strongly with increasing dose, but it is 
known that two traps exist which closely relate to each 
other in this range [12,13] and the broadening is possibly 
caused by an overlap of these traps. 

Concentration versus depth profile of the Ec - 0.70 
peak is shown in Fig. 4, together with a profile of the free 
carriers. This sample was implanted with B of 
8 x 107 cm"2 dose. Included is also a calculated B profile, 
using a Pearson distribution function with the moments 
taken from Ref. [14]. This dose is found to be the 

threshold of observable compensation for 1 x 1015 cm"3 

n-type material after implantation. The defect concentra- 
tion is shown to have a maximum at the peak position of 
the implanted ions. The compensation effects which are 
on the order of 1014cm"3 for this implantation dose, 
cannot be caused solely by the £c — 0.70 defects, since 
they amount only to a concentration of 1013 cm-3. Like- 
wise, the deep electron traps, seen in Fig. 2, occur with 
concentrations of the same order of magnitude as the 
£c — 0.70 defects, suggesting that the compensation is 
caused mainly by defects in the lower half of the band 
gap. As the samples used in this study was of n-type with 
Schottky contacts, the lower half of the band gap could 
not be explored. It is possible that an acceptor level 
in the lower half of the band gap accounts for 
most of the compensation ( « 5-10 x 1013 cm"3) and the 
highly gradient £c - 0.70 concentration produce the 
overshoot in apparent doping. 

In Fig. 5, is seen the effect of implantation temperature 
on the formation of the £c - 0.70 level. These samples 
were implanted with B dose of 3 x 107cm"3, which is 
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Fig. 4. Profile of carrier concentration and Ec — 0.70 concentra- 
tion for sample implanted with 5MeV B at 8x 107cm"2. In- 
cluded is the calculated B concentration for the implantation. 
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Fig. 5. DLTS spectra of Ec - 0.70 spectra for samples im- 
planted with boron dose of 3xl07cm"2 at RT, 400°C and 
500°C. 
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Table 1 
Electron traps close to £c - 0.70 eV found in different sample treatments 

Activation energy A£ (eV) 

Ec - 0.62 ± 0.02 
Ec - 0.62 
Ec - 0.68 
Ec - 0.70 
£c - 0.67 + 0.03 
Ec - 0.68 

a (cm2) Treatment 

lxlO-15 

4xKT14 

5xl0-15 

5xl0-14 

1.3 xlO"14 

cm"2) H(2xl010-lxlOn 

e(lxl015cm"2) 
e(lxl015cm-2) 
e(lxl015cm'2) + 200°C 
B(2xl08cm-2) 
e(lxl014cm-2) 

Ref. 

Stable [8] 
Annihilated at 100°C [7,13] 
Annihilated at 200°C [7,13] 
Stable [7,13] 
Stable [1] 
Annihilated at 700°C [12] 

sufficiently low not to give rise to compensation. Im- 
plantations were made at RT, 400°C and 500°C. Is has 
previously been shown [1] that implantation at 700°C 
substantially reduces compensation compared to RT im- 
plant. The concentration of £c - 0.70 defects is first seen 
to increase as the implantation temperature is raised 
from RT to 400°C. At higher temperatures it decreases in 
agreement with Hemmingsson [12] who reports a com- 
plete annealing of the £c - 0.70 defect after post-irradia- 
tion anneal at 700°C. 

There are several reports on electron traps situated 
close to £c-0.70eV and these are summarized in 
Table 1. There is, however, a large inconsistency in the 
behavior of these levels. Dalibor et al. performed hydro- 
gen implantations (hydrogen was confirmed not to be 
related to the generated defects) of doses 2x 1010 and 
1 x lO^cm-2 followed by a 1700°C anneal for 10min 
[8]. The implantations generates vacancy concentration 
of ~1016cm"3 according to TRIM. They reported 
a level at £c - 0.62 eV, named the Zj level, existing in the 
as-grown material. The Zt -level grew with implantation 
and was doubled in concentration with a 5 folded dose 
increase. An increased anneal temperature to 2015°C 
gave a tenfold increase in Zx concentration. In contrast 
to this report of the Zt level as a temperature stable 
defect are the results from e-beam irradiation experi- 
ments by Hemmingsson et al. [12]. After an electron dose 
of 1014cm"3, which is a considerably milder treatment 
than the ion implantations by Dalibor, a level named 
EH2 was found at Ec - 0.68 eV. This level was annealed 
out completely after 10 min at 750°C. Doyle et al. found 
in similar e-beam experiments [7,13] a level present in 
as-grown material at £c - 0.70 eV. Directly after irradia- 
tion, this level was annihilated, and two levels at 
£c - 0.62 and EQ - 0.68 eV had formed. Heat treatments 
at 100-140°C showed first a decrease of the Ec - 0.68 
level and a comparable simultaneous increase of the 
£c - 0.62 level. At 200-250° both levels were annihilated 
and instead the £c - 0.70 level had formed. Hallen et al. 
showed from B implantations of 2x 108cm"3 the rise 
and broadening of a level existing in the as-grown mater- 
ial at £c -0.67 ±0.03 eV [1]. This level was not an- 
nealed out after 1000°C. In the present study, after a 
lower B dose a level at £c - 0.70 eV in agreement with 

Hallen, however, this level is not totally stable during 
implantation, but show a decrease at 500°C implantation 
temperature. These discrepancies needs to be examined 
further. The difference in temperature stability of the 
different levels seen by various authors can be indication 
on the existance of different centers with similar electrical 
characteristics. 

4. Summary 

We have performed ion implantations of 4H-SiC using 
1.7 MeV He and 5 MeV B with low doses to avoid com- 
pensation. For B the dose need to be below 8 x 107 cm"2. 
Two DLTS peaks were found in the temperature range 
80-700 K. These were positioned at £c - 0.70 eV and at 
£c - 1.6 eV. The concentration of the levels were found 
to be lower than the measured compensation, and hence 
a deeper lying compensating level exists roughly of 
5 times higher concentration. The £c - 0.70 level was 
found to grow linearly with B dose in the range 
1 x 107-8 x 107 (up to the threshold of detectable com- 
pensation). The £0 - 0.70 level was further found to 
grow with implantation temperature, up to 500°C, where 
a decrease was noted. 
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Abstract 

We have studied the Dt bound exciton (BE) in 3C-SiC (cubic) and 4H-SiC (hexagonal) by means of Zeeman 
spectroscopy. We show that the Di-BE can be described by an electron-hole pair consisting of an (Le = 0, Se = i) 
electron and a (Lh = 1, Sh = i) hole, influenced by a number of interactions. In order to model the behaviour of the 
Di-BE in magnetic field, an appropriate Hamiltonian equation is solved by using perturbation theory. The spin-orbit 
parameter and orbital g-value are small, indicating that the hole is tightly bound. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Excitons; SiC; Photoluminescence 

1. Introduction 

The Di-BE photoluminescence (PL) usually domin- 
ates the spectrum of implanted and irradiated SiC after 
annealing. The Dj -defect persists to very high annealing 
temperatures ( > 2000°C), and is thus difficult to get rid 
of. The structure of the defect is not known, although 
alternatives such as a di-vacancy, or a vacancy-inter- 
stitial complex have been proposed [1,2]. The Di-BE 
lifetime [3] is much longer than the lifetime of common 
donor and acceptor BE's in SiC [4,5], indicating that the 
exciton is bound at an isoelectronic defect. The PL and 
PL excitation (PLE) spectra in Fig. 1 show the main 
no-phonon lines associated with the Dj-BE in 3C-, and 
4H-SiC. At 2 K only the lowest-energy states of the 
Di-BE are populated, and thus only the lowest-energy 
no-phonon lines are observed in the PL spectra. The 
PLE spectra are obtained by monitoring the low-temper- 
ature PL while scanning the excitation energy, and they 
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therefore reveal all the states. However, since the L and 
Li lines happen to have very low oscillator strengths 
they are scarcely visible in the PLE spectra. In this paper 
we report and explain the Zeeman splitting of the no- 
phonon lines shown in Fig. 1. 

2. Results and discussion 

The behaviour of the D^BE in 3C-, and 4H-SiC in 
magnetic field was investigated using both PL and PLE 
measurements. Dx-defects were created in the samples by 
irradiation with 2 MeV electrons at a dose of 1017 cm"2, 
and a subsequent annealing at 1500°C for 1 h. The max- 
imum magnetic field used in the experiments was 5 T. 
Figs. 2 and 3a show the Zeeman splitting as a function of 
magnetic field for the Di -BE in 3C-, and 4H-SiC, respec- 
tively. The Mj and Hi lines in 4H-SiC were not seen to 
split and are not included in Fig. 3. Furthermore, due to 
the weakness of the Nt PLE peak and its close proximity 
to the strong Mi peak, we were not able to establish its 
splitting. We did not observe any angular dependence of 
the Zeeman splitting in 3C-SiC, and thus conclude that it 
is isotropic. A strong angular dependence was on the 
other hand observed in the case of 4H-SiC, as is shown in 
Fig. 3. The population of the different magnetic field split 
states depends on temperature. By measuring at different 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Energy relative to L (L,) line (meV) 

Fig. 1. PL and PLE spectra recorded at 2 K, showing the main 
no-phonon lines associated with the D^BE in 3C-, and 
4H-SiC. The PLE spectra are obtained by monitoring in the 
phonon-assisted part of the low-temperature PL while scanning 
the excitation energy. 

0 2 4 6 8 10 

Magnetic field (T) 

Fig. 2. Zeeman splitting as a function of magnetic field in the 
case of the Dt -BE in 3C-SiC. Arrows indicate the direction of 
increased oscillator strength. The solid curves in the figure are 
calculated. The parameters of the calculation are shown in the 
figure. The numbers in the rightmost part of the figure are the 
values of the M quantum number. 

temperatures (1.5-5 K) we observed thermalization ef- 
fects in the PL spectra (the relative intensities of the 
different lines changed). No such effects were observed in 
the PLE spectra however, their form was not affected by 
the temperature. This shows that the splitting only occurs 
in the initial state of the PL transitions (final state of the 
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Fig. 3. Zeeman splitting of the Lj PL line in 4H-SiC; (a) as 
a function of the size of the magnetic field in the case when the 
field direction is either parallel or perpendicular to the c-axis, 
and (b) as a function of the angle between the field and the c-axis 
at 5 T. Arrows indicate the direction of increased oscillator 
strength. The solid curves in the figure are calculated. The 
parameters of the calculation are shown in the figure. 

PLE transitions). This is consistent with the Dx-defect 
being isoelectronic, since no splitting is in that case ex- 
pected after the exciton has recombined (or before it is 
created). The Zeeman splitting of the Dx -BE in both 3C-, 
and 4H-SiC, can be explained by considering the BE to 
consist of an (Le = 0, Se = $) electron and a (Lh = 1, 
Sh = i) hole affected by a number of interactions. Here, 
Le,Lh,Se and Sb are the quantum numbers associated 
with the orbital angular momentum operators Le andZh, 
and the spin operators St and Sh. The energy splitting 
caused by the different interactions, is shown schemati- 
cally in Fig. 4 for both 3C- and 4H-SiC. In the figure, 
L, S, and J are the quantum numbers of the total orbital 
angular momentum L = ie + Lh, total spin S = Se + Sh, 
and total angular momentum J = L+S, and ML, 
Ms and Mj are the quantum numbers of the z-compo- 
nents of L,S and /. The splitting is as follows: 
\_AC¥ > ~]AW0 > AEX > Aso, where CF stands for crystal 
field, VO for valley-orbit, EX for exchange and SO for 
spin-orbit. The crystal field splitting, ACF, is due to the 
uniaxial crystal field present in the hexagonal 4H-SiC 
polytype. This field is not present in the cubic 3C-SiC 
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Fig. 4. Schematic figures showing the electronic structure of the 
Di -BE ground state in 3C-, and 4H-SiC according to the model 
developed in this paper. Assignments to associated optical 
transitions observed in PL and PLE spectra are shown in the 
rightmost part of the diagrams. 

polytype and therefore does not contribute in that case, 
hence the brackets. Our assignments to associated op- 
tical transitions observed in 3C- and 4H-SiC are given in 
the rightmost parts of the diagrams. 

In order to model the behaviour of the Di-BE in 
magnetic field (J?), we have used the following perturba- 
tion Hamiltonian: 

H  = HEX + Hso + Hz (1) 

where HEX,Hso, and Hz are the exchange, spin-orbit 
and Zeeman Hamiltonians, respectively. These three in- 
teractions are thereby treated on an equal footing. The 
three terms may be written as follows: 

HF -aSe-Sh,   Hso = -yLh-Sh, 

Hz=ßB-(ÖLh+geSh+geSe). (2) 

Here, a and y are scalars describing the sizes of the 
exchange and spin-orbit interactions, ß is the Bohr mag- 
neton, and gc and ö are the spin and orbital (/-values, 
respectively (for free electrons and holes ge = 2 and 
<5 = 1). The effects of valley-orbit splitting and the poly- 
type-dependent crystal field are taken into account in the 
unperturbed Hamiltonian H°. In terms of orbital and 
spin quantum numbers the original BE state, before 
taking into account any of the above interactions, is 
described by Lh = 1, Sh = i, Le = 0 and Se = 2- For the 

sake of convenience, we choose as a basis for this state the 
12 wave functions \L = 1, S = {0,1}, ML,MS}. In the 
case of the 4H-polytype, the crystal field splitting, ACF, 
dominates. It is taken into account by defining the quant- 
ization axis as the crystal axis (c-axis), and removing 
functions with ML = 0, since they are split off by the 
crystal field (see Fig. 4). The degeneracy of the electron 
state due to the multi-valley nature of conduction band 
minimum does not depend on the orbital or spin quan- 
tum numbers. Therefore, the valley-orbit interaction will 
not alter them. The classification of the states in terms of 
orbital and spin quantum numbers therefore remains the 
same in each of the valley-orbit split states, as it is 
without valley-orbit splitting (see Fig. 4). After establish- 
ing the matrix elements of H1 within the set of basis 
functions the energy eigenvalues were calculated by nu- 
merically solving the corresponding secular equation. 
Fits to experimental results are shown in Figs. 2 and 3 
(solid curves). The sizes of the parameters used for the 
fitting are also shown in the figures. 

In magnetic field the M} states associated with the 
different J numbers repel each other (see Fig. 2). This 
causes the rather complicated non-linear splitting pattern 
observed in the figure. In particular, it causes the 
Mj = — 1 and 0 components of the S = 1, J = 1 state to 
be so closely spaced that they are observed as a single 
peak in the measurements. The two groups of lines in Fig. 
2 corresponding to the two valley-orbit split electron 
states (see Fig. 4) were calculated separately. Since the 
properties of the hole are the same in both cases (same 5, 
and y), the only difference between the two groups is the 
size of the exchange interaction (a). The spin-orbit para- 
meter (y), and the orbital g-value (<5) are approximately 
ten times smaller than the corresponding values for free 
holes. This shows that the hole is strongly localised, and 
can thus be considered to be the primary particle of the 
Dj-BE, whereas the electron is the weakly bound sec- 
ondary particle. 

For the Di -BE in 4H-SiC, ö is the same as in the case 
of 3C-SiC, but the size of y is slightly less. The lack of 
splitting in the case of the Mi — and Hi — lines (not 
shown in the figure) agrees with the model, since the 
splitting of the S = 0, ML = + 1, Ms = 0 states is due 
only to the small residual orbital g-value (5), and is 
therefore too small to be observed. The anisotropy and 
non-linearity of the Zeeman splitting in 4H-SiC may be 
understood qualitatively as follows. Since the exchange 
interaction is stronger than both the spin-orbit and Zee- 
man interaction, the two spins are tied together and 
cannot be de-coupled by these latter interactions. Fur- 
thermore, the orbital momentum is pinned to the c-axis 
by the crystal field. The spin-orbit interaction will thus 
try to align the total spin up with the c-axis. The Zeeman 
interaction will on the other hand try to align the spin up 
with direction of the magnetic field. It is this competition 
that explains the results. Consider for example the case 
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when the direction of the magnetic field is perpendicular 
to the c-axis (Blc). In order for the spin to be aligned up 
with the magnetic field, it needs to be decoupled from the 
orbital momentum. When the magnetic field is small it 
cannot do this and the states are therefore unaffected by 
the field. On the contrary, for large magnetic fields, the 
spin is decoupled from the orbital momentum and conse- 
quently the spin-orbit splitting disappears. The magnetic 
splitting becomes that of a simple S = 1 triplet. 

Let us consider now the electric dipole selection rules 
governing the optical transition probabilities from the 
Di-BE states shown in Fig. 4. The final state of the 
optical transitions, is the state of the bare isoelectronic 
defect. In this state the quantum numbers: L, S, J and 
Mj are zero. The selection rules for transitions between 
states with well defined L, S, J and Mj quantum num- 
bers are 

AS = 0,   AL = + 1,   AJ = 0, + 1,   AMj = 0, + 1  (3) 

with the exception that (J = 0) to (J = 0) is not allowed, 
and (Mj = 0) to (Mj = 0) is not allowed if A J = 0. Ac- 
cording to the spin selection rule, optical transitions from 
all the states associated with S = 1 in Fig. 4 are forbid- 
den, whereas transitions from all states associated with 
S = 0 are allowed. This selection rule does not quite hold 
for the Di-BE, however, since states with different 
S quantum numbers, are to some extent mixed by the 
interactions. We consider first the Dj-BE in 3C-SiC. 
Hso mixes states with the same J and Mj numbers. The 
S = 1, J = 1 states are therefore mixed with the S = 0, 
J = 1 states and thereby optical transitions associated 
with the S = 1, J = 1 states acquire a non-zero transition 
probability. This explains the observation of the M-, and 
M2-lines in PLE spectra (see Fig. 1). The M-line is also 
observed in PL spectra. The smaller the energy separ- 
ation between S = 0 and 1 states the larger the mixing. 
This also conforms with the experiments, since the oscil- 
lator ratio M2/H2 is larger than M/H. Similar arguments 
can be used to explain the observation of the L: -, and 
Ni-lines in 4H-SiC. The mixing induced by spin-orbit 
interaction on the other hand does not explain the obser- 
vation of the J = 2 related L-line in PL-spectra of 
3C-SiC. Its appearance must be due to an effect not 
taken into account by the model. The oscillator strength 
of the L-line is very weak, however (approximately one 
hundred times lower than for the M-line), and is observed 
in PL measurements only at the lowest temperatures 
when the thermal population of higher-energy states of 
the D^BE is small. 

A magnetic field will mix the different spin-orbit split 
states. In the case of the Dt -BE in 3C-SiC, the magnetic 
field mixes the states of adjacent J numbers which have 
the same Mj number. J will therefore not remain a good 
quantum number in the presence of a magnetic field, but 
M will. In this way, some of the transition probability 
associated with the S = 0, J = 1 state will be transferred 
to the S = 1, J = 0 and 2 states. This explains the obser- 
vation of the latter states in PLE spectra in magnetic field 
(see Fig. 2). The outermost Mj = ±2 components of the 
J = 2 state are not enhanced in magnetic field, since they 
cannot be mixed with any other states. They are thus not 
observed in the PLE spectrum. They are not observed in 
PL spectra either, although the "forbidden" J = 2 related 
L-line can be observed at zero magnetic field, that is 
without any mixing of different J states (see Fig. 1). 
This indicates, that the oscillator strength of optical 
transitions from the J = 2, Mj = ±2 states is weaker 
than for transitions from the J = 2, Mj = 0, + 1 states, 
even at zero magnetic field, in agreement with the 
Mj selection rule (see Eq. (3)). The mixing of the different 
Mj components of the S = 0, J = 1 and S = 1, J = 1 
states induced by the spin-orbit coupling also changes in 
magnetic field. This is due to the different energy separ- 
ation between the various Mj components associated 
with the S = 0 and 1 states in magnetic field. 
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Abstract 

We report the first study of traps in strained Six -yCy random alloys grown on Si <1 0 0> substrates using chemical 
vapor deposition. Deep level transient spectroscopy (DLTS) measurements of n-type Schottky diodes fabricated on 
Si/Sii -j,Cj,/Si heterostructures (y < 0.02) were used to study the impact of carbon and grown-in strain on the formation 
of deep levels. The observed deep level activation energies were found to vary with carbon fraction, and ranged between 
0.175 and 0.225 eV, measured with respect to the conduction band. The systematic variation in the measured activation 
energies with carbon fraction suggests the splitting of a single deep level due to strain in the Sit-yC, alloy layer. The 
DLTS peaks exhibit anomalous broadening which increases with increasing carbon fraction and can be explained using 
an alloy broadening model. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: S^    C ; DLTS; deep level; Alloy broadening; Stress; Splitting 

The prospect of increased flexibility in band gap engin- 
eering and alleviation of critical thickness constraints has 
fueled interest in the study of substitutional carbon in 
Column IV heterostructures [1-4] such as Sh-yC^/Si 
and Six-x-yGe^C./Si. Thin Si^C, ([C] < 2at%)films 
grown pseudomorphically on Si are under biaxial tensile 
strain in directions parallel to the growth plane. The 
uniaxial component of the strain perpendicular to the 
growth plane splits the six-fold degeneracy of the conduc- 
tion band edge, Ec. The strain induced splitting of E0 in 
conjunction with the intrinsic alloying effect of carbon 
gives rise to a conduction band offset of ~ 65 meV/ 
at% C at the Si/Sii_j,Cy heterojunction [5,6]. The pres- 
ence of a conduction band offset and no significant val- 
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ence band offset is complementary to the band alignment 
in the Si/Si^^Ge^ system, and has important device 
implications. In addition, C concentrations on the order 
of ~0.1at% have been shown to eliminate transient 
enhanced diffusion of boron in Si [7]. However, in order 
to fully exploit the beneficial effects of carbon for device 
applications, it is essential to study its impact on the 
formation of deep levels. The study of deep levels is also 
an important tool in understanding how carbon interacts 
with the lattice. 

In this paper we study the impact of carbon on the 
formation of deep levels in Six-yC,, random alloys with 
varying carbon fractions using deep level transient spec- 
troscopy (DLTS). The Si/Six _jCy/Si heterostructures 
were grown epitaxially on 4" Czochralski n-Si <1 0 0) 
substrates in a rapid thermal chemical vapor deposition 
(RTCVD) reactor equipped with a load lock. The pri- 
mary source gases were silane (SiH4) for silicon and 
methylsilane (SiH3CH3) for carbon. Details of the 
growth and materials analysis have been discussed else- 
where [8-11]. A schematic representation of the sample 
structure is shown in Fig. 1. All samples have a thick 
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n-type Si layer grown at 1000°C using dichlorosilane 
(DCS). A 2000 A thick n-type silicon layer was then 
grown at 600°C, followed by the strained alloy layer 
grown at 550°C which was capped by a thick Si layer 
(~ 3300 A) grown at 700°C. All samples were in situ 
doped n-type with phosphine to doping levels of 
3-5 x 1016 cm"3 in the vicinity of the heterojunction. The 
Si cap was made sufficiently thick to ensure that the alloy 
layer remains outside the depletion region at zero bias. 
Schottky diodes were formed by evaporating Au dots, 
0.5-1 mm in diameter. Backside contacts were formed by 
aluminum deposition. 

The substitutional carbon fraction was determined by 
high-resolution X-ray diffraction (XRD) using a Philips 
Materials Research Diffractometer. Excellent agreement 
is obtained between measured and simulated rocking 
curves, indicating material of high crystalline quality. 
The various assumptions made in the extraction of the 
carbon concentration have been described in earlier stud- 
ies [9]. Good agreement is found between the carbon 
fractions obtained using secondary ion mass spectro- 
metry (SIMS) and X-ray analysis for the samples used in 
this study, indicating that the carbon is mostly substitu- 
tional. 

DLTS measurements were performed on S^-^Cj, 
samples with approximately 0.14, 0.5 and 0.95 at% car- 
bon. A Si Schottky diode with identical growth and 
post-epitaxial processing conditions (except for the pres- 
ence of carbon) served as a control device in order to 
isolate the effect of carbon on deep level formation. No 
DLTS signal was observed in the control device, for the 
same measurement conditions used for the test devices. 

DLTS signals are sometimes associated with hetero- 
junction band offsets. However, previous measurements 
of the band offsets using metal-oxide-semiconductor 
(MOS) capacitors [6] and admittance spectroscopy [12] 
indicate relatively small conduction band offsets 
(< 70 meV) for all the samples studied here. In the tem- 
perature range scanned (80-300 K) the emission rates 
over the conduction band offset are sufficiently high to 
preclude any band offset related capacitance transients in 
the DLTS measurements. 

Fig. 2(a), which shows the DLTS spectrum for Sij -yCy 

{y ~ 0.95 at%) exhibits two distinct peaks, each of which 
is significantly broadened. The solid line represents the 
best fit to the data using the alloy broadening model 
proposed by Omling et al. [13]. This model accounts for 
the random positions of the Si and C atoms using 
a Gaussian distribution of the trap activation energy, 
g(E„), having a width, S, and centered about an average 
activation energy, £ao. This model explains the anomal- 
ous broadening of the observed DLTS peaks, which 
cannot be accounted for by conventional analysis. The 
free parameters used to fit the DLTS spectra are Eao, S, 
the temperature independent capture cross section 
<rn and the height of the capacitance transient AC. For 
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Fig. 1. Schematic representation of the structure of a typical 
sample used in this work for deep level transient spectroscopy. 
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Fig. 2. DLTS signals for samples with layers of (a) 
Sio.9905Co.0095> (b) Sio.995Co.005> and (c) Sio.99s6Co.0014- The 
solid line represents the best fit to the data (circles) using the 
alloy broadening model proposed by Omling et al. [13] and is 
the sum of the signals from the two trap levels (dashed lines). 

a given sample, a single set of parameters (£ao, S, an) 
gives an excellent fit to the DLTS spectra over the entire 
range of rate windows studied. The two peaks in the 
spectra shown in Fig. 2(a) correspond to trap levels 
centered below £c at El(0.175) and E2(0.225), with alloy 
broadening widths, S, of 23 and 31 meV, respectively. 

The Six-yC,, sample with 0.5 at% C exhibits a 
broadened peak with a distinct shoulder as shown in 
Fig. 2(b). Due to alloy broadening, the two DLTS peaks 
are not fully resolved. Fitting the spectrum to two alloy 
broadened peaks yields levels at E3(0.185) and E4(0.21). 
Both peaks are alloy broadened with S ~ 12 and 14 meV, 
respectively. The decrease in alloy broadening width 
compared to the sample with [C] ~ 0.95 at% is consis- 
tent with the lower carbon fraction. Fig. 2(c) shows the 
DLTS spectra for SU-yCy with [C]~0.14at%. This 
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sample has a single peak at E5(0.195) and exhibits the 
least amount of alloy broadening (S < 5 meV). The alloy 
broadening effect of carbon in Si is illustrated in Fig. 3, 
which compares the measured DLTS data to simulations 
both with and without alloy broadening, for the sample 
with 0.95 at% C. 

SIMS analysis of the samples indicates that methyl- 
silane, which is the source gas for carbon, introduces 
oxygen (1017-1018 cm-3) in the Sii-yC, layers. Several 
deep levels associated with carbon and oxygen in silicon 
have been reported in the literature. The trap levels 
El(0.175) and E3(0.185) might be related to a C3-d 
complex [14,15] or to the A center (oxygen-vacancy pair) 
[16], both of which have reported activation energies of 
E(0.17). A complex involving interstitial carbon, Ch and 
phosphorus, Ps, [14] observed in electron irradiated sili- 
con has metastable states with activation energies at 
E(0.27), E(0.23), E(0.21) and E(0.3). Since our samples 
contain both carbon and phosphorus (n-type dopant), it 
is possible that the levels at E2(0.225), E4(0.21) and 
E5(0.195) are related to a Ps-C; complex. 

Attributing the observed deep levels to different com- 
plexes cannot however provide a satisfactory explanation 
for the systematic variation in the measured activation 
energies with increasing carbon fraction. It seems likely 
that increasing strain with higher carbon fraction plays 
an important role in interpreting the DLTS results. Pre- 
vious studies [17,18] have shown that deep levels under 
uniaxial stress can give rise to multiple DLTS peaks 
reflecting the symmetry of the defect. As mentioned 
earlier the incorporation of substitutional carbon in Si 
results in biaxial tensile strain parallel to the plane of 
growth. This is equivalent to a uniaxial component of 
strain perpendicular to the growth plane in addition to 
a hydrostatic component. Hence, it is possible that strain 
induced splitting of a single level at E5(0.195) may be 
responsible for the emergence of two distinct levels with 
increasing carbon fraction. From the DLTS spectra in 
Fig. 2, the splitting of a single peak into two signals is 
apparent. Fig. 4 illustrates the measured deep level ac- 
tivation energies as a function of carbon concentration 
and strain. The difference between the two activation 
energies (i.e. the measured splitting of the level) increases 
at the rate of approximately 61 meV/at% C. By assuming 
the mismatch, m, defined by m = {aMoy — asi)/asi is 
- 0.395%/at% C, the elastic modulus sn=7.68x 
10"13 dyn/cm2 and using Poissons ratio v = 0.278, the 
observed splitting of 61 meV/at% C is equivalent to 
67meV/GPa in uniaxially strained Si, along <10 0>. 
Strain-induced splittings of similar magnitude have been 
observed previously for defect levels in Si, e.g. the split- 
ting of the A-center under <10 0> uniaxial stress is 
~74meV/GPa[18]. 

Uniaxial strain along the <1 0 0> direction also splits 
the six-fold degeneracy of the conduction band minima 
with the four in-plane valleys increasing and the two out 

El (0.175) E2(0.225) 

O   Measured Data 

 Simulations 

100    120    140    160    180   200 
Temperature (K) 

Fig. 3. Measured DLTS signal (circles) for Sio.9905Co.0095 and 
simulations with (solid line) and without (dashed line) alloy 
broadening. The alloy broadening parameters used to fit the two 
signals are SI = 23 and S2 = 31 meV. Apart from the alloy 
broadening, identical trap parameters are used in the two simu- 
lations. 
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Fig. 4. Measured trap levels in Sh -yCy as a function of carbon 
fraction and strain. 

of plane valleys decreasing in energy. This conduction 
band splitting is on the order of 65 meV/at% C, which is 
close to the measured value of 61 meV/at% C for the 
splitting of the deep level. The possibility of multiple 
activation energies due to emission by the same deep 
level to the split conduction bands must be considered. 
However, in the temperature range spanning the mea- 
sured DLTS spectra, the calculated emission rates, 
Te(Te oc exp{(Ec - Et)/kT}) to the upper and lower con- 
duction bands differ by more than an order of magnitude. 
Thus, the observed signal will arise primarily from 
emission to the lower conduction band. This large differ- 
ence in calculated emission rates between the upper and 
lower conduction bands ensures that the multiple activa- 
tion energies observed are not due to the splitting of the 
conduction band, and are most likely associated with the 
energy splitting of a deep level. 



684 D.V. Singh et al. /Physica B 273-274 (1999) 681-684 

In summary, we have studied traps in strained, epi- 
taxial Si/Si! _yCj, heterostructures using DLTS. The 
measured deep level activation energies exhibit a system- 
atic variation with carbon fraction. This trend is consis- 
tent with a strain-induced energy splitting of a single level 
at Ec — 0.195 eV, where the strain originates during 

pseudomorphic growth of the epitaxial Sii-yC, on Si. 
Alloy broadening of the deep level signals is significant in 
these samples, even for C concentrations on the order of 
1 at%. 
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Abstract 

We have studied the diffusion-induced broadening of a nitrogen doping region embedded in a GaAs layer that was 
grown by molecular beam epitaxy on a GaAs substrate. The markedly non-Gaussian shape of the N distribution 
measured by secondary ion mass spectroscopy after isothermal annealing at temperatures between 724°C and 922°C can 
be excellently described within the framework of a kick-out mechanism, i.e., Ns + /AS^NJ, which involves As interstitials 
IAs, Ns atoms substitutionally incorporated on the As sublattice, and interstitially dissolved N, atoms. This yields not 
only nitrogen-related diffusivities based on the mobility of Nj but also As-sublattice-related self-diffusivities DAs asso- 
ciated with IAs movement. The latter data are represented by Z)As = 0.25 exp ( - 3.88 eV//cBT) cm2 s"1 and agree with 
directly measured As tracer diffusion coefficients. The present results provide evidence that self-interstitials are more 
important for atomic transport processes on the As sublattice than vacancies. © 1999 Elsevier Science B.V. All rights 
reserved. 

Keywords: Diffusion; GaAs; Interstitials; Nitrogen 

1. Introduction 

Over the past decades self-diffusion experiments in 
GaAs, which were carried out with the aid of radioactive 
tracers, have proven to be quite difficult. This is due to 
the smallness of the self-diffusion coefficients in conjunc- 
tion with the high vapor pressure of As which tends 
to induce surface degradation and non-equilibrium of 
native point defects. For the Ga component, such com- 
plications could be eliminated in recent investigations of 
the interdiffusion in   69GaAs/71GaAs (stable-)isotope 

* Corresponding author. Tel.: + 49-251-83-39013; fax: + 49- 
251-83-38346. 

E-mail address: stolwij@nwz.uni-muenster.de (N.A. Stolwijk) 

heterostructures [1]. For As, however, a similar ap- 
proach is not possible since there exists only one stable 
As isotope (i.e. 75As). Fortunately, in favorable cases 
pertinent information on self-diffusion can be obtained 
through impurity diffusion involving interstitial-sub- 
stitutional exchange. Well-known examples are the 
vacancy-controlled diffusion of Cu in Ge [2] via the 
dissociative mechanism and the self-interstitial-control- 
led diffusion of Au [3] or Zn [4] in Si via the kick-out 
mechanism. Here we will show that the broadening of 
a buried N doping layer in GaAs upon annealing can be 
interpreted as As-interstitial-controlled diffusion of N via 
an As-sublattice-related kick-out mechanism. This en- 
ables us to deduce from the experimentally observed 
N profiles the interstitial component of the As self-diffus- 
ivity in a wide range of low temperatures and to compare 
the results with directly measured As tracer-diffusion 
coefficients reported earlier [5-7]. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00610-9 
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2. Experiment 

Fig. 1 shows the as-grown structure used in our experi- 
ments. Semi-insulating GaAs served as substrate on 
which a ca. 1000 nm thick GaAs layer was grown at 
580°C by solid-source molecular beam epitaxy (MBE). 
After 500 nm of buffer-layer growth, the process was 
interrupted to introduce the N2 flow and to ramp up the 
RF power of the plasma source to 600 W for N2 excita- 
tion, however, without igniting the plasma. In this way 
a nominally 30 nm thick GaAs:N doping layer with 
a comparatively low N concentration of about 1019 

cm"3 was grown. Another growth interruption was 
made after completion of the GaAs: N layer in order to 
let the N2 pressure drop to 5 x 10 "7 Torr before growing 
the cap layer of 500 nm thickness. 

Diffusion annealing of 5 x 5 mm2 samples cut from 
a single as-grown wafer was performed between 724°C 
and 922°C in closed quartz ampoules. These also con- 
tained crushed undoped GaAs and pure As to reduce 
surface degradation and to establish a partial As4 vapor 
pressure PAs4 = 0.15 + 0.05 atm. Nitrogen distributions 
before and after annealing were measured by secondary 
ion mass spectroscopy (SIMS) using Cs + as primary ions. 
GaN" with mass 83 was selected as a secondary ion with 
sufficient yield. In order to distinguish 69Ga14N from 
71Ga12C we also monitored mass 81 of 69Ga12C. This 
procedure unambiguously revealed that the peak at 500 
nm depth only contains nitrogen [8]. Conversion of the 
69Ga14N signal into N concentration relied on 
a GaAs: N implantation standard for calibration. 

Transmission electron microscopy (TEM) was used 
to check the presence or absence of microstructural 
defects after annealing. Examinations of cross-sectional 
samples were performed using a Philips CM30 micro- 
scope at 300 kV. 

3. Results and analysis 

Fig. 2 shows the N distribution of a sample annealed 
at 841°C for 5 h in comparison with the distribution 
recorded on the as-grown wafer. To evaluate the profile 
broadening process, sets of coupled diffusion-reaction 
equations were solved (cf. [4,9]) using the as-grown dis- 
tribution as starting profile. The solid and dash-dotted 
line in Fig. 2 are the results of such simulations as will be 
elucidated in the following. 

The broadened N profile of Fig. 2 has an anomalous 
shape as becomes obvious from the comparison with the 
Gaussian-like dash-dotted line. This implies that diffu- 
sion mechanisms predicting a concentration-indepen- 
dent diffusion coefficient such as the interstitial 
mechanism, the vacancy mechanism, and the dissociative 
mechanism (see below) cannot explain the experimental 
observations. Instead, a good fit (solid line in Fig. 2) is 

GaAs:N 

500 nm   30 nm    500 nm 

Fig. 1. Schematic of the GaAs: N buried layer structure grown 
by MBE on a semi-insulating GaAs substrate. 
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Fig. 2. N distribution after annealing compared with the as- 
grown starting profile. Computer-simulated curves demonstrate 
the validity of the kick-out mechanism as well as the failure of 
alternative mechanisms inducing Gaussian-like broadening. 

obtained by the kick-out mechanism 

Ns + /As^±Ni. (1) 

Here Ns denotes the immobile substitutional configura- 
tion of the group V element nitrogen, i.e. incorporated on 
the As sublattice, which may react with an As interstitial 
JAs to get into the mobile interstitial configuration N;. 
Electric charges are neglected because Ns (with concen- 
tration Cs) does not introduce any doping effect while the 
concentrations C; of N; and d of JAs do not exceed the 
intrinsic carrier density at the diffusion temperature, i.e., 
Ci,C7<Ki(r) x 1017 cm2 s"1. The latter condition re- 
lates to the finding that meaningful results are only 
obtained when Ciy Cj <^ Cs holds in the relevant parts of 
the profile with Cs < 1019 cm2 s"1 (cf. Fig. 2). 

The special shape of the N profile is only reproduced 
by the kick-out model if, in addition, the following condi- 
tions are met: (i) The forward and reverse reaction rates 
associated with interstitial-substitutional exchange are 
much faster than any other step in the diffusion process, 
(ii) The diffusion region must be virtually free of sinks and 
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sources for N and 7As. This is evidenced by the TEM 
investigation of the annealed sample depicted in Fig. 2 
showing no microstructural defects - either as-grown or 
diffusion-induced - in the cross-sectional region exam- 
ined. From this we deduce a - probably overestimated 
- upper limit of the dislocation density of 2 x 106 cm-2. 
These dislocations, however, can be neglected since their 
mutual separation (>10 um) is much larger than the 
width of the diffusion zone, i.e., the epilayer thickness, (iii) 
Transport of IAs must be slower than transport of N:, 
which is expressed by the relationship C/D/ < C{Di. 
Here Dj and D-, are the diffusivities of 7As and Ni; respec- 
tively. 

Under these circumstances a distinct IAs undersatura- 
tion develops as shown by simulation results displayed in 
Fig. 3. This undersaturation relates to the 7As equilibrium 
concentration Cfq which is supposed to be established at 
the onset of annealing throughout the epilayer and main- 
tained during annealing both at the surface and the 
interface to the substrate. The Cfq value itself is not un- 
ambiguously resolved, however, and therefore has been 
arbitrarily chosen within the allowable range. Fig. 3 fur- 
ther reveals that Nj migrates comparatively fast towards 
the boundaries. In the simulation allowance is made for 
an (adjustable) outflux of N; through either boundary, 
for which independent evidence is provided by the N ac- 
cumulations at the boundaries observed in similar ex- 
periments. More details about the simulation can be 
found in Ref. [8]. 

Fitting of the broadened profiles within the above 
scenario yields information on both N diffusion and 
IAs -mediated self-diffusion [8]. In this paper we will focus 
on self-diffusion data which is contained in the parameter 

D\s = CPD,/C0, (2) 

with C0 = 2.215 x 1022 cm~3 denoting the density of As 
sublattice sites. The results are displayed in Fig. 4 (solid 
squares) and fitted by the Arrhenius expression (solid 
line) 

DAs = 0.25exp( - 3.88 eV/kBT) cm2 s" (3) 

Here the activation energy of 3.88 eV arises with a stan- 
dard deviation of 0.10 eV while the corresponding uncer- 
tainty in the pre-exponential factor amounts to a factor 
of 2.8 in either direction. 

0 0.2        0.4        0.6        0.8 1.0 

depth (um) 

Fig. 3. Distributions of the species involved in the kick-out 
diffusion model which originate from the numerical simulation 
of the broadened N profile shown in Fig. 2. Concentration levels 
of IAs and Nj are arbitrary within allowable ranges. 
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Fig. 4. Self-difusion coefficients in intrinsic GaAs under As-rich 
conditions: 7As-related DAs data deduced from N profile 
broadening (closed symbols and solid line; this work), As tracer 
data DAs (open symbols; a: [5], b: [6], c; [7]), and Ga tracer data 
Dja (dotted line; [1]). The data of Ref. [6] refer to two different 
As4 ambient pressures (cf. [8]). 

4. Discussion 

Fig. 4 compares the present data with As tracer diffu- 
sion coefficients DAs from various authors [5-7]. All data 
are representative of intrinsic GaAs under As-rich ambi- 
ent. Differences of up to one order of magnitude in 
PAS4 among the various studies may be ignored here 
since their influence on the diffusivity data is expected to 

be at most a factor of 2, i.e., from mass action law 
considerations [8]. 

DAs comprises, in addition to the interstitial compon- 
ent DAs, the vacancy component of As diffusion in GaAs, 
DL = C^Dy/Co, i-e., 

^As  —f\D\. -fyDAs (4) 
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with the VAs equilibrium concentration Cyq, the VAs dif- 
fusivityDy and the diffusion correlation factors^,/v « 1 
[10]. It is seen in Fig. 4 that DAs agrees with the lower 
DAs data. Moreover, there are indications that the higher 
D\s values may have been affected by surface evapor- 
ation effects [7]. This suggests that for intrinsic GaAs 
under As-rich conditions the contribution of IAs to As 
diffusion is substantial or even dominant. 

It is noteworthy that in one of our experiments, i.e. at 
859°C, elemental As was omitted in the diffusion ambi- 
ent. However, no significant influence on N profile 
broadening was found. This can be understood from the 
notion that the annealing time used here (2.1 h) was too 
short to let the (buried) GaAs:N diffusion zone equili- 
brate with the ambient. This indicates that our DAs data 
are representative of the epilayer composition which thus 
rather seems to correspond to As-rich GaAs. This point, 
however, needs further clarification. 

Fig. 4 also shows the Ga tracer diffusion coefficients in 
GaAs of Bracht et al. [1], DGa = 0.64 exp( - 3.71 eV/ 
kBT)cm2 s"1, which we regard as the most reliable data 
of this kind. Interestingly, activation energy and pre- 
exponential factor are comparable to those of DAs. Con- 
nected with this, DGa exceeds DAs (or DAs) by only one 
order of magnitude. In general, such findings may point 
to a common diffusion mechanism. One could think of 
joint diffusion of Ga and As via vacancy pairs (FGa VAs) 
or triple defects (FAsAsGaFAs) following earlier sugges- 
tions for GaSb [11]. In the present case, however, these 
mechanisms seem hard to rationalize since Ga diffusion 
in GaAs is found to be dominated by FGa [12] but As 
diffusion rather by IAs (this work). Moreover, the va- 
cancy-pair or triple-defect mechanism only sustains 
DQJDAS ratios between 2.6 and 1/2.6 [11]. Therefore we 
believe that the virtually equal magnitude of the Ga and 
As activation energies is rather fortuitous. 

5. Conclusions 

N profile broadening in MBE-grown intrinsic GaAs is 
governed by As interstitials which participate in N;-Ns 

exchange through the kick-out mechanism. Comparing 

the IAs transport properties so-obtained with As tracer 
diffusion coefficients indicates that under As-rich condi- 
tions also As diffusion in GaAs proceeds to a major 
extent via As interstitials. These results support the view 
that self-interstitials may dominate over vacancies as 
diffusion vehicle on the As sublattice. 
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Abstract 

We study the effect of hydrogen passivation on Al^Gai _^As grown by liquid-phase epitaxy (LPE) on semi-insulating 
GaAs. Using surface photovoltage (SPV) spectroscopy and Hall measurements we investigate the effect of hydrogenation 
on AlxGa!_xAs epilayers with electron concentrations in the range 1016-1017cm"3. We measure the minority carrier 
diffusion length in the as-grown A^Ga^As epilayers to be in the range 0.1-0.8 urn and to increase significantly upon 
hydrogenation. Hydrogen passivation of interface states at the heterojunction is demonstrated for epilayers with low 
carrier concentration. We apply the result from the SPV measurements to speculate on the band bending at the 
heterojunction. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: AlGaAs; Hydrogenation; Surface photovoltage; Passivation 

1. Introduction 

It is well known that atomic hydrogen passivates the 
electrical activity of both shallow acceptor and donor 
dopants in virtually all semiconductors. This has been 
the subject of extensive study and the passivation of 
shallow dopants and formation of hydrogen complexes 
with shallow levels are in most cases well understood 
[1,2]. It is well established that hydrogen diffusion into 
GaAs results in the neutralization of shallow donors and 
DX centers [3]. Furthermore, hydrogen also passivates 
deep levels and deep level passivation is found to be more 
stable than shallow level passivation. Currently, micro- 
scopic understanding of the passivation of deep levels is 
incomplete. 

Surface photovoltage (SPV) spectroscopy is a powerful 
contact-less technique to study the diffusion length of 
minority carriers, variation of surface potentials, distri- 
bution of surface states and band bending at surfaces and 
interfaces [4,5]. Furthermore, applications in control of 
microcontamination and wafer mapping are of increas- 

* Corresponding author. Tel.:  + 354-525-4800; fax:   + 354- 
552-8911. 
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ing interest [6]. In this work we demonstrate the use of 
SPV spectroscopy to examine the Al^Gai-^As/GaAs 
heterostructure. We investigate the effect of hydrogen- 
ation on the minority diffusion length of the Al^Gaj _xAs 
epilayer. Furthermore, we demonstrate the use of SPV 
to study the influence of hydrogenation in passivating 
interface states and speculate on band bending at the 
interface. 

2. Sample preparation and experimental details 

The AlxGa!_xAs epilayer was grown by liquid-phase 
epitaxy (LPE) on semi-insulating (SI) GaAs. The four 
samples examined are denoted SI, SI* and S2, S2*. SI 
and SI* are both from the same growth batch and 
samples S2 and S2* are from another growth batch. 
Samples SI and S2 were measured as-grown while sam- 
ples SI* and S2* were exposed to H2/Ar plasma in 
a planar inductive discharge. The details of the inductive 
discharge used and the plasma properties during hydro- 
genation are given elsewhere [7,8]. The gas pressure was 
kept at 20 m Torr with fractional argon pressure of 0.3 
and the power applied to the plasma was 400 W for 45 
min. No external heating was applied to the sample. The 
plasma electron density was roughly 6x 1016cm"3 [7] 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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and the mean ion bombarding energy was about 18 eV 
[8]. 

The majority carrier concentration of the AlxGa! _xAs 
epilayers was determined by Hall measurements. Using 
square samples in the van der Pauw configuration [9], 
ohmic contacts were welded on the four corners with tin 
coated gold wire. The Hall coefficient RH was estimated 
from the slope of the Hall voltage versus the magnetic 
field B in the range 0-0.75 T. 

The SPV measurements were made at room temper- 
ature. Following the ASTM standard [5] a lock-in am- 
plifier measures the SPV signal in the chopped light 
geometry. The light source is a halogen lamp filtered 
through a 0.5 m monochromator. At each measured 
wavelength the light flux <2> is monitored by using a calib- 
rated PIN Si photodiode. Power to the lamp is regulated 
by a computer so that light flux to the sample is constant 
within + 1 % for all wavelengths of interest. The SPV 
signal is capacitively coupled through a conducting 
transparent window which consists of an indium tin 
oxide coating deposited on glass. Light intensity was kept 
low so that the SPV signal is proportional to the light 
intensity. The modulation frequency was /= 1097 Hz. 
A detailed description of the experimental apparatus and 
method is given elsewhere [10]. 

3. Results and discussion 

The as-grown Al^Ga! _xAs epilayer of sample SI was 
found to be n-type with n « 2 x 1016cm"3. After hydro- 
genation the AlxGa!-xAs epilayer of sample SI* was 
n-type with n « 3 x 1015 cm-3. The electron density con- 
centration of the as-grown sample S2 was n « 3 x 1017 

cm"3 and remained unchanged upon exposure to hydro- 
gen plasma, referred to as sample S2*. In calculating 
these carrier concentrations we used the thickness of the 
AlxGaj_xAs epilayer deduced from photoacoustic spec- 
troscopy (PAS) measurements, d » 25 urn [10]. The 
results of the Hall measurements are summarized in 
Table 1. 
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Fig. 1. (a) Normalized SPV amplitude AK/<£ and (b) SPV phase 
as a function of wavelength X for samples SI (solid line) and SI* 
(dashed line). Measurements were made at room temperature 
using the constant flux method. The modulation frequency was 
/= 1097 Hz. 
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Fig. 1(a) shows the amplitude and Fig. 1(b) the phase of 
the SPV signal for samples SI and SI*. The light inten- 
sity was the same for both samples. In Fig. 1(a) and (b) we 
see that an abrupt jump in the SPV amplitude and phase 
is present for both samples at X = 720 nm. This corre- 
sponds to a photon energy of E = 1.72 eV which co- 
incides with the band gap of Alo.24Gao.7eAs [11]. This 
value of the band gap was confirmed by PAS measure- 
ments [10]. Thus, for wavelengths /le[600, 720 nm] all 
the light absorption occurs in the Alo.24Ga0.76As epi- 
layer but for X e [720, 870 nm] light is absorbed within 
the SI-GaAs substrate. Let us consider the origin of the 
SPV signal in these two wavelength regions. For X e [600, 
720 nm] electron-hole pairs are formed close to the sur- 
face. Here the oscillating SPV signal is due to alterna- 
tions in the band bending near the surface. In the 
wavelength region X e [720, 870 nm] electron-hole pairs 

Table 1 
Properties of samples SI, SI*, S2 and S2* at room temperature. Here x is the alloy parameter for Ah-Ga^As. The carrier 
concentration, nH, and the mobility, /jH, were found using Hall measurements. The minority carrier diffusion length Lp was found using 
SPV measurements 

Sample «H 

(xlO1 cm  3) (xl00cm2/(Vs)) (um) 

SI 
SI* 
S2 
S2* 

0.24 + 0.01 20 + 2 
0.24 + 0.01 3+0.3 
0.21 + 0.01 300 + 30 
0.21 + 0.01 300 + 30 

20 + 2 
20 + 2 
19 ±2 
22 + 2 

0.8 + 0.1 
1.7 + 0.1 
0.1+0.02 
0.5 + 0.1 
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are formed within the substrate, adjacent to the het- 
erojunction. In this region, carriers diffusing into the 
heterojunction region will alter the band bending at 
the junction to produce the SPV signal. 

It is well known that SPV spectra reveal the minority 
carrier diffusion length in extrinsic semiconductors pro- 
vided that the absorption coefficient is known for the 
appropriate wavelengths [4,5,10]. Using the absorption 
coefficient for GaAs [12], but shifted appropriately to- 
wards higher energies to allow for the displacement of the 
band edge in AlxGax _xAs, we found the minority carrier 
diffusion length to be L*1 = 0.8 urn for the as-grown 
sample SI and L"* = 1.5 urn for the hydrogenated 
sample SI*. 

Consider the abrupt change in the SPV phase at 
X x 720 nm in Fig. 1(b). The phase jump for sample SI 
is + 50° while the phase jump for sample SI* is - 140°. 
For the wavelength regions Ae[600, 710 nm] and 
X € [730, 870 nm] both samples exhibit constant phase. 
In the wavelength region X e [600, 710 nm] the phase is 
+ 50° in the as-grown sample but + 30° after hydrogen- 

ation. In the wavelength region Ae[730, 870 nm] the 
phase is + 100° and - 180° for as-grown and hydro- 
genated sample, respectively. These observations are in 
accordance with the view that in these two wavelength 
regions, the SPV signal has different origins, the 
AlxGa!_xAs epilayer and the ALcGa^xAs/GaAs inter- 
face, respectively. 

For X e [870, 890 nm] there is a common feature in the 
SPV spectra for samples SI and SI*, both in phase and 
amplitude. Although more pronounced in sample SI*, 
both samples show a peak in SPV amplitude and a dip in 
phase. For these wavelengths, light penetrates the 
sample, reaching the backside which also has an LPE 
grown layer. Thus, for these wavelengths the backside 
contributes to the SPV spectra. For X > 890 nm the SPV 
signal for sample SI is almost zero. This is to be expected 
because the absorption coefficient is very low for photon 
energies below the band gap of GaAs. However, for 
sample SI* we see a hump in the SPV amplitude spectra 
for X > 890 nm. This suggests that introducing hydrogen 
results in below band gap absorption. 

Fig. 2(a) shows the amplitude and Fig. 2(b) the phase of 
the SPV signal for samples S2 and S2*. The band gap 
of the AlxGa! _xAs epilayer in these samples reveals itself 
in a jump both in SPV amplitude and phase at 
A«730nm which corresponds to x = 0.21 [11]. The 
main characteristics of the SPV spectra of sample S2 
remain unchanged upon hydrogenation and it shows 
features similar to the as-grown sample SI. However, on 
calculating the minority carrier diffusion length in the 
epilayer we find that after hydrogenation the hole 
diffusion length increases significantly, see Table 1. We 
observe that the SPV signal originating from the hetero- 
junction of samples S2 and S2* are identical. Thus hydro- 
gen passivation did not reach the heterojunction. This is 

600 650 700 750 800 850 900 950 

A (nm) 

600 650 700 750 800 850 900 950 

A (nm) 

Fig. 2. (a) Normalized SPV amplitude AV/<P and (b) SPV phase 
as a function of wavelength X for samples S2 (solid line) and S2* 
(dashed line). Measurements were made at room temperature 
using the constant flux method. The modulation frequency was 
/= 890 Hz. 

to be expected, since the depth to which the carrier 
concentration is modified is inversely dependent on dop- 
ing level [3]. 

SPV measurements on Al^Ga^^As/GaAs hetero- 
structures have been used to distinguish the orientation 
of dipole moments at the heterojunction in p- and n-type 
ALcGai-jAs epilayers grown on n++ GaAs [13]. Sim- 
ilarly, we apply the SPV data to predict the band struc- 
ture in samples SI and SI* at the heterojunction and 
near the surface. Fig. 3 shows a schematic of the band 
diagrams for the AUGaj-^As/GaAs heterostructures in 
samples SI and SI*. The right-hand side of the band 
diagrams represents the band structure of the GaAs sub- 
strate while the left-hand side shows the band structure of 
the AlxGa!_xAs. The solid lines marked EQ and £v rep- 
resent the top of the valence band and the bottom of the 
conduction band, respectively, as a function of position. 
The dashed line represents the Fermi-level EF. Hall 
measurements on the plain GaAs substrate show that 
the electron carrier concentration is n « 3 x 107cm"3. 
Thus, the substrate is semi-insulating and the Fermi- 
level will be close to the middle of the band gap. As stated 
above the AlxGax-xAs epilayer is n-type with n« 
2xl016cm"3 for sample SI and n«3xl015cm~3 for 
sample SI*. The location of the Fermi-level for these 
epilayers will thus be close to the conduction band. This 
is depicted in Fig. 3. We expect both the heterojunction 
and the surface to have a high concentration of defects 
that introduce energy levels within the band gap. These 
energy levels are represented in Fig. 3 by short horizontal 
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(a)   E 

Ev 

AlGaAs GaAs 
(b)E 

E, 

AlGaAs GaAs 

Fig. 3. Schematic band diagrams for the A^Ga^As/GaAs 
heterostructures of samples SI (a) and SI* (b). The dashed line 
represents the Fermi-level £F. The short horizontal lines at the 
surface and the heterojunction represent localized energy levels 
introduced by impurities and defects. 

lines within the band gap. Thus, at the heterojunction 
and at the surface the Fermi-level is displaced from the 
bulk or epilayer value, contributing to band bending. 

Sample SI* shows a larger SPV signal originating 
from the heterojunction (2. e [720, 860 nm]) compared to 
the SPV signal from sample SI. We also see that there is 
a significant difference in the phase of the SPV signal 
originating from the heterojunctions of the two samples. 
We hypothesize that this is due to a difference in band 
bending at the heterojunction, as seen in Fig. 3. We 
conclude that this change in band bending is brought on 
by hydrogen passivation of impurities or defects at the 
heterojunction, which is at least 25 urn from the surface. 

In summary we demonstrate the use of SPV measure- 
ments to investigate the effect of hydrogenation on 
Al^Gai-^As/GaAs heterostructures. We demonstrate 
that the hydrogenation passivates interface states at the 
heterojunction. We measure the minority carrier diffu- 
sion length in the as-grown AlxGa!_xAs epilayer to be 
in the range 0.1-0.8 um, increasing significantly upon 

hydrogenation. Furthermore, we apply the measured 
SPV spectrum to predict the band bending at the hetero- 
junction. 
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Abstract 

Metal-semiconductor contacts on highly Be-doped GaAs layers grown by molecular beam epitaxy are used to 
examine deep electronic states by deep-level transient Fourier spectroscopy. Two hole traps at 0.40 and 0.70 eV are 
found, which are associated with the GaAs (Ga atom on As site) defect. The concentration versus depth profile 
demonstrates that the intrinsic defect is formed in a 100 nm thick layer near the as-grown surface. Our experimental 
results confirm thermodynamical calculations for nearly Ga-rich conditions during growth. The GaAs formation energy 
strongly decreases, when the Fermi level is shifted from the valence band edge to midgap position. The concentration 
versus depth profile therefore reflects the change of the GaAs formation energy near the GaAs surface during growth. The 
energy to form GaAs defects at the surface of p-type GaAs is determined to be 1.1 eV, in full agreement with theoretical 
results. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Be-doped GaAs; MBE growth; GaAs hole traps; GaAs defect formation energy 

1. Introduction 

For a variety of semiconductor devices based on GaAs, 
the examination of hole traps in p-type epitaxial layers is 
very important, since relatively low concentrations of 
defects can have a drastic effect, e.g., on scattering during 
electronic transport, the efficiency of light-emitting 
diodes or the series resistance of Bragg reflectors of 
surface-emitting laser diodes. Compared to n-type GaAs, 
little information is available about the actual electrical 
characteristics of p-type GaAs layers grown by molecular 
beam epitaxy (MBE). In early studies, impurities like Cu, 
Fe, and Cr, which were monitored as hole traps by 
deep-level transient spectroscopy [1], dominated the 
electrical characteristics of p-type GaAs layers [2-5]. 
However, Chand et al. [6] recently demonstrated that the 
concentration of impurity-related deep levels in p-type 

* Corresponding author. Tel.: + 49-30-20377-399; fax: + 49- 
30-20377-515. 

E-mail address: krispin@pdi-berlin.de (P. Krispin) 
1 Permanent address. Department of Physics, Islamia Univer- 

sity, Bahawalpur, Pakistan. 

GaAs layers grown by MBE can be effectively reduced by 
proper selection of the source materials for the growth 
process. For low-doped GaAs layers with Be concentra- 
tions of 4x 1014cm"3, it was later confirmed [7] that 
MBE layers contain several unidentified hole traps 
with maximal densities in the 1012 cm-3 range. Results 
on p-type GaAs layers with hole concentrations of 
1 x 1017 cm"3 or higher, which are of particular interest 
for electronic device applications such as heterojunction 
bipolar transistors or vertical cavity surface-emitting 
lasers, were however not published up to now. 

We have therefore investigated highly Be-doped GaAs 
layers grown by conventional MBE at 550°C. In particu- 
lar, epitaxial Al layers have been used as metal-semicon- 
ductor (MS) contacts in order to examine deep electronic 
states in p-type GaAs by deep-level transient Fourier 
spectroscopy (DLTFS) [8]. The concentration of 
hole traps in the bulk of epitaxial GaAs layers 
with hole concentrations of about 1 x 1017 cm"3 is in the 
1012 cm"3 range, i.e., highly Be-doped GaAs grown by 
MBE is practically defect-free as far as the levels in the 
lower half of the band gap are concerned. In a region near 
the as-grown surface, however, distinct deep-level defects 
with thermal activation energies of about 0.40 and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00612-2 
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0.70 eV are found having a remarkably high concentra- 
tion of 3 x 1015 cm-3. The electronic signatures of these 
hole traps are similar to the levels of the GaAs (Ga atom 
on As site) antisite defect. Thermodynamical calculations 
for nearly Ga-rich growth conditions are fully confirmed 
by our experimental results. The energy for forming the 
GaAs defect during growth at the surface is determined to 
be 1.1 eV. 

2. Experimental details 

The investigated Be-doped GaAs layers were grown 
under ultra-clean conditions by conventional MBE on 
p+-type GaAs(OOl) substrates with a growth rate of 
0.5 um/h at a growth temperature of 550°C. The V/III 
beam equivalent pressure ratio was below 10. The 
hole concentration, which was determined by the 
capacitance-voltage (C-V) method [9], was about 
1 x 1017 cm"3. Ohmic contacts were realized with Au/Be 
alloys on the substrate. In order to inspect the as-grown 
surface of highly doped GaAs, Al with a thickness of 
80 nm was epitaxially grown in the MBE system on 
p-type GaAs. Additionally, vacuum-deposited Ti/Au 
dots were applied as rectifying MS contacts. For examin- 
ing larger depths, the GaAs layer was recess-etched. 

Height of the Schottky barrier $B and ideality factor 
n were determined by current-voltage and (C-V) 
measurements. For all studied contacts, <PB was about 
0.58 eV and n between 1.02 and 1.10. Deep levels were 
investigated by the DLTFS technique [8], where the time 
transients of the capacitance C are digitized, and the 
discrete Fourier coefficients are calculated at each tem- 
perature T. The upper temperature was limited to about 
300 K, since the low barrier height of the MS contact 
leads to high leakage currents at higher temperatures. 
The deep-level concentration NT was determined from 
the DLTFS peak height ACmax/C according to the full 
correction given in Ref. [10] 

AC NT  (WP - Xf - {WT - I)1 

2NA wl (1) 

i = 

where Nx is the shallow acceptor concentration, Wr and 
Wp the thicknesses of the depletion layer at the quiescent 
reverse bias and at the pulse voltage, respectively, and 

,2eso(EF - £T) 

q2NA        ' (2) 

where gs0 is the dielectric permittivity, q the elementary 
charge, EF the Fermi energy, and ET the trap energy. 

3. Results and discussion 

For the epitaxial Al contact on the highly Be-doped 
GaAs layer, typical deep-level spectra of the DLTFS 

signal AC/C are displayed in Fig. 1 as curves 1-4. 
A dominant peak is found at about 300 K, which orig- 
inates from a hole trap (label HB). There is a small shift of 
the peak position to lower temperatures at lower biases 
opposite to an electric field-enhanced emission of holes. 
The thermal activation energy decreases from 0.70 to 
0.65 eV at lower biases. The configuration around the 
corresponding point defect apparently changes ap- 
proaching the as-grown GaAs surface. The broad re- 
sponses at 180 and 260 K (curve 1 in Fig. 1) are due to 
interfacial states attributed to the MS contact. Spectra 
for Ti/Au contacts on GaAs after etching a recess of 
80 nm are plotted as curves 5 and 6 in Fig. 1. Note the 
scaling factor for the spectra 5 and 6. These spectra show 
that at larger distances from the as-grown surface, the 
DLTFS signal AC/C of the level HB is largely reduced 
and finally below the detection limit of 2 x 10"5. 

By recess etching and changing the reverse bias, the 
complete depth profile of the level density NT is obtained 
for the trap HB. It is shown in Fig. 2 for the same layer as 
studied in Fig. 1. It is obvious that the highly Be-doped 
GaAs layer contains near the as-grown surface a 100 nm 
thick layer with a remarkable defect concentration of 
3xl015cm"3. Sufficiently far from the surface of the 
layer, the HB density is found to be less than 1013 cm"3. 
The apparent reduction of the level concentration to- 
wards the surface is not real. Because the HB level with an 
activation energy of about 0.70 eV remains above the 
Fermi level for low reverse biases, it is no longer possible 
to recharge the trap by voltage pulses. 

100 200 300 

Temperature (K) 

Fig. 1. Deep-level spectra (first sine coefficient fcl) of GaAs 
grown by MBE with a hole density of 1 x 1017 cm"3. Curves 1-4 
(period 1 s, pulse width 0.1 s) were measured with the epitaxial 
Al contact on the as-grown surface. Curves 5 and 6 (period 0.1 s, 
pulse width 0.1 s) were measured with Ti/Au dots on the same 
layer, but after recess-etching of 80 nm. Note the smaller signals 
for the latter ones. The quiescent bias/pulse-height values are: (1) 
0.6 V/0.1 V, (2) 1 V/0.5 V, (3) 1.5 V/l V, (4) 2 V/1.5 V, (5) 1 V/0.5 
V, and (6) 3 V/2 V. The DLTFS signal of the level HB is 
indicated. The spectra are vertically shifted for clarity. 
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Fig. 2. Depth profile of the concentration NT for the hole trap 
HB in the Be-doped GaAs layer studied in Fig. 1. 

W 

1000/T (K~ ) 

Fig. 3. Arrhenius plots of the hole traps HA and HB observed 
near the as-grown surface of a highly Be-doped GaAs MBE 
layer (points) compared with published data (lines) for the A and 
B levels typical of LPE-grown GaAs (Refs. [2,11,12]) and for Fe- 
and Cu-related hole traps in GaAs (Refs. [2,12]). 

In order to identify the level HB, the associated thermal 
emission rate ep is compared in Fig. 3 to several hole 
traps, which are typical of p-type GaAs [2]. It is evident 
that the level HB is identical to the well-known trap B, 
which is the dominant intrinsic level in GaAs grown by 
liquid-phase epitaxy (LPE) [11,12]. It originates from the 
GaAs antisite defect [12,13] and is connected with the 
transition from the singly to the double negative charge 
state [14]. However, in contrast to LPE-grown GaAs, 
the defect is observed here only near the as-grown surface 
of highly Be-doped MBE layers and not in the bulk. The 
characteristics of Fe- and Cu-related traps in GaAs do 
not fit our experimental results (cf. Fig. 3). The concentra- 
tions of those impurities in the layers are below the 
detection limit of the DLTFS signal. 

It is known that the GaAs defect exhibits a second level 
A [11-14], which is connected with the transition from 
the neutral to the singly negative charge state [14]. Be- 
cause the related activation energy of 0.40 eV is lower 
than the barrier height of the MS contacts, it is difficult to 
observe the associated transition at the as-grown surface. 
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Fig. 4. Deep-level spectra (first sine coefficient 61, period 0.01 s, 
pulse width 0.01 s) of GaAs grown by MBE with a hole density 
of 1 x 1017 cm-3. The spectra were measured with the epitaxial 
Al contact on the as-grown surface. The quiescent bias/pulse- 
height values are: (1) 0.5 V/0 V, (2) 1 V/0.5 V, and (3) 1.5 V/l V. 
The DLTFS signal of the level HA is indicated. The spectra are 
vertically shifted for clarity. 

To detect the level A at low reverse biases, it is further- 
more necessary to apply shorter pulses and higher rate 
windows in order to separate the level A response from 
MS-related signals. Fig. 4 shows for an epitaxial Al 
contact on the highly Be-doped GaAs layer a weak 
DLTFS response labeled HA, which rapidly decreases 
with higher reverse biases. For this trap, the Arrhenius 
plot of the emission rate ep entirely corresponds to the 
transition A of the GaAs defect (cf. Fig. 3). 

Our experimental results confirm calculations based 
on a thermodynamic model for the solid-vapor interface 
during growth [15]. Accordingly, GaAs is the most domi- 
nant defect in GaAs grown by MBE under conditions 
close to those used for the current study. In Ref. [16] it 
was further shown that the energy for forming the GaAs 

defect decreases by about 0.8 eV, when the Fermi level is 
shifted from the valence band edge to midgap position. It 
is therefore expected that GaAs defects are predominantly 
formed at the surface of p-type GaAs, where the Fermi 
level is pinned to midgap position during growth. Thus, 
the depth profile in Fig. 2 reflects the variation of the 
defect formation energy near the GaAs surface during 
growth. The thickness of the layer, which contains the 
antisite defects, matches almost the depth of the space 
charge layer, since outside the depletion region the Fermi 
level is near to the valence band edge and the GaAs 

defects are hardly formed. From the measured GaAs 

concentration of 3 x 1015 cm"3, the formation energy at 
the surface is estimated to be 1.1 eV, which is in perfect 
agreement with the calculations for nearly Ga-rich condi- 
tions during GaAs growth [16]. 

4. Conclusions 

We have experimentally confirmed thermodynamical 
calculations for nearly Ga-rich conditions during growth. 
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The dominant defect at the surface of highly Be-doped 
GaAs is the GaAs defect. Its formation energy depends 
strongly on the Fermi level and is found to be 1.1 eV at 
the GaAs surface. The intrinsic defect should be gener- 
ated near the GaAs surface irrespective of the p-type 
dopant used. The bulk of the Be-doped GaAs layers is 
practically free of defects, which exhibit levels in the 
lower half of the band gap. 

Acknowledgements 

The authors are indebted to H.T. Grahn and L. 
Däweritz for comments and careful reading of the manu- 
script. We are grateful for the technical assistance of 
C. Dombrowski and E. Wiebicke. 

References 

[1] D.V. Lang, J. Appl. Phys. 45 (1974) 3023. 
[2] A. Mitonneau, G.M. Martin, A. Mircea, Electron. Lett. 13 

(1977) 666. 

[3] P.K. Bhattacharya, H.-J. Bühlmann, M. Ilegems, J.L. 
Staehli, J. Appl. Phys. 53 (1982) 6391. 

[4] P. Blood, J.J. Harris, J. Appl. Phys. 56 (1984) 993. 
[5] A. Li, H.K. Kim, J.C. Jeong, D. Wong, J.H. Zhao, Z.-Q. 

Fang, T.E. Schlesinger, A.G. Milnes, J. Crystal Growth 95 
(1989) 296. 

[6] N. Chand, A.M. Sergent, J.P. van der Ziel, D.V. Lang, J. 
Vac. Sei. Technol. B 7 (1989) 399. 

[7] F.D. Auret, S.A. Goodman, G. Myburg, J. Electron. Ma- 
ter. 21 (1992) 1127. 

[8] S. Weiss, R. Kassing, Solid State Electron. 31 (1988) 1733. 
[9] P. Blood, J.W. Orton, The Electrical Characterization of 

Semiconductors: Majority Carriers and Electron States, 
Academic Press, London, 1992. 

[10] J. Bourgoin, M. Lannoo, Point Defects in Semiconductors, 
Vol. II, Springer, Berlin, 1983, p. 167. 

[11] Z.G. Wang, L.-A. Ledebo, H.G Grimmeiss, J. Phys. C 17 
(1984) 259. 

[12] D.V. Lang, R.A. Logan, J. Electron. Mater. 4 (1975) 
1053. 

[13] P. Krispin, J. Appl. Phys. 65 (1989) 3470. 
[14] G.A. Baraff, M. Schlüter, Phys. Rev. Lett. 55 (1985) 1327. 
[15] M. Ichimura, T. Wada, J. Appl. Phys. 72 (1992) 1200. 
[16] S.B. Zhang, J.E. Northrup, Phys. Rev. Lett. 67 (1991) 

2339. 



ELSEVIER Physica B 273-274 (1999) 697-700 
www.elsevier.com/locate/physb 

Diffusivity of arsenic interstitials in GaAs studied 
by sulfur in-diffusion 

H.S. Leipner3'*, R.F. Scholzb, N. Englera'b, F. Börnera, P. Wernerb, U. Göseleb 

'Fachbereich Physik, Friedemann-Bach-Platz 6, Martin-Luther-Universität, D-06108 Halle, Germany 
bMax-Planck-Institut für Mikrostrukturphysik, Weinberg 2, D-06120 Halle, Germany 

Abstract 

Sulfur in-diffusion, which is governed by the kick-out mechanism, is a suitable tool to study the diffusion on the arsenic 
sublattice of GaAs. Sulfur diffuses for higher surface concentrations under non-equilibrium conditions of arsenic 
self-interstitials (IAs). The formation of extrinsic dislocation loops has been observed. The loop formation increases the 
concentration of Ga vacancies, which form complexes with S donors. The presence of such complexes has been 
investigated by cathodoluminescence, positron annihilation, and electrochemical capacity-voltage profiling. Taking into 
account the concentration of As interstitials agglomerated in faulted loops, the analysis of the sulfur profile can provide 
both the diffusion constant and the equilibrium concentration of IAs. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Diffusion; Gallium arsenide; Interstitials; Vacancies 

1. Introduction 

Diffusion on the Ga sublattice of gallium arsenide is 
important for dopants such as Si, Be, or Zn. Many 
investigations have been done in this research field, and 
the diffusion process is quite well understood [1]. How- 
ever, much less is known for the diffusion of impurities on 
the As sublattice. Furthermore, the fabrication of electri- 
cally homogeneous wafers requires the control of arsenic 
diffusion and precipitation during post-growth heat 
treatment. Recently, sulfur as n-type dopant has found 
increasing interest for device applications [2]. Uematsu 
et al. [3] concluded that different sets of experimental 
data of sulfur diffusion can be uniquely described by the 
kick-out mechanism, 

is?±SAs+IA (1) 

is stands for sulfur atoms on interstitial lattice sites, 
SAs for sulfur on arsenic sites, and IAs for arsenic self- 
interstitials. Via reaction (1), sulfur diffusion should allow 
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us in principle to determine the diffusion parameters of 
As self-interstitials. This requires the careful investigation 
of the defect reactions caused by in-diffusing sulfur. 

2. Experimental details 

Semi-insulating liquid-encapsulated Czochralski- 
grown GaAs was used for sulfur in-diffusion experiments. 
Annealing was carried out in sealed quartz ampoules 
after evacuating them to a pressure lower than 10"8 bar. 
To determine the small amounts of sulfur accurately, 
S was dissolved in benzene. For the results presented 
here, the sulfur density in the gas phase was 5 ug/cm3. An 
arsenic pressure of 1 bar during the annealing experiment 
was established by adding the necessary amount of 
metallic arsenic to the ampoule. The in-diffusion was 
performed with various times and temperatures. 
The samples were either quenched in water or cooled 
down with a cooling rate of about 6 K/min. S in-diffusion 
profiles were measured by secondary ion mass spectro- 
scopy (SIMS). The depth distribution of electrically 
active S, incorporated on As sites as donors, was 
monitored by electrochemical capacitance-voltage 
(ECV) profiling. Cathodoluminescence (CL) spectroscopy 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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and microscopy were performed with an Oxford Mono- 
CL system attached to a Tesla BS 300 scanning electron 
microscope. A liquid-nitrogen-cooled germanium diode, 
which is sensitive from 800 to 1600 nm, was used as 
detector. The spectra shown are corrected with the sensi- 
tivity curve of the Ge diode. Transmission electron 
microscopy (TEM) was carried out with a JEOL 
JEM 1000 high-voltage transmission electron micro- 
scope. Additionally, we used a Vacuum Generators 
HB501-UX analytical electron microscope, equipped 
with a Kevex energy dispersive X-ray detector. Variable- 
energy positron annihilation measurements were carried 
out with a slow-positron beam system using a 0.5 GBq 
22Na ß+ emitter assembled with a 5 urn single-crystalline 
tungsten moderator in transmission geometry [4]. The 
Doppler broadening of the 511 keV annihilation line was 
measured as a function of the incident positron energy in 
the range 0.1-40 keV. 

3. Results and discussion 

The in-diffusion profiles strongly depend on the 
boundary conditions, i.e. on the equilibrium concentra- 
tions of is (4

q) and SAs (c|q) at the surface. The equilib- 
rium surface concentration can be adjusted by the sulfur 
content in the gas phase over the GaAs sample. If the 
transport capacity of is is smaller than or equal to the 
transport capacity of IAs, i.e. Dis cfq ^ Du, cfq, then 
the diffusion proceeds under the equilibrium of intrinsic 
point defects (arsenic interstitials). In this case, IAs are 
quick enough that always CIA, = cfq. The effective diffu- 
sion coefficient is determined by 

D   c?q 

c|q   ' 

Under this condition, error-function-like profiles and 
a constant sulfur diffusion coefficient is obtained. 

On the other hand, if Du cfq > DIA, cfq, the effective 
diffusion coefficient is determined by the transport capa- 
city of IAs, 

ßnoneq _ 

Cs 
(2) 

Eq. (2) is an approximation for the case when cis = cfq in 
the diffused region. For S in-diffusion this is not valid 
even for long diffusion times, and the whole set of partial 
differential equations describing the diffusion [3] has to 
be used to evaluate experimental in-diffusion profiles. 
Under non-equilibrium conditions of Eq. (2), the diffu- 
sion profiles are non-error-function-like. The effective 
diffusion coefficient depends on the S concentration and 
provides information about IAs diffusion instead of S dif- 
fusion. The supersaturation of IAs may give rise to the 
formation of extended defects. TEM investigations of 

samples annealed at 1100°C show that small dislocation 
loops up to 2.5 nm in diameter were formed during 
in-diffusion. Their density is, however, very small, and 
they do not considerably influence the diffusion process. 
The behavior is different at 950°C annealing. Fig. la 
shows a TEM image of a sample annealed at 950°C with 
5 ug/cm3 S in the gas phase. Large loops were found near 
the surface. The defects were identified with the in- 
side/outside contrast method as extrinsic dislocation 
loops. They lie on {111} lattice planes and are of the 
Frank type with the Burgers vector b = f<l 11>. The 
fringe contrast of the corresponding extrinsic stacking 
faults is visible in Fig. la. The formation of the extrinsic 
dislocation loops may be described by one of the follow- 
ing reactions: 

iAs+Ioa^*   or   IAs?±$ + VGa. (3) 

Via loop formation - 4> stands for a pair of Ga and As 
atoms in the interstitial loop - the supersaturation of 
IAs is reduced. A remarkable fact is that the formation of 
extended defects occurs up to a depth of about 10 urn, 

4 6 8 
Depth [nm] 

10 

Fig. 1. GaAs sample annealed at 950°C for 20 min. (a) TEM 
cross-sectional image showing extrinsic stacking faults, (b) 
Depth profile of As interstitials agglomerated in faulted loops. 
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which is much deeper than the S in-diffusion profile 
(Fig. 2b). This indicates that the diffusion coefficient of 
IAs has to be much higher than the diffusion coefficient of 
is. The density of loops has been precisely determined 
from TEM images covering a large sample area. The size 
and their depth distribution have been measured. The 
depth profile of the concentration of IAs contained in 
faulted loops is plotted in Fig. lb. The error bars mainly 
result from uncertainties in determining the thickness of 
the sample foil by counting the number of thickness 
extinction fringes. 

The second type of reaction in Eq. (3) seems to be more 
likely than the first one, since sulfur in-diffusion 
leads only to a supersaturation of IAs and not of IGa. 
Thus, the formation and further growth of faulted 
loops make the supersaturation of As interstitials 
decrease at the expense of the formation of Ga vacancies. 
These vacancies, which are negatively charged acceptors, 
can form complexes with S donors according to the 
reaction 

SAs+VGa?±(SAsVGa). (4) 

Similar defect complexes have been discussed for impu- 
rities such as Te, Sn, and Se. They exhibit a deep center 
luminescence band in the region 1.2-1.3 eV. It is thought 
to be a localized transition in the donor-VGa complex, the 
ground state of which is derived from the vacancy and 
the excited state in the configuration coordinate model 
from the donor [5]. 

Energy [eV] 
1.4    1.3     1.2       1.1 1 

■ (a)            jr. 

■               ■ 

■ a 
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Fig. 2. Cathodoluminescence of GaAs samples after sulfur diffu- 
sion at 950°C. (a) CL spectra taken at 77 K in a dislocation-free 
and dislocation-rich region, (b) Depth profile of the peak inten- 
sity of the 1.2 eV CL band compared to the SIMS and the ECV 
profiles (diffusion time 1 h). 

In dislocation-rich areas, an additional shoulder 
around 1 eV appears in the luminescence spectra 
(Fig. 2a). This may be related to the accumulation of 
sulfur and the depletion of arsenic at dislocations, which 
was found by analytical electron microscopy [6]. Various 
sulfur-rich phases or centers are under consideration for 
the 1 eV shoulder. 

Fig. 2b compares the depth distribution of the in- 
diffused total amount of sulfur, as measured by SIMS, 
with the profile of the electrically active SAs, which has 
been determined by ECV profiling. The maximum S 
donor concentration amounts to 1.5 xlO18 cm"3. The 
discrepancy between the total S concentration and the 
concentration of SAs may be explained by various com- 
pensation mechanisms. Two processes may be discussed 
here: the formation of sulfur clusters or precipitates and 
the formation of compensating SAsVGa complexes. The 
former process has been observed preferably at disloca- 
tions introduced by plastic deformation [6]. It may play 
a minor role in as-grown GaAs wafers with a dislocation 
density of about 10* cm-2. Thus, the main mechanism of 
electrical inactivation of in-diffusing sulfur is the forma- 
tion of donor vacancy complexes via reaction (4). The 
depth profile of the intensity of the 1.2 eV CL line, which 
has been measured at a cross-sectional sample, is shown 
in Fig. 2b. At a depth of 2.5 |im the relative intensity 
decreases to 1/e, indicating that the concentration of 
SAsVGa complexes becomes low. This corresponds to the 
course of the SIMS and ECV profiles, which indicate that 
for a depth > 2.5 um the total S concentration equals 
roughly the concentration of electrically active sulfur. It 
should be noted that the drop in the CL intensity near 
the sample surface (depth below 500 nm) is related to 
a so-called dead layer of non-radiative recombination, 
which is caused by the pinning of the Fermi level by 
surface states and a space-charge region. 

The question, whether gallium vacancies are released 
as a result of the in-diffusion of sulfur and the format- 
ion of faulted loops has been investigated by positron 
annihilation measurements. The S and W line shape 
parameters, which describe the Doppler broadening 
of the 511 keV annihilation line, have been measured 
as a function of the incident positron energy. The 
W parameter is distinctly lower in GaAs after sulfur 
in-diffusion. Accordingly, the S parameter increased. It 
is well known that this behavior can be described by 
the presence of vacancy-type defects [7]. Dependent on 
the annealing conditions (temperature and time), va- 
cancies have been observed within a depth of 1-3 urn 
from the surface. As a result of the loop formation (3), 
vacancies may be also expected in a depth of up to 10 um. 
However, it can be concluded from the positron results 
that in this region, VGa are not thermally stable. Such 
stable defects only appear in a region where the reaction 
(4) or the formation of other vacancy-sulfur complexes is 
possible. 
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In conclusion, the in-diffusion of sulfur results in the 
supersaturation of As interstitials, which may lead to the 
formation of interstitial dislocation loops. On the other 
hand, the supersaturation of IAs is reduced at the expense 
of the production of Ga interstitials. The latter gives rise 
to the compensation of S donors via the formation 
of SAsVGa complexes. The influence of the formation of 
faulted loops on the shape of the diffusion profiles and 
hence on the diffusion parameters has been investigated 
[8]. It has been found that the tail of the profile depends 
on both factors contained in the transport capacity, i.e. 
on the diffusivity and the concentration of IAs. As a result 
of the simulation [8], the diffusivity of IAs has been 
determined. It amounts to 6.8 x 1(T10 cm2 s"1 for 
950°C, while eft = 3 x 1014 cm"3. The effective diffusion 

constant of is has been found to be 2.8 x 10  13 cm2 s  1 

for that temperature. 
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Abstract 

The influence of Li diffusion on GaAs was studied by means of positron annihilation spectroscopy. Positron trapping 
at both gallium vacancy (VGa) and antisite (GaAs) defects were found to increase after the in-diffusion, and increase further 
after the out-diffusion of Li. This indicates an increase in the concentrations of negative and neutral defects in both 
phases. Majority of the Ga vacancy and antisite defects is, however, supposed to be formed already during the 
in-diffusion phase at 800°C, but to remain passivated by Li prior to the out-diffusion phase at 400°C. The As antisite 
(EL2) and the As vacancy (VAs) defects were not detected after the incorporation of Li. All these results can be explained 
by a simple set of defect formation and reduction processes. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaAs; Li; Vacancies; Antisite defects 

1. Introduction 

Lithium (Li) diffusion into GaAs has been found 
to compensate both n- and p-type native defects and to 
produce semi-insulating GaAs when the incorporated Li 
concentration is high. The subsequent out-diffusion of Li 
produces p-type GaAs. This phenomenon was first detec- 
ted by Fuller and Wolfstirn [1], but the defects and 
microscopic behavior responsible for the conductivity 
changes have not been fully identified. Earlier measure- 
ments of undoped and Zn-doped GaAs indicate in- 
creased resistivity of 3-4 orders of magnitude for Li 
diffusion temperatures up to 700°C, where a sharp in- 
crease in resistivity is observed, roughly 9 orders of mag- 
nitude [2]. It has been demonstrated that annealing of Li 
diffused GaAs at 400-500°C in pure Ga or Ar atmo- 
sphere reduces the Li concentration by about two orders 
of magnitude [3,4]. The final p-type conductivity indi- 
cates that additional acceptors are formed. These have 
been already earlier related to gallium vacancies [4,5]. 

»Corresponding author. Tel.: + 358-9-451-3144; fax: + 358- 
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In this study, the effect of lithium diffusion on the 
native defects in GaAs was studied by means of positron 
lifetime spectroscopy. Positrons get trapped at neutral 
and negative vacancy defects, which increases the posit- 
ron lifetime above the bulk value zb. At low temperatures 
positrons get trapped also at negative ions, which are 
attributed to Ga antisites (Gals-)- Some positive defects, 
like arsenic vacancy (VAs), can also be optically excited 
into negative charge state, that acts as an efficient posit- 
ron trap [6]. 

2. Experimental 

Thermal treatments for the in- and out-diffusion of Li, 
and for the reference samples, were made in open quartz 
ampoules under Ar ambient. The samples were immersed 
in an oversaturated Ga-As melt prepared from 6N Ga 
metal and GaAs, and from about 0.3 wt% of 99.9% Li 
metal in the in-diffusion phase. The in- and out-diffusion 
of Li were performed at 800°C for 8 h and at 400°C for 
7 h, respectively. The doping of the samples prior to the 
incorporation of Li is presented in Table 1. 

Positron lifetime in a defect free GaAs lattice (tb) 
is 231 ps. Positron lifetime increases when positrons 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Table 1 
Sample identification and the vacancy and negative defect concentrations calculated from positron lifetime results measured in darkness. 
All Li diffusions were made at 800°C for 8 h, and subsequent out-diffusions at 400°C for 7 h 

Sample Vacancy concentration 
(cm"3) 

Negative defect 
concentration (cm-3) 

p-doped GaAs 
GaAs(Zn) 
#17 Li in-diffused 
# 17a Li out-diffused 
n-doped GaAs (1016 Si/cm3) 
#15GaAs(Si) 
# 18 Li in-diffused 
# 14 Li out-diffused 

2.2 xlO16 

8.3 xlO16 

1.7 xlO16 

2.2 xlO16 

7.6 xlO16 

3.1 xlO17 

4.8 x 1017 

1.0 xlO17 

1.6 xlO17 

3.2 xlO17 

get trapped at negative and neutral vacancy defects. 
The increase of the average positron lifetime tave = 
(1 — rjy)xh + r\yXy above xh is thus a direct sign of va- 
cancy defects in the sample [6]. rjY is the fraction of 
annihilations at the vacancies. Negative ions, such as 
Gai~, trap positrons at their hydrogenic states 
(T ~ 231 ps) at low temperatures. This can be observed as 
decreasing tave at low T, because less annihilations take 
place at vacancies [6]. 

The positron lifetime experiments were performed in 
a conventional way. The concentrations of Vo/a~ and 
Gais" were measured in darkness. Negative charge state 
of the native donor defect VAs was maintained during the 
positron measurements by 1.42 eV illumination with 
a constant flux of 5 x 1015 cm"2 s"1 [7]. EL2 (As anti- 
site, AsGa) was transformed into metastable state EL2* 
prior to the positron measurement in darkness. This was 
done at 10 K by illuminating with 1.15 eV photons with 
a total fiuence of 3.6 x 1019 cm"2 [8,9]. The carrier con- 
centration and Hall mobility were measured on samples 
in the van der Pauw configuration. 

3. Gallium vacancies and antisites 

The positron lifetime measurements in GaAs samples 
before and after Li diffusion revealed native Ga vacancies 
and antisites. The positron annihilation results are repre- 
sented in Figs. 1 and 2. The first sample series (Fig. 1) was 
n-type conducting (1016 Si/cm3) prior to the Li in-diffu- 
sion. The n-type starting material is converted to p-type 
by Li diffusion and baking. The as-grown material is 
n-type GaAs: Si with carrier concentration 2xl016 

cm"3 and mobility 4000Vs/cm2 at room temperature. 
When diffused with lithium at 800°C for 10 h and an- 
nealed at 400°C for 7 h the hole concentration becomes 
3.4 x 1017 cm"3. For lithium-diffused samples annealed 
at temperatures below 400°C the mobility is very low, 
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Fig. 1. Average positron lifetimes in darkness. Defect free 
GaAs(Zn) reference, GaAs(Si) reference #15, and Li in- and 
out-diffused samples with n-type conductivity prior to the incor- 
poration of Li. 

below 70 Vs/cm2 at room temperature. As the annealing 
temperature is incresed the mobility increases. 

The other sample series (Fig. 2) was p-type conduc- 
ting prior to the incorporation of Li. The as-grown 
material GaAsrZn with p = 2xl017cm"3 remains 
2x 1017 cm"3 after Li diffusion at 700°C for 10 h and 
annealing at 400°C for 4 h. The mobility of the as grown 
sample was 223 Vs/cm2 and decreased to 141 Vs/cm2 at 
room temperature upon Li diffusion and baking. 

The shape of Tave in sample # 15 is due to As vacancies 
that are highly efficient positron traps in n-GaAs at low 
T [10]. In both the sample series (Table 1), Li-diffusion 
increased rave slightly, indicating an increased concentra- 
tion of negative gallium vacancies (Vöa). Out-diffusion of 
Li further increased rave. Also, the gallium antisite (GaÄs) 
concentrations were increased in all the Li-diffused sam- 
ples, but the major increase appeared only after the 
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Fig. 2. Average positron lifetimes in darkness. Defect free 
GaAs(Zn) reference, and Li in- and out-diffused samples with 
p-type conductivity prior to the incorporation of Li. 

out-diffusion of Li, as seen in Table 1. It is, however, not 
expected that the majority of the Ga-related defects 
would have been formed during the out-diffusion phase 
at 400°C, as the Li in-diffusion was performed at similar 
conditions but at a significantly higher temperature of 
800°C. The results can only be explained by a formation 
of Li passivated (neutral) defect complexes like VGa-Li + 

pairs, that are unable to trap positrons. This Li-passiva- 
tion disappears in the out-diffusion phase at 400°C, con- 
verting VGa and GaAs into efficient positron traps. 

4. Optically excited arsenic vacancies and EL2 

The effect of Li on the existence of EL2 and VAs in 
undoped GaAs was studied by optically turning the 
defects into efficient positron traps EL2* (VGa-ASi pair) 
and VAs, respectively. EL2* is a metastable state of EL2 
that can be reached via optical excitation with 1.15 eV 
photons, and it anneals out at 120 K [8]. In the undoped 
GaAs reference sample #13 tave increased persistently 
after illumination and decreased upon annealing at 
120 K. This effect was not detected after Li in- and 
out-diffusions in samples # 8a and # 8b (Fig. 3). Similar 
results are obtained in IR absorption measurements, that 
revealed no transition from EL2 to EL2* upon illumina- 
tion after the incorporation of Li. 

The measurement of arsenic vacancy concentration in 
GaAs is based on the photoionization of VAs into VÄS, 
the latter having % = 257 ps [7]. These photoinduced 
positron traps increase tave from the value measured in 
darkness. This effect can be very clearly seen in the 
undoped GaAs reference #13 (Fig. 4). All the signs of the 
photoinduced defects disappeared with the in-diffusion of 
Li at 800°C (#8a), and no recovery occurred after the 
out-diffusion of Li (# 8b). 

Both defects were clearly visible in the undoped refer- 
ence #13 with no Li, but disappeared totally in both in- 
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Fig. 3. Average positron lifetimes at 10 K after optical exitation 
of EL2 and subsequent annealings. Undoped SI-GaAs reference 
#13 and undoped Li in- and out-diffused samples. 
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Fig. 4. Average positron lifetimes in darkness and under 1.42 eV 
illumination, reflecting the increase due to optically induced 
negative VAs. Same sample series as in Fig. 3. 

and out-diffused samples. Since the Li passivation of 
donor type defects such as VAs and AsGa is not expected, 
the data strongly suggest that VAs and AsGa annihilate 
upon the Li diffusion into GaAs. 

5. Conclusions 

Li diffusion at 700-800°C seems to induce the forma- 
tion of neutral acceptor pairs like VGa-Li+ and GaAs- 
Li+. The passivation disappears with out-diffusion of Li, 
resulting in p-type conductivity. Both the As antisite 
(EL2) and the As vacancy are clearly visible in the 
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undoped reference sample, but disappear totally in both 
Li diffused and out-diffused samples. Since the Li pas- 
sivation of donor-type defects such as VAs and AsGa is 
not expected, the data suggest strongly that VAs and AsGa 

annihilate upon the Li diffusion into GaAs. 
All the detected phenomena, i.e. the disappearance of 

VAs and AsGa as well as the generation of VGa and GaAs 

can be understood as Li-induced defect formation and 
reduction processes. When the VGa-Li+ complexes are 
created, the associated Ga interstitials may get trapped 
by VAs thus producing Ga antisite defects. Similarly, the 
Li induced disappearance of AsGa generates As inter- 
stitials, which are able to annihilate As vacancies. After 
the out-diffusion of Li increased concentrations of 
VGa and GaAs acceptors remain in the samples, which 
explains the final p-type conductivity of the samples. 
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Abstract 

Native vacancies in n-type, Te-doped GaAs (n = 5 x 1016-5 x 1018 cm-3) were studied by means of positron annihila- 
tion. We investigated the influence of doping, thermal treatment, and stoichiometry adjusted by changing the As pressure 
during annealing. Negatively charged monovacancies were found in all Te-doped samples under investigation. By using 
positron lifetime spectroscopy in conjunction with measurements of the annihilation momentum distribution and 
theoretical calculations, they can directly be identified to be VGa-TeAs complexes. After thermal treatment at 1100°C the 
density of the vacancies cv increases with the As pressure (pAs) like cv = 0.lcdp{^ where cd is the donor concentration. 
For such a treatment, cv depends only on pAs but not on the thermal history. The vacancy concentration was found to 
increase slightly with decreasing annealing temperature at a given pAs. This can be explained by the so-called Fermi level 
effect, i.e. the dependence of the equilibrium concentration of charged point defects on the position of the Fermi 
level. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium arsenide; Ga-vacancy-donor complex; Fermi level effect; Stoichiometry 

1. Introduction 

Point defects determine important properties of 
a semiconductor material like GaAs. Therefore, it is 
necessary to know microscopic nature and concentration 
of defects and the factors which influence them. Va- 
cancies are among the most fundamental defects. How- 
ever, the microscopic identification and therefore an es- 
timation of the role native vacancies may have in GaAs 
was found to be difficult. Theoretical calculations indi- 
cate a dominating role of Ga vacancies in n-type, As-rich 
GaAs. The vacancy concentration depends on the doping 
level and has a negative temperature dependence in heav- 
ily n-doped GaAs (Fermi level effect) [1]. However, this 
has not yet been experimentally confirmed. 

Positron annihilation is a powerful method for the 
detection of vacancies. It has been often used to study 
native vacancies in GaAs [2]. However, there is conflict- 

* Corresponding author. Tel.: + 49-345-552-5570; fax: +49- 
345-552-7160. 

E-mail address: gebauer@physik.uni-halle.de (J. Gebauer) 

ing evidence for vacancies in the different sublattices of 
GaAs, emphasizing the difficulties of an unambiguous 
defect identification. Moreover, earlier studies were de- 
voted to as-grown GaAs only and thus the factors lead- 
ing to a certain defect type and concentration were often 
unknown. In the present work we investigate the influ- 
ence of thermal treatment, stoichiometry, and (n-type) 
doping on vacancies in GaAs. An unambiguous defect 
identification in GaAs by positron annihilation has been 
achieved by using Doppler-broadening coincidence spec- 
troscopy in conjunction with positron lifetime measure- 
ments and theoretical calculations of the annihilation 
parameters [3]. 

2. Experimental 

The samples used in this work were GaAs: Te, grown 
by the LEC method. Crystals with carrier densities of 0.6, 
4, 15 and 50 x 1017 cm"3 (determined by the Hall effect) 
were investigated. Te was chosen because it resides only 
on the As sublattice and acts as a donor. In the case of 
amphoteric dopants, e.g. Si, more complicated defect 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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reactions are expected. Annealing was performed in 
sealed quartz-glass ampoules arranged in a two-zone 
furnace. The sample temperature (Ts) was independently 
varied from the temperature of the metallic As source 
(TAs < Ts). Then, TAs determines the As vapor pressure 
(PAS)- PAS is obtained from Gokcen's review [4]. The 
ampoules were fast quenched in water after annealing. 

Positrons can be trapped by vacancies during diffusion 
in a crystal. This results in an increasing positron lifetime 
and a narrowing of the annihilation momentum distribu- 
tion. An increase of the average positron lifetime (tav) 
compared to the lifetime in defect-free material (ib) is a 
clear sign for positron trapping in vacancies. A decompo- 
sition of the lifetime spectra provides the vacancy-related 
lifetime (TV), specific for a given defect. The defect density 
(cv) can be obtained from cv = l/(Tbuik^XTav — Tb)/ 
(TV — tav) where pi is the trapping coefficient, ß is about 
101 for   negatively   charged   monovacancies   in 
semiconductors at 300 K [2]. We have to note that 
vacancy concentrations derived from positron annihila- 
tion have a systematic uncertainty in the order of 50% 
because the trapping coefficient is only known within this 
accuracy. Positron lifetime spectroscopy was performed 
with a conventional fast-fast system (resolution 250 ps) 
from 20-550 K. Doppler broadening coincidence spec- 
troscopy was carried out with two Ge-y-detectors 
(system resolution 1.1 keV). This technique allows the 
observation of annihilation with high-momentum elec- 
trons due to a reduction of the background which can be 
used to identify the chemical surrounding of a vacancy. 

3. Results and discussion 

Fig. 1 shows typical positron lifetime results in Te- 
doped GaAs annealed at 1100°C for different times and 
As vapor pressures. rav is above the value in the defect- 
free bulk, measured in a GaAs: Zn reference. This shows 
the presence of vacancies. The increase in rav with de- 
creasing temperature is attributed to a negative charge 
state of the vacancies; positron trapping at neutral va- 
cancies would be independent of temperature [5]. The 
decrease in iav at T < 100 K reveals the presence of 
negative, ions which trap positrons in their shallow po- 
tential only at low temperatures. The positron lifetime is 
close to rb [6]. However, the density is much lower than 
the vacancy concentration since the decrease of -rav is 
weak. TV was ~ 254 ps in all samples, indicative for 
a monovacancy. It is somewhat shorter than the lifetime 
for VGa-SiGa complexes in GaAs : Si (262 ps). However, it 
is not clear which type of vacancy is detected because 
both, As and Ga vacancies, should have a similar posit- 
ron lifetime of 250-260 ps [2]. 

An unambiguous identification of the vacancies has 
been possible using the Doppler-broadening coincidence 
technique, which measures the annihilation momentum 
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Fig. 1. Average (open symbols) and defect-related (solid sym- 
bols) positron lifetime versus the measurement temperature in 
GaAs :Te(2x 1018 cm"3) annealed at 1100°C, compared to a 
GaAs: Zn reference. 
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Fig. 2. (a) High momentum part of the annihilation momentum 
distribution for the vacancies in GaAs: Te and for VGa-SiGa in 
GaAs : Si. Lines result from smoothing, (b) Momentum distri- 
bution for different vacancies in GaAs from theoretical calcu- 
lations. Theoretical curves are not accurate for pL < 15 x 10 "3 

m0c [7] and hence are omitted. (From Ref. [3]) 

distribution especially at high momenta [7]. In Fig. 2(a), 
the annihilation momentum distribution is shown for the 
vacancies in GaAs : Te and for VGa-SiGa complexes in 
highly Si-doped GaAs. The data are normalized by tak- 
ing the ratio to a GaAs: Zn reference. The momentum 
distribution differs for differently doped GaAs. Together 
with the shorter positron lifetime in GaAs : Te, this indi- 
cates a different defect type. In Fig. 2(b), theoretical 
calculations (see, e.g. Ref. [7]) of the momentum distribu- 
tion for different vacancies and vacancy complexes in 
GaAs are shown. The momentum distribution calculated 
for VGa-SiGa is in remarkable agreement with the experi- 
mental result. A similar good agreement is obtained for 
the VGa-TeAs complex and the vacancy in GaAs: Te. 
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The calculations revealed also a distinctly shorter posit- 
ron lifetime for the VGa-TeAs complex in comparison to 
VGa-SiGa [3]. Calculations for any other defect have not 
shown any agreement to the experimental data. For 
example, the calculated momentum distribution for the 
As vacancy has a different shape and a much larger 
intensity compared to VGa-SiGa. Thus, the monovacan- 
cies in GaAs: Te are VGa-TeAs complexes. This holds for 
as-grown and annealed material as the same signals were 
found [3]. 

The positron lifetime results in Fig. 1 indicate a distinct 
relation between As pressure (pAs), vacancy concentra- 
tion, and annealing time. TAS (and hence cv) is larger for 
short annealing times and higher pAs. Since we are inter- 
ested in equilibrium defects, we checked the time depend- 
ence of cv. The vacancy concentration remained at 3 x 
1017 cm"3, whereas the carrier concentration was 1.5 x 
1018cm"3 even after 180 h annealing at pAs = 5.6 bar 
and T = 1100°C. Contrary, annealing at pAs = 0.1 bar 
for times > 200 min significantly reduces cv to a level of 
6 x 1016 cm"3, accompanied by an increase of the carrier 
concentration to 1.8-1.9 x 1018 cm"3. The carrier con- 
centration is in agreement with the total Te content 
determined by SIMS (2 x 1018 cm-3). These values were 
also constant for longer annealing times (up to 180 h). In 
order to check for the reversibility of the process, samples 
first annealed at pAs =0.1 bar were annealed for 24 h at 
PAS = 5.6 bar. This treatment increases the vacancy con- 
centration to the same value as with annealing only at 
5.6 bar. Thus, annealing for a sufficient long time allows 
a reversible adjustment of the vacancy concentration, 
which depends only on pAs but not on the thermal history 
of the sample. This is of course expected for a process in 
thermal equilibrium, however, it has not been confirmed 
before for a similar annealing process in GaAs. 

In Fig. 3, the vacancy concentration is shown as a func- 
tion of pAs for all Te concentrations investigated in this 
work. All samples were annealed at 1100°C for 24 h. We 
detected the same type of vacancies (i.e. VGa-TeAs) in all 
samples, indicated by the same TV and momentum distri- 
bution. The vacancy concentration was calculated from 
tav at high temperatures (550 K), where the influence of 
negative ions on positron trapping is negligible. We 
found an increasing vacancy concentration with increas- 
ing pAs, i.e. if the stoichiometry becomes more As-rich. 
Thus, equilibrium vacancies in n-GaAs must belong to 
the Ga-sublattice as it was independently shown with the 
identification of the VGa-TeAs complexes above. Note 
that the vacancy concentration is nearly constant for 
pAs > 2.5 bar. This is most probably related to the As- 
rich phase boundary of GaAs. For Ga vacancies, a kin- 
etic equilibrium reaction like 1/4 As4 (gas)<->VGa + GaAs 
should apply (As4 is the dominating As vapor [1]). Thus, 
the concentration of VGa is expected to be ~ pA

/4. A fit to 
the data (i.e. cv = KpAs) yields consistently an exponent 
n close to 0.25 in agreement with this assumption. More- 
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Fig. 3. Concentration of vacancies in Te-doped GaAs as a func- 
tion of the pAs during annealing at 1100°C for 24 h. The respect- 
ive Te densities (from SIMS) are indicated. Some of the samples 
with a Te concentration of 2xl018cm"3 (indicated by solid 
diamonds, ♦) were first annealed at 0.1 bar and then annealed 
under the given As pressure, demonstrating the reversibility of 
the annealing process. Errors are due to statistical uncertainties 
of Tav only, they are thus a measure for the relative accuracy. 

over, all data could be described with the same constant 
K = 0.1 cd where cd is the total donor (i.e. Te) concentra- 
tion. The solid lines in Fig. 3 are obtained from cv = 
0.1 cdpA's

4 in good agreement to the data. 
It is expected that the negative vacancies compensate 

free carriers. Indeed, such compensation has often been 
observed [8]. According to our present and earlier results 
[9,10] we can expect that all n-GaAs is compensated by 
donor Ga-vacancy complexes. The highest degree of 
compensation reached under As-rich conditions in GaAs: 
Te is, however, only about 1/4 as was found earlier [8,9]. 

It has often been assumed that the concentration of 
VGa depends on the cube of cd due to the 3 minus charge 
state of VGa in n-GaAs. According to the present results, 
cv depends linearly on the donor concentration for con- 
stant pAs. Note that this is not necessarily in disagree- 
ment with a 3 minus charge state of VGa. Tan et al. [1] 
calculated the concentration of VGr using equilibrium 
thermodynamics. The calculated vacancy concentrations 
exhibit a linear dependence on the donor concentration 
very similar to our experimental results. Moreover, the 
calculations for As-rich GaAs are in good quantitative 
agreement to our data as will be shown below for cd = 
2 x 1018 cm"3. Thus, our results are indeed compatible 
with a 3 minus charge of VGa. This implies the assump- 
tion that the VGa-TeAs complex detected at room tem- 
perature is formed during cooling whereas VGa is the 
equilibrium vacancy at high temperatures. 

One of the most interesting features in the calculations 
of Tan et al. [1] is the negative temperature dependence 
of the VGa concentration in highly n-doped GaAs. Thus, 
we investigated GaAs : Te[2x 1018cm~3] annealed at 
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Fig. 4. Vacancy concentration in GaAs: Te as function of the 
temperature during annealing at pM = 2.5 bar. The data are 
compared with theoretical calculations according to Tan et al. 
[1]. The parameters used for the calculations are indicated, see 
text. 

this determines the energy release by forming a charged 
vacancy. In Ref. [1], ionization levels for VGa according 
to Baraff and Schlüter [11] were used. By using the 
ionization levels calculated by Zhang and Northrup [12] 
which are closer to the valence band, the calculation 
yields a weaker negative temperature dependence of 
cv (Fig. 4). If further the standard formation enthalpy 
h{, of VGa is slightly reduced (from 2.59 eV to 2.2 eV), the 
temperature dependence of cv is in better agreement with 
the data. Thus, our data are indeed compatible with the 
theoretical model, however, it is necessary to include the 
formation of the VGa-TeAs complexes in the theory for 
further refinements. This requires further work beyond 
the scope of the present paper which is focussed on 
experimental results. 

4. Summary 

different temperatures with a fixed As vapor pressure 
(2.5 bar). The samples were first annealed for 20 h at 
1100°C in order to establish an equilibrium concentra- 
tion of VGa. Then, the temperature was slowly (20 K/h) 
ramped down to the temperature intended (700-1000°C). 
This value was held for 24 h, finally, the samples were 
quenched in water. We found VGa-TeAs complexes in all 
samples regardless of the treatment. The resulting va- 
cancy concentrations are shown in Fig. 4 (black dots). 
Indeed, cv shows a slightly negative temperature depend- 
ence, i.e. it increases with decreasing temperature and 
thus confirms the results in Ref. [1]. 

Theoretical results according to the calculations of 
Tan et al. [1] are shown in Fig. 4 for comparison. At 
lower temperatures (700°C) the quantitative agreement is 
almost perfect. However, the theoretical results of Tan et 
al. [1] show a more pronounced negative temperature 
dependence than the experimental ones. There are at 
least two possible explanations: First, we cannot exclude 
that the cooling process is too slow to conserve the 
thermal equilibrium concentration of vacancies during 
quenching. At lower temperatures, the VGa concentration 
would be undersaturated and the crystal would seek to 
remove this undersaturation by the formation of addi- 
tional VGa. Then, the measured cv would not correspond 
the equilibrium concentration at the quenching temper- 
ature but rather to the equilibrium concentration at the 
temperature at which it is not further possible to create 
vacancies due to kinetic limitations. However, in that 
case we would not expect to see a temperature depend- 
ence of cv at all. A second possibility to explain the 
differences between theory and experiment lies in the fact 
that the parameters used in the calculations are known 
with limited accuracy only. For example, the equilibrium 
concentration of the charged Ga vacancy depends sensi- 
tively on the position of their ionization levels because 

We have investigated native vacancies in Te-doped 
GaAs by means of positron annihilation. It is shown that 
native vacancies GaAs : Te can be unambiguously identi- 
fied to be VGa-TeAs complexes by combining the results 
of positron lifetime and Doppler broadening coincidence 
measurement with theoretical calculations. The vacancy 
concentration depends on the doping level and increases 
linearly with the donor concentration cd. A change of the 
stoichiometry by annealing under defined As vapor pres- 
sure allows a reversible adjustment of the vacancy con- 
centration. The vacancy concentration cv depends on 
PAS like cv =0.1 cdpAs4 for the doping range under invest- 
igation (n = 0.6-50 x 10" cm-3). The vacancy concen- 
tration exhibits a weak negative temperature dependence 
in accordance with the Fermi level effect model of Tan 
et al. [1]. The data are the first direct experimental 
confirmation for this consequence of the model. 
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Abstract 

The defect formation during plastic deformation of GaAs has been investigated by means of the analysis of 
stress-strain curves including relaxation experiments and positron lifetime spectroscopy. The deformation creates 
a mixture of dislocations and point defects, which contribute to the positron lifetime spectra. Vacancy clusters can 
already be formed at rather low deformation temperatures via jog dragging. The concentration of generated defects 
depends on the number of activated slip systems for single-slip or multiple-slip orientation of the deformation axis. 
© 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The strain rate and temperature dependence of the 
lower yield stress rly of tetrahedrally coordinated semi- 
conductors can be described within the Alexander- 
Haasen model in a wide range of temperature T by 

_ /-il/(2 + m), Tjy            C-£ 'exp 
U 

(2 + m)kBT (1) 

The underlying process is the movement of dislocations 
in the Peierls potential by nucleation and migration of 
double kinks, m is the stress exponent of the dislocation 
velocity (C is a model constant, kB the Boltzmann factor, 
and g the strain rate). Despite the fact that the activation 
energy U of the flow stress — which is identical to the 
activation energy of the glide velocity — has been found 
in a constant ratio to the self-diffusion energy [1], the 
generation of point defects during plastic deformation 
cannot be explained with Eq. (1). Another approach 
is the thermodynamic model of Schoeck [2]. The dis- 
location velocity v is determined in this description by 
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the overcoming of glide obstacles with the spacing /. It is 
calculated by 

v = Ifexp' 
AG_\ 

(2) 

where/is the vibration frequency of the dislocation. The 
enthalpy term can be approximated by AG = Q — Vte((, 
with Q being the thermal contribution to the overcoming 
of the obstacles, V = bdl the activation volume (b is the 
magnitude of the Burgers vector, d the diameter of an 
obstacle), and Teff the effective stress [3]. The Schoeck 
model allows the description of the formation of point 
defects by dislocation glide. The movement of a screw 
dislocation with jogs can formally be treated as the inter- 
action of dislocations with obstacles, with the difference 
that the obstacles move along with the dislocation [4]. 
Zongo and Farvacque [3] analyzed the relation between 
the Alexander-Haasen and the Schoeck model. Despite 
the fact that point defect production can easily be in- 
cluded, the general weakness of the latter approach is the 
stress dependence of the activation energy of the disloca- 
tion velocity, which hardly corresponds to experimental 
findings. Also the stress dependence of the activation 
volume can scarcely be interpreted. 

The main interest in our own investigations was the 
characterization of the point defect formation during 
plastic deformation of gallium arsenide single crystals. 
We used positron lifetime spectroscopy, which is mainly 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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suited for the detection of vacancy-type defects. Stress- 
strain curves together with stress relaxations were mea- 
sured and evaluated both with the Alexander-Haasen 
and the Schoeck model. 

2. Experimental details 

Bars of the dimension 4x4x12 mm3 with [001]-, 
[110]-, or [213]-oriented long axes were cut from un- 
doped semi-insulating liquid-encapsulated Czochralski- 
grown gallium arsenide crystals (Freiberger compound 
materials). Uniaxial compression experiments were car- 
ried out in a hydraulic MTS testing machine at various 
constant strain rates and temperatures. The samples were 
kept during deformation in a protective Ar atmosphere. 
Positron lifetime measurements were performed using 
a fast-fast spectrometer. A 22NaCl positron source was 
deposited on a thin Al foil and placed between a sand- 
wich of identical samples cut from the middle of the 
plastically deformed bar. Positron measurements were 
carried out in a temperature range between 15 and 400 K. 
Events between 1.5 x 106 and 6 x 106 were collected for 
a complete positron lifetime spectrum. 

3. Results and discussion 

3.1. Deformation experiments 

Fig. 1 shows stress-strain curves of undoped GaAs 
plastically deformed in different deformation directions 
in combination with strain rate changes. From the strain 

rate sensitivity, 
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Fig. 1. Strain rate change experiments of undoped GaAs in 
combination with stress relaxations. The arrows indicate the 
strain where the relaxations started. The deformation temper- 
ature was 500°C. The starting strain rate was 7.5 x 10~6 s""1 for 
the [001] and 3.1 xl0_s s"1 for the other two deformation 
directions. The ratio of the strain rates was 1:10. 

81n£pia. 
(3) 

the activation volume can be determined via the equation 
V = fcB T/I. Since Eq. (3) requires a constant dislocation 
density, the differences of the yield stress maxima have 
been used for the calculation of /. For deformation in 
[110] and [21 3] directions, a strain rate sensitivity of 
I = (1 + 0.05) MPa has been obtained. This corresponds 
to an activation volume of V = (166 + 15)tb3. Astie et al. 
[5] found for undoped GaAs deformed in [213] direc- 
tion an activation volume of 240£>3 for the applied stress 
used here. This higher activation volume may be due to 
the fact that pre-deformed samples having thus higher 
defect densities were used. 

The activation volume of the sample deformed in 
[001] direction amounts to about twice the value of 
the other two deformation directions, V = (308 + 35)b3. 
This increase cannot be explained with a higher yield 
stress, since V decreases with increasing yield stress. 
Rather, it may be a distinct indication for a variation in 
the deformation mechanism. 

In addition to changes in the strain rate, also stress 
relaxation experiments have been carried out. At a cer- 
tain value of the shear stress, the dynamical deformation 
has been stopped, and the total strain rate vanishes, s = 
0. In this case, the magnitude of the plastic strain rate is 
equal to the elastic strain rate, splast = — eelast. The strain 
rate sensitivity can be determined in such an experiment 
as the slope of the straight line in the plot of the resolved 
shear stress versus the logarithm of the relaxation time. 
The activation volume determined in this way amounts 
to (179 + 2)cb3 for the [110] deformation axis. For 
[213] and [001], (173 + 2)b3 and (295 + 10)b3 have 
been obtained. These values correspond within the error 
bars those obtained in the strain rate change experi- 
ments. 

From the jump in the stress AT occurring at a temper- 
ature change AT, the activation energy Q can be deter- 
mined, 

Q = 
kBT Ax 

"TAT' 
This activation energy has been determined to be 
(2.8 + 0.3) eV for deformation in [21 3] direction with a 
strain rate of 8.3 x 10"5 s"1. The value of Astie et al. is 
lower (2.2 eV). However, their method of the determina- 
tion of Q is less correct than our approach, since in addi- 
tion to the the Schoeck model (2), additional assumptions 
on a stress exponent m were used. 

The stress-strain curves have been also evaluated 
within the framework of the Alexander-Haasen model 
(1). For the single-slip [213] deformation axis, the ac- 
tivation energy U = 2.1 eV has been determined. The 
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stress exponent m amounts to 1.2. Whereas the latter 
value corresponds to data from the literature [1], the 
activation energy is lower than reported so far. This may 
be due to the production of point defects, which consider- 
ably influences dislocation motion in the range of tem- 
peratures and strain rates investigated here. Recently, 
Brion and Siethoff [6] have discussed the effect of a pre- 
deformation step on stress-strain curves of Zn-doped 
GaAs and the role of point defects. However, as far as 
intrinsic point defects are concerned, their contribution 
to the empirical parameters U and m has not been clarifi- 
ed yet. 

3.2. Positron lifetime measurements 

Fig. 2 shows the result of positron lifetime measure- 
ments of plastically deformed GaAs. The average posit- 
ron lifetime T at room temperature is distinctly higher 
than in the undeformed sample, where a lifetime of 230 ps 
has been measured. This is a clear indication for the 
presence of vacancy-type defects. A distinct decrease in 
T appears at temperatures below 200 K. A three-compon- 
ent decomposition of the lifetime spectra can be carried 
out above 120 K. The course of the two defect-related 
positron lifetime components, t2 = T<U and T3 = Td2 is 
shown in Fig. 2. The reduced positron bulk lifetime 

330 lUsiijUJM   | 

310 7 r    jtfy 
290 

270 

450 

350 

250 

Fmv 

350 

rd1 

250 
,   I   , T,   1,1,1,1 

0 100        200       300       400 
Sample temperature [K] 

Fig. 2. Result of positron lifetime measurements of GaAs de- 
formed in [110] direction at 800°C with a strain rate of 
4.8 x 10"5 s~1 up to a strain of 10%. The upper panel shows the 
average positron lifetime T as a function of the sample temper- 
ature, the lower panels the result of the decomposition of the 
lifetime spectra with two defect-specific positron lifetimes, tdl 

and Td2 and their trapping rates, Kdl and Kd2. The decomposi- 
tion has been carried out with two lifetime components below 
120 K and with three components above. 

ix has been omitted. A three-component decomposition 
is not possible in the low-temperature region. The com- 
ponent of the reduced bulk lifetime vanishes, and satu- 
rated positron trapping in defects occurs. The lifetime 
T2 amounts to (255 + 7) ps above 200 K. The larger 
scatter in this lifetime component is due to higher uncer- 
tainties in the three-component decomposition in this 
range. The positron lifetime rdl lies close to values which 
are expected for monovacancies or complexes containing 
a mono vacancy [7]. The question arises whether the 
deformation-induced mono vacancy-type defect dl is iso- 
lated or bound to dislocations. This problem has been 
tackled by annealing experiments of plastically deformed 
GaAs. Independent of the deformation conditions, the 
average positron lifetime decreased for annealing in the 
range 850-1000 K. This is related to the simultaneous 
annealing of defects dl and d2, as reflected in the fall of 
the trapping rates Kdl and Kd2. As a consequence, the 
defect dl cannot be related to isolated monovacancies, 
because it is known from electron-irradiation experi- 
ments that such defects anneal at much lower temper- 
atures [8]. So it is concluded that dl corresponds to 
vacancies stabilized on or close to dislocations. 

Between 15 and 200 K, the shorter lifetime component 
is found between 240 and 247 ps. The decrease in this 
positron lifetime and in T at low temperatures in conjunc- 
tion with saturated positron trapping can be uniquely 
explained with the activity of another defect, viz., a shal- 
low positron trap. Such a defect is characterized by a 
weak potential, which is only able to capture positrons at 
low temperatures. With increasing temperature, there is 
an increasing probability of thermal escape of positrons, 
and such a shallow positron trap becomes "invisible". 
The positron lifetime specific for a shallow positron trap 
is close to the positron bulk lifetime, td3 « xh. Thus, the 
shorter lifetime component below 200 K can be under- 
stood as a mixture of tdl and rd3. 

The nature of the shallow positron trap was studied by 
positron annihilation and electron paramagnetic reson- 
ance (EPR) [9]. The most probable candidate is the GaÄs 

antisite defect. With the independent determination of 
the concentration of antisites by EPR, the trapping coef- 
ficient as the proportionality constant between trapping 
rate and defect concentration, K = fiC, could be deter- 
mined to be ß = (2.6 + 0.3) x 1016 s"1 for temperatures 
below 200 K [9]. 

The lifetime component rd2 amounts to (505 + 10) ps. 
Such a high value can only be interpreted by the presence 
of large open-volume defects. Theoretical calculations 
with a local density-functional tight binding scheme pro- 
vided as the most stable configuration clusters consisting 
of 12 vacancies [10]. The results of this simulation were 
used to calculate the positron lifetime. For the stable V12 

configuration, 440 ps was obtained [10]. 
The mechanism of vacancy generation is directly re- 

lated to dislocation motion. The jog dragging mechanism 
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Fig. 3. Density of vacancies agglomerated in voids versus the 
strain rate. Undoped GaAs has been deformed at 500°C up to 
3% in [213] (left panel) and [110] (right panel) directions. 

vacancies agglomerated in voids is shown in Fig. 3. The 
vacancy density is practically independent of the strain 
rate for a multiple-slip orientation such as [110]. In this 
case, there is always a high frequency of dislocation cut- 
ting, which leads to a high number of jogs being responsi- 
ble for vacancy production. In contrast, for a [213] 
orientation, the vacancy density is low for low strain 
rates. The increase in the vacancy density with increasing 
strain rate may be related to a higher cross-slip activity 
or the activation of secondary slip systems. Conse- 
quently, the number of jogs increases and thus the num- 
ber of vacancies produced by jog dragging. 
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The positron trapping rates obtained can be used to 
estimate the densities of defects formed during defor- 
mation. The density of vacancy clusters can be obtained 
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Abstract 

Undoped and n-doped GaAs samples were studied after in-diffusion of copper by means of positron annihilation. 
During diffusion, small microvoids are formed which are decorated by copper atoms. The small clusters dissolve during 
annealing at T > 850 K. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Copper is found as an unintentional impurity in most 
semiconductors. This is due to the fact that Cu is a rap- 
idly diffusing contaminant already at low temperatures. 
In GaAs the diffusion coefficient was found to be as high 
as D = 1.1 x 10"5 cm2 s"1 at 500°C [1]. Cu diffuses slow- 
ly by a substitutional process and very fast by interstitial 
diffusion (kick-out process) [2]. The solubility was re- 
ported to be in the range between 2 x 1016 cm-3 (500°C) 
and 7 x 1018 cm"3 (1100°C) [1]. The solubility was found 
to be a function of the initial doping concentration [1], 

Cu is a double acceptor in GaAs, when being incorpor- 
ated at a substitutional lattice site as CuGa. It was found 
that Cu exhibits two ionization levels in the band gap 
[3]. Depending on the cooling speed after a diffusion 
process at elevated temperature, only a small fraction of 
the total Cu concentration is electrically active as accep- 
tors. The inactive fraction forms Cu-Ga precipitates [3]. 
These precipitates have densities of about 1010cm~3 

when the sample is quenched from the temperature of 
highest Cu solubility. Their size was found to be 100- 
200 nm with a mean separation of 3 urn [3]. 

In this paper we show first the results of a comprehens- 
ive positron annihilation study of GaAs after Cu in- 

* Coresponding author. Tel.: + 49-345-552-5567; fax: + 49- 
345-552-7160. 

E-mail address: krause@physik.uni-halle.de (R. Krause-Reh- 
berg) 

diffusion. Positron annihilation is a very sensitive tool for 
the detection of vacancy-type lattice defects in semicon- 
ductors [4]. We will show that vacancy clusters decor- 
ated with copper will be formed during annealing of 
GaAs when Cü is earlier introduced by diffusion. 

2. Experimental details 

Te-doped (n = 4.5 x 1017cm-3) and undoped semi- 
insulating GaAs samples of thickness of 0.4 mm were 
covered by 30 nm Cu by evaporating it under UHV 
conditions. This corresponds to a volume concentration 
of 6 x 1018 cm"3 which is approximately the upper solu- 
bility limit of Cu in GaAs [1]. The thickness of the 
deposited layer was controlled by a thickness measure- 
ment device (frequency shift of a crystal oscillator). After 
Cu deposition at one surface, the samples were annealed 
in a two-zone furnace at 1100°C (sample temperature) 
under an arsenic pressure of 2.6 bar for 3 h correspond- 
ing to a Cu diffusion length of about 1.5 cm. After anneal- 
ing, the samples were quenched in the quartz ampoules 
into water at room temperature. The samples were 
measured in the as-quenched state by Hall effect and 
thermoprobe measurements. It was found that even the 
n-doped sample was converted to p-type conductivity. 
Thereafter, the samples were isochronally annealed in the 
temperature range up to 900 K. The samples were cooled 
down slowly after each annealing step. They were mea- 
sured between the annealing steps with positron lifetime 
and Doppler-broadening spectroscopy. The resolution of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00618-3 



R. Krause-Rehberg et al. /Physica B 273-274 (1999) 714-717 715 

the spectrometers was 240 ps and 1.4 keV, respectively. 
S and W Doppier parameters were calculated in the 
range of (511 + 0.8) keV and (511+ 2.5 to 4) keV, respec- 
tively. The GaAs crystals were oriented with their (1 1 0) 
axis towards the Ge detector. 

3. Results and discussion 

3.1. Semi-insulating GaAs 

A reference sample without any Cu deposition did not 
show any positron trapping. After Cu in-diffusion, a 
slight increase of the average positron lifetime indicates 
that a small number of vacancy-type defects is detected at 
higher temperatures. Fig. 1 shows the average positron 
lifetime after different annealing steps of the undoped 
sample after Cu in-diffusion. Almost no change was ob- 
served for the first annealing steps up to 550 K. The life- 
time is about 226 ps at low sample temperatures, which 
is slightly lower than the value measured in GaAs:Zn 
(228 ps). The Doppler parameters more distinctly deviate 
from the bulk values: S/Sb = 0.9915 and W/Wh = 1.047. 
The positrons are obviously trapped at Cu acceptors 
which act as shallow positron traps [5]. The density of 
ionized Cu acceptors after quenching must be larger than 
4.5 x 1017 cm-3 since the n-doped sample is converted to 

500 600 700 800 900 

annealing temperature (K) 

Fig. 2. Positron lifetime results of the annealing experiment of 
undoped (O) and n-doped (•) GaAs samples after in-diffusion 
of 6 x 1018 cm-3 Cu atoms. The lifetime and the intensity of the 
second component of a two-component spectra decomposition 
is plotted in the two lower panels. The spectra were measured at 
a sample temperature of 466 K to diminish the influence of the 
shallow traps (compare Fig. 1). 
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Fig. 1. Average positron lifetime as a function of sample temper- 
ature in undoped GaAs. Prior to the experiment, about 
6 x 1018 cm-3 Cu atoms were introduced by evaporating 30 nm 
Cu to the sample surface and a subsequent annealing at 1100°C 
(3 h, quenched into water). The lifetime experiment was per- 
formed after each annealing step as indicated in the figure. 

p-type conductivity. Assuming a trapping coefficient of 
2 x 1016 s"1 for shallow traps at 20 K [6], almost com- 
plete positron trapping must be expected. However, the 
change in the lifetime and Doppler parameters is rather 
small because the positron is trapped and annihilates in 
the extended region of the Coloumbic potential, thus 
reflecting mainly the properties of the bulk. 

During annealing up to 800 K, the average positron 
lifetime increases strongly and reaches values as high as 
275 ps. Thus, the detected vacancy must be distinctly 
larger than a gallium monovacancy (262 ps) [4]. The 
spectra could be decomposed into two lifetime compo- 
nents (for details of the spectra treatment see Ref. [4]). 
From the second lifetime component (defect-related 
lifetime), it must be concluded that the open volume 
increases during annealing (Fig. 2). A value of 480 ps can 
only be explained by positron trapping at larger micro- 
voids (more than 10 vacancies) [7]. Large voids were also 
found after in-diffusion of Zn into GaAs [8]. During the 
last two annealing steps, this vacancy cluster signal al- 
most disappears. The question arises whether these va- 
cancy defects and clusters are isolated or decorated by 
Cu atoms. This cannot be decided from the positron 
lifetime results alone. 

Fig. 3 shows the results of the Doppler-broadening 
measurements. The data were measured at 466 K where 
the influence of trapping to shallow positron traps can be 
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Fig. 3. Results of Doppler-broadening measurements obtained 
during annealing of undoped (O) and n-doped (•) GaAs after 
Cu in-diffusion. Average lifetime (upper panel) and S parameter 
(lower panel) are plotted versus W parameter. The spectra were 
measured at a sample temperature of 466 K. The course of the 
annealing treatment is indicated by arrows. Annealing temper- 
atures given in the panels are valid for the undoped sample. The 
bulk values are marked by dashed lines. 

neglected. When vacancies are detected by positron trap- 
ping, the S parameter usually increases and the W para- 
meter decreases. Typical values for the isolated gallium 
vacancy in GaAs are S/Sh = 1.02 and W/Wh = 0.80 [4]. 
However, the experimental finding for the copper-dif- 
fused GaAs is in contradiction to this common experi- 
ence. The normalized W parameter is larger than 1 for 
most data points, the S parameter is smaller than 1 for at 
least some points. Since the lifetime spectroscopy gives 
clear evidence for positron trapping in small vacancy 
clusters, the Doppler data can only be understood, when 
a change in the chemical surrounding of the open-volume 
defect is considered. It is impossible to explain the data 
when assuming vacancies or vacancy clusters in the 
otherwise undisturbed GaAs lattice. We have to conclude 
that the observed vacancy clusters are decorated with Cu 
atoms. Although no attempt has been made so far to 
simulate the data theoretically, it seems to be clear that 
the strong contradiction between defect-related lifetime 
(cluster size n > 4) and the W parameter (W/Wb > 1) 
cannot be explained by the assumption that only a single 
Cu atom is part of the defect complex. Furthermore, it is 
clear that for the observed reduction in the electron 
density in the open-volume defect (increase in lifetime) 
vacancies in both sublattices must be involved [7]. The 

distinct increase in the defect-related lifetime during 
the course of annealing indicates that the vacancy clus- 
ters under observation grow further and reach a size of 
n > 10 [7]. 

It should be noted that positron trapping by the above 
mentioned Cu-Ga precipitates could in principle also 
account for the observed strong effects in the annihilation 
parameters. However, the mean distance between the 
precipitates is much longer than the mean positron dif- 
fusion length, so that only a very weak effect is to be 
expected [9]. 

3.2. n-doped GaAs 

A similar experiment was performed for Te-doped 
GaAs. Prior to Cu diffusion, i.e. in the as-grown state, 
a TeAs-VGa complex was identified as efficient positron 
trap [10,11]. We found an average lifetime of 236 ps. 
However, after Cu in-diffusion and quenching, the 
sample was converted to p-type conductivity. Thus, the 
charge state of the complex may be positive then (posit- 
rons will not be trapped). This fact, or the possibility that 
the Ga vacancies of the complex are filled by the diffusing 
Cu atoms may lead to the behavior that the average 
lifetime is distinctly smaller after Cu diffusion (Fig. 2, 
upper panel). After the first annealing steps, the average 
lifetime increases to a maximum of about 252 ps and the 
positron trapping is almost lost again after annealing at 
850 K. 

However, there are some differences to the undoped 
sample: The average lifetime remains smaller during an- 
nealing; the defect signal disappears 50 K earlier; the 
S and W parameters show smaller effects; and the defect- 
related lifetime seems to stay constant during annealing 
at least up to 750 K (due to the small intensity of this 
component after 800 K annealing, it is not entirely clear 
that the large t2 of about 450 ps is not an artifact of the 
spectra decomposition). However, it is obvious that the 
structure of the defect complex is different from the un- 
doped sample, The defect-related lifetime of 300-330 ps 
is compatible with a VGa-VAs divacancy [7]. However, 
the large W/Wh parameter which is always > 1 strongly 
suggests that this complex is again decorated with Cu 
atoms. The difference to the undoped material may arise 
due to the different solubility of copper which is a func- 
tion of initial doping [1]. 

4. Conclusions 

Positron annihilation was applied to study undoped 
and n-type, Te-doped GaAs samples after in-diffusion of 
copper. The following conclusions can be derived from 
the experimental findings: 

• Both samples were converted to p-type conductivity. 
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• After quenching from diffusion temperature, only weak 
positron trapping is found in both types of material and 
the positron trapping by VGa-TeAs complexes usually 
found in as-grown n-type GaAs: Te is lost. 

• During annealing up to 750 K, vacancy clusters are 
formed which are decorated with at least one Cu atom 
(probably more). 

• These clusters grow during annealing in undoped 
GaAs to a size of more than 10 vacancies (both sublat- 
tices). In n-type GaAs, the clusters seem to remain 
smaller, but this fact needs further experimental con- 
firmation. 

• The small Cu-vacancy clusters dissolve above 800 K. 
• In the next step, electron microscopy and electrical 

measurements (Hall effect and DLTS) will be per- 
formed to characterize the precipitates and to obtain 
the number of ionized Cu acceptors (shallow positron 
traps). This will give us the opportunity to discuss the 
Cu distribution more quantitatively. 
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Abstract 

He++ irradiation induced defects in Be-doped Alo.5Gao.5As MBE layers have been studied using the DLTS method. 
The samples were irradiated by He++ ions of an energy equal to 0.5 MeV and fiuence of 1012 cm-2. In irradiated 
samples, persistent photocapacitance was observed after illumination of the samples at the liquid nitrogen ambient. 
Defect (or defects) introduced during irradiation can be responsible for the observed persistent photocapacitance 
effect. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

P-type AlxGa!_xAs is used as an active material in 
many heterostructures. It has recently been shown that it 
can serve as window material in PIN heterostructures 
suitable for alpha particle detection [1]. Studies of the 
influence of radiation on the properties of this material 
are of crucial importance for radiation detection techno- 
logy. Thus far, there is very little information about 
irradiation-induced defects in p-type GaAs and related 
Ali^xGaxAs mixed crystals. 

The defects introduced in n-type GaAs during alpha 
irradiation have been studied earlier [2]. Alpha irradia- 
tion of Si-doped GaAs introduced several defects related 
to arsenic vacancies (VAs), to arsenic ions displaced to the 
interstitial locations (VAs-ASi) [3], as well as to meta- 
stable defects probably associated with vacancies and the 
Si impurity. 

This work proves that low-dose He++ irradiation of 
epitaxial, Be-doped Alo.5Gao.5As layers results in the 
formation of additional deep levels. 

* Corresponding author. Fax: + 48-71-328-3696. 
E-mail address: jasza@rainbow.if.pwr.wroc.pl (J. Szatkowski) 

2. Experimental details 

The influence of He++ irradiation on Be-doped 
Alo.5Gao.5As layers grown by molecular beam epitaxy 
was studied in this work. The sample structure and the 
preparation method have been described elsewhere [4]. 
The irradiation was performed at Copenhagen Univer- 
sity's accelerator laboratory using 0.5 MeV He++ ions 
with a fiuence of 1012cm"2. The penetration depth, 
estimated with TRIM software [5], was equal to 2 urn. 
The Schottky contacts were deposited after the irradia- 
tion. The depletion region of the Schottky contacts, esti- 
mated at 0.2 um, is narrower than the region affected by 
the irradiation. 

The net acceptor concentration {NA-ND) and the built 
voltage UB were obtained from capacitance-voltage 
(C-V) measurements at 300 and 77 K. For non-irra- 
diated (reference) samples (NA-ND) = (2.0 + 0.1) x 
1017 cm"3 and built voltage UB = (1.1 ± 0.1) V at both 
temperatures. For irradiated samples the net acceptor 
concentration was equal to (2.0 + 0.1) x 1017 cm"3 at 
300 K and (8.0 + 0.1) x 1016 cm"3 at 77 K; the built volt- 
age was equal to (1.0 + 0.1) V at both temperatures. 

Both the capacitance-voltage characteristics and the 
deep-level transient spectroscopy (DLTS) spectra were 
collected using a lock-in-type DLS-82E spectrometer, 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00620-l 



J. Szatkowski et al. f Physica B 273-274 (1999) 718-721 719 

made by SEMITRAP, Hungary. The DLTS studies were 
carried out within the 77-380 K temperature range with 
2 K/min rate. All measurements were made with increas- 
ing temperature. Finally, persistent photocapacitance 
measurements were performed. Until photocapacitance 
saturation was reached, the samples were illuminated at 
the temperature of liquid nitrogen using a halogen lamp. 
Placing a high-energy filter in front of the lamp allowed 
for illumination with photons of an energy lower than the 
energy gap of Al0.5Ga0.5As. After turning off the light, 
capacitance measurements were carried out while heat- 
ing up the sample to room temperature. The capacitance 
measurements were performed on the samples reversely 
biased with — 3 V. 

3. Results and discussion 

The properties of deep levels existing in the non-irra- 
diated reference samples have already been presented in 
earlier publications [4,6-8]. Five hole traps, labeled as 
H1-H5, were found [4]. For traps HI, H3, H4 and H5 
the activation energies for emission were £T1 = 0.14 eV, 
£T3 = 0.40 eV, £T4 = 0.46 eV and £T5 = 0.77 eV. The 
electric field enhancements of the emission rate from level 
H2 affirmed the acceptor-like nature of this defect. Two 
of the traps, HI and H4, exhibited strong hole-lattice 
interaction with the capture energy barriers of 0.04 and 
0.18 eV, respectively. Excluding the H3 and H5 traps, the 
concentration of deep levels was of the order of 
1014 cm"3. The remaining two traps had their concentra- 
tion at approximately 1013 cm"3. 

In the He+ + irradiated samples, five DLTS peaks have 
been observed within the accessible temperature range. 
Fig. 1 represents typical DLTS spectra for He++ ion- 
irradiated samples. In the figure, the DLTS signal versus 
temperature is shown for two different widths of the 
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filling pulses, tpl = 0.5 us and tp2 = 200 us. The temper- 
ature position of the first three DLTS peaks depends on 
the filling pulse width. For tp2 = 200 us, the first two 
peaks are shifted towards a lower temperature as com- 
pared to tpi = 0.5 us. In contrast, the third peak is shifted 
towards a higher temperature. The temperature position 
of the last two peaks is independent of filling pulse width. 

The shift of DLTS peaks with filling pulse width was 
not observed for the non-irradiated samples [4,6-8]. 
Therefore, we have assumed that each of the first three 
"peaks" originates from more than a single deep level. 
With the single-level assumptions, it was also impossible 
to fit a theoretical relation to the experimental data. The 
peaks are too broad for such an assumption, suggesting 
that in the irradiated samples, the number of deep traps 
increased. 

In the first approximation, we assumed that each of the 
first three peaks results from two closely spaced peaks: 
one related to a deep level existing in the non-irradiated 
material and one related to a level introduced by irradia- 
tion. The additional peaks are labeled as H1R, H2R, and 
H3R. The remaining two peaks were assumed to result 
from the superposition of three peaks: H4, H4R and H5. 
The parameters for additional traps were found by fitting 
the theoretical curves to the experimental data. As an ex- 
ample, the result of the fitting to the experimental DLTS 
spectrum collected at 126 Hz is shown in Fig. 2. The open 
squares represent the experimental data for the irradiated 
sample. The open and solid circles result from the theor- 
etically calculated DLTS spectrum. We assumed that 
theoretical curve is a sum of the DLTS spectrum cal- 
culated independently for each deep level. Solid circles 
represent data for traps observed in the non-radiated 
reference samples. Parameters for H1-H4 traps and H5 
are taken from Szatkowski et al. [7]. During fitting 
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Fig. 1. DLTS spectra, with two different filling pulses, of an 
He+ """-irradiated Alo.5Ga0.5As layer MBE-grown on GaAs. 
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Fig. 2. The DLTS spectrum (squares) and the best fit (dashed 
curve) for MBE-grown Al0.5Ga0.5As. Theoretical DLTS peaks 
for the non-radiated (dotted line) and radiated (solid line) layers 
are included. 
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procedure only activation energy for H3 trap had to be 
changed from 0.40 eV as it was estimated for non-irra- 
diated samples to 0.37 eV. Open circles represent data for 
new radiation-induced peaks. The solid line, being the 
best fit to the experimental data, is the sum of the func- 
tions represented by both open and solid circles. Para- 
meters obtained with the fitting procedure for different 
lock-in frequencies are given in Table 1. 

In the irradiated samples, persistent photocapacitance 
has been observed. Illumination of the samples at liquid 
nitrogen temperature caused an increase in capacitance 
by about 20%. After switching off the light, the photo- 
capacitance remained on the new level for several hours. 
Only heating the samples to about 200 K restored its 
initial value. Since such an effect was not observed in the 
reference samples, this result indicates that irradiation 
either increased the concentration of some metastable 
defects or created new ones. 

Fig. 3 shows the capacitance versus temperature plot 
after cooling the sample down to 77 K. One plot (i) 
represents its values while heating the samples in dark- 
ness, and the second plot (ii) was obtained while heating 
the samples after illuminating them at 77 K with the 
halogen lamp through the edge filter (with photons of an 
energy lower than 0.78 eV). The results prove the exist- 
ence of persistent photocapacitance in the samples below 
the 225 K temperature. 

Persistent photoeffects, observed in a variety of III-V 
and II-VI n-type semiconducting compounds, are due to 
metastable centers with a strong lattice coupling. Meta- 
stable defects are observed in both as-grown and pro- 
cessed semiconductors, mainly in n-type materials. In 
p-type, nitrogen-doped ZnSe the metastability of hole 
traps was observed [9]. 

In the studied samples, traps H3R, H4 and H4R, are 
the possible candidates for the metastable defects, re- 
sponsible for the observed persistent photocapacitance. 
The H3R and H4R defects were found to be very sensi- 

Table 1 
Characteristics of the traps in the irradiated Al0.5Ga0.5As 

Trap label Activation energy Capture cross section 
(eV) (cm2) 

H1R 0.11 8xl0"17 

HI 0.15 8xl0"17 

H2R 0.23 3xl0"15 

H2 0.26 5xl0"15 

H3 0.37 6.5 xlO"14 

H3R 0.38 3xl0~15 

H4 0.46 2xl0~15 

H4R 0.48 lxlO-16 

H5 0.775 lxlO"12 

200 300 

temperature (K) 

Fig. 3. Photocapacitance in MBE-grown Al0.5Ga0.5As. Plot (i) 
was collected while heating the samples without light. Plot (ii) 
represents results obtained while heating the samples after illu- 
mination at 77 K with a halogen lamp with an edge filter. 

tive to the filling pulse width and the DLTS peaks related 
to these traps do not saturate until several hundreds of 
microseconds. The H4 trap exhibited temperature-de- 
pendent capture cross section in the as-grown samples. 
Unfortunately, the H4 peak in the irradiated samples is 
accompanied by the H3R peak. The latter also probably 
has a very strong temperature-dependent capture cross 
section. It was also found that the peaks associated with 
both H3R and H4 traps increase significantly with filling 
pulse width. Therefore, based on this preliminary fitting, 
it is impossible to determine the energy barrier for cap- 
ture for any of the traps. 

4. Conclusions 

The influence of irradiation on defects in Be-doped 
Al0.5Ga0.5 As MBE layers was studied. The samples were 
exposed to radiation with 0.5 MeV He+ + ions at fluence 
of 1012 cm-2. DLTS studies were performed within the 
77-350 K temperature range on both reference and irra- 
diated samples. He++ irradiation introduced four new 
levels in addition to those in the as-grown material. 
Persistent photocapacitance was observed for the irra- 
diated samples. Thus, it has been assumed that irradia- 
tion increased the concentration of some metastable 
centers or introduced such centers, responsible for ob- 
served persistent photocapacitance effect. 
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Abstract 

The electronic properties of MBE-grown GaAs at temperatures well below 400°C are governed by its high concentra- 
tion of native point defects. It is vital for device applications to understand and control the point defect concentrations in 
this non-stoichiometric III-V compound. In this paper, we present a detailed analysis of the changes of the point defect 
concentrations upon thermal annealing in both undoped and p-doped low-temperature-grown GaAs (LT-GaAs). The 
temperature-dependent concentration of residual arsenic antisites (AsGa) after annealing is shown. Also the annealing 
behavior of the gallium vacancies (VGa) is investigated. Their role in the As diffusion will be discussed. The thermal stabi- 
lization of AsGa will be demonstrated in LT-GaAs : Be for annealing temperatures as high as 700°C for 30 min. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: LT-GaAs; Molecular beam epitaxy; Native point defects; Annealing behavior; Thermal stabilization 

1. Introduction 

The primary identifying characteristic of low-temper- 
ature-grown GaAs (LT-GaAs) grown below 300°C by 
molecular beam epitaxy (MBE) is an excess of arsenic of 
up to 1.5%. Most of this excess takes the form of arsenic 
antisites (AsGa), of which there may be as many as 1020/ 
cm3 in epilayers grown at a substrate temperature of 
200°C. Due to the presence of so many antisites, the 
c-axis lattice parameter of LT-GaAs is greater than that 
of bulk material [1]. Gallium vacancies, while present in 
much smaller concentrations than arsenic antisites, are 
important components of arsenic diffusion during high- 
temperature anneals. 

Perhaps the biggest problem with LT-GaAs for device 
applications is its inability to withstand high-temper- 
ature anneals. On annealing at temperatures above 
600°C for all but the shortest instants, the excess arsenic 

* Corresponding author. Tel.:   + 1-510-643-5304; fax:   + 1- 
510-643-5304. 

E-mail address: rlutz@uclink4.berkeley.edu (R.C. Lutz) 

precipitates into small arsenic clusters [2-4]. The lattice 
parameter of the film relaxes back to that of the substrate 
[1]. Annealing is detrimental to the performance of neigh- 
boring layers, as defects outdiffuse from the LT layer and 
disrupt the current transport in adjacent layers [5]. 

The prevailing model of LT-GaAs annealing involves 
the vacancy-assisted diffusion of arsenic antisites to pre- 
cipitate boundaries [6]. It was suggested that a possible 
solution to this arsenic precipitation might be a low- 
temperature pre-anneal [7]. The low-temperature anneal 
is believed to allow the diffusion of vacancies to vacancy 
sinks, thereby freezing the antisites in position and 
stabilizing them to subsequent high-temperature anneals. 
However, a successful thermal stabilization by such a 
pre-anneal has never been reported to date. Previous 
work found some evidence for improvements in thermal 
stability upon Be-doping [8]. 

2. Experimental 

All films were grown in a Varian Gen II MBE chamber 
between 200°C and 295°C. Before LT-GaAs growth, a 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00621-3 
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0.5 um GaAs buffer layer was grown at 580°C. The beam 
equivalent pressure ratio was 20, and the growth rate was 
1 um/h. The beryllium concentrations reported here are 
from SIMS measurements. Films were proximity an- 
nealed in a furnace with a sacrificial GaAs wafer on the 
face of the film to prevent outdiffusion of excess arsenic. 

Infrared (IR) absorption and magnetic circular dichro- 
ism of absorption (MCDA) were used to determine the 
concentrations of neutral and ionized arsenic antisite 
defects, respectively. The concentrations were determined 
from the strength of the absorption or absorption differ- 
ence using the established calibrations [9,10]. The raw 
substrate IR absorption spectrum and ionized antisites 
concentration measured were subtracted from the con- 
joined film/substrate spectrum or ionized antisite con- 
centration. The measurement temperature was 1.8 K. 

Vacancy characteristics were studied with slow posit- 
ron annihilation spectroscopy. The positron annihilation 
data are reported in terms of the S and W parameters. 
These parameters are measures of the relative measure of 
the characteristic Doppler broadening of gamma radi- 
ation released by the annihilation reaction [11]. 

The lattice misfit between film and substrate was deter- 
mined by X-ray diffraction using the (0 0 4) symmetric 
reflection. 

3. Results and discussion 

Fig. 1 shows the loss of arsenic antisites and change in 
c lattice misfit of a film grown at 200°C upon annealing at 
400°C for varying periods of time. The lattice parameter 
and neutral antisite concentrations experience a decrease 
even at this low annealing temperature. However, even 
after the longest annealing time shown, some measurable 
lattice mismatch and quantity of neutral antisites remain 
in the film, while the concentration of ionized antisites is 
below the detection limit. 

Fig. 2 shows the positron annihilation data for some of 
the same films. In this graph, moving right along the 
S-parameter axis indicates an increase in incident posit- 
ron energy, and hence deeper penetration. From the 
slopes of the W versus S curve, the type of defect in which 
annihilation occurs can be acquired. The slope of the line 
for the two shortest annealing times, away from the 
surface, is no different from that of the as-grown material. 
This particular slope corresponds to annihilation at gal- 
lium vacancies. After annealing for 3 h 45 min, the slope 
of the line increases. This change indicates that vacancy 
clusters have formed. Vacancy clusters appear evident in 
the near-surface region of the sample annealed for 15 min 
as well. 

These results are consistent with the optical spectro- 
scopies. Annealing at this temperature for long times 
results in clustering of gallium vacancies. The vacancies 
are then no longer available to assist in antisite diffusion 
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100 1000       10000      100000 
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Fig. 1. Change in [AsGA] and lattice parameter mismatch upon 
annealing films grown at 200°C at a temperature of 400°C. 
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Fig. 2. Identification of gallium vacancies and vacancy clusters 
in films grown at 200°C and annealed at 400°C by slow positron 
annihilation spectroscopy. W and S parameters are normalized 
to those of bulk GaAs. 

102' 
—•- neutral 
—•-ionized 
-*- total 

;^ 
~» •s 

^ 

as-grown 600°C   700°C   as-grown 600°C   700°C 

Fig. 3. Change in [AsGa] for films with growth parameters 
250°C/6 x 1019 Be/cm3 (left) and 295°C/3 x 1018 Be/cm3 (right) 
upon annealing at 600°C and 700°C for 30 min. 

to precipitate boundaries, and the concentration of anti- 
sites does not go to zero after annealing for extended 
periods of time. The disappearance of ionized antisites 
results from the clustering as well, as the isolated gallium 
vacancies were found to cause the ionization of antisite 
defects [8]. The presence of vacancy clusters is proof that 
vacancies have not diffused out of the epilayer, and as 
such the clusters may act as vacancy sources upon sub- 
sequent higher temperature anneals. 
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Fig. 3 shows the change in antisite concentration for 
two beryllium-doped films. The film grown at 250°C with 
6 x 1019 Be/cm3 shows improved thermal stability over 
undoped material grown at the same or lower temper- 
atures, although significant antisite loss still results on 
annealing. The film grown at 295°C with 1 x 1018 Be/cm3 

has even better thermal stability, as the antisite concen- 
tration after the 700°C anneal is of the same magnitude 
as that of the as-grown film. Note that in undoped 
material annealed under similar conditions the concen- 
tration of arsenic antisites even after a 600°C anneal 
drops below the detection limit. The actual mechanism 
by which thermal stability is improved has not yet been 
determined, but it is likely that it is related to a reduction 
in the gallium vacancy concentration and/or strain com- 
pensation. 

4. Conclusions 

Annealing LT-GaAs at 400°C leads to vacancy cluster- 
ing and a halt in antisite loss at that temperature. The 
vacancies remain in the epilayer, albeit in a slightly modi- 
fied form, and these clusters may act as vacancy sources 
for future high-temperature anneals. 

Beryllium doping improves the resistance to annealing. 
The mechanism may be related to a reduction in vacancy 
concentration and/or strain compensation due to the 
small size of the beryllium impurity. 

analytical equipment at the Lawrence Berkeley National 
Laboratory and the Integrated Materials Laboratory at 
UC Berkeley is gratefully acknowledged. 
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Abstract 

We have studied the incorporation of As antisite defects in GaAs during epitaxial growth. The growths have been 
performed by molecular beam epitaxy at low temperature, by metal organic chemical vapor deposition and by a special 
chemical vapor phase technique allowing to reach very high growth rates (up to 5 um/min). The As antisite concentration 
is measured by electrical techniques or by infrared absorption at 1 urn, and through the change of the lattice mismatch 
and scanning tunneling microscopy in the case of large concentrations. The study is performed by monitoring the antisite 
concentration versus the growth temperature at constant growth rate and versus the growth rate at constant temper- 
ature. The results can be understood in terms of incorporation of As2 molecules during the two different regimes by 
which epitaxial growth takes place. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: As antisite; GaAs; Epitaxial growth 

1. Introduction 

It is in principle possible to give special electronic 
properties to a given semiconductor material through the 
introduction of specific defects, by selecting the growth 
mode and the growth conditions. Indeed, the nature and 
concentration of the defects introduced during growth 
depend on the mode of growth. For instance, Czochralski 
(Cz) grown, nonintentionally doped GaAs contain, in 
addition to the contaminating impurities, As antisites 
(AsGa) defects and dislocations (see for instance Ref. [1]). 
As a result such Cz material can be semi-insulating due to 
the presence of AsGa-related defects (the so-called EL2 
defects [2]) as deep donors which compensate the resid- 
ual doping concentration. Such material engineering 
requires, first, a minimum understanding of the ways 
defects are incorporated during growth. Such under- 

* Corresponding author. Faxf1 + 33-1-4427-7998. 
E-mail address: bourgoin@ccr.jussieu.fr (J.C. Bourgoin) 

standing does not exist yet in the case of epitaxial growth. 
The aim of this communication is to present preliminary 
results concerning the introduction of As antisites related 
defects into GaAs by epitaxial techniques. 

2. Principle of the study 

We examine epitaxial grown GaAs layers obtained by 
molecular beam epitaxy (MBE) at low temperature, va- 
por-phase epitaxy (VPE) and metalorganic chemical va- 
por deposition (MOCVD). We study the introduction of 
AsGa-related defects versus the growth rate Vg and versus 
the substrate (i.e. growth) temperature, Ts. These defects 
are labelled AARD in the following, and not EL2, be- 
cause it is not established that in all cases, the same As 
antisite related defects are observed (see for instance in 
Ref. [3]). 

The concentration C of these defects is measured by 
different techniques, depending on the experimental con- 
ditions. In layers grown at high temperature, by VPE or 
MOCVD, C is small compared to the free electron 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Mapping of the electronic density obtained with scann- 
ing tunnelling microscopy for a — 2 V bias (tunnelling current 
of 150 pA) of a sample grown by MBE at 225°C on a p+-doped 
substrate. The thin lines, parallel to the diagonal of the image, 
correspond to rows of As atoms. The dots are related As anti- 
sites in the three top layers. For this sample, their concentration 
is estimated at 5 + 2 x 1019 cm-3. IR absorption at 1 um gives 
a concentration of 7.5 x 1019 cm-3. 

concentration, and it is measured by deep level transient 
spectroscopy (DLTS). In this case, it is well established 
that the AARDs are the EL2 defects. In layers grown by 
MBE at low temperature, C being large (1018- 
1019 cm"3) is estimated by the lattice change (obtained 
by double X-ray diffraction), infrared absorption (IRA) at 
1 um [2,4] and scanning tunneling microscopy (STM) as 
illustrated in Fig. 1. In this case, we establish directly by 
STM that the defects we study are AARDs: evidence that 
the STM images are indeed related to AARDs is given by 
the energetical spectrum of the band of states inside the 
gap, which peaks between 0.25 and 0.5 eV above the 
valence band [5]. 

3. Results 

Information concerning the growth processes are the 
following: (i) MOCVD growth is performed in a conven- 
tional H2 reactor working in the 700-800°C range; the 
variation of the growth rate is achieved by varying the 
AsCl3 mole fraction (from 10 "4 to 10 ~2); (ii) for VPE a 
specific technique, usually called close space vapor trans- 
port (CSVT), has been used; this technique (for a review 
see Ref. [6]) allows to reach very high growth rates [7] 
while producing layers exhibiting good electronic and 
optical properties [8]; (iii) MBE growth is performed in 
a Varian Gen II system. The growth temperature is 
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Fig. 2. Variation of the concentration of EL2 defects versus the 
inverse of the growth rate for a MOCVD growth at 770°C. 
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Fig. 3. Variation of the lattice change, proportional to the 
AARD concentration, versus the inverse of the MBE growth 
rate at two temperatures: 290°C (■) and 230°C (•). 

monitored with the thermocouple of the molyblock. The 
temperature ranges in which activation energies are de- 
duced, 50°C wide around 600 K, are such that the sys- 
tematic error on the substrate temperature (10-20°C) 
induces a relative shift in these activation energies of the 
order of 5xl0"2. The growth rate is determined by 
RHEED oscillations and the ratio of the As4 to Ga fluxes 
is calibrated by the determination of the transition point 
between the (2 x 4) As and the (4 x 2) Ga stabilized recon- 
struction. 

Only typical results are presented here. First, the 
AARD concentration, C, is found to increase rapidly 
with the growth rate V%. This is illustrated in Fig. 2 for 
MOCVD growth performed at 770°C. The results, sim- 
ilar to others given in Refs. [9,10], are presented under 
the form log C versus V'1 for a reason which will be 
made clear in the next section. MBE data obtained at 
different low temperatures present a similar behaviour 
(see Fig. 3) at constant As/Ga flux ratio (equal to 2.2). 
Other data obtained by CSVT are presented in Fig. 4. 

The temperature dependence of C, illustrated in 
Fig. 5 in the case of MBE growth, shows that C is ther- 
mally activated. Below typically 300°C, the associated 
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Fig. 4. Variation of the concentration of AARDs measured by 
IR absorption versus the inverse of the growth rate for close 
space vapor transport. 
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Fig. 5. Variation of the lattice change, proportional to the 
AARD concentration, versus the inverse of the MBE growth 
temperature. 

activation energy is of the order of 0.3-0.4 eV. Above 
300°C there is a strong change in the regime, the activa- 
tion energy becoming of the order of 1.4 eV. This value of 
the activation energy, in the same temperature range, is 
also obtained in VPE growth [11]. 

4. Mechanism of antisite incorporation 

The epitaxial growth of GaAs has been studied by 
Foxon and Joyce [12]. They showed that the growth is 
governed by two basically different mechanisms related 
to the interaction between As molecules and Ga atoms 
on the surface. One mechanism applies below 300°C, the 
other above 300°C, which is consistent with the change in 
the regime observed for AARDs incorporation in Fig. 5. 

Below 300°C the growth is limited by the deposition of 
Ga atoms which are saturated by As2 molecules, whose 
binding energy on the surface is 0.36 eV [12]. Because 
a systematic study correlating C with the stoechiometry 
shift suggests that AARDs are composed of two As atoms 
on a Ga site [13], we assume here that the induced 
AARDs result from the deposition of an As2 molecule, 
which are located on a Ga site, giving an As antisite 
complexed with a neighbouring interstitial. The concen- 
tration C of such AARDs should therefore correspond to 
the fraction of As2 molecules which are not desorbed. 
The time of As2 desorption from the surface being char- 
acterized by an activation energy of 0.36 eV, we expect 
C to be characterized by the same activation energy. This 
is indeed observed, as shown in Fig. 5. The experimental 
value found for the activation energy being equal to that 
for As2 desorption therefore demonstrates that the 
formation of As antisite related defects is directly corre- 
lated to the presence of As2 molecules. 

Above 300°C, the growth is limited by the dissociation 
of As2 molecules [12]. Then C, like the rate of dissocia- 
tion: 

should be thermally activated with the same activation 
energy E&. We find experimentally Ed = 1.4 eV (see Fig. 
5), a value coherent with the enthalpy for As dissociation 
[14]. 

The fraction dC of As2 molecules which dissociate 
during the time dt is: 

dC/dr = -KC. (2) 

This dissociation stops when a new layer (of thickness a) 
is added, i.e. after a time: 

dr = a/Vg. 

Then 

C = C0 exp ^exp(-£d//cT) 

(3) 

(4) 

K = K0 exp( - Ed/kT), (1) 

We obtain, as observed experimentally (see Figs. 2-4), 
a linear dependence of log C versus Vg1. 

5. Conclusion 

The temperature and growth rate dependences of the 
concentration of As antisite related defects (AARD), in- 
troduced during growth, obey the same laws for all 
vapor-phase epitaxy techniques. These dependences can 
be directly related to the density of As2 molecules on the 
surface of the grown layer. We conclude that the AARDs 
are introduced as a result of As2 molecules occupying Ga 
sites. This implies that an AARD is a defect associated 
with two As atoms on a Ga site. 
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Abstract 

To identify the defects responsible for anomalous electronic properties at the molecular-beam-epitaxy regrown 
interface, the interfaces of Si-doped GaAs epitaxial layers (n = 7x 1016cm"3) have been investigated. A significant 
reduction of the carrier concentration in a large region around the regrown interfaces has been observed by 
capacitance-voltage measurement. Photoluminescence spectra measured at different etching depths below the sample 
surface show that the intensity of the emissions associated with carbon acceptors and As vacancy-carbon acceptor 
complexes strongly increases in the interface region. The carbon-related emission line is absent in the photoluminescence 
spectra of the sample without regrown interface. The carrier concentration profiles obtained by capacitance-voltage 
measurements fit well that calculated numerically with the assumption that a high concentration of carbon is present at 
the interface. These results indicate that carbon and As vacancies are main defects responsible for the carrier depletion at 
the regrown interface. This carrier depletion is believed to be due to the direct compensation of Si donors by carbon 
acceptors. On the other hand, a high concentration of As vacancies at the interface is favorable for the formation of As 
vacancy-oxygen complexes that may act as deep-level electron traps. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaAs; MBE regrown interface; Carbon; Arsenic vacancies 

1. Introduction 

Molecular-beam epitaxy (MBE) is an extremely 
powerful technique for the fabrication of advanced 
electronic and optoelectronic devices. MBE is capable 
to produce multilayered III-V semiconductor structures 
with an excellent control of their thickness, composition, 
and doping profiles. A regrowth can be performed after a 
MBE growth interruption. This increases the degree 
of freedom for device design and device processing. 
Regrowth is an indispensable step in the fabrication 
of buried heterostructure lasers, distributed feedback 
lasers, and novel devices based on quantum wires 
and quantum dots. However, anomalous electronic 
properties including the formation of a highly resistive 
layer and the depletion or accumulation of carriers 
at MBE regrown GaAs interfaces have been observed 
[1-4]. In spite of intensive research efforts, the physical 
mechanisms of these anomalies at the regrown interfaces 

* Corresponding author. Fax: + 41-21-693-54-80. 
E-mail address: ky.nguyen@epfl.ch (N.H. Ky) 

have not been fully understood. Arsenic vacancy (VAs) 
traps, site change of Si atoms, absorption of impurities 
such as C or O, and formation of a disordered region 
at the interface have been suggested to be the origin of 
the anomalies at the regrown interfaces. In this article, 
new results are reported on the observation of extrinsic 
and intrinsic defects at MBE regrown Si-doped GaAs 
interfaces. The carrier concentration profiles are ob- 
tained by capacitance-voltage (C-V) measurement. Ex- 
trinsic and intrinsic defects at the regrown interfaces are 
investigated using photoluminescence (PL) spectra mea- 
sured at different etching depths, ds> below the sample 
surface. C and VAs are the main defects detected in 
the region near the regrown interface. Their role in the 
formation of the carrier depletion at the interface will be 
discussed. 

2. Experiment 

Three samples are fabricated by MBE on Si-doped 
(n « 1018 cm-3) (1 0 0)-oriented GaAs substrates in a 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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modified Varian 360 apparatus. Sample 1 is a 0.5 urn 
thick Si-doped (n « 7x 1016cm"3) GaAs layer grown 
without interruption for use as reference. The As/Ga 
beam equivalent pressure ratio is 2.8, corresponding to 
an As-poor growth condition. The first fabrication step of 
samples 2 and 3 is to grow a 0.2 urn thick GaAs layer. 
After the first growth, both samples are removed from the 
growth chamber and exposed to the atmosphere during 
several minutes. 

Before the regrowth, samples 2 and 3 are cleaned in 
a hydrogen-plasma processing chamber that is connected 
to the growth chamber by an ultrahigh vacuum transfer 
tube. A 13.56 MHz plasma radical source from Oxford 
Applied Research is used. Samples 2 and 3 are heated to 
450°C and 536°C, respectively, in the hydrogen plasma 
for 15 min. The samples are then transferred to the 
growth chamber within 5 min and the regrowth is per- 
formed at 540°C. These samples consist of the following 
identical regrown layers: (i) a 0.15 urn thick GaAs layer, 
(ii) an In0.17Ga0.83As quantum well (QW) with a 
thickness of 43 A, and (iii) a 0.15 um thick GaAs cap 
layer. Hence, the regrown interface is located at about 
0.3 urn below the sample surface. The first-grown and 
regrown layers of samples 2 and 3 are uniformly doped 
with Si at a concentration of 7 x 1016 cm-3. To perform 
the C-V measurements, Schottky diodes are produced by 
evaporating Cr and Au thin films onto the surface of 
samples 1-3. Ohmic contacts are formed by annealing 
the evaporated AuGe/Ni/Au sandwich on the substrate 
at 400°C for 1 min. The surface area of the Schottky 
diodes is about 0.25 mm2. The C-V measurements are 
carried out at room temperature with a modified 
Boonton 72B capacitance meter. The measuring fre- 
quency is 1 MHz. The carrier concentration profile, n(w), 
is deduced from the measured C-V curve using the 
formula [5]: 

n(w) = 
1 

2qEsdV\C2 (1) 

where q is the electron charge, ss the dielectric permittiv- 
ity, V the applied voltage, and C the measured 
capacitance. The depletion width, w, of the Schottky 
metal-semiconductor junction is given by 

(2) 

The PL spectra are measured at 77 K, using the 
632.8 nm line of a He-Ne laser as excitation source and 
a Si photodiode as detector. The regrown samples are 
etched in a solution of H2S04 : H202 : H20 = 1: 8 :10 
to form terraces with different de. The resolution of the 
measurement of de is 0.01 urn. The PL spectra taken at 
different dc are characterized for a probe region within 
0.5-0.7 urn below the etching surface. 

3. Results and discussion 

Fig. 1 shows typical carrier concentration profiles ob- 
tained by C-V measurements for samples 1 and 3. In 
sample 1, the carrier distribution is almost uniform with 
a concentration value, n, of about 7xl016cm"3. For 
sample 3, the carrier concentration profile is more com- 
plicated. At the depths, d, below 0.13 urn and between 0.2 
and 0.23 um, the carrier concentration is constant at 
7 x 1016 cm"3. The concentration profile exhibits a peak 
(QW) at d = 0.15 urn. This peak is due to the electron 
accumulation in the InGaAs well [6]. Because of the 
Debye spreading, the peak width is larger than the thick- 
ness of the QW. The difference between the full width of 
the peak and the well thickness is comparable to the 
double of the Debye length value LD « 0.015 um deter- 
mined from the formula [5]: 

LD = 
sskBT 

q2n 

1/2 

(3) 

where kB and T are the Boltzmann constant and the 
temperature, respectively. Depletion layers of the In- 
GaAs/GaAs heterojunctions are seen on both sides of the 
QW peak. A strong carrier depletion is observed in 
a 0.12 jim wide region around the regrown interface at 
d = 0.3 um. At the regrown interface, n is significantly 
reduced to 2 x 1016 cm"3. 

The PL spectrum of the sample 1 (Fig. 2) shows a 
strong emission line at 822 nm or 1.509 eV (Ex). 
This emission line could be due to the recombination of 
free excitons in the epitaxial GaAs layer [7,8]. A broad 
emission band (VAs-C) is observed at 922 nm or 
1.345 eV. The origin of the broad emission band at about 
1.35 eV has been discussed previously [8,9]. This emis- 
sion band could be associated with the recombination of 
the VAs-C acceptor complex [8]. C is a residual acceptor 
that is usually present in MBE grown GaAs [8]. VAs is 
abundant in the epitaxial layer that is grown under 
As-poor condition. The abundance of VAs in 
n-type GaAs is favorable for single hops of column-Ill 
atoms  forming  Ga  antisite  defects  (GaAs)  and  Ga 

.2    10" 

10" 

-Without regrowth 
-With regrowth 

0.2 0.3 

Depth (urn) 

Fig. 1. Measured carrier concentration profiles in the reference 
sample 1 and in the regrown sample 3. The arrow indicates the 
location of the regrown interface. 
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Fig. 2. 77 K PL spectrum taken on the surface of the reference 
sample 1. 

vacancies (VGa) [9]: 

GaGa + VAsoVa3L + GaAs. (4) 

This is confirmed by the observation of the GaAs- 
related emission band at 840 nm or 1.47 eV [9]. More- 
over, the long-wavelength tail of the VAs-C emission 
band may be due to the presence of the Si donor-VGa 

complex emission band at about 1000 nm or 1.24 eV [9]. 
The PL spectrum taken on the surface of sample 3 

(Fig. 3) is dominated by the emission line at 884 nm or 
1.403 eV (QW). Since most of Si atoms occupy column- 
Ill sites and act as donors, electrons from the Si donors 
move into the InGaAs well and a pseudo-two-dimen- 
sional electron gas (2DEG) is formed due to high concen- 
tration of the free carriers confined in the well [6,10,11]. 
The broad QW emission line is related to the recombina- 
tion involving electrons of the 2DEG which fill all of the 
confined states up to the Fermi level located above the 
lowest n = 1 electron quantized subband level in the well. 
The mixing of the heavy-hole and light-hole subbands 
could be induced by a "shake-up" of the Fermi sea 
[10-12]. The Ex line and the VAs-C band emitted from 
the adjacent GaAs layers are also observed in the spec- 
trum. The QW emission line is no longer seen in the PL 
spectrum taken at de = 0.26 urn because the InGaAs well 
is removed. Beside the Ex line, the spectrum shows an 
intense emission line at 834 nm or 1.487 eV (eAc). This 
emission line is due to the transition of free electrons to 
an acceptor level [9]. The acceptor ionization energy of 
26 meV deduced from the peak position corresponds to 
that of C. The intensity of the VAs-C emission band is 
significant. At de = 0.58 urn, both eAc and VAs-C emis- 
sions decrease in intensity. The intensity enhancement of 
eAc and VAs-C emissions in the region around the re- 
grown interface indicates high concentrations of VAs and 
C acceptors in this region. When the sample is exposed to 
the atmosphere after the first growth, C atoms could be 
absorbed at the sample surface. They can diffuse into the 
bulk during the regrowth. Fig. 4 shows a comparison 
between the carrier concentration profile measured for 
sample 3 and that calculated assuming a surface concen- 
tration ns = 4.5 x 1011 cm"2 of C acceptor at the inter- 

de=o pm A QW 

de=0.26Mmf\eAc 

de=0.58 pm 

 1 r 
700 800 900 1000 1100 

WAVELENGTH (nm) 

Fig. 3. 77 K PL spectra taken at different etching depths, dc, 
below the surface of the regrown sample 3. 

Fig. 4. Measured and calculated carrier concentration profiles 
in the regrown sample 3. The arrow indicates the location of the 
regrown interface. 

face. In this calculation program, the electron and hole 
continuity equations and the Poisson's equation describ- 
ing the relation between the electron potential and the 
charge density as a function of the position below the 
sample surface are solved self-consistently. The presence 
of the InGaAs well is not taken into account. The cal- 
culated carrier concentration profile fits well the mea- 
sured curve, indicating that a direct compensation of Si 
donors by C acceptors results in the carrier depletion in 
the regrown interface region. In fact, high concentrations 
of C and O are detected at the regrown interface of this 
sample by secondary-ion mass spectrometry. The donor 
compensation in the region around the regrown interface 
may prevent the reaction of Eq. (4) from occurring. 
Hence, the VAs concentration is high in this region. Since 
VAs is positively charged and VAs-C complex is neutral, 
both VAs and VAs-C complex should not contribute 
directly to the carrier depletion. However, VAs at the 
interface can form complex with O interstitials. Two deep 
levels located between 0.57-0.75 eV and at 0.14 eV below 
the conduction band minimum, Ec, are found to be 
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Table 1 
Summary of main experimental results obtained for samples 
2 and 3 

Sample 2    Sample 3 

Temperature during H-plasma clean-     450 536 
ing, °C 
Carrier loss at the regrown interface, 6.4 5 
1016cm"3 

Extent of the carrier depletion region, 0.22 0.12 
um 
Relative intensity the eAc emission 1.22 1 
line 
Relative intensity the VAs-C emission 1.18 1 
band 

related to the 0-VAs complex [13]. The Ec -0.14eV 
level is the donor state of the 0-VAs complex, whereas 
the level near the midgap acts as an acceptor. Although 
the concentration of these deep-level traps is lower than 
that required to induce the observed carrier depletion by 
several order of magnitude [4], they may also be in- 
volved in the formation of the carrier depletion at the 
regrown interface. 

A summary of the experimental results obtained for 
samples 2 and 3 is given in Table 1. The intensity of the eAc 

and VAs-C emissions and the carrier depletion in the inter- 
face region are found to be dependent on the surface treat- 
ment procedure used to clean the sample surface before the 
regrowth. With increasing the heating temperature during 
hydrogen-plasma exposure from 450°C to 536°C, a reduc- 
tion of carrier loss at the regrown interface from 1.4 x 1012 

to 3 x 1011 cm'2 and a decrease in intensity of the eAc 

and VAs-C emissions by a factor of about 1.2 are observed. 

In conclusion, our results give evidences for the impor- 
tant role of C and VAs in the anomalous carrier depletion 
at MBE regrown interfaces. C acceptors are believed to 
be mainly responsible for the direct compensation of Si 
donors. In addition, a high VAs concentration may be 
favorable for the formation of 0-VAs complexes that act 
as deep-level electron traps. 
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Abstract 

We investigate the nonlinear optical properties of low-temperature-grown (LT) GaAs. It is shown that the strength of 
the absorptive nonlinearity is weak in as-grown undoped LT-GaAs with a fast recovery time of the nonlinear absorption. 
The reason for this behavior is revealed by a quantitative study of the nonlinear optical properties of the most import- 
ant defect transition from the neutral As antisite to the conduction band. Based on this analysis, we demonstrate two 
methods for the improvement of the ultrafast nonlinearity of LT-grown semiconductors: post-growth annealing or Be 
doping of LT-GaAs yields a material with a strong ultrafast nonlinear optical response. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: Low-temperature GaAs; Optical nonlinearity; Carrier dynamics 

Low-temperature (LT) MBE-grown semiconductors 
will become increasingly important for future femto- 
second all-optical switching applications due to the ultra- 
fast recovery time of their optical nonlinearity after 
above-band-gap excitation. Already now, they are exten- 
sively used in optical communication [1] and laser phys- 
ics [2]. Besides a fast recovery time, these applications 
require high nonlinear absorption modulation and small 
absorption losses at high pulse fluences (nonsaturable 
absorption losses). The ultrafast recovery time of the 
nonlinear absorption results from trapping of optically 
excited carriers into defect states introduced by the LT 
growth [3]. Carrier trapping into defects has been inten- 
sively investigated in recent years, in particular for LT- 
GaAs, which can serve as a model system [4,5]. However, 
the introduction of defect states may also give rise to new 
absorption channels, which can affect the strength of the 
nonlinear optical response [6-8]. 

* Corresponding author. Fax: + 41-1-633-1059. 
E-mail address: haiml@iqe.phys.ethz.ch (M. Haiml) 

In this paper, we present a comprehensive quantitative 
study of the nonsaturable absorption, the absorption 
modulation, and its recovery time in different modifica- 
tions of LT-GaAs. It is shown that as-grown undoped 
LT-GaAs with a sub-picosecond recovery time suffers 
from small absorption modulation and large nonsatur- 
able absorption. Therefore, this material is not well 
suited for ultrafast all-optical switching applications. 
This experimental result is traced back to the optical 
properties of the dominating defect transition from the 
neutral As antisites, AsSa, to the conduction band (CB). 
Combining optical data with measurements of defect 
densities, we have quantitatively determined the optical 
absorption cross section and the saturation parameter of 
this transition for above-band-gap excitation. This data 
shows that, with reasonable pulse fluences, the Asoa-CB 
transition is difficult to saturate and contributes a major 
fraction to the nonsaturable absorption losses. Therefore, 
as-grown undoped LT-GaAs with femtosecond recovery 
times and high Asjja density suffers from high nonsatur- 
able absorption losses. We demonstrate two methods to 
obtain an optimized material which combines fast recov- 
ery times with high modulation and small nonsaturable 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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losses: (i) annealing of undoped LT-GaAs and (ii) beryl- 
lium doping of as-grown LT-GaAs. Both methods reduce 
the density of neutral Asoa and the corresponding As£a- 
CB absorption, but maintain an ultrafast response. Our 
analysis shows that the Be concentration should be 
chosen to compensate the material in order to optimize 
the optical nonlinearity of LT-GaAs : Be. 

We have studied 500 nm thick LT-GaAs layers, which 
were grown by MBE at an As4/Ga-flux ratio of 4.5 and 
various growth temperatures (Tg = 220-580°C). The un- 
doped layers are either as-grown or have been post- 
growth annealed at 600°C under arsenic overpressure for 
75 min. Some of the as-grown layers are doped with Be at 
various concentrations. All layers have been grown on 
Al0.15Ga0.85As/AlAs Bragg mirrors and n + GaAs sub- 
strates. We have verified that the structural properties of 
LT-GaAs layers from our MBE system are independent 
of the substrate type [6]. The concentration of neutral 
arsenic antisites [AsSa] was measured by near-infrared 
absorption (NIRA) [9] in the epilayers grown on n + sub- 
strates. The Bragg mirror samples have been antireflec- 
tion (AR) coated on the front surface. These samples have 
been used for the optical studies in a reflection geometry. 

Due to the good quality of the AR coating and the 
Bragg mirrors, the reflectivity R of the whole structure 
can be approximated by R = exp( — 2ad) [7] where a is 
the absorption coefficient, d the physical thickness of the 
LT-GaAs layer, and 2d the effective thickness in the 
reflection geometry. The linear absorption and the ab- 
sorptive nonlinearity have been determined from 
measurements of the reflectivity R versus the pulse en- 
ergy fluence F in a single-beam experiment [6]. The 
experimental data are extrapolated to the linear regime 
and to high fluences using the travelling wave rate equa- 
tion model for a two-level absorber [10,11]. With respect 
to the concept of this model, we recall that the reflectivity 
of an ideal lossless absorber saturates at R„s = 1 at high 
fluences. Here, Rns = 1 corresponds to an absorption 
ans = 0. The model assumes that the reflectivity of a real 
absorber saturates at Rns < 1, corresponding to ans > 0, 
and explicitly introduces Rns < 1 as an additional para- 
meter. Rns (or ans) accounts for the differences between a 
two-level absorber and a real semiconductor. Different 
processes can contribute to ans: (i) absorption, which only 
decreases at fluences much higher than the fluences 
which fully saturate the two-level absorber, and (ii) in- 
duced absorption which only occurs in the nonlinear 
regime, e.g., absorption out of excited states. Very good 
fits to the experimental data are obtained with this 
model, see Ref. [6] for an example. From the fits, one de- 
termines the linear and nonsaturable reflectivities Rlin = 
exp(—2cclind) and Rns = exp( — 2ansd) (or the linear and 
nonsaturable absorption a,in and ans), and the saturation 
fluence of the two-level absorber. The saturation fluence 
is a measure of the pulse fluence at which significant 
changes of the absorption occur. The absorption modu- 
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Fig. 1. Absorption modulation Aa (A, A) and nonsaturable ab- 
sorption ans (O, •) versus recovery times for undoped as-grown 
(filled symbols) and undoped annealed (open symbols) LT- 
GaAs. Labels: Growth temperatures. The recovery times have 
been determined at a carrier density of about 5 x 1018 cm-3. 

lation is given by Aa = a,in — ans. With respect to ap- 
plications, we note that an increase of ans increases the 
nonsaturable losses in reflectivity ARns = 1 — Rns and 
decreases the reflectivity modulation AR = Rns — Rlin of 
a saturable absorber device. Moreover, AR decreases 
with decreasing Aa. 

The time response of the absorption modulation has 
been determined by pump-probe experiments. We define 
the 1/e decay time of a pump-probe trace as the recovery 
time. All optical measurements have been performed at 
room temperature with 150 fs pulses for excitation above 
the band gap at 830 nm. 

Fig. 1 shows the absorption modulation and the 
nonsaturable absorption versus the recovery time for 
undoped as-grown and annealed LT-GaAs. With de- 
creasing growth temperature, the recovery time decreases 
in as-grown LT-GaAs [4] due to the increasing density of 
ionized As,Ja [9], which act as electron traps [5,12]. 
However, sub-picosecond recovery times in undoped as- 
grown LT-GaAs are only obtained at the expense of 
a small absorption modulation Aa and large nonsatur- 
able absorption a„s. For a given recovery time, annealed 
LT-GaAs has a much larger Aa and a much smaller ans. 
This is because annealing results only in a slight increase 
of the recovery time for Tg < 280°C and even yields 
a faster response at higher growth temperatures, but 
largely increases Aa and decreases ans. The latter point 
will be discussed in more detail below. Since annealing 
reduces the density of Asoa electron traps [9], we con- 
clude that a fast recovery time is maintained by the As 
precipitates [13] formed upon annealing. 

Fig. 2 provides insight into the microscopic origin 
of the weak optical nonlinearity in undoped as-grown 
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Fig. 2. Linear absorption alin (D, ■) and nonsaturable absorp- 
tion ans (O, •) for undoped as-grown LT-GaAs samples (filled 
symbols) and their annealed counterparts (open symbols) versus 
the neutral As antisite density in the as-grown LT-GaAs sam- 
ples. The upper horizontal axis shows the growth temperature. 
The absorption modulation Aa = alin — ans is indicated by the 
arrow. 

LT-GaAs with a fast recovery time. This figure shows 
alin and ans for the undoped as-grown LT-GaAs samples 
and their annealed counterparts versus the AsGa density 
in the as-grown samples. It is found that the linear above- 
band-gap absorption strongly increases with increasing 
defect density in as-grown LT-GaAs, in agreement with 
Ref. [14]. We recall that, in undoped as-grown LT-GaAs, 
more than 90% of the AsGa are neutral while the rest is 
ionized [9]. For below-band-gap energies, the AsGa-CB 
transition has a much higher absorption cross section 
than the transition from the valence band (VB) to the 
ionized As^a [15] and the second optical ionization of 
Aso~a [16]. Consequently, we attribute the excess linear 
absorption in undoped as-grown GaAs to the AsGa-CB 
transition. We refer to the AsGa-CB absorption as to aT, 
given by aT = au„ - aUn(HT) (a,in(HT) linear absorption 
in high-temperature grown undoped GaAs). Our quant- 
itative data allows for the determination of the absorp- 
tion cross section a of this transition at 830 nm. One 
obtains <x = 1.4 x 10"16 cm2 from aT = ff[AsGa] and the 
linear fit to the data in Fig. 2. 

From a, the saturation fluence Fsat = hco/a (hco photon 
energy) [11] of the AsGa-CB transition can be quantitat- 
ively determined: Fsat = 1700 uJ/cm2. At this fluence, the 
absorption of the AsGa-CB transition significantly de- 
creases. In contrast, the saturation fluence of the inter- 
band transition in GaAs is typically below 50uJ/cm2. 
The comparison shows that aT is hardly decreased by 
fluences which almost fully saturate the interband 
transition. Therefore, the AsGa-CB absorption aT fully 
contributes to the nonsaturable absorption ans. 

Surprisingly, Fig. 2 shows that the absorption modula- 
tion Aa = aun — ans decreases with increasing AsGa den- 
sity. This decrease cannot be due to the nonsaturable 

trap absorption aT since aT equally contributes to both 
alin and ans. We conclude that there must be another 
mechanism which gives rise to additional nonsaturable 
absorption yos. The mechanism responsible for the 
additional absorption yns is not yet fully understood. 
A possible reason for yns is free-carrier absorption due to 
carriers high in the CB. These carriers can be generated 
by the AsGa-CB transition in as-grown undoped LT- 
GaAs. 

The total nonsaturable absorption can be written as 
ans = aT + 7ns- A quantitative analysis of the data in 
Fig. 2 shows that yas makes up about 40% of the total 
nonsaturable absorption ans in as-grown undoped LT 
GaAs. Thus the nonsaturable AsGa-CB absorption 
aT contributes the major fraction to ans. With respect to 
ultrafast all-optical switching applications, we note that 
the large nonsaturable AsGa-CB absorption aT in as- 
grown undoped LT-GaAs increases the nonsaturable 
losses in reflectivity ARns and limits the reflectivity 
modulation AR. Moreover, AR can be strongly reduced 
by 7ns which contributes to the nonsaturable absorption 
and reduces the absorption modulation. 

This analysis shows that LT-GaAs can be optimized 
for ultrafast all-optical switching applications if the den- 
sity of neutral AsGa is reduced while an ultrafast recovery 
time is maintained. This goal cannot be reached in as- 
grown undoped LT-GaAs since the incorporation of 
a large density of ionized As<ia trap states results in the 
incorporation of even larger densities of neutral AsGa [9] 
which deteriorate the optical nonlinearity. 

Fig. 1 has shown that annealing of undoped LT-GaAs 
yields an optimized material with a strong optical nonlin- 
earity and a fast recovery time due to the presence of As 
precipitates. In accordance with the guideline for optim- 
ization, annealing decreases the neutral AsGa density [9] 
while the fast response is maintained by the precipitates. 
Due to the reduction of the neutral AsGa density, the 
linear absorption of annealed undoped LT-GaAs in 
Fig. 2 increases only very slightly with the excess As 
content, in agreement with the surface plasmon model for 
precipitates [17]. The absorption aT is almost totally 
removed by annealing which substantially decreases the 
nonsaturable absorption ans. 

An alternative method for the optimization of LT- 
GaAs for ultrafast all-optical switching applications 
takes advantage of Be doping. Doping with Be acceptors 
reduces the neutral AsGa density and increases the den- 
sity of ionized AsGa [18]. The latter insures ultrafast 
recovery times [6,18]. 

In order to examine the optical nonlinearity in LT- 
GaAs : Be, we have plotted the linear and the non- 
saturable absorption versus Be doping concentration 
for as-grown LT-GaAs in Fig. 3. For a given growth 
temperature, the linear absorption alin decreases with 
the Be concentration. As long as alin is larger than the 
linear absorption of undoped high-temperature grown 
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Fig. 3. Linear absorption alin and nonsaturable absorption 
a„s versus Be concentration in as-grown LT-GaAs. The growth 
temperature in °C is indicated. The dashed line marks aUn for 
undoped high-temperature grown GaAs. 

GaAs <xlin(HT), this decrease is due to the ionization 
of the AsGa. Consequently, also the nonsaturable ab- 
sorption ans in LT-GaAs is seen to decrease for lower 
Be concentrations in Fig. 3. The reduced ans and 
the ultrafast recovery time [6,18] make LT-GaAs: Be 
a superior material for all-optical switching applica- 
tions [6]. 

For higher Be concentrations, alin drops below 
alin(HT), seen for Tg = 580°C and 300°C in Fig. 3. The 
reduction of aUn below aiin(HT) = aiin([AsGa] = 0) can- 
not be due to the decrease of the neutral AsGa density. We 
conclude that this reduction results from holes in the 
valence band, which decrease the VB-CB absorption 
close to the band edge. The material is p-conductive for 
higher Be concentrations and all AsGa are ionized. This 
interpretation is supported by the fact that the nonsatur- 
able absorption stays constant in the Be concentration 
range in which alin < alin(HT) where the AsGa density 
cannot be further reduced. 

This analysis shows that compensated LT-GaAs : Be 
has the optimum nonlinearity. In compensated LT- 
GaAs : Be, all AsGa are ionized, which minimizes the 
nonsaturable absorption ans due to the AsGa-CB 
transition. Moreover, avoiding p-conductivity maximizes 
the linear absorption alin and, in turn, the absorption 
modulation Aa = alin — ans. 

In summary, we have investigated the key para- 
meters for ultrafast all-optical switching in LT semi- 
conductors and demonstrated strategies for their 
optimization. 
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Abstract 

An analysis is made of the ionization of deep impurity centers induced by high-intensity terahertz radiation whose 
photon energies are tens of times lower than the impurity ionization energy. Under these conditions, ionization can be 
described as phonon-assisted tunneling in which carrier emission is accompanied by defect tunneling in configuration 
space and electron tunneling in the electric field of the radiation. At high intensities the ionization is caused by direct 
tunneling. Within a broad range of intensity, frequency and temperature, the terahertz electric field of the radiation acts 
like a static field. For very high frequencies and low temperatures an enhancement in tunneling as compared to static 
fields takes place. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Tunnel ionization; Terahertz; Far-infrared; Deep centers 

1. Introduction 

The effect of high-frequency coherent radiation on 
tunneling in semiconductor superlattices and nanostruc- 
tures has recently attracted considerable attention. The 
superposition of a static electric field and an alternating 
field causes a wealth of new phenomena as a result of 
photon assisted tunneling [1-3]. In all these cases tunnel- 
ing is accomplished by a static electric field while the 
radiation influences the barrier penetration probability. 
An intense radiation field, however, can generate both 
the tunneling barrier and initiate tunneling. Such a tun- 
neling process has been observed for deep impurities in 
semiconductors [4-6]. In contrast to tunneling ioniz- 
ation of atoms, where only electron tunneling takes place 
[7], phonon-assisted tunneling ionization of impurities in 
solids is accomplished by two simultaneous tunneling 
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Tel.: + 49-941-943-2050; fax: + 49-941-943-4223. 
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processes, electron tunneling and the redistribution of the 
vibrational system by defect tunneling [8,9]. With in- 
creasing electric field strength direct carrier tunneling 
from the ground state into continuum, without participa- 
tion of phonons, becomes dominant. 

2. Theoretical consideration 

In most cases deep impurities have one bound state 
which phenomenologically can be approximated by a po- 
tential well. The emission and capture of electrons or 
holes by deep impurities in semiconductors can be con- 
sidered in the adiabatic approximation. Due to strong 
electron-phonon interaction a system consisting of local 
impurity vibrations and an electron is characterized by 
two adiabatic potentials U^x) and U2(x) as a function of 
a configuration coordinate x (see insets in Fig. 3) 
[8,10-13]. Following the Huang-Rhys model [10] these 
two adiabatic potentials correspond to the free electron 
bound to the impurity and to a free electron with zero 
kinetic energy, respectively. The energy separation be- 
tween the minima of l/j and U2 is the thermal ionization 
energy sT of the electron. Thermal emission of carriers 
from the bound state into the continuum is accomplished 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00637-7 
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Fig. 1. Tunneling trajectories for the ionization of autolocalized 
(a) and substitutional (b) deep impurities. 

by (i) thermal excitation of the system in the adiabatic 
bound state potential U^ by a vibrational energy S1 and 
(ii) tunneling of the impurity configuration from this state 
into an excited state of the ionized configuration U2 with 
energy S2 (Fig. 1) [8,9,14-16]. 

In the presence of an electric field the electron can be 
emitted at a negative kinetic energy - s due to tunneling 
through the triangular potential barrier formed by the 
potential well and the electric field (see inset in Fig. 4). 
Hence, the adiabatic potential of the ionized configura- 
tion U2 is shifted to a lower energy U2e = U2 — e (Figs. 
1 and 3). Thus electron emission in an electric field is 
achieved by two tunneling processes, electron tunneling 
with probability Pe and tunneling of the defect from the 
adiabatic potential U t (x) to potential U2s with the prob- 
ability Pd [8,9,14-16]. 

The ionization probability may be written as 

e(E)=     PePdexp(-^1/feBT)d£d^1. (1) 

The Boltzmann factor takes into account the thermal 
excitation of the system in the adiabatic potential C/j. 

In the semi-classical approximation, neglecting pre- 
exponential factors, the defect tunneling probability is 
given by [8,15,16] 

Pdccexp(-2(S2+S1))) 

Si(*d = dXy/Uiix) - gu (2) 

where M is a mass corresponding to the mode of impu- 
rity vibration, at and xc are shown in Fig. 1, and the 
minus and plus sign are related to the particular impurity 
configuration shown in Fig. la and b, respectively. 

Electron tunneling in an alternating electric field 
E = E0 cos(cof) has been treated theoretically by Keldysh 
[7] (see also [17]). The tunneling probability is given by 

Peccexp(-2Se(£)), 

n 

U 1 STe -z sinh2(o>T) dt -I  
or ft 

0) 

Here y = y/2m*s co/eE and sinh(cuTe) = y; m* and e are 
the electron effective mass and charge, respectively, and 

xe = hdSeße has the meaning of an electron tunneling 
time [18,19]. 

The integral in Eq. (1) has been calculated using the 
saddle point method [6]. In the case of weak electric 
fields, i.e., as long as the saddle point energy e <^ sT, the 
exponent can be expanded into a power series of s. Taken 
into account that S2 = &± — (eT — s) obtains 

(4) 

TS^iStTSi) E = 0   " 

£T2 

hd\s2\ 
vith   x2 = -—— 

8<?2 £ = 0 

Then the saddle point condition gives 

h 
1l  =fe 

2/cRT 
±Ti, (5) 

where zx = ftö|Si |/9<f t |E=0. The first condition in Eq. (5) 
states that the electron tunneling time te is equal to 
the defect tunneling time x2 for tunneling under the 
potential U2. 

Finally, the ionization probability of phonon-assisted 
tunneling is given by [6] 

e(£) oc exp 
E*2 ■■ exp 

£V(Tf)3 

3m*h 

(T!)
3
 = ^3(sinh(2coT2) - 2COT2). 

(6) 

(7) 

This result shows that (if)3 increases exponentially as 
a function of mx2. As the ionization probability itself 
depends exponentially on the third power of if the tun- 
neling ionization is drastically enhanced with rising a>x2. 
This can be achieved not only by increasing the radiation 
frequency co but also by lowering the temperature (Eq. 
(5)). In the limit cox2 <^ 1 the time constant TJ approaches 
the tunneling time x2 giving the same result as the static 
field regime obtained in Ref. [16]. 

3. Samples and experimental technique 

The tunneling ionization of deep impurities by high- 
intensity FIR radiation with photon energies much 
smaller than the thermal impurity ionization energy 
£T has been studied for different types of deep impurities: 
substitutional impurities with weak electron-phonon 
coupling (Ge:Au, Ge:Hg, Ge:Cu, Ge:Zn, Si:Au, 
GaP:Te with acceptor concentrations in the range 
1014-1015 cm-3) and autolocalized DX" centers with 
strong electron-phonon coupling (AlxGa!-xAs:Te, 
Al^Ga^xSbrTe with x = 0.35 and 0.5). In the investi- 
gated temperature range from 4.2 to 80 K or for 
autolocalized impurities up to 150 K, practically all im- 
purities are occupied in thermal equilibrium. 
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The change of the ionization probability in the electric 
field which is proportional to the change in the free 
carrier concentration can be detected as photoconductive 
signal under FIR-laser illumination. The samples were 
placed in a temperature-controlled optical cryostat. Pen- 
etration of light in the medium IR range into the cryostat 
was prevented by the use of crystalline quartz filters, and 
in the visible, with a 1 mm-thick black-polyethylene filter. 
Measurements have been carried out using a standard 
50 Q. load resistor circuit, taking care that the bias volt- 
age across the sample was substantially below the thre- 
shold of electric breakdown, which for bulk samples is at 
about 5 V/cm. 

The radiation sources used was a pulsed far-infrared 
molecular laser optically pumped by a TEA-C02 laser 
[20,21]. The C02 laser has been used for optical pump- 
ing because of its wavelength range from 9.2-10.6 urn, 
which includes strong vibrational-rotational absorption 
lines of many molecules. Commercial TEA-C02 lasers 
(URENKO-204) offer high stability and high power for 
this purpose. More than 10 strong single lines in the 
terahertz range from 3.78 to 68 THz (corresponding 
wavelengths are from 496 to 35 urn) have been obtained 
using NH3, D20 and CH3F as the active gases for 
optically pumped laser [5]. The radiation pulse length 
varies for different lines from 10 to 100 ns. The radiation 
is focused to a spot of about 1 mm2, with the maximum 
intensity reaching as high as 5 MW/cm2 corresponding 
to electric fields up to about 50 kV/cm. The intensity, 
pulse shape and the spatial distribution of the laser radi- 
ation were measured with fast room temperature photo- 
detectors based on the photon drag effect [22], intraband 
^-photoconductivity [23] and the Spirikon pyroelectric 
camera, respectively. 

Ionization of deep impurities by far infrared radiation 
has been observed for all samples in the whole frequency 
range investigated. A photoconductive signal increasing 
nonlinearly with incident power (J < 5 MW/cm2, 
E ^ 5 x 10* V/cm) has been observed in spite of the fact 
that the photon energies were much smaller than the 
binding energy of the impurities. Ionization can be at- 
tributed to phonon-assisted and direct tunneling over 
a wide range of temperature, frequency and electric field 
strength [5]. 

At not too low temperatures and not too high frequen- 
cies the tunneling probability is independent of frequency 
and exponentially increases with the square of the electric 
field strength1 (see Eq. (6)). This is illustrated in Fig. 2a 

1 In the case of charged impurities (all substitutional impu- 
rities investigated) a deviation from the field dependence 
e{E) ocexp(E2/E*2) can be seen in relatively low-field strength 
(up to 1 kV/cm) where the defects are thermally ionized through 
the Poole-Frenkel effect and the ionization probability is pro- 
portional to e(E) oc exp(V(Ze3-E/K)/fcBT) [5,24,25]. 

2 4 

E2(107V2/cm2) 

Fig. 2. The ionization probability (given by the ratio of the 
conductivity under illumination and in the dark ojoi) of 
Al0.35Ga0.65As:Te as a function of the square of the electric 
field of the radiation. Lines shows oc exp(E2/E*2). 

where experimental results obtained with AlGaAs: Te at 
T = 150 K are shown. In this quasi-static regime the 
electron tunnels at the instantaneous magnitude of the 
electric field in a time shorter than the period of oscilla- 
tion and thus the electric field acts like a static field. Such 
a behaviour has been observed for all materials at suffi- 
ciently high temperatures. In this quasi-static regime [5] 
the characteristic field, which can be determined experi- 
mentally, is given by E*2 = (3m*h)/(z$3e2) with if = T2. 

Thus, the investigation of field dependence of ionization 
probability allows one to determine the defect tunneling 
time T2 [26]. Fig. 3 presents the temperature dependence 
of the tunneling time T2 obtained for various samples. 
For the purpose of comparison, h/2kB T is also plotted in 
Fig. 3. Clearly, T2 is larger than h/2kB T for substitutional 
impurities and smaller than h/2kB T for the DX-centers. 
Thus, the tunneling time reflects the structure of the 
potential barriers which is distinct for the two potential 
configurations discussed here. The phonon-assisted ion- 
ization of deep impurities in semiconductors by contact- 
less application of short pulses of terahertz radiation has 
been proposed as a method for the characterization of 
defects [5,26,30]. The field dependence of the signal 
allows one to determine the defect tunneling times, the 
Huang-Rhys parameter and the basic structure of the 
adiabatic defect potentials. The Poole-Frenkel effect, 
which can be observed for charged impurities only (see 
footnote 1), can be used to determine the defect charge 
state. 

This frequency independent tunneling is limited to 
frequencies co with an2 < 1 (Eq. (7)). The enhancement of 
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Fig. 3. Tunneling times T2 as a function of 1/T for different 
samples. The full line shows h/2kB T, the broken lines are plotted 
according to Eq. (5). Inset: Adiabatic potentials for substitu- 
tional impurities (top left) and autolocalized impurities (bottom 
right). 

tunneling at frequencies higher than the reciprocal tun- 
neling time has been anticipated in a number of theoret- 
ical papers [7,17,27-29], but has been demonstrated 
experimentally only recently [6]. In contrast to static 
electric fields where the electron tunnels at a fixed energy, 
the energy of the electron is not conserved during tunnel- 
ing in alternating fields (see inset in Fig. 4). In this case 
the electron can absorb energy from the field, which leads 
to a sharp increase of the tunneling probability with 
increasing frequency. This effect has been observed for 
various impurities in different semiconductors and is 
demonstrated for AlGaAs: Te in Fig. 2b. For the case 
of wx2 > 1 the ionization probability still depends 
exponentially on the square of the electric field strength 
but the characteristic field becomes frequency depend- 
ent and ionization is drastically enhanced with rising 
frequency. 

In Fig. 4 the ratio T|/T2 calculated from Eq. (7) is 
plotted as a function of wx2 and compared to experi- 
mental results obtained from the measured values of 
Et for various the frequencies, temperatures and mater- 
ials. The tunneling times x2 were determined from fre- 
quency independent values of E*. The experimental 
results shown in Fig. 4 are grouped according to the 
materials. For each material the variation of the value of 
a>x2 has been obtained by applying different radiation 
frequencies in the range from 6.7 to 25 THz and 
different temperatures between 20 and 150 K. It 
should be pointed out that the theory leading to good 
agreement with experiment does not contain any fitting 
parameters. 

Further decrease of the temperature leads to a much 
stronger frequency dependence of the ionization prob- 
ability. Fig. 5 shows experimental results for Ge: Cu at 
T = 4.2 K in the frequency range between 3.4 and 25 
Thz. In order to display in one figure the total set of data 
covering eight order of magnitude in the square of the 

Fig. 4. Ratio T|/T2 as a function of cox2. The line shows the 
dependence according to Eq. (7) Inset: Electron tunneling tra- 
jectory: (1) in a static electric field, and (2) in an alternating field. 
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Fig. 5. The ionization probability (given by the ratio of the 
conductivity under illumination and in the dark oJod) of Ge: Cu 
at 4.2 K as a function of the square of the electric field of the 
radiation. Solid symbols are obtained with molecular optically 
pumped FIR laser and open symbols with Santa Barbara Free- 
Electron-Laser [6]. Lines show oc exp(£2/£?2) for four lowest 
frequencies used in experiment. 

electric field, log(£2) has been plotted on the abscissa. To 
make a easy comparison to the exp(E2/E*) dependence of 
<Ti/<7d possible, a log log presentation has been used for 
the ordinate. 

At 4.2 K the condition ax2 5> 1 is valid for whole 
frequency range investigated here. The results in Fig. 
5 show that at liquid helium temperature in the limit of 
cox2 ^> 1 a drastic frequency dependence is observed. For 
a given constant signal a change of six orders of magni- 
tude in electric fields squared needs only a factor of seven 
change in frequency. Note, that this effect is observed 
only for relatively low fields. In Fig. 5 the results of 
calculations for phonon-assisted tunneling with T2 deter- 
mined at higher temperatures is plotted. It is seen that for 
the three lowest frequencies the experimental points at 
low field strength are reasonably well described by the 
emission probabilities of phonon-assisted tunneling 
calculated from Eqs. (6) and (7). However, for 
higher frequencies the calculated field dependence of 
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Fig. 6. Field dependence of ionization probability calculated 
after Eqs. (l)-(3) for all values of the energy of electron tunneling 
e for Ge: Cu at 4.2 K and frequencies used in the experiments 
taking into account phonon-assisted and direct tunneling but 
ignoring Coulomb interaction. 

phonon-assisted tunneling does not fit the experimental 
results in the whole range of electric fields where a signal 
could be detected. Furthemore, at higher field strengths 
the measured field dependence of the emission probabil- 
ity is much weaker than the theoretical result and the 
frequency dependence practically disappears. Similar re- 
sults have been obtained for autolocalized DX-centers in 
AlGaAs:Te [31]. 

This complex dependence of ionization probability on 
field strength and radiation frequency is a result of the 
transition from phonon-assisted tunneling at low-field 
strength to direct tunneling without phonons at high 
fields. The emission probability for phonon-assisted tun- 
neling as a function of the electric field strength given by 
Eq. (6) was obtained in the limit that corrections to 
thermal emission resulting from electron tunneling are 
small, i.e., the energy of electron tunneling s is much 
smaller than the defect tunneling energy <f0 and the 
energy of thermal ionization ET. In the opposite limit, 
8 > sT, S0, direct carrier tunneling from the ground state 
into the continuum, without participation of phonons, 
becomes dominant [5]. Direct electron tunneling occurs 
at the crossing of the U2e and Ui potential curves, where 
an electronic transition is possible without any change in 
the configuration coordinate. This effect, leading to 
weaker field dependence of the ionization probability in 
comparison to that of phonon-assisted tunneling domin- 
ates the ionization process at very high fields. 

Fig. 6 shows the result of calculations based on Eqs. 
(l)-(3) for all values of the electron tunneling energy e for 
Ge: Cu at 4.2 K and frequencies used in the experiments 
taking into account both processes but ignoring 
Coulomb interaction. It is seen that the theory describes 
well the experimentally observed features of the field and 
frequency dependence of tunneling ionization. The disap- 
pearance of frequency dependence of the ionization prob- 
ability at high-field strengths is caused by a decrease in 
the tunneling time T2 with rising electric field strength 
resulting finally in cox2 less than unity. This is due to the 

fact that at high-field strength defect tunneling occurs at 
energies much smaller than the energy of phonon-assist- 
ed tunneling which changes the tunneling trajectory. To 
achieve the quantitative agreement one needs to improve 
the theory by taking into account the charge of the 
impurities. 

Finally, all our measurements have been carried out 
with deep impurities in semiconductors, however, be- 
cause tunneling is crucial in numerous processes in 
physics, chemistry, and biology we expect that an 
enhancement of tunneling induced by application of 
high-intensity coherent radiation will have significant 
consequences. 
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Abstract 

The exposure of GaAs to a hydrogen plasma at 250°C leads to the formation of isolated H2 molecules positioned at 
interstitial tetrahedral T sites within the GaAs lattice. In this paper, we have measured the Raman vibrational mode for 
the H2 molecule in GaAs within the 10-300 K temperature range. The H2 vibrational mode at room temperature is 
measured at 3911 cm "1 and shifts to higher frequencies as the temperature is lowered, reaching a value of 3925 cm "1 at 
10 K. A lack of splitting of the H2 mode under applied uniaxial stress confirms that the H2 molecule is free to rotate at 
the T site within the lattice. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium arsenide; Hydrogen; Spectroscopy 

1. Introduction 

Hydrogen is the most basic impurity that can occur in 
various configurations in a semiconductor. It was first 
proposed in 1983 [1,2] that energetic considerations 
would favour the formation of molecular hydrogen 
within the semiconductor lattice. Although these first 
calculations were made for Si, similar predictions were 
subsequently also made for the H2 molecule in GaAs. As 
the molecule lacks a dipole moment and is electrically 
neutral, however, its presence in a semiconductor has 
until recently remained undetected. 

In 1996 Vetterhöffer et al. [3] reported the first experi- 
mental evidence for isolated H2 molecules in a crystalline 
semiconductor. A 77 K Raman spectrum of hydrogen 
plasma-treated GaAs revealed a line at 3925.9 cm"1, 
which they attributed to the vibrational mode of the 
isolated H2 molecule at an interstitial site within the 
zinc-blende lattice. This represents a substantial down- 
ward shift in frequency from the well-known value of 
4161 cm"1 for gaseous H2 [4]. They were also able to 
measure the vibrational lines due to the para and ortho 

* Corresponding author: Tel.:  + 27-41-504-2219; fax:  +27- 
41-504-2573. 

E-mail address: phaawl@upe.ac.za (A.W.R. Leitch) 

states related to the lowest energy rotational quantum 
states J = 0 and 1 for the H2 molecule, respectively. 
More recently, we have measured a room temperature 
Raman line at 3601 cm"1 in hydrogen-treated Si, and 
presented evidence that it is attributed to the vibrational 
mode of the isolated H2 molecule in Si [5]. 

Two distinct and inequivalent tetrahedral interstitial 
(T) sites exist in the zinc-blende lattice; for GaAs these 
would be the TGa (surrounded by the Ga cations) and the 
TAs (surrounded by the As anions). Several theoretical 
studies [6-9] have predicted that the most stable position 
for the molecule in GaAs will be the TGa site, oriented 
along the <10 0> axis. The calculations however also 
indicated that very little energy was required to rotate the 
molecule. In this paper, we extend the initial measure- 
ments of Vetterhöffer et al. [3] to room temperature 
and compare the results with what has been reported 
for Si. 

2. Experimental details 

Semi-insulating undoped GaAs as well as conducting 
n-type (Te-doped) and p-type (Zn-doped) GaAs, all 
grown by the horizontal Bridgman technique, were 
examined in this study. Hydrogen was introduced into 
the wafers by exposing them to a remote dc hydrogen 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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plasma at typically 250°C for up to 8 h. The samples were 
mounted on a heater stage located downstream from the 
plasma. The hydrogen pressure was held constant at 
1.5 mbar. For some of the samples the hydrogen atmo- 
sphere was replaced by either deuterium, or a mixture 
consisting of H2 : D2 (1:1). 

Raman measurements were performed at various tem- 
peratures, with the sample mounted in a liquid helium 
exchange gas cryostat. For excitation, the 413 nm line of 
a Kr+ laser was focussed onto the sample, making an 
angle of 40° with the sample normal. The laser intensity 
was typically 150 mW. The backscattered light, not ana- 
lysed for its polarisation, was dispersed with a 0.3 m 
single grating spectrometer and detected with a cooled 
Si-CCD detector array. Appropriate holographic notch 
filters were used to reduce the scattered laser light. 

3. Results and discussion 

Fig. 1 demonstrates that the room temperature Raman 
peak, measured in GaAs after exposure to a hydrogen 
plasma, may be attributed to isolated H2 molecules with- 
in the lattice. Spectrum (a) shows the H2-related vibra- 
tional Raman line at 3911 cm-1. When a similar GaAs 
sample is exposed to a deuterium plasma, the expected 
isotopic shift of the Raman line to 2827 cm"1 is mea- 
sured (spectrum (b)). Exposure to a plasma containing 
a 1:1 H2 : D2 mixture produced three Raman lines at 
3911, 2827 and 3429 cm"1 (spectrum (c)); these are at- 
tributed to H2, D2 and HD molecules, respectively. 
None of these Raman lines was present in the material 
before plasma treatment. 

Due to the line width ( ~ 10 cm"1) of the measured 
H2 Raman line at room temperature, it was not possible 
to resolve the g^l) (ortho-H2) and the gi(0) (para-H2) 
modes of the vibrational Raman lines. For temperatures 
below ~ 100 K however, the gi (0) mode becomes visible 
as a small peak on the high-frequency side of the domi- 
nant <2i(l) Peak [3,10]. We have measured the frequency 
splitting of the two modes to be 8.0 cm"1, while the ratio 
of the intensities is approximately 2.5:1, close to the 
expected ratio of 3:1. Due to the absence of strong 
nuclear spin-flip processes, the conversion of ortho-H2 to 
para-H2 is known to be a slow process at cryogenic 
temperatures (of the order of many days) [11]. The same 
intensity ratio of ~ 3:1 is therefore expected for all 
temperatures under investigation in this study. 

Fig. 2 shows the measured H2 peak position as 
function of temperature. At 8 K the H2 Raman peak 
occurs at 3925.4 cm"1 and remains reasonably constant 
until ~ 100 K, above which it progressively decreases by 
about 14 cm"1 to the room temperature value of 
3911 cm"1. This decrease in vibrational frequency with 
increasing temperature may be explained in terms of an 
increase in the bond length of the molecule. As the 
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Fig. 1. Room temperature Raman spectra of GaAs, after expo- 
sure at 250°C for 8 h to: (a) H2 plasma; (b) D2 plasma; and (c) 
H2 : D2 (1:1) plasma. 
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Fig. 2. Temperature dependence of the H2 Raman peak posi- 
tion in GaAs. 

sample temperature is increased, the increased charge 
density surrounding the molecule leads to a weakening of 
the molecular bond and a corresponding decrease in the 
vibrational frequency. We have recently reported a sim- 
ilar trend for the Raman signal of the interstitial 
H2 molecule in crystalline Si [12]. In the case of Si the 
Raman frequency decreases by about 17 cm"1 from the 
10 K value of 3618 cm"1. This again illustrates the influ- 
ence of the matrix on the vibrating molecule. 
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Table 1 
List of the reported Raman frequencies for interstitial H2 in 
GaAs, together with data for H2 in Si as well as H2 in the gas 
phase for comparison 

Matrix H2 D2 HD Reference 
(cm"1) (cm"1) (cm-1) 

GaAs (295 K) 3911 2827 3429 This work 
GaAs (77 K) 3925.9 2842.6 3446.5 3 
GaAs (theory) 3704 8 
GaAs (theory) 3824 9 
Si (295 K) 3601 2622 5 
Si (10 K) 3618.3 2642.5 3264.8 15 
H2 (gas) 4161.1 2993.6 3632.1 4 

Uniaxial stress measurements performed at 60 K on 
specially cut [0 0 1], [1 1 0] or [1 1 1] aligned GaAs 
samples, failed to produce any splitting of the H2 Raman 
line [10]. A defect having tetrahedral symmetry will not 
exhibit polarised splitting of the frequency for [0 0 1] 
stresses, but both [1 1 0] as well as [1 1 1] stresses will 
cause the frequency to split into two components of equal 
intensities [13]. The lack of splitting of the H2 Raman 
line under uniaxial stress indicates that the H2 molecule 
is isolated and free to rotate at the TGa site within the 
GaAs matrix. This confirms the theoretical calculations 
indicating that the rotational barrier is very small [14]. 

Finally, Table 1 compares the measured Raman fre- 
quencies with calculated values for GaAs, as well as the 
frequencies recently reported for interstitial H2 molecu- 
les in Si [5,15]. For both semiconductors we find that the 
confinement of the isolated H2 molecule at the interstitial 
site within the host matrix results in a dramatic decrease 
in the vibrational frequency from the value for H2 in free 
space. This downward shift in frequency is greater for Si, 
due to the smaller lattice constant that leads to a stronger 
interaction between the H2 molecule and the charge 
density of the neighbouring Si atoms. The decrease in 
frequency therefore confirms recent calculations for the 
vibrational frequency of the H2 molecule trapped within 
the lattice of the semiconductor [8,9,14]. Both materials 
also show a similar variation in vibrational frequency of 
the H2 line between 10 K and room temperature. One 
major difference however is that for GaAs it is possible to 

resolve the Qi(l) and Qi(0) modes, indicating that the 
molecule can freely rotate, while for Si the H2 mode 
remains a single Raman line. 
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Abstract 

We report, for the first time, the spectral dependencies of photo-ionization cross section for individual alloy-induced 
configurations in Si-doped AL.Gai _xAs (x = 0.15). We analyzed the build-up transients of the persistent photoconduc- 
tivity at 77 K, in the spectral range X = 0.88-1.1 urn. They were obtained by measuring Hall electron concentration as 
a function of time in the sample illuminated by the monochromatic light. The measured transients An{t) were resolved 
into three exponential components. We demonstrate that they represent the photoionization of different local configura- 
tions of DX center (DX: -DX3). We found that the photo-ionization threshold for different DX configurations varies by 
the amount practically equal to the variation in their thermal energies. The spectral dependencies found here explain well 
the previously reported threshold dependence on the initial filling of the DX states. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: DX-centers; Photoionization; Alloy effects; AlGaAs 

Since 1989 it has been known that the alloy effect on 
DX centers in AlGaAs consists in splitting of whole DX 
center population into four groups (configurations) 
DX0-DX3 [1,2]. This results from the fact that proper- 
ties of the displaced DX~ ion depend on configuration of 
four (Al/Ga) ions in its immediate vicinity. 

There were many papers concerning the configura- 
tion-dependent thermal emission energies and the energy 
level positions, but the first work related to the effect of 
alloying on the energy of the optical emission (photo- 
ionization energy) appeared only in 1992 [3]. In this 
paper Su and Farmer demonstrated for the first time 
the existence of non-exponential photo-ionization 
transients in Si-doped AlGaAs and their relation with 
the optical splitting of DX center (i.e. the fact that 
different configurations have different photo-ionization 
efficiency). 

In 1996 we demonstrated the relevance of the method 
of 'pressure-assisted thermal emission from resonant 
levels' in  determining the photo-ionization rates  of 

•Tel.: + 48-22-632-3628; fax: +48-3912-0331. 
E-mail address: rp@unipress.waw.pl (R. Piotrzkowski) 

individual DX configurations [4]. In this method, the 
Hall effect measurements enabled us a direct determina- 
tion of the occupancies of individual DX configurations 
after photoionization with a given dose of light. After 
performing a series of experimental runs with various 
light exposures, the decay of individual DX configuration 
along the photo-ionization transient was determined (see 
Fig. 1). This experiment demonstrated that the decay of 
each DX configuration is exponential in time, but the 
time constants differ substantially (by the factor of 2-3 
between the nearest configurations). 

Experimental method of monitoring the occupancy of 
individual DX, used in Ref. [4] implies the use of hydros- 
tatic pressure with the possibility of modifying it at low 
temperature in order to prepare the initial state of the 
sample. During such preparation procedure the sample is 
cooled to 77 K, at high pressure. At this temperature, the 
pressure is released. Due to metastable properties of DX 
center, the occupation reached at high pressure does not 
change any more (this method is sometimes referred to as 
'high-pressure freeze-out' (HPFO)). Such pressure filling 
cycle must be performed (with maximum reproducibil- 
ity) for each exposure point. This means that the dis- 
cussed method is too time-consuming to be used for 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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measurement was long enough to reach maximum con- 
centration nmajt corresponding to total ionization of DX 
centers. The typical time was of the order of one hour. 
The analysis consisted in fitting the experimental depend- 
ence An{t) = nmax — n(t) to exponential functions: 

0 200        400        600        800       1000 

Exposure time [s] 

Fig. 1. Analysis of photo-ionization transient measured in 
Al0.15Ga0.85As:Si sample at T = 77K (A = 1.033 um). The 
initial state of the sample was obtained by pressure freeze-out at 
6 kbar. Large symbols denote the occupancies of individual DX 
configurations after photoionization during the given exposure 
time (taken from Ref. [4]). Small points correspond to the 
components found by fitting the measured full PPC transient. 
All occupancies are normalized to the initial value. To account 
for spread of measurements, 3 of fitting error has been added to 
fitted exponential component. 

determination of the photo-ionization spectra of indi- 
vidual DX configurations. 

On the other hand, considering the differences in indi- 
vidual decay times as important as found, we can expect 
that the decay components can be determined from the 
full PPC transient An(t). In this work, we have positively 
verified this possibility and determined the alloy splitting 
of optical-ionization spectra of Si-DX center in AlGaAs. 

The sample studied was Si-doped Al^Gax-^As MBE- 
grown 1.5 urn layer with the low Al contents x (x = 0.15). 
The characteristics of this sample, especially those related 
to the multiconfiguration character of DX centers are 
well known from our previous studies [5]. The important 
fact which permitted us to study the PPC transients at 
liquid nitrogen temperature is that in the sample with 
such low aluminum content, the capture barrier is so large 
that there is no recapture of electrons, even in the saturated 
PPC state. This means that the photoconductivity has 
really persistent character at T = 77 K, even at a pressure 
of 3 kbar. We have found out that this is not true for 
AlGaAs samples with higher Al contents (e.g. 26%). 

The experimental setup was the same as in Ref. [4]. It 
was designed to study the transport phenomena (Hall 
effect and conductivity) under hydrostatic pressure at 
temperatures ranging from liquid nitrogen to ambient 
with the possibility of illuminating the samples with 
monochromatic light. We used Jobin-Yvon HR320 
monochromator with 150 W tungsten halogen lamp. In 
this work, all measurements were made at a temperature 
of 77 K and at ambient pressure. In two cases, pressure 
was used to prepare the initial state of the sample. To find 
the PPC build-up transient, the Hall concentration n was 
measured as a function of time (max. repetition rate 
1 aquisition/4 s) in illuminated sample. The time of 

An(f) = £ y4,exp( - tfa). (1) 

The first step was to check if this decomposition proced- 
ure leads to the same results as in the method used in 
Ref. [4]. Accordingly, we analyzed the transient of PPC 
excited with X = 1.033 um for the initial state of the 
sample obtained by pressure filling at 6 kbar. 

The three exponential components found for this 
transient are shown in Fig. 1 together with the results 
obtained previously in Ref. [4]. Two components track 
exactly the time dependences of occupation of the con- 
figuration DXi and DX2, found in Ref. [4]. The ampli- 
tudes of these components {A^ = 9.65 x 1017cm"3; 
A2 = 1.13 x 1018 cm"3) are equal to the concentrations 
of electrons frozen after pressure freeze-out at 6 kbar on 
respective configurations of DX i.e. JVDXl and NDX2 (see 
Ref. [4]). The third, slowest component corresponds to 
the DX3 configuration, which cannot be accessed by the 
method used in Ref. [4]. 

In the next experiment, we measured the PPC build-up 
for the same photon energy, but without using the pres- 
sure to prepare the initial sample state. This is possible 
because the DX states of Si, although lying high above 
the conduction band minimum, are partly filled at ambi- 
ent pressure (cf. Ref. [5]). In this case, the total amplitude 
of the transient was 3.6 times smaller than that obtained 
previously. Nevertheless, we resolved the three compo- 
nents which have the decay constants T,- equal to those 
found in the first experiment (see the points at 1.2 eV in 
Fig. 3). 

Next, we performed similar comparison of transients 
measured for different initial states for the wavelength 
0.88 urn (hv = 1.41 eV). Also in this case, we found the 
same time constants for the corresponding components. 

It should be noted here that when the initial state of 
sample is obtained at ambient pressure, the fast compon- 
ent is small (about 0.1-0.2 of the main DX2 component). 
In the case of sample preparation at 6 kbar, the ratio 
JVDXl /AW is close to one. On the other hand, the ampli- 
tude of the slowest component is practically the same in 
all cases. 

The results of the experiments discussed above show 
that the photo-ionization rates of individual DX config- 
urations can be obtained without the use of pressure. 
This motivated us to perform such measurements and 
analysis of the PPC transients for several photon ener- 
gies. Fig. 2 shows an example of such analysis, which 
gives us the values of three time constants and of three 
amplitudes. 
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Fig. 2. An example of the PPC transient measured at 77 K and 
its components. Initial state obtained by simple cooling of the 
sample to 77 K. (Solid lines): fitted exponentials and their sum. 

Let us discuss first the amplitudes of the components 
At. They should correspond to occupancies of the indi- 
vidual configurations, NDXl, in the initial metastable state 
of sample at 77 K. These occupancies were determined in 
Ref. [5] and fitted to give the energy positions corre- 
sponding to the DX-center configurations DX0-DX2 

and their pressure dependence. The calculations give for 
P = 0 the energy difference EDX2 -EDX, equal to 53 meV 
and the values of 5.7 x 1015 and 4.2 x 1017 cm"3 for the 
concentration of electrons frozen (at P = 0) on DXj and 
DX2, respectively. The occupation of DX3 configuration 
was also estimated assuming that the corresponding en- 
ergy level was the lowest one and that the separations 
EDx3-EDXl and £DX2--EDX, were roughly the same. It 
was found out that in such a situation the configuration 
DX3 was saturated even at P = 0. The saturated concen- 
tration of trapped electrons equals 1017 cm exactly 
as the amplitude of the slow decay component which, as 
we have remarked, was found not to be dependent on 
filling pressure. This justify the attribution of this com- 
ponent to DX3. 

On the other hand, from the analysis of transients we 
determined: for the main component DX2 the amplitudes 
fall in the limits 4.15 + 0.5 x 1017 cm""3, and for the fast 
one (DXj) the values are 6.4 + 3 x 1016 cm"3. The corre- 
spondence between the discussed amplitudes and occu- 
pations of the DX configurations at P = 0 is evident. This 
confirms that all the decay components represent photo- 
ionization of different local configurations of DX center 
PX1-DX3). 

We can calculate the photo-ionization cross sections 
a,- for individual alloy-induced DX configurations from 
the decay times T,- determined in our analysis. They are 
given by ff,-(/iv) = l/(I(hv) x T;(äV)) where I(hv) is the inten- 
sity of photon flux, which is known from calibration of 
optical system. 

The cross sections aiy thus obtained, are presented as 
a function of photon energy in Fig. 3, giving the alloy- 
splitted spectra. We see that photo-ionization threshold 

10"" 
• • 
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io-18 4 / 
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 : 
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Photon energy  [eV] 

Fig. 3. Photo-ionization cross section found for different alloy- 
induced configurations of Si-DX center in AlGaAs as a function 
of light energy. Large open symbols indicate the result obtained 
after pressure filling at 6kbar. The continuous lines are the 
interpolation functions, used to calculate the effective photo- 
ionization rate shown in Fig. 4. 

energies are different for different configurations of DX 
center. It should be interesting to compare the shift of this 
threshold to the splitting of other energetical parameters 
of DX center. The change of the threshold can be esti- 
mated from the horizontal shift of spectra in Fig. 3. The 
shift between DX3 and DX: spectra, estimated from Fig. 
3 for <ropt = 10"18 cm2, is close to 0.1 eV which is practic- 
ally equal to the difference between respective ground 
level energies found by us for P = 0. 

The fact that different configurations have different 
photo-ionization threshold results in the dependence of 
actual photo-ionization threshold on the sample state. 
Such a dependence was reported in Ref. [4], where the 
spectral dependencies of effective photo-ionization cross 
section, defined as aM = 1/J x d(ln(iVDX))/dr, were mea- 
sured. It turned out that the effect produced by the 
different filling of DX configurations was comparable to 
the effect produced by application of pressure. 

The effective photo-ionization cross section defined as 
above, is given by the expression 

3 /   3 

ffrff = I <r,(hv)NDXl(t)   £ NDX,(t), (2) 

where the variation of each configuration iVDX,(r) is de- 
termined from the equation 

d(ln(iVDXl)) 

dt 
I(hv)at(hv). 

The right-hand side of this equation depends on time, 
because in the discussed measurement the wavelength 
was varied linearly with time. Using this equation we 
have simulated the variation of atU for two different 
initial distributions iVDX,(r = 0): one corresponding to 
filling at P = 11.8 kbar and other one to P = 0. In these 
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Fig. 4. Spectral dependencies of the effective photo-ionization 
rate for different filling of DX centers. Points denote two experi- 
mental dependencies (taken from Ref. [4]) measured at P = 0 
and T = 77 K after initial pressure filling at 11.8 kbar (circles) 
and without such preparation (triangles). Solid lines are the 
results of corresponding numerical simulation (see Eq. (2)). Bro- 
ken lines represent individual configuration-dependent spectra 
taken from Fig. 3. 

this configuration is so high that even at the most elev- 
ated pressure its occupation is very low (see Ref. [5]) 
However, it can be filled by using the special filling 
procedure employed in Ref. [4]. Thus in principle the 
method of decomposition of PPC transient could be used 
to find the spectrum also for this configuration. 

In summary, we have shown that the decomposition of 
non-exponential PPC transients provides a valuable 
method to find the individual photo-ionization spectra 
for alloy-induced configurations of Si-DX center in Al- 
GaAs. We have found such spectra for the DXi-DX3 

configurations, in the energy range 1.14-1.41 eV. 
Our results suggest that the alloy effect leads to the 

same splitting of photo-ionization energy as that found 
for the ground state energy. The spectral dependencies 
found here explain well the previously reported depend- 
ence of the photo-ionization threshold on the initial 
filling of the DX states. 
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Abstract 

We have studied the photoluminescence (PL) properties of Ge-doped GaAs crystals to confirm the validity of a theory 
developed by Shklovskii and Efros to explain the donor-acceptor pair (DAP) recombination in potential fluctuation. 
GaAs crystals doped with Ge of various concentrations were grown by a liquid-encapsulated Czochralski method. They 
were homogenized by annealing at 1200°C for 20 h under the optimum As vapor pressure. Both quasi-continuous and 
time-resolved PL spectra were measured at 4.2 K. The quasi-continuous PL spectra showed that the peak position 
shifted to lower energy as the Ge concentration increased, which was consistent with the Shklovskii and Efros's theory. 
Under very strong excitation in time-resolved measurements, the exciton peak appeared within short periods after 
excitation and then the peak shifted to that of DAP recombination. This clearly showed that the potential fluctuation 
disappeared under strong excitation and then recovered as the recombination proceeded. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: GaAs; Ge; Photoluminescence; Compensation 

1. Introduction 

Photoluminescence (PL) spectra of semiconductors 
highly doped with donors and acceptors with similar 
concentrations, i.e., of highly compensated state, have 
been studied extensively by both experimental and theor- 
etical approaches [1,2]. Characteristics of PL obtained 
from experimental study can be summarized as follows. 
The first characteristic is the absence of PL peaks due to 
ordinary donor-acceptor pair (abbreviated as DAP here- 
after) recombination near the band-gap energy irrespect- 
ive of co-doping of donors and acceptors. Instead, 
a broad PL line is observed at a much lower energy than 
that expected from ordinary DAP recombination. The 
second characteristic is the response of this broad peak to 
the excitation intensity and measurement temperature. 
The peak position shifts to a higher energy at higher 

* Corresponding author. Tel:  + 81-22-215-2040; fax:  + 81- 
22-215-2041. 

E-mail address: suezawa@imr.tohoku.ac.jp (M. Suezawa) 

excitation intensity with much greater rate than that 
expected from ordinary DAP recombination. In contrast 
to ordinary DAP recombination, the peak shifts to 
a lower energy at higher temperature. Such behaviors are 
well explained by Shklovskii and Efros [2]. They intro- 
duced the idea of potential fluctuation due to in- 
homogeneous distribution of ionized donors and accep- 
tors in the highly compensated specimen. According to 
this theory, the above PL peak is due to the recombina- 
tion of electrons and holes at donors and acceptors, 
respectively, which exist in potential fluctuation, namely, 
DAP recombination in the potential fluctuation. We 
describe this theory in the next section. 

In a previous paper [3], we showed the results of PL 
study of Ge-doped GaAs grown by the LEC-method. 
Since Ga, Ge and As are neighboring elements on the 
same row of the periodic table of elements, Ge occupies 
Ga and As atom sites with almost equal probability in 
crystals grown from the melt. Hence Ge-doped GaAs is 
highly compensated. In this case, donors and acceptors 
are the same element, Ge, and there may be no complica- 
tion arising from different atomic sizes and different 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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atomic numbers which occur when the species of donor 
and acceptor atoms are different. Our results were semi- 
quantitatively explained by Shklovskii and Efros's theory 
(we term their theory SET hereafter). In those studies, we 
used a quasi-continuous excitation method for PL 
measurement: Specimens were excited by a 514.5 nm line 
of Ar ion laser with weak excitation power at a chopping 
frequency of 75 Hz. According to a consideration shown 
in the next section, new features of DAP recombination 
in the potential fluctuation can be expected under much 
higher excitation intensity. On the other hand, the time- 
resolved PL spectra may give us invaluable information 
on the recombination process of DAP in various poten- 
tial fluctuations. Moreover, the excitation intensity dur- 
ing the excitation period in the time-resolved experiment 
is very high, even though the average intensity is not 
high, making it possible to study recombination under 
very strong excitation. Hence, we studied PL of Ge- 
doped GaAs mainly concentrating on the time-resolved 
spectrum. 

2. The model 

As explained in Section 1, Shklovskii and Efros [2] 
proposed a theory for the recombination process of DAP 
in highly doped and highly compensated semiconduc- 
tors. In such specimens, donors and acceptors are ran- 
domly distributed and hence donor- and acceptor-rich 
regions appear, which are positively and negatively 
charged, respectively, before excitation. We term the po- 
tential due to the above origin as built-in potential. Due 
to optical excitation, some donors and acceptors capture 
electron and holes, respectively. Then those electrons and 
holes recombine and emit light. According to SET, the 
PL peak (hv) is given by the following formula: 

hv=Eg- (JED + £A) - 2y(rs), (1) 

where Eg, ED and EA are the band-gap energy, ionization 
energies of donor and acceptor, respectively, and 

y(rs) = {e2/4nKrs)(N^yi2, (2) 

Here, JV, and K are the total concentration of charged 
impurities in the specimen and the dielectric constant, 
respectively, and rs is the screening radius defined by Eq. 
(3) for an n-type sample, 

rs = JV,1/3/n2/3. (3) 

Here n is the free electron concentration. They derived 
the above equations by assuming Gaussian distributions 
of impurities. The difference in the emission energy be- 
tween the model of recombination of ordinary DAP and 
that of DAP in a highly compensated specimen appears 
in the last term in Eq. (1), namely, + e2/4nKrD_A and 
— 2y(rs) where rD_A is the separation of D and A. 

In SET, it is considered that highly doped and highly 
compensated semiconductors are composed of built-in 
potential due to the inhomogeneous distribution of do- 
nors and acceptors and that such potential itself is con- 
stant. On the other hand, we consider that such built-in 
potential itself changes due to excitation of carriers. Ac- 
cording to this hypothesis, we roughly classify the excita- 
tion intensity into three cases. The first is a weak excita- 
tion case where excited carrier concentrations are much 
smaller than those of the dopants, i.e., donors and accep- 
tors. This situation corresponds to SET since the per- 
turbation of the built-in potential is very small. The 
second is a middle excitation case where excited carrier 
concentrations are slightly smaller than those of the 
dopants. The built-in potential partially disappears since 
a part of the ionized donors and acceptors becomes 
neutral by capturing carriers. The third is a strong excita- 
tion case where excited carrier concentrations are much 
larger than those of the dopants and, consequently, the 
built-in potential disappears. As the recombination pro- 
ceeds, the built-in potential gradually reappears since 
donors and acceptors themselves do not change their 
states except their charge states during excitation and 
recombination. The PL spectrum in this case changes 
from that of exciton to that of DAP recombination with 
various potential fluctuations. As described in the intro- 
duction, time-resolved PL measurement is necessary to 
confirm the above model. 

3. Experimental 

Specimens were Ge-doped GaAs-grown by a liquid- 
encapsulated Czochralski method. After cutting and 
etching the specimens to a size of 6x6x6 mm3, we 
annealed them at 1200°C for 20 h under the optimum As 
vapor pressure to homogenize them. Table 1 shows the 
concentrations of Ge, free carrier, and the conduction 
type. The free carrier concentrations are much smaller 
than those of Ge. This means that the concentrations of 
GeGa (a donor. Ge at the Ga sublattice) and GeAs (an 
acceptor. Ge at the As sublattice) are almost equal. 
Thus, we conclude that the above crystals are highly 
compensated. We measured both quasi-continuous and 

Table 1 
Concentrations of Ge and carriers, and the type of conduction of 
specimens used in this experiment 

Specimen Ge cone. (cm" 
■3) 

Carrier cone (cm" 
■3) 

Type 

#16 9x 1016 3xl012 
P 

#17 3x 1017 2xl013 
P 

#18 2x 1018 2xl015 n 
#19 2x 1019 8xl017 n 
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time-resolved PL spectra. The quasi-continuous PL 
measurements were performed mainly at 4.2 K by excit- 
ing the specimens with an Ar ion laser (514.5 nm line) 
with a chopping frequency of 75 Hz, and by detecting 
PL with a Ge-photodetector. The time-resolved PL 
measurements were performed by excitation with a Ti- 
sapphire laser (720 nm line) pumped by an Ar ion laser, 
and by detecting emission with a picosecond fluorescence 
spectrometer based on a streak camera. The pulse width 
and the iteration frequency were about 1.5 ps and 
4 MHz, respectively. This system enables photon count- 
ing measurements at multiple wavelengths. 

4. Results and discussion 

Fig. 1 displays quasi-continuous PL spectra of speci- 
mens doped with Ge of various concentrations. The 
excitation intensity was 1.6 mW. The peak position shifts 
to a lower energy and the line width increases as the Ge 
concentration increases. The peak position of specimen 
#16 agrees well with that expected from ordinary DAP 
recombination. The peak energies of # 17, # 18 and # 19 
are much lower than that of # 16 and are qualitatively 
explained by SET. Hence, from the viewpoint of the PL 
spectrum, we concluded that specimens #17, #18 and 
# 19 correspond to the highly compensated system. 

To check the validity of our hypothesis described in 
Section 2, we measured the PL spectrum under pulse 
excitation. Fig. 2 displays the results of # 17 under differ- 
ent excitation intensities. Signals were summed up within 
1.4 ns after excitation. The thin and thick lines corres- 
pond to the average excitation intensities of 3.6 and 
1.0 mW, respectively. In the case of 3.6 mW excitation, 
the excited electron concentration is estimated to be 
about 4.1 x 1017cm"3. Hence, it corresponds to high 
excitation intensity, namely, the built-in potential fluctu- 
ation is expected to almost completely disappear because 
most of the donors and acceptors become neutral by 

capturing electrons and holes, respectively. In reality, the 
exciton line, even though the line width is very large, 
appeared as expected from this hypothesis. On the other 
hand, the 1 mW excitation corresponds to weak excita- 
tion and the built-in potential fluctuation is expected to 
become weaker but still exist. No exciton line was ob- 
served. Fig. 3 displays PL spectra of # 17 and #16 with 
different excitation intensities. They agree well, even 
though their quasi-continuous PL spectra were much 
different as shown in Fig. 1. This also clearly supports the 
speculation that, under strong excitation, both specimens 
show similar behavior because of the disappearance of 
the built-in potential. Fig. 4 displays the dependence of 
the PL spectrum at various periods after excitation. As 
can be clearly seen, the exciton peak appears shortly after 
excitation, and then, as time proceeds, it disappears and 
a peak due to DAP recombination in the potential fluctu- 
ation appears at much lower energies. The peak shift to 
lower energy as the period becomes longer is due to the 
recovery of the built-in potential fluctuation. Fig. 5 dis- 
plays the case of #18. In this case, our excitation inten- 
sity corresponds to the middle intensity and is not strong 
enough to make the bands flat. Hence, the PL peak 
position at 0.2 ns after excitation is rather near that of 
simple DAP recombination, not that of the exciton. The 

T=5K 
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Fig. 2. Excitation intensity dependence of PL spectra of the 
specimen # 17. Thick and thin spectra correspond to the aver- 
age excitation intensities of 1.0 and 3.6 mW, respectively. 
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Fig. 1. Quasi-continuous PL spectra of specimens doped with 
Ge at various concentrations. Excitation intensity was 1.6 mW. 
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Fig. 3. Comparison of PL spectra of the # 16 (dotted line) and 
#17 (solid line) under different excitation intensities which cor- 
respond to strong excitation for each case. 
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Fig. 4. Time-resolved PL spectra of # 17, i.e., spectra at various 
periods after strong excitation. Numerals (n in xn) attached to 
spectra mean the multification factors for signal intensities. 
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Fig.   5. Time-resolved   PL   spectra   of   #18   after   middle 
excitation. 

peak shifts to lower energy as the period after excitation 
becomes longer. This again corresponds to the recovery 
of built-in potential fluctuation. 

5. Conclusion 

We studied quasi-continuous and time-resolved PL 
spectra of GaAs doped with Ge with various concentra- 
tions to clarify the change of potential fluctuation in 
highly doped and highly compensated GaAs under vari- 
ous excitation intensities. Quasi-continuous PL spectra 
of Ge-doped GaAs were qualitatively explained by the 
Shklovskii and Efros's theory. Time-resolved PL spectra 
under strong excitation showed a change of potential 
fluctuations due to excitation and recombination. 
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Abstract 

Different effects related to the reactions of column-Ill vacancies and interstitials during Zn diffusion into undoped, 
Si-doped and Be-doped GaAs/AlxGai_xAs multilayered structures are investigated by secondary-ion mass spectrometry 
and photoluminescence. The disordering is observed behind the Zn diffusion front in all multilayered structures. The 
disordering rate increases with increasing x. The Be out-diffusion is enhanced in the Zn-diffused region. The column-Ill 
interstitial supersaturation caused by Zn diffusion is believed to be responsible for the enhancements of Al-Ga 
interdiffusion and Be out-diffusion. The column-Ill interstitial supersaturation is affected by the presence of column-Ill 
vacancies. For undoped samples, the in-diffusion of column-Ill vacancies generated at the surface is a driving force for the 
out-diffusion of column-Ill interstitials. The effective Zn diffusivity and the disordering rate are enhanced by Be doping 
because of the increase in acceptor concentration and the abundance of column-Ill interstitials. For Si-doped samples 
that contain a high concentration of column-Ill vacancies, the increase in donor concentration and the mutual 
annihilation of column-Ill interstitials and vacancies leads to a retardation of the Zn diffusion. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: GaAs/AlGaAs; Column-Ill vacancies; Column-Ill interstitials; Zn diffusion 

1. Introduction 

The study of intrinsic defects in III-V semiconductors 
is an active field of research because the defects affect 
electrical and optical properties of semiconductor mater- 
ials [1]. Six elementary intrinsic defect species exist in 
AlGaAs: vacancies in the column-Ill sublattice (Vm), 
vacancies in the As sublattice (VAS), column-Ill inter- 
stitials (Im), As interstitials (IAs), antisite defects formed 
by a column-Ill atom on an As site (IIIAs) or an As atom 
on a column-Ill site (ASm). The reactions of intrinsic 
defects in bulk GaAs have been studied theoretically and 
experimentally [2-4]. In this article, the reactions 
of Iin and Vm during Zn diffusion-induced disorder- 
ing in GaAs/AlGaAs multiple-quantum-well (MQW) 

*Fax: +41-21-693-54-80. 
E-mail address: ky.nguyen@epfl.ch (N.H. Ky) 

structures are investigated systematically. Since the dis- 
ordering of GaAs/AlGaAs MQW structures is due to an 
enhancement of Al-Ga interdiffusion at the layer interfa- 
ces [5], Im and Vm should be involved in the disordering 
process. 

2. Experiment 

Six identical GaAs/AlGaAs MQW samples are grown 
by molecular-beam epitaxy (MBE) on Si-doped GaAs 
(n « 2x 1018 cm"3) substrates. These samples consist 
of the following layers (Fig. la): (i) a 0.1 urn thick 
GaAs cap layer, (ii) a MQW region with 29 GaAs 
wells (100+ 4 A) separated by AlxGa1_IAs barriers 
(195 + 5 A), (iii) a GaAs buffer layer, and (iv) an AlAs 
marker. The undoped samples A, B, C and D have the 
values x « 0.1, 0.2, 0.45, and 1, respectively. The multi- 
layered structure (x = 0.2) of sample E is uniformly 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. SIMS concentration profiles of Al and Zn in sample 
B before (a), and after Zn diffusion at 575°C for 4 h (b) and 
16 h (c). 

doped with Be at a concentration of lxl019cm-3, 
whereas that of samples F and G are uniformly doped 
with Si at 5 x 1018 and 1 x 1019 cm""3, respectively. Zn 
diffusions are performed at 575°C for different times, t, 
using the sealed-ampoule technique [6-10] with ZnAs2 

source. The secondary-ion mass spectrometry (SIMS) 
profiles are obtained by a CAMECA IMS 300 system 
with a Xe+ primary ion source. The photoluminescence 
(PL) spectra are measured at 77 K, using the 632.8 nm 
line of a He-Ne laser as excitation source. The Zn- 
diffused samples are etched in a solution of 
H2S04 : H202 : H20 = 1: 8 :10 to form terraces with 
different etching depths, de, below the sample surface. The 
PL spectra taken at different de are characterized for 
a probe region within 0.5-0.7 urn below the etching surface. 

Fig. 2. The effective Zn diffusivity and the total disordering rate 
in undoped GaAs/AlxGa,_xAs MQW structures at 575°C as 
a function of x. 

The PL spectrum of the as-grown sample B (Fig. 3a) 
shows PL lines at 1.535 eV (£el_hhl) and 1.547 eV (£eWhl) 
due to the recombinations of n = 1 electron-heavy hole 
and n = 1 electron-light hole excitons confined in the 
quantum wells (QWs). The PL line at 1.511 eV (£„) is 
related to excitonic recombinations in the GaAs buffer 
[11]. After Zn diffusion (Fig. 3b), a new PL line appears 
at 1.509 eV (eAZn). It is due to the recombination of 
electrons at the n = 1 subband with Zn acceptors in the 
Zn diffused QWs. At de = 0.4 um, the eAZn line domin- 
ates the spectrum, but it disappears in the spectrum taken 
at de = 0.9 urn in the region ahead of the diffusion front. 
This indicates that the eAZn line comes from the QWs 
behind the diffusion front where Zn atoms incorporate 
onto column-Ill sites and act as acceptors (Zns). The Zn 
diffusion is performed by the fast diffusion of Zn inter- 
stitials (Zn;) and their change-over to occupy column-Ill 
sites. The interchange between Zn; and Zns can be de- 
scribed by the kick-out mechanism [12]: 

Znj+<=> Zns"" + Li, + h\ (1) 

3. Results and discussion 

After Zn diffusion into sample B for 4 h (Fig. lb), a Zn 
profile with an abrupt diffusion front at 0.78 urn is ob- 
served. The Al profile exhibits an ordered region ahead of 
the Zn diffusion front where the MQW structure remains 
intact. Behind the diffusion front, the Al signal oscillation 
amplitude is gradually reduced, indicating the disorder- 
ing of the MQW structure. A partially disordered region 
is followed by a totally disordered region where the 
MQW structure is converted into an AlGaAs alloy. After 
Zn diffusion for 16 h (Fig. lc), the diffusion front passes 
beyond the MBE grown region, the whole MQW struc- 
ture is totally disordered. An out-diffusion of Al from the 
disordered MQW region into adjacent GaAs layers is 
seen. Hence, Al atoms are immobile in the undiffused 
regions, whereas they become mobile in the Zn diffused 
regions. Fig. 2 shows that the effective Zn diffusivity, DZn, 
and the rate of total disordering, Rlot increase with in- 
creasing x. The values of DZn and Rtot are approximately 
estimated as d2/4t, where d is the diffusion depth or the 
totally disordered depth. 

where h denotes a hole. Eq. (1) expects that Im are formed 
at the Zn diffusion front. As the diffusivity of Zni; Dit is 
larger than that of Im [12], an Im supersaturation devel- 
ops behind the diffusion front. The excess Ira could nu- 
cleate to form dislocation loops that have been observed 
in the diffused region [13]. An expansion of the lattice 
constant due to the Iln supersaturation has been detected 
by X-ray diffraction technique [6]. The Ira supersatura- 
tion enhances the Ga-Al interdiffusion, resulting in the 
disordering of the MQW structure. Because of the inter- 
diffusion at the barrier-well interface, a blue shift of 
excitonic peaks is seen in the PL spectra [6]. For MQW 
structures, the disordering levels of the wells are different. 
Therefore we observe a broad PL ban (e-ha) on the 
high-energy side of the Eei-hhi line. The peak position of 
the e-ha band continues to shift to higher energy until the 
structure is completely disordered [6]. The PL band at 
1.26 eV (D-Vm) due to the donor-Vm complex recombi- 
nation [6-10] appears in the PL spectra (Fig. 3b). Since 
Zn diffusions are carried out under As-rich condition, the 
samples are surrounded by As4 vapor. Gallium Frenkel 
defects could be formed at the surface of the GaAs cap 
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Fig. 3. 77 K PL spectra of sample B: (a) taken on the sample 
surface before Zn diffusion; (b) taken at different etching depths, 
de, after Zn diffusion at 575°C for 4 h. 

layer: 

GaGa •VGa+IG (2) 

IGa can react with As atoms in the vapor to form addi- 
tional unit cells: 

iAs4 + Ic • GaAs. (3) 

Hence, Vm are generated at the sample surface. They 
diffuse into the bulk and form complexes with residual 
donors. At all values of the chemical potential, Vm and 
Im have opposite charges and attract each other, increas- 
ing the probability of their mutual annihilation [2]. The 
Im moving toward the surface can annihilate the VUI dif- 
fusing into the bulk. As a consequence, the intensity of 
the D-Vm band decreases with increasing de. The in- 
diffusion of Vm may be a driving force for the out- 
diffusion of Im. At de = 0.9 urn, the spectrum is almost 
the same as that of the as-grown sample. The undiffused 
QWs are in the depletion region of the p-n junction 
formed at the Zn diffusion front. The electric field at the 
p-n junction induces a Stark shift of the £ei_hhi peak to 
lower energy (Fig. 3b). The disordering only occurs be- 
hind the diffusion front because the electric field prevents 
Im from diffusing into the n side of the junction. At 
de = 1.3 um, we obtain the PL spectrum of the GaAs 
buffer and GaAs: Si substrate. Since the electric field 
keeps Vm on the n side of the junction, the observed 
increase in intensity of the D-V,n PL band in the region 
ahead of the Zn diffusion front is due to an accumulation 
ofVm. 

SIMS profiles obtained for samples B, E, and G after 
Zn diffusion for 4 h (Fig. 4) clearly shows the effect of 

0.4       0.8        1.2 

DEPTH ftim) 

Fig. 4. SIMS concentration profiles of Al, Si, Be, and Zn in 
samples E (a), B (b) and G (c) after Zn diffusion at 575°C for 4 h. 
The Be profile before Zn diffusion (thin dot curve) is given in (a). 

background doping on DZn and i?tot. The Zn diffused and 
totally disordered regions are largest in Be-doped sample 
E, while they are smallest in Si-dopped sample G. More- 
over, an enhancement of Be out-diffusion is induced by 
Zn diffusion (Fig. 4a). The Be profile in the region ahead 
of the Zn diffusion front remains intact, whereas the Be 
concentration in the Zn-diffused region is significantly 
reduced. If Be diffuses via a substitutional-interstitial 
mechanism similar to that described by Eq. (1), the fol- 
lowing equation can be written for Be out-diffusion: 

Be; Iin + h+<*Bei+, (4) 

where Bes~ and Be^ are substitutional and interstitial 
Be atoms, respectively. Combining Eqs. (1) and (4), we 
obtain 

Zn;
+ Bes <=>Zns  + Bei+. (5) 

Hence, the Be out-diffusion can be enhanced in the Zn- 
diffused region. We do not observe any change in the Si 
profiles after Zn diffusion (Fig. 4c). Using the electroneut- 
rality conditions for Zn diffusion into n- and p-type 
semiconductors, and assuming that Zns~ are immobile, 
we can deduce £>Zn from the Fick's second law for Zn 
diffusion [3,7]: 

DZn sDiK[Ini](2[Zns] - ND)   for Si-doped samples, (6) 

DZn^AK[Im](2[Zns]-iVA) 

for Be-doped samples, (7) 

where [] denotes concentration; K is the equilibrium 
constant of Eq. (1); JVA and ND are the background 
concentrations of acceptor and donor, respectively. Eqs. 
(6) and (7) show that Dz„ is controlled by the Im concen- 
tration behind the Zn diffusion front, [Iln], and NA or 
ND. For undoped samples, NA and ND are negligible, 
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Fig. 5. 77 K PL spectra of sample F: (a) taken on the sample 
surface before Zn diffusion; (b) taken at different etching depths, 
de, after Zn diffusion at 575°C for 4 h. 

DZn is determined by [Im] which is affected by Vm in- 
diffusion from the surface. For Si-doped samples, most of 
Si atoms occupy column-Ill sites and act as donors. 
A two-dimensional electron gas (2DEG) is formed due to 
a high concentration of the free carriers confined in the 
wells. A broad 2DEG-related PL line (2DEG) is observed 
in the PL spectrum of heavily Si-doped sample (Fig. 5a) 
[7]. Since Si atoms incorporate also into As sites and act 
as acceptors, the PL line at about 1.49 eV (eAsi) is due to 
the transition of electrons in the 2DEG to the Si accep- 
tors [7]. The PL band (Sim-Vra) due to Si donor-Vra 

complex dominates the PL spectrum because heavily 
Si-doped samples contain a high concentration of Vin 

[3,7]. The intensity ratio between the Sim-Vm band and 
the PL lines due to band-to-band transition is considered 
to be proportional to the concentration of the Sim-Vni 
complex [3,7,8]. After Zn diffusion (Fig. 5b), the eAZn and 
e-ha emission lines appear, indicating the incorporation 
of Zn atoms and the disordering in the Zn-diffused region 
at dt < 0.7 urn. A Vm accumulation in the region ahead 
of the Zn diffusion front is clearly observed (de = 0.7 urn). 
At dc = 0.9 um the spectrum is similar to that of Fig. 5a. 
In particular, the concentration of the Sim-Vm complex 
is significantly reduced in the Zn-diffused region. This 
indicates a strong mutual annihilation of Vm and Im. 
According to Eq. (6), an increase in ND and a reduction of 
[Im] result in a retardation of Zn diffusion in Si-doped 
samples. The PL spectrum of sample E before Zn diffu- 
sion (Fig. 6, t = 0 h) is dominated by the PL line at 
1.513 eV due to the transition of electrons from the n = 1 
subband to Be acceptor level in the QWs (eABe)- The 
emission band due to the recombination of VAs-Be ac- 
ceptor complex (VAS-Be) is observed at 1.34 eV, indicat- 

1.4 1.6 
ENERGY (eV) 

Fig. 6. 77 K PL spectra of sample E before Zn diffusion (t = 0 h) 
and after Zn diffusion at 575°C for 4 h. 

ing a high VAs concentration in sample E. The presence 
of high VAs concentration can result in single hops of 
column-Ill atoms forming IIIAs and Vm. This is con- 
firmed by the observation of the IIIAS-related PL line at 
1.47 eV and the D-Vm PL band. On the other hand, 
sample E may contain Im that can occupy VAs to form 
IIIAs. After Zn diffusion for 4h, the eABe PL line is 
replaced by the eAZn and e-ha PL lines. The decrease in 
intensity of the VAs-Be and D-Vm PL bands and the 
increase in intensity of the IIIAs PL line indicate that 
[Im] increases in the sample during Zn diffusion. The 
increase in NA and [Im] in Be-doped samples leads to an 
enhancement of Zn diffusion, as expected in Eq. (7). Our 
results show that the combined effects of the Fermi-level 
and the reactions of Vm and Im play an important role in 
the disordering process. 
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Abstract 

Ab initio density-functional theory is used to calculate interatomic forces and the dynamical matrix of cubic GaN and 
GaAs with and without point defects. The Green's function method and the Dyson equation is applied to obtain the 
change of the density of phonon states due to the defect, from which we find not only the local vibrational modes and 
their isotope shifts of GaAs: C outside the host-phonon bands, but also localized modes at the edges of the phonon bands 
and resonances inside the phonon bands. Our results indicate that recently observed low-energy Raman peaks at a layer 
of cubic GaN on a GaAs substrate can be interpreted as resonances inside the acoustical phonon bands of GaN or GaAs. 
The energetic positions of these resonances are not characteristic for the defect but occur at specific energies of the density 
of the host-phonon states. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Local vibrations; Ab initio calculation; GaAs; GaN 

1. Introduction 

Density functional theory has successfully been used to 
calculate the phonon-dispersion curves of various crys- 
tals [1,2]. The Green's function technique together with 
a valence-force model to describe the defect properties 
has then been applied to calculate local vibrational 
modes (LVM) well above the optical phonon bands for 
point defects in GaAs [3]. The interatomic forces in the 
vicinity of the defect, however, can also be obtained from 
density-functional theory supercell methods [4,5]. This is 
shown by the comparison of the calculated local vibra- 
tional split-off mode of GaAs: C, its isotope shift and its 
ligand isotope shift with the experimental observation. 
Our method of the ab initio calculation of the dynamical 
matrix of the perfect crystal and of the crystal containing 
a defect is completed by the Green's function technique, 
which gives us the density of phonon states of the perfect 

crystal and the change of the density of phönon states 
due to the defect from first principles. This enables us to 
distinguish between the LVMs outside the host-phonon 
bands and localized modes inside but close to the edges 
of the host-phonon bands, which also show isotope shifts 
with respect to the masses of the defect atoms. We further 
find a number of resonances inside the host-phonon 
bands, the energy of which are nearly independent of the 
interatomic forces in the vicinity of the defect or the 
impurity mass. Especially in the acoustical phonon 
bands, these resonances occur at specific energies of 
the host-phonon bands and are not characteristic for the 
defect but are characteristic for the host crystal. 
We discuss our theoretical results of resonances inside 
the host-phonon bands of cubic GaN and GaAs with 
respect to observed Raman peaks at cubic GaN layers on 
a GaAs substrate [6]. 

* Corresponding author. Tel.: + 49-30-314-23198; fax: + 49- 
30-314-21130. 

E-mail address: scherz@physik.tu-berlin.de (U. Scherz) 

2. Theoretical method 

Our method is based on an ab initio calculation 
of the dynamical matrix for a perfect crystal and for 
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a crystal with a point defect. We used density-functional 
theory in the local density approximation applied to 
supercells and a plane wave expansion. We use fully 
separable pseudopotentials of the Troillier-Martins 
scheme for 3d valence electrons and of the Bachelet- 
Hamann-Schlüter-Chiang scheme for the 3d core elec- 
trons with a nonlinear core correction for the exchange 
and correlation potential. The inter-atomic forces were 
obtained from the displacements of one atom inside the 
supercell. Because of the periodicity with respect to the 
supercell, the displaced atom is repeated simultaneously 
giving a lattice of displaced atoms. We eliminate this 
effect by calculating an adequate number of supercells of 
different geometries [4]. The dynamical matrices were 
then set up by taking all forces up to the 11th nearest 
neighbour into account, leading to 72 different force 
constants according to symmetry requirements. The 
long-range electrostatic interaction was determined by 
an Ewald summation and the effective charge of the 
perfect crystal was fitted to reproduce the experimental 
splitting of the optical phonons at the F-point [2]. In 
the case of the perturbed crystal we took the lattice 
relaxation of the atoms up to the fourth nearest neigh- 
bour into account, which changed the force constants 
considerably. 

We used a modified computer program from the 
Fritz-Haber Institute, Berlin [7], optimized for the mass- 
ive parallel Cray computer. The supercells contained 
between 40 and 96 atoms, and the cut-off energy was 
between 33 and 60 Ry and 80 Ry when taking 3d-electrons 
into account. 

The eigenvalues and eigenfunctions of the dynamical 
matrix of the perfect crystal were used to calculate the 
Green's function. The Green's function of the crystal 
containing a defect was then obtained from the change 
of the interatomic forces and atomic masses using the 
Dyson equation. The LVMs outside the host-phonon 
bands were obtained from the singularities of the Green's 
function of the perturbed crystal. The energies of the 
localized modes near the band edges and resonances 
inside the phonon bands were obtained from the differ- 
ence of the density of phonon states (DPS) of the pertur- 
bed and of the perfect crystal. 

3. Local vibrational modes at GaAs: C 

The carbon impurity at arsenic site in GaAs has been 
extensively studied because of the remarkable isotopic 
fine structure of the LVM far above the optical phonon 
bands [8]. We calculated the energy of the LVM for the 
isotopes 12C and 13C and four nearest neighbours S9Ga 
or 71Ga, and compared our results in Table 1 with the 
corresponding Raman lines of Ref. [9]. It can be seen that 
the impurity isotope shift and the ligand isotope shift 
agree well with the experimental observation. The differ- 

Table 1 
Comparison of the calculated energy of the LVM and impurity 
and ligand isotope shifts with experimental results after Ref. [7]. 
All energies are in meV 

LVM Exp. Theory 

13C-469Ga 69.67 69.22 
i2C_469Ga 72.27 71.93 
12C-471Ga 72.21 71.85 
Isotope shifts 
13C-12C 2.60 2.71 
69Ga-71Ga 0.06 0.08 

ence between the calculated and observed energies of the 
LVM is below 1 % and is probably due to the approxima- 
tions adopted here, e.g. the limited number of force con- 
stants and the neglect of anharmonic forces. The isotope 
shift of the energy hco of an LVM with respect to mass 
M of an atom is directly connected with the relative 

vibration amplitude A/^/M of that particular atom by 
the general formula 

Mdhco 

hcodM 

1 

with 0 < A2 < 1. Therefore, correctly calculated isotope 
shifts due to impurity and ligand masses demonstrate 
that the interatomic forces had been calculated correctly. 

4. Low-energy Raman lines of cubic GaN/GaAs 

Low-energy Raman peaks between 7.2 and 31.0 meV 
had been observed at a layer of cubic GaN on a GaAs 
substrate [6]. These energies are within the acoustical 
phonon bands of GaN and GaAs. In order to identify 
these defect-induced lines, we calculated arsenic defects at 
nitrogen site in GaN as a possible defect candidate. 
Because of the much heavier mass of As compared to 
N we calculated an As impurity at nitrogen site in cubic 
GaN and found localized modes near 43 meV, which had 
not been seen by Raman scattering [6]. However, the 
difference of the DPS between the perfect cubic GaN and 
the perturbed crystal showed a number of low-energy 
resonances inside the acoustical phonon bands. These 
resonances exhibited no isotope shifts and were nearly 
independent of the defect properties, but were character- 
istic for the DPS of the perfect crystal. It is therefore not 
a contradiction that some of these resonances coincide 
with the Raman peaks observed at a layer of cubic GaN 
on a GaAs substrate. As can be seen from Fig. 1, the 
calculated resonances were found at specific energies of 
typical changes of the DPS of the perfect crystal. 
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Fig. 1. Calculated density of acoustical phonon states of cubic 
GaN and resonances caused by an As impurity (upper part) and 
density of phonon states of GaAs and resonances due to a C im- 
purity (lower part) together with Raman peaks of different 
intensity observed at a layer of cubic GaN on a GaAs substrate 
after Ref. [6]. 

the GaAs phonon bands. There was no indication of the 
existence of the GaAs: C defect in the sample used for the 
Raman scattering of Ref. [6]. Nevertheless, the calculated 
resonances are not characteristic for this defect and may 
also be caused by other defects, which might be present at 
or close to the interface between the GaN layer and the 
GaAs substrate. 

Our results of the resonances of GaAs and GaN 
are compiled in Table 2 together with the observed 
Raman peaks of Ref. [6]. Though our calculations 
of the localized modes of GaAs: C and GaN: As give no 
indication that these impurities were present in the sam- 
ples used, several of the observed low-energy Raman 
peaks coincide with calculated resonances of GaAs or 
GaN. We therefore, tentatively assign these low-energy 
Raman peaks to resonances of GaAs or GaN, respective- 
ly. The observation of such low-energy Raman peaks is 
then an indication of defects in the sample, but contains 
little information about the chemical nature of these 
defects. 

Table 2 
Calculated resonances inside the phonon bands of GaAs: C (first 
column) and inside the acoustical phonon bands of cubic 
GaN:As (second column) compared with Raman peaks ob- 
served by Siegle et al. [6] at a layer of cubic GaN on a GaAs 
substrate (third column). All energies are in meV 

GaAs:C GaN: As GaN/GaAs 

7.2 
9.6 

11.7 
13.6 

23.1 

26.9 

31.7 
33.0 

17.2 
23.1 
25.3 

30.1 

37.5 
39.5 

7.2 

11.8 
12.7 
15.5 
18.7 
23.3 

27.4 
29.1 
31.0 

We also calculated the carbon-induced localized 
modes and resonances inside the acoustical phonon 
bands of GaAs. A localized mode was found at 14.4 meV 
and is shown in Fig. 1 together with the resonances inside 
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Abstract 

We show using deep-level transient spectroscopy (DLTS) that particle irradiation of GaAs: Si and GaAs: S introduces 
a defect Ea3 and a new defect EalRlO, respectively, and both these defects are metastable. We determine that Ea3 and 
EalRlO are located 0.37 and 0.26 eV below the conduction band, respectively. Eoc3 is removed by hole-injection and 
re-introduced during a first-order transformation under zero-bias annealing (at temperature T > 160 K, and activation 
energy A£ = 0.40 eV), or during reverse-bias annealing (T > 190 K and A£ = 0.53 eV). EalRlO is removed by zero-bias 
annealing and re-introduced in the region 230-260 K, under predominantly first-order kinetics (activation energy 
A£ = 0.58 eV). Our results suggest that both defects Ea3 and EalRlO are defect-impurity complexes that involve the Si 
and S dopants, respectively. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Metastability refers to the reversible transformation of 
defects from one structural configuration to another, 
depending on the electric field in the semiconductor, the 
temperature and carrier injection conditions. Metastable 
defects are important from both a fundamental physics 
and a device application perspective. Buchwald et al. [1] 
and Wada et al. [2] have shown that metastability can 
affect semiconductor properties. Metastable defects lying 
deeper in the band gap could be important as irradia- 
tion-induced carrier removal centers. Recently, a mem- 
ory devise employing the metastable property of the EL2 
defect in GaAs has been demonstrated by Alex et al. [3]. 
It is thus necessary to study metastable defects in terms of 
their reversible transformations, in order to control and 
utilize them in devices. It has been suggested that some 
metastable defects are dopant related in GaAs [4]. DLTS 
is a convenient and powerful technique for studying 
metastable defects that are characterized by a deep 
level(s) in the band gap: cooling cycles and different 

* Corresponding    author.    Tel:     +27-12-420-4413/2684; 
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biases can be used to induce controllably the different 
metastable states, and these could then be studied. In this 
paper, we study the DLTS-based reversible transforma- 
tions of particle-irradiation-induced metastable defects, 
Eoc3 and EalRlO, in epitaxial GaAs: Si and GaAS : S, 
respectively. We determine their activation energy for 
removal and re-introduction, their energy position in the 
band gap and their electron capture cross sections, and 
we conclude by suggesting that the two defects, Ea3 and 
EalRlO, are related to the silicon and sulfur dopants, 
respectively. 

2. Experimental details 

Metal-organic vapor-phase epitaxy (MOVPE) grown 
n-GaAs layers were used. Ni/AuGe/Au ohmic contacts 
were deposited on the n+ backsides of the samples. Cir- 
cular Pd Schottky barrier contacts, 1200 A thick and 
0.77 mm in diameter were resistively deposited on the 
epitaxial layers. Samples doped with silicon had free 
carrier densities: 1.1 x 1016 and 8 x 1016 cm"3. Free car- 
rier densities corresponding to the sulfur-doped samples 
were 1.7 x 1016 and 2.8 x 1016 cm"3. Thereafter, the sam- 
ples were irradiated with 5.4 MeV He-ions (a-particles) 
from an 241Am radionuclide source to a dose of 
lxlO^cm"2. Furthermore, the sulfur-doped samples 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00643-2 
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were irradiated with 0.2-2.4 MeV electrons (ß-particles) 
from Sr-90,1 MeV protons and 10 and 12 MeV electrons 
from particle accelerators. Chemical cleaning was per- 
formed prior to the deposition of both ohmic and 
Schottky contacts. 

DLTS using a lock-in amplifier-based system was used 
to study the defects. The bias and pulse sequence consis- 
ted of a reverse bias Vr on which pulses with amplitude 
Vp and frequency,/, were superimposed. The DLTS de- 
fect signatures (energy level in the band gap, ET, and 
apparent capture cross section for electrons, ffna) were 
calculated from Arrhenius plots of log(T2/e) versus 
1/JT, where e is the emission rate at the DLTS peak 
temperature T. 

3. Results and discussions 

After irradiation with 5.4 MeV a-particles, both the 
DLTS spectra of the Si- (Fig. 1(a)) and S-doped (Fig. 1(d)) 
samples show the presence of peaks: Eal-Ea5 and 
Ea8 for the l.lxl016cm-3 Si-doped samples; and 
EaIRl-EaIR4 and EalRlO, for the 1.7xl016cm-3 S- 
doped samples. The electronic properties of Eal-Ea5 
have been reported previously [5,6]; and, it was shown 
that Eal, Ea2 and Ea4 have the same DLTS signa- 
tures as the well-known electron irradiation-induced 
defects El, E2 and E3 [7], respectively, which in turn 
are related to vacancy-interstitial pairs in the As su- 
blattice [7]. Also, the DLTS signatures of EalRl, EaIR2 
and EaIR4 are similar to those of Eal, Ea2 and 
Ea4, respectively. 

Auret et al. have reported on the metastable character- 
istics of E<x3 [4]. The defect Ea3 is present in Fig. 1(c), 

0 50 100 150 200 250 300 

TEMPERATURE (K) 

Fig. 1. DLTS spectra of ot-particle-irradiated GaA: Si 
(/= 1 Hz, V, = 2 V and Vp = 1.9 V): (a) after applying a for- 
ward current density of 5.6 A cm-2 at 105 K; (b) after zero bias 
cooling; (c) after reverse bias (2 V) cooling; DLTS spectra of 
a-particle-irradiated GaAs : S (V, = 3 V and Vp = 2.8 V): 
(d) after reverse bias (4 V) cooling; (e) after zero bias cooling. 

recorded after cooling the 1.1 x 1016 cm"3 Si-doped sam- 
ples from room temperature under 2 V reverse bias (RB). 
Ea3 is also present in the DLTS spectra of Fig. 1(b), 
recorded after cooling down a similar Si-doped sample 
from 300-20 K, under zero bias (ZB). Fig. 1(a) was re- 
corded after applying a forward current density of 
5.6 A cm-2 for 10 s to the sample at 105 K and then 
cooling it down to 20 K, before recording the DLTS 
up-scan. We were able to reversibly introduce and re- 
move Ea3 from the DLTS spectra through applying 
DLTS conditions used in recording Figs. l(a)-(c). Fig. 
1(d) and (e) are DLTS spectra of the 1.7xl016cm~3 

S-doped GaAs, recorded after 5.4 MeV irradiation, 
showing the presence and absence, respectively, of the 
metastable EalRlO defect. EalRlO is present after 4 V 
reverse bias (RB) cooling of the samples and it disappears 
from the spectra (Fig. 1(e)) after zero bias cooling. The 
above appearance and disappearance of Ea3 and EalRlO 
are completely reversible. Normally, when a stable defect, 
for example, Ea3, transforms into its metastable state the 
new (metastable) state appears as another deep level 
detectable by DLTS techniques. This is not always the 
case, and for both Ea3 and EalRlO, we have not been 
able to detect their metastable configurations through 
DLTS. This may be so because, the DLTS detection 
conditions, as used here, may modify or anneal these 
metastable states or they may not be suitable for their 
detection. For discussion, we will refer to these meta- 
stable states as Ea3* and EalRlO*. 

The DLTS signatures of Ea3 and EalRlO (ET and erna) 
were determined as: (£c — 0.37 eV, 9xl0"14cm2) and 
(Ec -0.26eV, 4.4 x 10"13 cm2), respectively. Also, the 
capture cross section of Eoc3 was found to be thermally 
activated [4]. 

The temperature dependency of the removal and 
re-introduction reaction rates are found to obey the 
relation 

v(T) = v0 exp( - AE/kT), (1) 

where AE is the energy barrier for removal or re- 
introduction. From the v0 and AE values so calculated, 
the Ea3 -> Ea3* transformation can be summarized 
as [4] 

Ea3 -> Ea3*:   v(T) = 2.14 x 104 exp( - 0.041/feT). 

This reaction involves the capture of holes [4]. 
Isochronal annealing indicated that Ea3 is re-intro- 

duced at temperatures above 160 K under ZB, or above 
190 K under RB, and from isothermal annealing in these 
temperature ranges the transformation kinetics of 
Ea3* ^ Ea3 were obtained. Plots of ln[{JVT - iV(t)}/JVT] 
versus time (t) at different temperatures were straight 
lines, indicating that the transformation obeys first-order 
kinetics. From the v0 and AE values calculated, the 
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Ea3* -»Ea3 transformations can be summarized as [4] 

E«3* -> Ea3: 

v = (6 + 2) x 108 exp[ - (0.40 + 0.01)/fcT]   (zero bias), 

v = (6 ± 2) x 109 exp[ - (0.53 + 0.01)/fcT] 

(2 V reverse bias). 

The process Ea3* ->Ea3 occurs via hole emission to the 
valence band [4]. 

For the introduction reaction EalRlO* ->EaIR10, 
a plot of ln[{ATT - N{t)}/NT ] versus time (t) at different 
temperatures in the range 230-260 K also yielded 
a straight line, indicating a first-order reaction. The reac- 
tion rate for the first-order removal EalRlO -> EalRlO*, 
is given by a straight-line plot of ln[JV(t)/JVT ] versus time 
(t) at different temperatures in the range 230-260 K. The 
corresponding reaction rates were determined as 

EalRlO - EalRlO*: 

v = 1 x 1012±1 exp( - 0.76 + 0.08/fcT),   ZB removal, 

EalRlO* - EalRlO: 

v = 3 x 107± 1 exp( - 0.58 + 0.08/feT) 

RB introduction. 

The exponential pre-factor v0 = 1 x 1012±1 s-1, relates 
to elementary atomic jumps [8], and the re-introduction 
could involve emission of electrons by multiphonon 
emission [8]. 

Fig. 2 is a possible configuration co-ordinate (C-C) 
diagram for the transformation of Ea3 to and from Ea3*, 
it shows also the thermal activation energy (0.05 eV) of 
the electron capture cross section of Ea3 [4]. Fig. 3 shows 
C-C diagram explaining the transformation of EalRlO 
to and from EalRlO*. 

CONFIGURATION CO-ORDINATE (Q) 

Fig. 3. Configuration coordinate diagram explaining the trans- 
formation of EalRlO to and from EalRlO*. 
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Fig. 4. Change in the introduction rates of Ea3 and EalRlO as 
functions of the free carrier density of GaAs: Si and GaAs: S, 
respectively. The almost constant Ea4-introduction rate has also 
been included, the high doping density point is lowered by the 
higher electric field present. 
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Fig. 2. Possible configuration co-ordinate (C-C) diagram for 
the transformation of Ea3 to and from Ea3*; it also shows the 
thermal activation energy (0.05 eV) of the electron capture cross 
section of Ea3 [4]. 

It is of interest to note that, when GaAs : S is irradiated 
with electrons from the Sr-90 source with an energy of 
0.2-2.4 MeV, EalRlO is not detected by DLTS. However, 
irradiation by 1 MeV protons, 10 and 12 MeV electrons 
introduces EalRlO. This suggests that EalRlO is a larger 
or complex defect. Auret et al. [4] have shown that Ea3 is 
a large defect and we found that the introduction rate of 
Ea3 increases with the free carrier density of GaAs: Si. 
We could not conclusively prove this for GaAs: S, as, 
increasing the free carrier density from 1.7 xlO16 to 
2.8 x 1016 cm"3, the introduction rate for EalRlO only 
increased by about 15% from 26 cm"1, as depicted in 
Fig. 4. The almost constant Ea4 introduction rate has 
also been included. Since Ea3 has only been detected in 
Si-doped GaAs and not in n-GaAs doped differently; and 
since the same applies to EalRlO, we suggest that Ea3 
and EalRlO are defect complexes linked to the Si and 
S dopants in n-GaAs. 
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4. Conclusions References 

We have shown using DLTS that particle irradiation 
introduces metastable defects Ea3 and EalRlO in 
GaAs: Si and GaAs: S, respectively; and that Ea3 
and EalRlO have DLTS defect signatures, (0.37 eV, 
9 x 10"14 cm2) and (0.26 eV, 4.4 x 10"13 cm2), respective- 
ly. Using DLTS, we detected Ea3 and EalRlO only in 
GaAs doped with Si and S, respectively. This fact, the 
dependencies of Ea3 and EalRlO introduction rates on 
the free carrier density, and the fact that Ea3 and EalRlO 
are large defects, suggests Ea3 and EalRlO as defect 
complexes linked to the dopant Si and S atoms. 

Acknowledgements 

We greatly acknowledge the financial assistance of the 
South African National Research Foundation (NRF) 
and Prof G. Myburg of the University of Pretoria for 
fabrication of the ohmic contacts. 

[1] W.R. Buchwald et al., Phys. Rev. B 40 (1989) 2940. 
[2] K. Wada et al., in: Defects in semiconductors, ICDS-19, Pt 

2: Materials Science Forum, Trans Tech Publications, Swit- 
zerland, 1997, p. 1051. 

[3] V. Alex et al., in: Defects in Semiconductors, ICDS-19, Pt 2: 
Materials Science Forum, Trans Tech Publications, Swit- 
zerland, 1997, p. 1009. 

[4] F.D. Auret, S.A. Goodman, G. Myburg, W.E. Meyer, Appl. 
Phys. A 56 (1993) 547. 

[5] S.A. Goodman, F.D. Auret, Jpn. J. Appl. Phys. Lett. 32 
(1993) L1120. 

[6] D. Pons, J.C. Bourgoin, J. Phys. C. Solid State Phys. 18 
(1985) 3839. 

[7] F.D. Auret, R.M. Erasmus, S.A. Goodman, W.E. Meyer, 
Phys. Rev. B 51 (1995) 17521. 

[8] A. Chantre, Appl. Phys. A 48 (1989) 3. 



ELSEVIER Physica B 273-274 (1999) 766-769 

PHYSICA 
www.elsevier.com/locate/physb 

Terahertz tunnel ionization of DX-centers in AlGaAs : Te 

H. Ketterla'*, E. Ziemanna, S.D. Ganicheva'b, IN. Yassievichb, A. Belyaevc, 
S. Schmult3, W. Prettla 

"Institut fir Exp. und Angew. Physik, Universität Regensburg, 93040 Regensburg, Germany 
bA.F. loffe Physicotechnical Institute, RAS, St. Petersburg, 194021, Russia 

'Institute of Semiconductor Physics, NASU, Kiev, 252028, Ukraine 

Abstract 

Ionization of DX-centers in AlGaAs: Te has been investigated in strong terahertz electric fields of FIR-laser radiation 
with photon energies much smaller than the impurity binding energy. Detachment of electrons from DX-centers is caused 
by phonon-assisted tunneling being independent of the field frequency as long as the tunneling time is smaller than the 
field period. In the opposite case an enhancement of the emission probability with rising frequency has been observed. At 
very high-field strengths direct tunneling without involving phonons dominates and finally emission rates get frequency 
independent. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: DX-center; Persistent photoconductivity; Ionization; Tunneling 

1. Introduction 

The ionization of DX-centers in AlGaAs: Te in 
a strong terahertz electric field of a powerful far-infrared 
laser has been investigated. Although the quantum en- 
ergy of radiation is much smaller than the binding energy 
of the impurities, a persistent photoconductive signal 
(PPC) due to the detachment of electrons from the 
DX-centers has been observed. In a wide range of tem- 
peratures, electric field strengths and frequencies, the 
emission process can be attributed to phonon-assisted 
tunneling, Refs. [1,2]. In contrast to tunneling ionization 
of atoms, where only electron tunneling takes place, 
ionization of impurities in solids is accomplished by two 
simultaneous tunneling processes, electron tunneling and 
the redistribution of the vibrational system by defect 
tunneling. Within a broad range of intensities and 
wavelengths, the terahertz electric field of the exciting 

* Corresponding author. Tel.: 0049-0-941-943-3301; fax: 0049- 
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radiation acts like a static field. In the case COT < 1, where 
co is the radiation frequency and T is the tunneling time, 
electrons tunnel at constant energy through the barrier 
formed by the impurity binding potential and that of the 
high-frequency electric field. The ionization probability is 
independent of frequency and increases with rising field 
strength E like exp(£2/£*2) where E* is a characteristic 
field. At higher frequencies and lower temperatures 
CUT > 1 can be achieved, which leads to an increase of the 
ionization rate by an enhancement of the tunneling prob- 
ability. In this high-frequency limit electrons can absorb 
energy from the radiation field during tunneling and thus 
leave the potential barrier at a higher energy level. By this 
the effective width of the tunneling barrier is reduced and 
thus, the tunneling probability enhanced. The ioniza- 
tion probability is characterized by the same field 
dependence, as in the quasi-static regime an < 1, but 
substantially increases with increasing frequency. With 
increasing electric field strength direct carrier tunneling 
from the bound state into continuum, without participa- 
tion of phonons, becomes dominant. Here, a less strong 
dependence of the ionization probability on the electric 
field strength is observed and the frequency dependence 
practically vanishes at very high fields. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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2. Experimental technique 

The experimental investigations presented here have 
been carried out on DX-centers in Al0.35Ga65As : Te, 
Refs. [3,4]. Samples have been cooled that at thermal 
equilibrium practically all carriers were bound to deep 
impurities (T = 4.2-150 K). Terahertz electric fields have 
been applied using high-power FIR lasers pulses. The 
laser was a line-tunable NH3-laser optically pumped by 
a high-power TEA-C02 -laser, Ref. [5]. Electric field 
strengths in the semiconductor samples up to about 40 
kV/cm (~ 5 MW/cm2) could be achieved in the fre- 
quency range from 5 to 50 THz with 40 ns laser pulses. 
The ratio of irradiated conductivity at and dark conduct- 
ivity crd has been determined from peak values of photo- 
conductive signals using a standard 50 Q. load resistor 
circuit, Ref. [5]. 

3. Results and discussion 

Irradiation of the samples with FIR-radiation leads to 
positive persistent photoconductivity. Persistent photo- 
conductivity can be attributed to the detachment of 
electrons from the DX-centers, Refs. [3,6,7], caused by 
simultaneous electron tunneling in the electric field of the 
radiation and tunneling redistribution of the defect vibra- 
tional system, shown in Fig. 1. In semiclassical approxi- 
mation the probability of this process may be written as, 
Ref. [8], 

e(E) = PePdexp(-<f/fcBr)d£d^, (1) 

where Pe and Pd are the electron and the defect tunneling 
probability, respectively, T is the temperature, e the elec- 
tron energy at tunneling (see inset in Fig. 3) and S the 
corresponding defect tunneling energy (Fig. 1). The Bol- 
tzmann factor takes into account the thermal excitation 
of the system in the adiabatic potential Ui. For the 

; s    i 

u   £ 
2F \ \l ^opt 
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u  \e«— ' ' V ' 

26' \ ^a^V y \ / 

Fig. 1. Adiabatic potential configurations. The energy of vibra- 
tion and electron is shown as a function of a configuration 
coordinate x. Potentials plotted in broken lines correspond to 
the electron with negative kinetic energy tunneling in electric 
fields of two different strengths. 

electron energy smaller than the defect tunneling energy 
and the thermal binding energy, e < £T, it has been shown 
that the dependence of the ionization probability on the 
alternating electric field strength E is given by, Ref. [8], 

e(E) oc exp 

and 

(E *-\2 with (E*)2 = 
3m*h 

e2(Tf)3 

(T?)3 =-r^(sinh(2o)T2) - 2coz2). 
4ar 

(2) 

(3) 

The tunneling process is controlled by coz2 where the 
tunneling time x2 for s<^sT depends on the temperature 
like, Ref. [9], 

t2 = h/2kT — Ti. (4) 

Here i1 is of the order of the period of the impurity 
vibration. At a>x2 much smaller than unity TJ ^ T2 and 
the ionization probability is independent on frequency. 
Lowering the temperature leads to an increase of x2 ac- 
cording to Eq. (4) and in the same frequency range <BT2 

becomes larger than unity. Now the ionization probabil- 
ity strongly depends on the laser frequency. 

In AlGaAs:Te phonon-assisted tunneling has been 
observed over the entire range of available electric field 
strength. The ratio of the conductivity under irradiation 
to the dark conductivity Ci/ad, which is proportional to 
the ionization probability e(£)/e(0), is plotted in Fig. 2 as 
a function of the square of the peak electric field strength 
E. The ionization probability at T = 100 K (Fig. 2, top 
plate) is independent of the radiation frequency and in- 
creases with rising E like exp(E2/Ef2), according to Eqs. 
(2) and (3) with an2 <| 1. Such a behavior has also been 
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Fig.  2. Dependence  of ln(<7|/«rd)  on  E2  for   T = 100  and 
T = 60 K. 
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(straight line). Inset: Electron tunneling in an electric field. 
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observed for other materials like DX-centers in AlGaSb : 
Te and substitutional impurities in germanium at suffi- 
ciently high temperatures, Refs. [5,8,9]. Lowering the 
temperature leads to an increase of T2, given by Eq. (4), 
and thus in the same frequency range cox2 becomes larger 
than unity. As shown in Fig. 2 (bottom plate) for 
T = 60 K, the ionization probability gets frequency de- 
pendent and is drastically enhanced with rising frequency 
co. The ionization probability still depends exponentially 
on the square of the electric field strength, but the magni- 
tude of Ef decreases strongly with increasing frequency. 

Varying the temperature and the radiation frequency 
the dependence of the effective time T J has been obtained 
from the measured values of E* for various frequencies 
and temperatures. In Fig. 3, the ratio TJ/T2 determined 
experimentally is plotted as a function of COT2 and com- 
pared to calculations after Eq. (2). 

In order to get even larger values of COT2 measurements 
at the temperature of liquid helium have been carried out. 
Because of the large binding energy of the DX-center, the 
sample resistance is too high to detect any signal at this 
temperature. Therefore, persistent photoconductivity has 
been used to reduce the sample resistance by several 
orders of magnitude by illumination with visible and 
near-infrared light. After this illumination has been 
switch off, positive persistent photoconductivity could be 
detected with FIR-radiation. Fig. 4 shows experimental 
results at T = 4.2 K in the frequency range between 3.8 
and 25 THz. In order to display in one figure the total set 
of data covering seven orders of magnitude in the square 
of the electric field, E2 has been plotted on the abscissa in 
a logarithmic scale. To make an easy comparison with 
the exp(£2/£*2) dependence of <7j/ffd possible, a logarith- 
mic presentation of Info/o^) has been used for the 
ordinate. 

At 4.2 K and at low field strengths the condition 
COT2 > 1 is valid for the whole frequency range investi- 
gated here. The measurements of Fig. 4 show that at 
liquid helium temperature in the limit of cor2 P> 1 a dras- 

tic frequency dependence is observed. For a given con- 
stant signal a change of three orders of magnitude of 
electric fields squared needs only a six-times change in 
frequency. Note, that this large variation in the field 
strength yielding the same signal is valid only for the case 
of relatively low fields. As shown in the inset of Fig. 4, in 
this regime the ionization probability for the two lowest 
frequencies co = 3.8 and co = 13 THz can be described in 
terms of phonon-assisted tunneling e(E) oc exp(£2/£*2) 
as it was the case for higher temperatures. At higher field 
strength the field dependence of the emission probability 
is much weaker and the frequency dependence practically 
disappears. 

These changes of the dependence of the ionization 
probability on the field strength and radiation frequency 
is a result of the transition from phonon-assisted tunnel- 
ing at low field strengths to direct tunneling without 
involving phonons at high fields, Ref. [5]. The emission 
probability for phonon-assisted tunneling as a function 
of the electric field strength given by Eqs. (2) and (3) was 
obtained in the limit that corrections to thermal emission 
resulting from electron tunneling are small, i.e. the elec- 
tron tunneling energy is much smaller than the thermal 
ionization energy, E -4 sT. In the opposite limit, direct 
carrier tunneling from the ground state into continuum, 
without participation of phonons, becomes dominant. 
Direct electron tunneling occurs, if the potential 
U2e crosses TJ-L in its minimum, where an electronic 
transition is possible without any change in the config- 
uration coordinate. This effect, leading to weaker growth 
of the ionization probability in comparison with the field 
dependence of phonon-assisted tunneling, extrapolated 
to higher field strengths, determines the ionization pro- 
cess at very high fields, Refs. [1,5]. 

In Fig. 5 solid lines show the result of calculations for 
AlGaAs : Te at 4.2 K and frequencies used in the experi- 
ments taking into account both processes, phonon- 
assisted tunneling and direct tunneling, but ignoring 
the change of carrier density due to pre-illumination. 
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c T = 140 meV, AE = 740 meV 

01^ = 2.5 10" s'1 
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Fig. 5. Calculations of phonon-assisted and direct tunneling for 
T = 4.2 and T = 10 K. 

phonon system by energy transfer from the electrons 
should be taken into account. An increase of the sample 
temperature of just a few degrees leads to lower relative 
emission rates e(E)/e(0) and a much weaker frequency 
dependence of the emission probability as demonstrated 
in Fig. 5 by broken lines. 
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Because of singularities, calculations at toz2 > 1 have 
been carried out in limited and separated ranges of the 
electric field strength and the gaps have been interpo- 
lated. The theory qualitatively describes well the experi- 
mentally observed features of the field and frequency 
dependence of tunneling ionization. The disappearance 
of the frequency effects at very high fields can be ex- 
plained by the electric field dependence of the tunneling 
time T2. In the high field regime the defect tunneling 
trajectory is shifted to lower energies, as shown in Fig. 1, 
leading to a decrease of T2. By this <BT2 becomes smaller 
than unity and the frequency dependence vanishes. 

Theoretical expressions for tunneling ionization have 
been obtained under the condition that after excitation 
electrons and phonons remain in thermal equilibrium at 
liquid helium temperature. In experiment, pre-illumina- 
tion and persistent photoconductivity has been used to 
increase the free carrier density by several orders of 
magnitude. Thus free electrons may be heated by FIR- 
radiation due to Drude absorption. To achieve quantit- 
ative agreement of theory and experiment, heating of the 
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Abstract 

We have grown Er,Ocodoped GaAs and InP by organometallic vapor phase epitaxy (OMVPE) and investigated the 
growth condition dependences of the photoluminescence (PL) spectra due to intra-4f shell transitions of Er. The 
codoping of Er and oxygen (O) is performed using an O-containing Er source either with or without an additional 
02 flow. In GaAs, the addition of 02 to the growth ambient is quite effective for the formation of an Er-20 center. The 
dependence of the PL spectra on growth temperature reveals the existence of a threshold growth temperature above 
which the formation of the Er-20 center is greatly suppressed. In Er-doped InP grown with a small amount of 02, 
several extremely sharp emission lines are newly observed. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Erbium; Oxygen; GaAs; InP 

1. Introduction 

Er3 + ions doped in III-V semiconductors and silicon 
exhibit sharp and temperature-stable photoluminescence 
(PL) at around 1.5 urn due to intra-4f shell transitions 
from the first excited state (4Ii3/2) to the ground state 
CI15/2) of Er3+ (see, for example Ref. [1]). The wave- 
length of 1.5 um lies in the minimum loss region of silica 
fibers. However, it has been found that Er3 + ions doped 
in semiconductors show various fine structures, depend- 
ing on host materials and doping procedures. This indi- 
cates that various kinds of Er centers with different atom 
configurations are formed in a semiconductor, because 
the fine structures of PL spectra reflect atom configura- 
tions surrounding Er3 + ions. Selective formation of high- 
ly efficient Er centers for luminescence has strongly been 
desired for applications of Er-related luminescence to 
light-emitting devices. 

We have intensively investigated Er-doped phos- 
phorus-based III-V semiconductors such as InP and 

♦Corresponding author. Fax: + 81-52-789-3239. 
E-mail address: fujiwara@numse.nagoya-u.ac.jp (Y. Fujiwara) 

GaP grown by organometallic vapor phase epitaxy 
(OMVPE) [2-6]. In Er-doped InP, it has been found that 
there is a threshold growth temperature between 550°C 
and 580°C for Er incorporation into InP. The majority of 
Er atoms substitute the In sublattice in the lower-temper- 
ature grown InP, exhibiting high luminescence efficiency 
[3,4]. The threshold growth temperature depends on 
host materials. In Er-doped GaP, the temperature is 
higher, and the majority of Er atoms are incorporated 
into Ga sites in the GaP lattice even in samples grown at 
650°C and 700°C [5]. 

Oxygen (O) has been recognized to influence strongly 
Er-related luminescence in semiconductors. Er doped 
in Czochralski-grown (CZ) Si containing 1018cm"3 

O atoms exhibits luminescence intensity 100 times more 
than that of Er in higher purity float-zone (FZ) 
material [7]. In Er-doped GaAs, the introduction 
of 02 into the OMVPE growth ambient produces 
a sharp, simple PL spectrum of Er3+ [8]. The PL spec- 
trum is dominated by seven emission lines under host- 
excited conditions at a low temperature. The Er center 
has been identified as an Er atom located at the Ga 
sublattice with two adjacent O atoms (hereafter referred 
as Er-20) [9]. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00645-6 
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In this paper, we report luminescence properties of Er 
codoped with O in GaAs and InP by OMVPE using an 
O-containing Er source either with or without an addi- 
tional 02 flow. 

2. Experimental 

A low-pressure growth system with a vertical quartz 
reactor was employed in this work [2]. TEGa and 
TBAs were used as source materials for GaAs growth, 
and TMIn and TBP for InP growth. Er was doped 
using trisdipivaloylmethanatoerbium (Er(C11H1902)3, 
Er(DPM)3) as an Er source, which contains six O atoms 
bonded to one Er atom in one molecule. The Er source 
was maintained mainly at 40°C and introduced into the 
reactor by a H2 flow through the Er source cylinder. Ar 
gas with 50 ppm of 02 was used as an additional 
O source. The additional 02 content in growth ambient 
was changed from 0 ppm up to 0.4 ppm for GaAs, and up 
to 0.3 ppm for InP. The growth temperature was in the 
range of 500-625°C for GaAs. It was fixed at 530°C for 
InP. The substrates for the growth were C-doped semi- 
insulating or Si-doped GaAs, and Fe-doped semi-insulat- 
ing or Sn-doped InP. The surface orientation was (10 0) 
for both. 

PL measurements were carried out with the samples 
directly immersed in liquid He at 4.2 K. The photoexcita- 
tion source was a cw mode Ar+ laser with a beam 
diameter of 1 mm and an incident power of 200 mW. The 
luminescence of the sample was dispersed using a 0.91 m 
grating monochromator and detected with a liquid nitro- 
gen-cooled Ge pin photodiode using a chopper and 
a lock-in amplifier. A spectral resolution of 0.3 nm in 
wavelength was used in this work. 

maximum at present, which is limited by a mass flow 
controller attached to a supply line of the Er source. On 
the other hand, the O concentration is not calibrated, but 
it increases linearly with the Er concentration. 

Fig. 1 shows Er-related PL spectrum in GaAs doped 
with Er and O using only Er(DPM)3, which is compared 
with that in GaAs doped with Er using an O-free Er 
source (trismethylcyclopentadienylerbium, Er(MeCp)3). 
In the O-free Er-doped GaAs, there are many emission 
lines, reflecting coexistence of various Er centers not 
identified. In the Er,0-codoped GaAs, weak emission 
lines from an Er-20 center [8] appear together with 
emission lines from other Er centers. It suggests diffi- 
culty in selective formation of Er centers using only 
Er(DPM)3. 

Fig. 2 shows a comparison of Er-related PL spectra in 
Er,0-codoped GaAs grown with and without an addi- 
tional 02 flow. The growth temperature and the H2 flow 
rate through the Er source were 543CC and 125 seem, 
respectively. In the sample grown with the additional 
02 flow (02 content of 0.2 ppm in the growth ambient), 
the Er-related PL spectrum reveals strong emission lines 
from only the Er-20 center as reported previously [8]. 
This indicates that 02 added to the growth ambient is 
preferentially used for the formation of the Er-20 center. 

We investigated the dependence of Er-related PL 
spectra on the growth conditions. The spectrum is almost 
independent of the Er concentration up to 2 x 1019 cm"3 

and the 02 content in the growth ambient up to 0.4 ppm. 
However, the formation of the Er-20 center is greatly 
influenced by the growth temperature. The growth tem- 
perature dependence of the PL spectra is shown in Fig. 3. 
In preparation of the samples, the H2 flow rate through 
the Er source and 02 content in the ambient were fixed 
at 125 seem and 0.2 ppm, respectively. The PL spectrum 

3. Results and discussion 

3.1. Er,0-codoped GaAs 

Specular surface is successfully obtained in all Er- 
doped GaAs grown in this work. 

The profiles and concentrations of Er and O in layers 
were characterized by secondary ion mass spectroscopy 
(SIMS) measurements using Cs+ as a primary ion. Oxy- 
gen signal is clearly observed in the layers doped using 
Er(DPM)3 without an additional 02 flow as well as in 
those with the additional 02 flow. The O-containing Er 
source is confirmed to supply oxygen to the layers. The 
in-depth profile of Er and O exhibits a uniform distribu- 
tion along the growth direction in all the layers. The Er 
concentration in the layers, which is calibrated using an 
Er-implanted GaAs sample, is well controlled with the Er 
source temperature and the H2 flow rate through the 
source cylinder. The Er concentration is 2 x 1020 cm"3 at 
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Fig. 1. Er-related PL spectrum in GaAs doped with Er and 
O using only Er(DPM)3. The spectrum in GaAs doped with Er 
using O-free Er(MeCp)3 is also shown for comparison. In Er,0- 
codoped GaAs, weak emission lines from the Er-20 center 
appear together with many emission lines from other Er centers 
formed simultaneously. 
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changes drastically between 543°C and 585°C, suggesting 
that there is a threshold growth temperature. In samples 
grown at temperatures higher than 585°C, the Er-20 
emission lines become weak and the PL spectrum is 
dominated by emission lines from other Er centers. This 
result means that the formation of the Er-20 center 
is strongly suppressed above the threshold growth 
temperature. 

SIMS measurements have been performed on the sam- 
ples and it has been found that the concentrations of Er 
and O in the samples remain almost constant ([Er]: 
8xl018cm"3, [O]: not calibrated) against the growth 
temperature. This suggests that the change in PL spec- 
trum at higher growth temperature is not due to in- 
crease/decrease in concentrations of Er and O. Extended 
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Fig. 2. Comparison of Er-related PL spectra in Er,0-codoped 
GaAs grown with and without an additional 02 flow. In the 
sample with the 02 flow, the PL spectrum is dominated by 
strong emission lines from only the Er-20 center. 

X-ray absorption fine structure (EXAFS) analysis on the 
samples is now in progress to clarify atom configurations 
around Er atoms. 

3.2. Er,0-codoped InP 

Specular surface is obtained in Er-doped InP samples 
grown with the additional 02 content in growth ambient 
up to 0.1 ppm as well as without the 02 addition. The 
sample grown with the additional 02 content of 0.3 ppm, 
however, exhibits extremely rough surface. It should be 
noted that Er-doped GaAs with specular surface can be 
grown with the 0.4 ppm 02 content, suggesting that the 
situation in InP is quite different from that in GaAs. 

SIMS analysis indicates obvious existence of oxygen 
even in layers doped using Er(DPM)3 without an addi- 
tional oxygen flow. As observed in Er,0-codoped GaAs, 
the in-depth profiles of Er and O exhibit a uniform 
distribution along the growth direction in all the layers. 
As for the dependence on the additional 02 content in 
growth ambient, the concentration of O increases with 
the 02 content, while the Er concentration remains al- 
most constant. The increase of the O concentration 
might be due to preferential reaction between In and O. 

Fig. 4 shows Er-related PL spectra in Er,0-codoped 
InP samples, which are compared with that in InP doped 
with Er using O-free Er(MeCp)3 [2,3]. In Er-doped InP 
using only Er(DPM)3, the PL spectrum has a main 
emission line at 1541.1 nm in wavelength. This is quite 
similar to the spectrum in InP doped with Er by the 
O-free Er source. 

In the sample grown with a small amount of 02 con- 
tent (0.1 ppm) in the ambient, the intensity of the 
1541.1 nm line is highly suppressed and several extremely 
sharp emission lines are newly observed. Peak positions 
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Fig. 3. Growth temperature dependence of Er-related PL 
spectra in Er,0-codoped GaAs grown with the additional 
02 flow. The spectral shape changes drastically between 543°C 
and 585°C, suggesting that there is a threshold growth temper- 
ature. Above the temperature, formation of the Er-20 center is 
greatly suppressed. 
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Fig. 4. Er-related PL spectra in InP doped with Er and O, 
which is compared with that in InP doped with Er using O-free 
Er(MeCp)3. Under a small amount of 02 content (0.1 ppm) 
in the ambient, three dominant emission lines are newly 
observed. 
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of dominant three new emission lines are 1535.1, 1537.5 
and 1540.1 nm, respectively. Since the new emission 
lines are observed only in Er,0-codoped InP, they 
should originate from Er centers with O. Such PL spec- 
trum with the sharp emission lines in Er-doped InP is 
the first observation to the best of our knowledge. In 
the sample grown with the additional 02 content of 
0.3 ppm, all the sharp emission lines disappear, and 
a weak broad band dominates the PL spectrum. The 
reduction in PL intensity and the appearance of the 
broad band reflect poor surface morphology, i.e., de- 
graded crystal quality. 

4. Conclusion 

sharp emission lines in Er-doped InP is the first observa- 
tion to the best of our knowledge. 
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Er.O-codoped GaAs and InP have been grown by 
OMVPE using Er(DPM)3 either with or without an 
additional 02 flow, and the dependences of Er-related 
PL spectra on growth conditions have been investigated. 
In GaAs, the use of the O-containing source produces 
partial formation of an Er-20 center. As reported pre- 
viously, the addition of 02 to the growth ambient is quite 
effective for the formation of the Er-20 center. The 
dependence of PL spectra on growth temperature reveals 
the existence of a threshold growth temperature 
(543-585°C). Above the temperature, the formation of 
the Er-20 center is greatly suppressed. In InP, the situ- 
ation is quite different from that in GaAs. The surface 
morphology is severely degraded under the additional 
02 content of 0.3 ppm. In the sample doped with a small 
amount of 02 (0.1 ppm), the PL spectrum is dominated 
by three new sharp emission lines (1535.1, 1537.5 and 
1540.1 nm in wavelength). Such PL spectrum with the 

References 

[1] Mater. Res. Soc. Symp. Proc. 422 (1996). 
[2] Y. Fujiwara, Y. Ito, Y. Nonogaki, N. Matsubara, K. Fujita, 

Y. Takeda, Mater. Sei. Forum 196-201 (1995) 621. 
[3] Y. Fujiwara, N. Matsubara, J. Tsuchiya, T. Ito, Y. Takeda, 

Jpn. J. Appl. Phys. 36 (1997) 2587. 
[4] H. Ofuchi, D. Kawamura, N. Matsubara, M. Tabuchi, Y. 

Fujiwara, Y. Takeda, Microelectron. Eng. 43/44 (1998) 745. 
[5] Y. Fujiwara, T. Ito, H. Ofuchi, J. Tsuchiya, A. Tanigawa, M. 

Tabuchi, Y. Takeda, Institute of Physics Conference Series 
No. 156, Institute of Physics Publication, Bristol, 1998, p. 199. 

[6] Y Fujiwara, A.P. Curtis, G.E. Stillman, N. Matsubara, 
Y Takeda, J. Appl. Phys. 83 (1998) 4902. 

[7] P.N. Favennec, H. L'Haridon, D. Moutonnet, M. Salve, 
M. Gauneau, Jpn. J. Appl. Phys. 29 (1990) L524. 

[8] K. Takahei, A. Taguchi, J. Appl. Phys. 74 (1993) 1979. 
[9] K. Takahei, A. Taguchi, Y. Horikoshi, J. Nakata, J. Appl. 

Phys. 76 (1994) 4332. 



ELSEVIER Physica B 273-274 (1999) 774-777 

PHYSICA 
www.elsevier.com/Iocate/physb 

Direct observation of local structure of DX center by 
capacitance X-ray absorption fine structure 

Masashi Ishii3'*, Yoko Yoshinob, Ken-ichi Takarabeb, Osamu Shimomura0 

"Japan Synchrotron Radiation Research Institute (JASRI), SPring-8, Mikaduki, Sayo-gun, Hyogo 679-5198, Japan 
bOkayama University of Science, Ridai, Okayama 700-0005, Japan 

'Japan Atomic Energy Research Institute (JAERI), SPring-8, Mikaduki, Sayo-gun, Hyogo 679-5143, Japan 

Abstract 

In order to discuss the crystal lattice relaxation in DX center, a new X-ray absorption fine structure (XAFS) analysis, 
'capacitance XAFS', is applied to the Al0.33Gao.67 As : Se system. In capacitance XAFS, the X-ray absorption of a defect 
atom with a localized electron is selectively observed by measuring the photon-energy dependence of the capacitance. 
Capacitance XAFS at the Ga K-edge is different from conventional XAFS, although a similar absorption spectra are 
obtained at the As K-edge, suggesting that the DX center in this system originates from the trigonal broken bond 
(BB-DX) configuration rather than the cation-cation bonded (CCB-DX) state. © 1999 Elsevier Science B.V. All rights 
reserved. 

Keywords: Capacitance XAFS; DX center; BB-DX; AlGaAs: Se 

1. Introduction 

Deep-level carrier traps in semiconductors have been 
investigated by many research groups [1-3] because 
they degenerate the device performance. Se-doped 
AlxGa! _xAs (x ~ 0.3) is a typical example that the deep- 
level electron trap, the DX center, is formed by the 
intrinsic property of the donor incorporated into the 
zinc-blende semiconductors [4,5]. The DX center ex- 
hibits metastability, which causes attractive properties 
such as persistent photoconductivity (PPC) [6]. Based 
on these practical and fundamental considerations, the 
DX center has been one of the main topics in the research 
field on semiconductor defects since the 1980s. Chadi 
and Chang explained the metastable DX center of Al- 
GaAs : Se in terms of the large lattice relaxation (LLR) 
model in which Ga, the nearest neighbor of Se, is dis- 
placed from the lattice site instead of the donor itself, 
with the Ga-Se bond breaking [7]. Another possibility 

* Corresponding author. Tel.: + 81-791-58-0831; fax:  + 81- 
791-58-2752. 

E-mail address: ishiim@sp8sun.spring8.or.jp (M. Ishii) 

of LLR is that the cation adjacent to the donor pivots on 
As, resulting in cation-cation bonding without bond 
breaking [8]. These two LLR models are designated as 
the trigonal broken bond (BB-DX) configuration and the 
cation-cation bonded (CCB-DX) state, respectively. In 
contrast to the LLR model, the small lattice relaxation 
(SLR) model was also discussed based on the first-princi- 
pal calculation [9]. Although various experiments have 
been performed to demonstrate these models [10,11], 
direct evidence has never been obtained. In this paper, 
a new X-ray absorption fine structure (XAFS) analy- 
sis method, 'capacitance XAFS', is applied to the 
AlGaAs: Se system for direct observation of the local 
structure of the DX center. 

2. Experiment 

The details of capacitance XAFS were discussed in 
a previous paper [12], therefore only a brief outline of the 
method is given. As is well known, a Schottky barrier 
diode can be fabricated by the evaporation of an appro- 
priate metal electrode on an n-type semiconductor. The 
difference in work function between the metal and the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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semiconductor forms a depletion layer in the semicon- 
ductor. The capacitance of this depletion layer depends 
on the density, JVd, of the ionized impurity acting as the 
donor in the depletion layer. When the DX center traps 
the electron in the semiconductor, Nä becomes less than 
the density of the donor impurity. In this situation, since 
the capacitance is sensitive to the localized electron in the 
DX center, the dropping of the electron into the core hole 
resulting from the X-ray absorption of the atom in the 
DX center, not the bulk atom, induces the ionization of 
the DX center, resulting in a change in the capacitance. 
Therefore, the X-ray photon-energy dependence of the 
capacitance is expected to correspond to the XAFS spec- 
trum of the DX center atom only. Mizuta et al. performed 
conventional XAFS of AlGaAs: Se by detection of Se 
fluorescence, and reported no supporting evidence for the 
LLR model [13]. However, the atomic number of Se 
(Z = 34) is next to that of As (Z = 33), so the weak 
fluorescence signal from the dopant Se is difficult to 
isolate from the strong fluorescence of the bulk As, there- 
by inhibiting the estimation of the Ga relaxation. Since 
capacitance XAFS is unaffected by such absorption in 
the bulk, the local structure analysis of Ga and As in the 
DX center of AlGaAs: Se may be selectively analyzed. 

Experiments using synchrotron radiation (SR) were 
carried out at the SPring-8 BL10XU high brilliance 
XAFS station in Hyogo Prefecture, Japan. SPring-8's 
standard monochromator equipped with an Si (1 1 1) 
double crystal was used to monochromatize the SR beam 
from an in-vacuum-type undulator. The Alo.33Gao.67As 
thin film was grown by molecular beam epitaxy (MBE). 
The substrate was (1 0 0)-oriented n-type GaAs. A con- 
centration of the Se dopant was 5 x 1017/cm3. The elec- 
tric properties of this sample were discussed in another 
paper [14]. As the metal electrode of the Schottky diode, 
anAldot ~ 500 urn in diameter and ~ 100 nm thick was 
deposited by an evaporator. The hard X-rays can pass 
through this light metal electrode and ionize the DX 
center with the localized electron in the depletion layer. 
The capacitance of the Schottky diode was measured by 
a high-frequency capacitance meter, DA-1500 (Horiba 
Ltd.), with a 1 MHz oscillator. 

3. Results and discussion 

Fig. 1 shows the photon-energy dependence of the 
capacitance of AlGaAs: Se around the Ga K-edge 
(10.375 keV) with respect to various applied bias voltages 
ranging from —0.5 to —2.5 V. The sample temperature 
was fixed at 100 K. As shown in this figure, the absorp- 
tion edge jump and the subsequent signal oscillation are 
clearly observed in all spectra, indicating that XAFS 
spectra can be obtained by this method. Nevertheless, an 
applied bias voltage dependence specific to capacitance 
XAFS is observed. In capacitance XAFS, the amplitude 

of the absorption signal increases with decreasing bias 
voltage until —1.5 V, after which the signal decreases 
with further decrease in the voltage. The edge jump is 
estimated to be ~ 5 pF in the case of —1.5 V. A similar 
tendency is also observed at the As K-edge (11.875 keV). 
The bias voltage dependence of the peak height at the 
absorption edge is plotted in Fig. 2. In this figure, closed 
and open squares indicate the Ga and As K-edge peak 
heights, respectively. The maximum signal amplitude is 
obtained at 1.5 V independent of the absorption 
atom. 

In capacitance XAFS, a relaxation process by electron 
capture into the DX center also occurs; otherwise, the 
capacitance simply increases by photoionization, resulting 
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in the absence of XAFS oscillation. Since the signal 
amplitude of capacitance XAFS is determined by the 
ionization efficiency of the DX center with the localized 
electron, the experimental result of this bias voltage de- 
pendence is explained as follows. The thickness of the 
depletion layer, d, is expressed as 

d = (2gr80(Fd - Vb)/qN( 
\l/2 

(1) 

where ere0 is the dielectric constant of AlGaAs, Vd is the 
built-in potential, Vb is the bias voltage, q is the elemen- 
tary electric charge, and Nd is the density of the ionized 
Se. The variation of JVd by capacitance XAFS is so small 
that d increases with Vb. In this situation, the total num- 
ber of X-ray-induced photocarriers in the depletion layer 
increases with d oc (Vd - Vb)

1/2. At a low bias voltage, the 
ionization of the DX center, rather than the electron 
capture, is dominant owing to the low number of the 
photocarriers in the depletion layer; the localized elec- 
tron in the DX center is exhausted. Consequently, the 
XAFS signal amplitude becomes small. At a high bias 
voltage, on the other hand, the capture of the photocar- 
riers becomes the dominant process with the result that 
the trapping level is always filled with the localized elec- 
tron. The ionization efficiency decreases, so that the 
XAFS signal amplitude is again small. Hence, an optimal 
voltage for capacitance XAFS spectra should be in the 
intermediate range of the bias voltage; in this experiment, 
it is -1.5 V. 

Because the optimal bias voltage has been determined 
above, Vb is fixed at —1.5 V in the following experi- 
ments. The solid line and the dashed line in Fig. 3(a) show 
the capacitance XAFS spectrum at the Ga K-edge and 
the conventional fluorescence XAFS spectrum obtained 
using an Si(Li) solid state detector (SEIKO EG & G Co., 
Ltd.), respectively. The substrate temperature was 60 K. 
Because all of the Ga, except for the minor Ga in the DX 
center, occupy a normal crystal lattice site in AlGaAs, the 
conventional XAFS spectrum is consistent with the Ga 
local structure in the zinc-blende structure. As shown in 
Fig. 3(a), the absorption edge peak in capacitance XAFS 
is sharp compared to that in conventional XAFS. More- 
over, an energy shift of the absorption edge towards the 
low-energy side is observed in capacitance XAFS. This 
result could be attributable to the difference between the 
chemical environment of Ga in bulk and that in the DX 
center. The Ga in the DX center mixed in the bulk Ga is 
considered to be selectively observed by the capacitance 
XAFS. It can also be concluded that the difference of the 
chemical environment of Ga in the DX center from that 
in the bulk provides supporting evidence for the LLR. 
Fig. 3(b) shows another comparison between capacitance 
XAFS and the conventional XAFS at the As K-edge. In 
this figure, capacitance and the conventional XAFS 
spectra are also plotted by solid and dashed line, respec- 
tively. In contrast to the Ga K-edge, similar spectra are 

obtained, indicating that the local structure of As in the 
DX center is similar to that of the bulk zinc-blende 
structure. The DX center is generated by the LLR of only 
Ga in this system. 

For a more detailed discussion, schematic diagrams of 
the two candidates of LLR, i.e., the CCB-DX and BB-DX 
models, are illustrated in Fig. 4. Fig. 4(a) is the atomic 
configuration of CCB-DX. The large lattice distortion of 
Ga and the simultaneous cation-cation bonding result in 
a significant coordination change of Ga in the DX center. 
In addition to the structural modification of Ga, it is 
important to note that As also suffers a change of the 
chemical environment according to the asymmetric ca- 
tion distortion for As. As atoms marked with 'A' in this 
figure have a long chemical bond with the distorted Ga. 
If the CCB-DX configuration is the probable structure of 
the DX center, both the spectrum of Ga and that of As 
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are expected to have an energy shift at the absorption 
edge. However, the results in Fig. 3 indicate only a local 
structural change in Ga. On the other hand, in the 
BB-DX state shown in Fig. 4(b), Ga in the DX center is 
expected to be surrounded by three As due to Se-Ga 
bond breaking. A fourfold structure of Ga in the zinc- 
blende structure should be observed by conventional 
XAFS of AlGaAs : Se. If the BB-DX model is acceptable 
for the local structure of the DX center in this system, the 
energy shift at the Ga K-edge in Fig. 3 is considered to 
indicate this change from a fourfold to a threefold struc- 
ture. In this model, As neighboring Ga has little relax- 
ation in the fourfold coordination. A similar X-ray 
absorption spectrum for As should be obtained. These 
qualitative considerations are consistent with the experi- 
mental results shown in Fig. 3. The experimental spectra 
at the near absorption edge provide no structural para- 
meter for the DX center. However, the results of this 
study indicate that the BB-DX state is more probable as 
the DX center model. 

4. Summary 

The new X-ray absorption fine structure (XAFS) 
technique, 'capacitance XAFS', is performed to analyze 
the lattice relaxation of the DX center in the 
Alo.33Gao.67As : Se system. The photon-energy depend- 
ence of the capacitance is expected to reveal the X-ray 
absorption spectrum of the DX center only. The 
capacitance XAFS spectrum at the Ga K-edge different 
from the conventional XAFS spectrum is obtained, 
whereas a similar absorption spectrum is observed at the 
As K-edge, indicating that only Ga suffers the change of 
local environment in the DX center caused by the large 
lattice relaxation. The large lattice relaxation of Ga and 

the small coordination change of As is considered with 
the probable structure of the DX center, the latter being 
the trigonal broken bond (BB-DX) configuration rather 
than the cation-cation bonded (CCB-DX) state. 
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Abstract 

Erbium (Er) was co-implanted with oxygen (O) into Al0.7oGa0.3oAs substrates. Photoluminescence (PL) from 
Er3+-related emission at 1.54 urn was enhanced by co-doping O. Furthermore, from the temperature dependence of the 
PL intensity and the lifetime of the sample implanted with Er and O, the value of E2 (215 meV), the activation energy for 
rapid thermal quenching, was nearly equal to the value of EA (206 meV), the activation energy for the decrease of the 
lifetime. Based on the results, the decrease of the lifetime confirms that the radiative efficiency is lower; therefore, we 
propose that rapid thermal quenching occurs above 200 K due to the decrease of the radiative efficiency. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Aluminium gallium arsenide; Erbium; Photoluminescence; Thermal quenching 

1. Introduction 

Rare-earth (RE)-doped compound semiconductors are 
well known for their strong infrared intracenter emission 
[1,2]. Recently, the study of RE doped III-V semicon- 
ductors has attracted considerable attention due to their 
possible applications in optoelectronic devices. In par- 
ticular, Er-doped semiconductors are a promising mater- 
ial for manufacturing optical devices emitting at 1.54 um, 
which coincides with the wavelength of minimum loss in 
silica-based optical fibers, due to transitions between the 
crystal field split states 4Ii3/2 and 4I15/2 of Er3 + . There- 
fore, Er-doped semiconductors would be of great utility 
for light emitting diodes, lasers and amplifiers in optical 
fiber communication systems. 

However, Er-doped semiconductors have problems 
such as a low-energy transition efficiency from the host 
semiconductor to the intra-4f-shell of Er3+ ions and 
a rapid thermal quenching property of the Er3"""-related 
emission. Therefore, it is important that we understand 

»Corresponding author. Tel.:  + 81-44-934-7171; fax  + 81- 
44-934-7909. 

E-mail address: ce88010@isc.meiji.ac.jp (K. Uchiya) 

the mechanics of the energy transition and the thermal 
quenching property in Er-doped semiconductors. Nu- 
merous studies have been carried out in order to solve 
these problems. Recently, it was reported that the co- 
doping of O into Er-doped GaAs by metalorganic chem- 
ical vapor deposition (MOCVD) has a marked effect on 
its luminescence characteristics [3]. Thus, we are ex- 
tremely interested in the influence of impurities on Er3+- 
related emission in Er-doped semiconductors. We have 
previously reported the effect of N on Er3+-related emis- 
sion in AlGaAs: Er and GaP: Er [4,5]. 

In this work, in order to investigate the effect of O on 
Er3+-related emissions in Alo.7oGa0.3oAs : Er, ion-im- 
plantation of Er and O co-doped into Al0.7oGa0.3oAs 
were performed and their PL properties were systemati- 
cally studied. Furthermore, the temperature dependence 
of the PL intensity and the lifetime was measured, and we 
also discussed the influence of oxygen co-doping on the 
thermal quenching property of Er3+-related emission in 
Al0.7oGa0.3oAs: Er. 

2. Experimental 

Er3+ ions of 1 MeV were implanted into undoped 
molecular beam epitaxy (MBE) grown Al0.7oGa0.3oAs 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00647-X 



S. Uekusa et al. /Physica B 273-274 (1999) 778-780 779 

with a dose of 1 x 1013 cmT2 at room temperature. For 
Al0.7oGa0.3oAs, the projected range (RP) and straggling 
(ARP) were calculated to be 205.7 and 58.4 nm, respec- 
tively, from the data for the transport ions in materials 
computer program (TRIM). O ions were implanted 
into Al0.7oGa0.30As: Er with a dose ranging from 
3 x 1013 to 3 x 1015 at an energy of 130 keV. RP of the 
implanted O ions was almost the same as that of Er ions. 
After implantation, these samples were isochronally an- 
nealed for 10 min at 800°C, using the proximity cap 
method in H2 atmosphere. In order to characterize the 
specimens, PL measurements were carried out using 
aim focal length double-grating monochromator and 
photomultiplier (Hamamatsu Photonics R5509-72). 
Samples were excited by the 488.0 nm line of an Ar ion 
laser with a power of 10 mW. 

3. Results and discussion 

Fig. 2. PL time decay curves measured at various peaks for 
(1) Al0.70Ga0.30As: Er,0 and (2) Al0.7oGa0.3oAs: Er at 18 K. 

Fig. 1 shows the PL spectra at 18 K obtained from (1) 
Al0.7oGa0.3o As: Er.O and (2) Al0.70Gao.3o As: Er. The 
maximum PL intensity of Er3+ was obtained at an 
O dose of lxl015cm-2. In both samples, various 
peaks (indicated by arrows) were observed from 
the PL spectra; however, the spectral shape of the 
Er3+-related emission was changed by co-doping O. 
The main peak (a:1537.2nm) in the spectrum of (1) 
Al0.7oGa0.3oAs: Er.O is more than threefold of that 
(fr':1538.2 nm) in the spectrum of (2) Al0.7oGa0.3oAs : Er. 
In addition, the full-width of half-maximum (FWHM) of 
(1) Alo.7oGa0.3oAs : Er.O and (2) Al0.7oGa0.3oAs: Er 
was 1.6 and 3.0 nm, respectively. Furthermore, Fig. 2 
shows the PL time decay of the domain peaks (a-e and 
a'-f in Fig. 1) at 18 K, obtained from their samples. In (1) 

(a) 

1500   1520   1540   1560   1580   1600 

Wavelength (nm) 

Fig. 1. PL spectra measured at 18 K for (1) Al0.7oGa0.3o As: Er,0 
and (2) Al0.7oGa0.3oAs : Er. 

Al0.7oGa0.3oAs : Er,0, the PL time decay of all peaks 
(a-e) exhibit curves with nearly the same decay process. 
On the other hand, the curves for (2) Al0.7oGa0.3o As : Er 
were different for each peak (a'-e'). We suggest that these 
results indicate that one kind of center is selectively 
formed by O co-doping. Furthermore, it has been re- 
ported previously that one kind of optically active Er-O 
complex luminescence center can be selectively formed 
into GaAs : Er,0 grown by MOCVD [3], and the result 
in Ref. [3] agrees with our suggestion. This indicates 
that the mechanism of the Er3"""-related emission in (1) 
Al0.7oGa0.3oAs : Er,0 is much simpler than that of (2) 
Al0.7oGa0.3o As : Er. Therefore, we investigated the ther- 
mal quenching property for (1) Al0.7oGa0.3oAs: Er,0 in 
detail. 

Fig. 3 shows the temperature dependence of the PL 
intensity and the lifetime for Al0.7oGa0.3o As : Er.O at an 
O dose of 1 x 1015 cm""2. From Fig. 3, we can observe 
a peculiar two-step decrease of the PL intensity. The PL 
intensity slightly decreased below 200 K; however, it ex- 
hibited rapid thermal quenching above 200 K. The ex- 
perimental data for Al0.7oGa0.3oAs : Er,0 are plotted 
together with the theoretical lines of best fit (solid lines) 
obtained using Eqs. (1) and (2) [6-8] using the para- 
meters (Cls C2, Ei, E2, CA, EA) shown in Table 1. 

I(T) = J0/l + Ciexp( - Ei/feT) + C2exp( - E2/kT)}, 

1/T(T) = 1/Tr + 1/Tn, 

(1) 

(2) 

where rn (the non-radiative lifetime) was assumed as 
follows: 

l/rn = CAexp( - EA/kT). (3) 
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Fig. 3. Er3+-related PL lifetime and intensity dependence on 
temperature for Al0.70Ga030As: Er,0. 

Table 1 
Activation energies obtained by fitting experimental results to 
Eqs. (1) and (2) 

PL Intensity 

Cj £j (meV) E2 (meV) 

2.1 

Lifetime 

CA 

9.0 

EA (meV) 

lxlO6 215 

lxlO5 206 

Here, I0 is the intensity when the electron emission from 
the Er-related trap is neglected. Therefore, it corresponds 
to the intensity at very low temperatures. T is the temper- 
ature, JE1S E2 and EA are the activation energies, and k is 
the Boltzmann constant. Ct, C2 and CA are the coupling 
coefficients at E1,E2 and EA, respectively, T and zr are 
the lifetime and the radiative lifetime, respectively. On the 
other hand, the value of E2 (215 meV), the activation 
energy for rapid thermal quenching, was nearly equal to 
the value of EA (206 meV), the activation energy for the 
decrease of the lifetime. Based on Eq. (2), the decrease of 
the lifetime confirms that the radiative efficiency is lower; 
therefore, we propose that rapid thermal quenching oc- 
curs above 200 K due to the decrease of the radiative 
efficiency. In addition, we infer that Et is the ionization 
energy of the e-h pair in the Er3+-related trap level 

because it has been reported that the ionization energy is 
about 10 meV [7]. 

4. Conclusions 

We studied Er3+-related emission due to O co-doping 
in Al0.7oGa0.3o As : Er using the co-implantation method. 
Er3+-related emission at 1.54 um was enhanced by 
O co-doping and we found that (i) the spectrum becomes 
sharper by O co-doping, and (ii) the various peaks ex- 
hibited similar decay curves as a result of O co-doping. 
We consider that these results indicate one kind of center 
selectively formed by O co-doping. Furthermore, from 
the temperature dependence of the PL intensity and the 
lifetime, Ez (215 meV), the activation energy for rapid 
thermal quenching, was nearly equal to EA (206 meV), 
the activation energy for the decrease of the lifetime. 
Based on the result, the decrease of the lifetime confirms 
that the radiative efficiency is lower; therefore, we pro- 
pose that rapid thermal quenching occurs above 200 K 
due to the decrease of the radiative efficiency. 
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Abstract 

DX state is strongly localized. This nature could be investigated by observing relaxation process of localized electrons 
to emptied inner shells. We have found two different optical ionization processes of the DX center in Al^Ga^^As: Se 
(x = 0.33, ATSe = 5 x 1017(cm~3)) by using synchrotron radiation (SR). They are tentatively assigned to be a direct lift of 
an inner-shell electron to the conduction band (CB) followed by a capture of an electron at the DX center to the emptied 
inner shell (DX" + hv(L, K-edge) ->DX° + eCB) and the Auger ionization of one electron of the DX center to the 
CB followed by a capture of another electron to the emptied inner shell (DX" + hv(L, K-edge) -> DX+ + 
ecB + ^vacuum)- © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: DX center; Inner-shell excitation; SR; ICTS 

1. Introduction 

Deep donor in n-AlGaAs has been studied for over 
two decades [1-3]. The deep donor called a DX center 
shows a persistent photoconductivity (PPC) [1] and 
a large Stokes shift between thermal and optical ioniz- 
ation energies [2]. This nature is understood by a large 
lattice-relaxation model [3]. The electronic ground state 
of the DX center is a strongly localized two-electron 
captured system. The localized nature could be investi- 
gated by exciting the inner shell of the DX center. We 
found new optical ionization processes of the DX center 
in AlGaAs: Se under synchrotron radiation (SR) which 
can excite the inner shell. 

2. Experiment 

AlxGa!_xAs : Se (x = 0.33) sample is grown by mo- 
lecular beam epitaxy (MBE) on n-type substrates, and 
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the carrier concentration is 5 x 1017(cm~3). For the 
capacitance measurements, Al Schottky contacts, 500 urn 
in diameter, were evaporated onto AlGaAs: Se. Experi- 
ments using synchrotron radiation (SR) are performed at 
SPring-8 BL10XU high brilliance XAFS station in Hy- 
ogo Prefecture, Japan. An in-vacuum-type undulator is 
used for emitting source. SPring-8's standard mono- 
chromator equipped with a Si(l 1 1) double crystal is 
used to monochromatize the SR beam from the undula- 
tor. The sample temperatures are changed from 100 to 
180 K. 

The emission process of trapped electron at the DX 
center is monitored with isothermal capacitance transi- 
ent spectroscopy (ICTS). The ICTS signal S(t) for mul- 
tiple electron emission rates is equal to : 

S(t) = (qsrs0A
2/2(Vd - Fb))V>'( - eU)exp( - e*,t)       (1) 

where i denotes the ith component, q is electronic charge, 
er and s0 

are the dielectric constants of material and 
vacuum, respectively, A is diode area, Vd and Vb are the 
diffusion and bias voltage, and TV, and en the concentra- 
tion of the filled trap (the electron occupancy of the 
center) and emission rate (relaxation time xn = e~x) for 
the center, respectively. The ICTS signal S{t) has the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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180K 100K~180Kstep5K 

DX. 

Fig. 1. ICTS spectra in AlGaAs : Se without SR irradiation in 
the range of temperature from 100 to 180 K. 

maximum magnitude at t = z„ = <?n 
1 and the magnitude 

is proportional to the electron occupancy of the center. 

3. Result and discussion 

The ICTS spectra of the DX center in AlGaAs: Se 
without SR irradiation is shown in Fig. 1. The relaxation 
time becomes shorter as the temperature increases. The 
themal activation energy for this emission is evaluated to 
be 238 meV. This value is in good agreement with the 
reported result [4]. The ICTS spectra of the DX center 
with SR irradiation for photon energies of 10.2 and 
12.8 keV are shown in Fig. 2(a) and (b), respectively. In 
the case of 10.2 keV photon, the L-shell is excited. The 
thermal emission is overlapped in the range of temper- 
ature, however it is seen that two optical emission of the 
DX center appear at the relaxation times of 1.2 and 9.0 s. 
These relaxation times are independent of temperature, 
which implies that the emission process is not by a ther- 
mal but optical excitation. In the case of 12.8 keV 
photon, the L- and K-shells are excited. Again, two 
optical emission with the same relaxation times for the 
L-shell excitation appear. 

By comparing these two relaxation times, the optical 
cross section for the faster emission (T = 1.2 s) is larger by 
a factor of about 7.5 than that for the slower emission 
(T = 9.0 s). The optical cross section involves quantum 
mechanical information for the excitation of an electron 
at the DX center. The tentatively proposed model for the 
ionization of the DX center by the inner-shell excitation 
is shown in Fig. 3. Process (1) is a direct lift of the 

(a) Time(s) 

(b) 

Fig. 2. (a) ICTS spectra in AlGaAs: Se under 10.2 keV SR 
irradiation in the range of temperature from 110 to 170 K; 
(b) ICTS spectra in AlGaAs: Se under 12.8 keV SR irradiation 
in the range of temperature from 110 to 180 K. 

inner-shell electron to the conduction band (CB) fol- 
lowed by a capture of an electron at the DX center to the 
emptied inner shell. The other process (2) is the Auger 
excitation of one electron of the DX center to the CB 
followed by the capture of another electron to the empti- 
ed inner shell. The Auger process is a higher-order 
process, so the relaxation time is expected to be longer. 
The neutral DX° state is left for the process (1) and the 
positively changed DX+ state is left for process (2). The 
SR photon energy is known to change the relative signal 



(1) 

•   eCB 

(2) 
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783 

• • 
Auger effect 

• • DX- 

-o- 
^vacuum 

-O L, K-edge 

Fig. 3. A model for optical ionization of DX center by SR 
irradiation: (1) DX" + hv(L, K-edge) -»DX° + eCB; (2) DX- 

+ hv(L, K-edge) -* DX+ + eCB + e„cuum. 

When the sample is irradiated with SR, two different 
optical ionization processes appear in the ICTS spectra. 
They are tentatively explained by a direct lift of an 
inner-shell electron to the conduction band and the 
Auger ionization of an electron at the DX center. 
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Abstract 

There is a need to understand the degradation mechanism which results in the loss of substitutional CAs shallow 
acceptors in AlAs and GaAs containing high concentrations (ä;1020cm_1) of carbon. The activation energy for the 
migration of interstitial carbon atoms, Q, in AlAs and GaAs is calculated using a local-density functional-based method, 
AIMPRO, to be < 1 eV. This model is consistent with a 'kick-out' mechanism being responsible for the observed loss of 
CAs, and formation of dicarbon defects. Three local minima separated by only a few tenths of an eV are encountered by 
a diffusing carbon atom along its path through the crystal. These have (C-As)As split interstitial, bond-centred M-C-As, 
and (C-M)M split interstitial structures (M = Al, Ga). Interstitial dicarbon defects, (C-C)f, or substitutional dicarbon 
defects, (C-C)As, are produced depending on whether a Q meets a (C-M)M split interstitial or a CAs. These possess 
Raman-active C-C vibrational modes near to that for a free dicarbon molecule, C2. © 1999 Elsevier Science B.V. 
All rights reserved. 

PACS: 66.30.Jt; 61.72.Bb; 61.72.Ji; 71.15.Nc 

Keywords: Aluminium-arsenide; Gallium-arsenide; Defects; Carbon; Diffusion 

1. Introduction 

In previous Raman scattering studies of heavily car- 
bon-doped AlAs and GaAs it was found that the forma- 
tion of dicarbon defects were the most likely explanation 
for the drastic fall in hole concentration, [p], observed 
upon annealing these materials at temperatures above 
~600°C [1-3]. Two Raman-active C-C vibrational 

modes separated by « 100 cm"1 and near to that for 
a free C2 molecule were detected, and the strength of the 
lines increased with the length and temperature of heat 
treatment. Supporting ab initio calculations considered 
three main alternative interpretations for the experi- 
mental findings. Firstly, it was suggested that the 
structure of the complexes had interstitial (C-C); or sub- 
stitutional (C-C)As forms which corresponded with the 

* Corresponding author. 
E-mail address: c.d.latham@ex.ac.uk (CD. Latham) 

two Raman modes. This was rejected on the grounds that 
the ratio of the intensities of the two lines is nearly 
constant in both AlAs and GaAs, regardless of annealing 
time and temperature. If the lines were due to interstitial 
and substitutional types of defect, it would be expected 
that the formation rate of each would be different, and 
hence the intensity ratio of the lines would be variable. 
A second model was that the two lines were due to two 
different charge states of the same defect. The (C-C)As 

complex is a deep donor with a singly occupied level near 
mid-gap. In the neutral state, the carbon pair is aligned 
very nearly along a <100> direction - exact Dzd sym- 
metry is broken by the Jahn-Teller effect. When the 
defect is singly ionised, the alignment changes to <110> 
with C2„ symmetry. This is accompanied by a slight 
shortening of the C-C distance and an increase in the 
frequency of the fundamental mode. However, as the 
Fermi level lies close to the top of the valence band in 
strongly p-type material, almost all the centres would be 
ionised, and the concentration of neutral complexes 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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would be too small to give a detectable Raman signal. In 
the third model, it was found that the ionised (C-C)AS 

complex aligned along a <111> axis with C3„ symmetry 
is very nearly degenerate in energy with the <(110> form. 
Moreover, the calculated splitting in crystals doped with 
a mixture of 12C and 13C isotopes of the 12C-13C mode 
of < 111 > oriented complexes (< 4 cm ~x) is less than the 
resolution of the Raman scattering experiments. This 
would otherwise rule out this model as no splitting is 
observed. A number of other suggestions were also con- 
sidered, but none of these turned out to be viable on 
closer scrutiny. 

Having found these models for dicarbon defects in 
AlAs and GaAs it is now natural to consider mechanisms 
for their formation. A preliminary survey using self- 
consistent-charge density-functional tight-binding (SCC- 
DFTB) and fully selfconsistent density functional 
(AIMPRO) methods, examined the diffusion of interstitial 
carbon atoms in GaAs [4]. In p-type material these 
would be in the doubly ionised charge state, C2+. It was 
first found with both theoretical methods that there are 
three metastable structures with low energy for 
a C2 + atom. In order of increasing stability these are (1) 
a (C-As)is

+ split interstitial, (2) a (As-C-Ga)2+ bond- 
centred interstitial, and (3) a (C-Ga)oa split interstitial. 
Less than 0.4 eV separates the highest and lowest state, 
suggesting that a carbon atom may diffuse easily along 
a path connecting these structures - see Fig. 1. Sub- 
sequent simulations tested this idea. The largest energy 
barrier encountered is 0.7 eV which occurs when a car- 
bon atom moves from a (C-Ga)cja split interstitial state 
to a (As-C-Ga)2+ bond-centred interstitial position. 
This figure is in good agreement with the measured value 
of ~ 1 eV for the hole loss process [5]. 

If a similar mechanism is responsible for dicarbon 
defect formation in AlAs as in GaAs, the activation 
energy for the process is likely to be ~ 1 eV too. A criti- 
cal difference between the two materials which has the 

potential to have a significant effect is the relative 
strength of C-Al and C-Ga bonds. In general carbon 
forms stronger bonds with aluminium than gallium. 
When a carbon atom moves from a (C-As)As

+ split inter- 
stitial state to a (As-C-M)2+ bond-centred position 
(M = Al, Ga), it can be seen from Fig. 1 that a C-Al or 
C-Ga bond is broken and a C-As bond is formed. The 
differences in C-Al and C-Ga bond strengths are ex- 
pected to result in different relative energies of the two 
states, and different activation energies for this step. The 
strength of Al-As and Ga-As bonds are very nearly 
equal. For the diatomic molecules the bond dissociation 
energy, Dl98, of an Al-As bond is 202.9kJmol"1 

(2.103 eV), and of a Ga-As bond is 209.6 kJmor1 

(2.172eV) [6]. Hence no significant difference is expected 
for the second part of the reaction taking a carbon atom 
from the (As-C-M)2+ bond-centred position to the 
(C-M)M

+
 split interstitial configuration. 

2. Methods 

The calculations were performed in a similar manner 
to that described previously using the self-consistent lo- 
cal density functional based (AIMPRO) method [4]. This 
gives the total energy of H-terminated atomic clusters, 
using a Gaussian basis set with atom and bond-centred 
orbitals, a conjugate-gradient energy minimisation 
algorithm, and norm-conserving pseudopotentials [7]. 
Full details of the method are given in a recent review 
[8]. 

A system of constraints on the atomic coordinates is 
used to simulate reactions. Where pairs of bonds which 
are exchanged can be identified (i.e. one member of a pair 
breaks as the other forms), a convenient choice of reac- 
tion coordinates are the difference of the squares of the 
bond lengths of each bond pair. That is, r\ — i\, where 
ra and rb are the bond lengths of a given pair. Fig. 1 

Fig. 1. Diffusion mechanism for Cf+ in AlAs and GaAs: local minima are found at (a) (C-As)As
+ split interstitial, (b) bond-centred 

C interstitial, and (c) (C-M)ä+ split interstitial configurations along the migration path. 
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shows that when a carbon atom moves from either of the 
split interstitial states to a bond centred state, one pair of 
bonds is exchanged in each case. 

These calculations used 135-atom clusters with the 
compositions CAl34As34H66 and CGa34As34H66. The 
unequal distribution of group III and group V atoms in 
these clusters imposes a significant dipole moment on 
them. This is compensated for by substituting the hydro- 
gen atoms saturating the surface with 'pseudo-hydrogen' 
atoms. These have nuclear charges of | or f when an 
H-atom replaces, respectively, a group III or group 
V atom from the bulk. 

3. Results 

It is assumed throughout that in strongly p-type ma- 
terials, the Fermi level lies near the top of the valence 
band, hence carbon interstitial defects always exist in 
a doubly ionised state, C2+. The calculated relative 
energies of the split-interstitial and bond-centred struc- 
tures for C2 + are given in Table 1. 

Table 1 
Calculated energies (eV) of the (C-As)As

+ and (M-C-As)2+ de- 
fects in AlAs and GaAs relative to (C-M)ä+ 

AlAs GaAs» 

(M-C-As)2 
-0.16 

0.38 
0.38 
0.30 

aRef. [4]. 

0.4 

-0.1 

-0.2 

As-C-Ga 

(C-As)A, / 
1    ' 

AlAs  o  
Reaction =    +0.54 eV 

Barrier =    +0.56 eV 

GaAs  •  
Reaction =    -0.09 eV 

Barrier =    +0.06 eV 

-25.0 -20.0 -15.0 -10.0  -5.0     0.0      5.0     10.0    15.0 
Reaction coordinate, r\ - rjj (a.u.2) 

Fig. 2. Energy relative to the (C-M)M
+
 complex plotted as 

a function of the reaction coordinate r\ — rl described in the 
main text and Fig. 1. The reaction energy and barrier height are 
given relative to the initial (C-AS)AS

+
 state. 
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Fig. 3. Energy relative to the (C-M)M
+
 complex plotted as 

a function of the reaction coordinate r2 — rj described in the 
main text and Fig. 1. The reaction energy and barrier height are 
given relative to the intermediate (M-C-As)2 + state. 

Note that the (C-AS)AS
+
 split interstitial state in AlAs 

has a relatively low energy, reflecting the strength of 
C-Al bonds as explained previously. 

Figs. 2 and 3 plot the relative energy as a function of 
the reaction coordinates described previously in Section 
2. This shows graphically the relative difficulty of break- 
ing a C-Al compared with a C-Ga bond. Although the 
activation energy for this part of the migration path is 
much higher in AlAs than in GaAs, it is still somewhat 
smaller than the activation energy for a carbon atom 
to move from a (C-A1)AI

+
 split interstitial state to 

a (As-C-Al)2+ bond-centred state. The diffusion of 
Cf + from the group III split interstitial complex is, there- 
fore, the rate-limiting step in both materials. Moreover, 
the activation energy for this step is approximately the 
same in both cases. In AlAs the calculated value is 
0.67 eV, and in GaAs it is 0.71 eV. The difference - only 
0.04 eV - is too small to be significant. 

4. Conclusions 

The main conclusion which can be drawn from the 
results of the local density functional theory-based calcu- 
lations presented here is that the activation energy for the 
diffusion of C2+ atoms is approximately 0.7 eV in both 
AlAs and GaAs. The reaction path in both materials 
passes through three local minima in potential energy at 
split interstitial and bond-centred sites. This model reac- 
tion provides a mechanism for the formation of dicarbon 
defects in AlAs and GaAs once carbon atoms are present 
in the Cf + state. It strongly suggests that there is a source 
of highly mobile interstitial arsenic atoms, ASJ, in the 



CD. Latham et al. /Physica B 273-274 (1999) 784-787 787 

material to displace CAs atoms creating, initially, 
(C-As)is+ complexes. If this is the case, then the diffusion 
of C in AlAs and GaAs will cease if the supply of As,- is 
exhausted or suppressed. It is unknown what the source 
of As; is, however, we suggest that extended defects 
similar to the {3 11} agglomerates in Si, or other As,- 
clusters are plausible candidates. 
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Abstract 

New local modes due to substitutional carbon, CAs, have been detected at 566.2 cm"1 and at 1134.2 and 1149.3 cm-1, 
respectively, by Fourier transform infrared absorption spectroscopy. The bands are attributed to excited-state transitions 
of the carbon local oscillator. Based on a comparison with recent theoretical predictions, the energy-level diagram 
including anharmonicity is discussed. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Gallium arsenide; Carbon acceptor; Local modes; Anharmonicity 

1. Introduction 

The fundamental of the local vibration of anion-site 
carbon in gallium arsenide, CAs, at 582 cm ~ * is a promin- 
ent feature in the infrared (IR) absorption spectrum of 
gallium arsenide. The band has been studied thoroughly 
both experimentally and theoretically [1-4], because of 
the technological importance of carbon as the dominant 
acceptor in semi-insulating (SI) GaAs and because of the 
experimentally well-resolved impurity (12C/13C) and 
host (69Ga/71Ga) isotope shift which makes it to a model 
system for local modes in this III-V semiconductor. 

Recently, a thermally activated sideband at 
576.5 cm"1 (300 K) has been reported which can be at- 
tributed to a transition between the first- and the sec- 
ond-excited state (T2(v = 1) -> T2(v = 2)) of the carbon 
local oscillator [5,6]. The shift to lower energy is due to 
anharmonic contributions to the interatomic potential 
between carbon and its nearest gallium neighbors. How- 
ever, two other v = 1 to 2 transitions with an Ax singlet 
and E doublet, respectively, final state were not observed 
although IR active. 

Using a four-parameter model for the interatomic po- 
tential Robbie et al. [7] carried out new calculations of 

*Fax: +49-89-1265-1480. 
E-mail address: hchalt@rz.fh-muenchen.de (H.Ch. Alt) 

the energy levels of the local oscillator. Including anhar- 
monicity up to quartic terms, their results based on 
Schrödinger's perturbation theory also predict the en- 
ergy positions of the missing v = 1 to 2 transitions. Fur- 
thermore, they extended the calculations to third 
harmonics and concluded that the observation of corre- 
sponding thermally activated absorption bands on the 
low-energy side of the second harmonic at 1156.2 cm-1 

should be possible. In this paper we reinvestigate the 
absorption structure due to CAs in GaAs and com- 
pare the experimental findings with the theoretical 
predictions. 

2. Experimental 

Fourier transform infrared (FTIR) absorption 
measurements were carried out with a high-resolu- 
tion vacuum instrument (Bruker IFS 113v) equipped 
with a globar source, a mercury cadmium telluride 
(MCT) detector, and a variable-temperature cryostat 
(10-300 K). The samples investigated were cut from SI 
single crystals grown by the liquid-encapsulated Czoch- 
ralski (LEC) technique. The carbon concentration in the 
samples was selected between 5 x 1015 and 2xl016cm"3 

according to DIN 50449-1 [8] in order to obtain a suffi- 
cient absorption signal for the relatively weak excited- 
state transitions. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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3. Results and discussion 

A room-temperature FTIR absorption spectrum in the 
region of the fundamental is shown in Fig. 1. On the 
low-energy side of the fundamental at 579.8 cm"1 

(300 K) three additional absorption bands are visible. 
The band at 576.5 cm-1 has been discussed in detail 
previously [5,6]. The correspondence to the excited-state 
transition T2(v = 1) ->T2(v = 2) has been verified. The 
small peak at 558.8 cm- i is due to the fundamental of the 
13C isotope (natural abundance 1.1%). The shift of 
21.0 cm"1 is close to the value found previously [9]. 
Also, at low temperatures, the typical host-isotope 
(69Ga/71Ga) fine structure (not shown here) is observed. 

The new band at 566.2 cm"1 is observed only in car- 
bon-rich crystals and is attributed to the missing 
T2(v = 1) -> Ai(v = 2) transition. The experimentally ob- 
served shift of — 10.3 cm"1 relative to the 576.5 cm"1 

band has to be compared with the shift of — 10.7 cm"1 

predicted by Robbie et al. [7]. The Arrhenius plot (Fig. 2) 
of the temperature dependence of the strength of the 
band, measured as the integrated absorption, gives an 
activation energy of 68.1 meV. This is close to the activa- 
tion energy expected from the occupation of the first 
excited state according to Boltzmann statistics, i.e. 
~exp(-EA/fcBT), with £A=71.9meV (579.8 cm"1) 

being the energy difference between the ground state and 
the first excited state at 300 K. Using a similar argumen- 
tation as in Ref. [6], the expected strength of the band in 
harmonic approximation is proportional to 

0)|<^(l)r, I I<A(2)A, >|2 = a)|<l 0 0|xA/3|2 0 0>|2, 

where tKl)T2 
ana" "A(2)AI are the first- and second-excited 

state of T2 and Ax symmetry, respectively. At 300 K, the 
occupation of each of the triply degenerate first excited 
states is 6.2% relative to the ground state. As the strength 
of the fundamental is proportional to tt)[<0 0 0|x|l 0 0>|2, 
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Fig. 1. Absorption spectrum of SI GaAs showing excited-state 
transitions of the 12CAs local oscillator on the low-energy side of 
the fundamental. The band at 558.8 cm"1 is the fundamental of 
the 13CAs isotope (natural abundance 1.1%). 
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Fig. 2. Arrhenius plot of the intensity of the bands at 566.2 (full 
circles) and 576.5 cm"1 (open circles). 

it follows that the integrated absorption of the 
566.2 cm-1 band should be 2/3 x 6.2% = 4.1% relative 
to the fundamental. The experimental value derived from 
the spectrum shown in Fig. 1 is 3.9%. Therefore, the 
agreement is quite good and substantiates the assign- 
ment of the band. 

The question remains about the missing T2(v = 1) -+ 
E(v = 2) transition. As theory predicts a frequency of 
1165.2 cm"1 for the E doublet [7], the transition should 
be at 582.5 cm"1 (both at zero temperature). Assuming 
the same shift with temperature as it is found for the 
fundamental (2.9 cm-1), at 300 K the transition is ex- 
pected to occur at about 579.6 cm"1. Therefore the 
transition would be hidden under the fundamental 
(579.8 cm-1) and could not be observed directly. Never- 
theless, we present some experimental evidence that this 
is actually the case. According to Boltzmann statistics, at 
300 K 82.7% of the oscillators are in the ground state, 
15.4% in the triply degenerate first-excited state, and 
1.9% in the sixfold degenerate second-excited state 
(degeneracy in harmonic approximation). Summing 
up the expected intensity for the fundamental and 
the excited-state transitions T2(v = l)->T2(v = 2) and 
T2(v = 1) -»E(v = 2) in a similar way as explained above, 
99.8% of the intensity of the fundamental at low temper- 
atures where excited states play no role (T < 100 K) is 
obtained. By contrary, the sum of the fundamental and 
the T2(v = 1) ->T2(v = 2) transition alone gives only 
a value of 93.0%. This has to be compared with the 
experimentally observed value of 99.2 + 3.5% (average 
over several samples) for the integrated absorption of the 
main band at 579.8 cm"1 and the sideband at 
576.5 cm"1 relative to the integrated absorption of the 
fundamental at low temperatures. Keeping in mind that 
there is a tendency to underestimate systematically the 
integrated absorption at room temperature because of 
the broad tails of the absorption structure, the theoretical 
prediction that the T2(v = l)->E(v = 2) transition is 
hidden under the fundamental is clearly favored. 
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Fig. 3. Excited-state transitions (v = 1 -»v = 3) at 300 K in the 
neighborhood of the second-harmonic transition. The upper 
spectrum is obtained after subtraction of a smooth background. 
The spectrum at 140 K is shown for comparison. 

- 3.5, - 6.6, and - 23.1 cm-1 [7]. At 300 K the first 
two of these bands cannot be observed because the 
FWHM of the second harmonic is 2.4 cm-1 and the 
bands are hidden under the low-energy tail. However, 
the latter two are clearly separated from the second 
harmonic. Their intensity should again be proportional 
toexp(-£A/fcBT). 

Indeed, in the room-temperature absorption spec- 
trum two weak absorption bands at 1149.3 +0.2 and 
at 1134.2 + 0.1 cm"1 are detected. These bands are 
thermally activated as no corresponding bands are ob- 
served in the spectrum of the same sample taken at 
140 K (Fig. 3). These new bands are attributed to 
the T2(v = l)-> Ai(v = 3) and the lower-frequency 
T2(v = 1) -> T2(v = 3) transition, respectively. The shifts 
are - 6.9 and — 22.0 cm"1, in good agreement with the 
calculation. The activation energy cannot be determined 
because the bands are too weak. However, at 300 K the 

Now, the spectral range in the neighborhood of the 
second-harmonic transition appearing at 1156.2 cm-1 

(300 K) is considered (Fig. 3). Robbie et al. [7] calculate 
frequencies of the third excited states of 1744.1 cm-1 (T2 

symmetry), 1741.3 cm"1 (J1 symmetry), 1738.2 cm"1 

(Ax symmetry), and 1721.6 cm"1 (T2 symmetry). We 
looked at these frequencies, however, no carbon-related 
absorption could be detected. Even under vacuum condi- 
tions FTIR measurements are difficult in this spectral 
range because of interference with many absorption lines 
due to residual water vapor. Fortunately, these levels 
should be measurable as thermally activated (v = 1) -> 
(v = 3) transitions on the low-energy side of the second- 
harmonic frequency. The calculated shifts are   — 0.6, 

T2 

T, 
A, 
T2 

E 
T2 

A, 

Fig. 4. Schematic energy-level diagram of the anharmonic 
CAs local oscillator. The new transitions are shown by bold 
arrows. 

Table 1 
Energy levels of the anharmonic 12CAs oscillator. Experimental values are derived from the centroid of the transition. To obtain energies 
at low temperature from the excited-state transitions observed at 300 K the same relative shift with temperature is assumed as it is 
measured for the fundamental. All energies are given in cm"1 

Designation of the 
energy level 

Theoretical prediction 
after Robbie et al. [7] 

Experimental 
observation at 
300 K 

Experimental values 
at low temperature 
(extrapolated, if not 
observed) 

Difference between 
experiment and theory 

v                Type 

1 T2 

2 A, 
2               T2 

2               E 

582.68a 

1151.4 
1162.08a 

1165.2 

579.8 ± 0.05 
1146.0 + 0.1 
1156.2 ±0.1 

? 

582.68 
1151.7 
1162.08 

0.0 
+ 0.3 

0.0 

3               T2 

3               A, 
3               Tx 

3               T2 

1721.6 
1738.2 
1741.3 
1744.1 

1714.0 + 0.2 
1729.1 + 0.3 

? 
? 

1722.5 
1737.7 

+ 0.9 
-0.5 

"Values fitted to the FTIR transition frequency observed at low temperatures. 
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integrated absorption of the 1149.3 cm"1 band is 
5 + 3% compared to the second harmonic, that of the 
1134.2 cm"1 band is 4 + 1%, respectively. The expected 
values for the T2(v = 1) -»Ax(v = 3) transition are 6.2% 
and for both T2(v = l)->T2(v = 3) transitions 12.4% 
[7]. The agreement is satisfactory in view of the relatively 
large experimental errors caused by the weakness of the 
bands. 

All transitions observed are displayed schematically in 
the energy-level diagram shown in Fig. 4. Finally, a com- 
parison between the frequencies determined experi- 
mentally and those predicted by calculation is given in 
Table 1. 

4. Conclusion 

The local vibration of substitutional carbon in 
GaAs, CAs, is the first example for a semiconductor 
crystal where anharmonic contributions to the in- 
teratomic oscillator potential have been both experi- 
mentally verified and theoretically calculated. The new 
(v = 1) -> (v = 2) and (v = 1) -»(v = 3) transitions 
reported here allow the comparison with energy levels 
predicted by quantum-mechanical perturbation theory. 
The good agreement found in this case may provide the 
basis to transfer the results to other light-impurity defect 
systems in semiconductors. 
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New type of persistent photoconductivity related to DX-center: 
the study of interband PPC in Si-doped AlGaAs 
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Abstract 

We studied the build-up of the persistent photoconductivity (PPC) in Al^Ga! _xAs (x = 0.15) doped with Si. The Hall 
electron concentration and the conductivity were measured at 77 K as a function of time while the sample was 
illuminated by the monochromatic light. The case of excitation by photons with energy below the gap was compared to 
that by photons with energy just above the gap. The first mode leads to optical ionization of DX centers. The new 
mechanism of persistent emptying of DX centers, specific for inter-band PPC, is related to the capture of photo-created 
holes by negatively charged DX ions. Our results indicate the importance of effects of correlated space distribution of 
charges on impurity sites. The evolution of mobility during the build-up indicates that illumination with above-gap 
photons increases the degree of correlation, in contrast to the lower-energy ones. By analyzing the transients n(t) we 
conclude that the effective cross section for hole capture decreases dramatically during the build-up process. This 
indicates that the hole capture by DX" ions is strongly influenced by the Coulomb potential from the nearest impurity 
ions. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: DX-centers; Persistent photoconductivity; Hole capture; Charge correlation 

The persistent photo-conductivity (PPC) is perhaps 
the most characteristic phenomenon related to DX- 
centers. As a result of their metastable character, if the 
sample is illuminated with the light which transfers elec- 
trons from DX-centers to the conduction band, the in- 
creased free electron concentration persists after the light 
is switched off. Using pulses of light, one can gradually 
increase the electron concentration in a given sample at 
a constant temperature. This possibility offered by the 
PPC was widely used in studying the effect of spatial 
correlation of impurity charges on free electron mobility 
(see review paper [1]). This effect is important in mater- 
ials where a mean distance between DX donors is compa- 
rable with the screening length which determines the 
range of Coulomb interaction between the charged impu- 
rities. In systems where such correlations exist, the elec- 
tron mobility limited by the ionized impurities cannot be 

* Corresponding author. Tel.:  + 48-22-632-3628; fax:  + 48- 
3912-0331. 

E-mail address: rp@unipress.waw.pl (R. Piotrzkowski) 

represented as a function of the total density of charged 
scattering centers. Instead, a hysteresis of mobility is 
observed. Fig. 1 presents typical mobility loops observed 
in 8-doped 2-D Alo.3Gao.7As/In0.15Gao.85As/GaAs 
structures (see Ref. [3]). A similar hysteresis was observed 
in 3-D Alo.25Gao.75As samples by Coz et al. [2]. In this 
case the mobility measured at T = 7 K, when the elec- 
tron concentration was increased with PPC, correspon- 
ded to the lower branch of the hysteresis. To decrease this 
concentration in a stepwise fashion the sample was tem- 
porarily heated to temperatures high enough to over- 
come the barrier for capture of electrons by DX centers. 
Between these thermal transients, mobility measure- 
ments were taken at 7 K. These data traced the upper 
branch of hysteresis. Fig. 1 shows an alternative method 
of tuning the concentration, in this case filling by high- 
pressure freeze-out (HPFO) and emptying by thermally 
activated emission [1-3]. In each case, the upper branch 
of the mobility loop corresponds to gradual filling of 
empty donor states and the lower branch to gradual 
emptying of filled states. The increase of mobility along 
the upper branch (i.e. the branch related to capture of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00651-l 
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Fig. 1. Solid lines represent typical mobility versus electron 
concentration loops due to charge correlation effects. The data 
marked by dark points are taken from Ref. [3] and correspond 
to two AlGaAs/InGaAs/GaAs structures, (see text). Open points 
denotes the new results obtained by increasing the concentra- 
tion with light pulses from IR LED. 

electrons) was explained by the short-range ordering of 
impurity charges due to dependence of electron capture 
efficiency on local Coulomb fields. The electrons are cap- 
tured preferentially by d+ ions (i.e. the ionized states of DX 
center) which occur in closely spaced pairs. The result is 
conversion of close d+-d+ pairs into DX"-d+ dipoles 
which reduces considerably the scattering efficiency. 
Hence the upper branch corresponds to the strong cor- 
relation path. When the electron concentration is in- 
creased by thermal or optical ionization of the DX centers 
the mobility traces the lower branch (weak correlation 
path). This behavior was explained by the fact that emis- 
sion is an intra-center process and its effectiveness does 
not depend on the center's environment. As a result the 
emission lowers the degree of charge correlation (it was 
demonstrated that both emissions are equivalent) [4]. 

The rule according to which an increase in carrier 
concentration causes the mobility to follow the weak 
correlation path seemed firmly established. Surprisingly, 
in two cases we have observed that the mobility followed 
the strong correlation path when the PPC was excited. 
The first case is shown by open points in Fig. 1 and 
corresponds to PPC excited by IR light emitting diode 
(LED). Other case was represented by experiments with 
AlAs/GaAs short period superlattices (characterized in 
Ref. [5]) which showed the anomaly when PPC was 
excited by a yellow LED, but showed the expected be- 
havior when excited by IR emission. However, in both 
cases the enhancement of the mobility was observed 
when the light used was energetic enough to generate 
electron-hole (e-h) pairs. As was shown by Brunthaler et 
al. [6] the DX center is a very efficient hole trap with 
a cross section independent of temperature. This trap- 
ping can lead to an increase in the free electron concen- 

tration under illumination with the above band-gap light 
as the holes generated can be trapped by the DX-centers 
instead of recombining with photo-generated electrons. 
However, it should be noted that in both described cases 
the 'anomaly' was observed on modulated structures. In 
such cases, the influence of other PPC mechanisms asso- 
ciated with the physical separation of electrons and holes 
cannot be ruled out [7]. 

To make clear the role of trapping the holes by DX 
center in case of PPC associated with inter-band excita- 
tion, the experimental studies of this effect should be 
performed not on heterostructures, but on a 3-D sample. 
Therefore we decided to perform such studies on 
a Alo.15Gao.s5 As : Si sample, the characteristics of which 
was known from our previous works (in particular: 
charge correlation effects [8] and PPC kinetics [9]). This 
was a MBE-grown sample with 1.5 urn thick layer doped 
with Si (JVD -NA=nx= 3.65 x 1018 cm-3). The ad- 
vantage of this low-Al content sample is the possibility of 
studying the PPC transients at liquid nitrogen temper- 
ature. The capture barrier (which decreases with Al con- 
tent) is so large that there is no recapture of electrons at 
T = 77 K, even in the saturated PPC state. This means 
that the photoconductivity has very persistent character. 

The experimental setup was described in detail in Ref. 
[9]. It was designed to study the transport phenomena 
(Hall effect and conductivity) under hydrostatic pressure 
at temperatures ranging from liquid nitrogen to ambient 
in samples illuminated by monochromatic light. All 
measurements in this work were made at ambient pres- 
sure and at temperature of 77 K. The pressure was used 
to initially fill the DX centers. To find the evolution of the 
free electron concentration n and mobility p. during the 
build-up of persistent photoconductivity, we have mea- 
sured simultaneously Hall concentration and conductiv- 
ity, using van der Pauw method. 

We measured the efficiency of photo-excitation as 
a function of wavelength. A bound of efficiency about 
two order of magnitude was observed where photon 
energy increased above the energy gap in the studied 
material (£g = 1.7 eV; X = 0.73 urn). Such behavior was 
reported in Ref. [6]. Next, the transients of PPC in 
the regions below and above the gap were measured. In 
Fig. 2 two such transients, one measured with 0.65 urn 
light (above-gap excitation) and other with 0.88 urn light 
(below-gap excitation), are shown. In both cases the 
initial state of the sample was obtained by pressure 
freeze-out (at 4 + 0.5 kbar). For the purpose of better 
comparison, the time scales were adjusted to give the 
same initial slope of both transients. Two kinks on the 
above-gap transient correspond to the points where we 
have increased the light intensity by a factor of ten. 
Without this, the time necessary to reach the saturated 
PPC would be about 300 times greater than the time to 
achieve saturation with below-gap excitation, supposing 
that the initial slopes dn/df are the same. 
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Fig. 2. Build-up transients of persistent photo-conductivity ex- 
cited in Al0.i5Ga0.8sAs:Si sample by the below-gap (1) and 
above-gap (2) photons at T = 77 K. Concentration of electrons 
localized on DX centers is presented in log scale (the straight 
lines correspond to exponential decay). The time scales were 
adjusted to obtain initial coincidence of curves. 

The final (saturated) state is the same for both types of 
excitations, which was verified by comparing both the 
final free electron concentration nx and their mobility. 
This saturated PPC state corresponds to completely 
ionized DX donors. The difference An = nx — n, which 
corresponds to concentration of the electron trapped on 
DX centers, is presented in Fig. 2 in log scale. The 
essential difference in kinetics of both processes is evi- 
dent. The transient for below-gap excitation has a gener- 
ally exponential character, as expected for the process of 
photo-ionization of donor centers. The transient of in- 
ter-band photoconductivity has extreme deviations from 
exponential character, but becomes exponential in the 
final stage. The decay rate of this final part permits us to 
attribute it to the process of optical emission of electrons 
from DX centers. However, the main part of the transient 
must be related to some other mechanism of persistent 
increase of the free electron concentration. This mecha- 
nism is likely related to capture of photo-created holes 
by the DX centers. Such capture is irreversible because 
the electrons from the conduction band (c.b.) cannot 
recombine with DX centers across the barrier. As a result, 
after switching off the light which excited the e-h pairs, 
a number of holes remains trapped on DX centers. The 
equal number of electrons remains in conduction band 
contributing to PPC. 

The kinetics equation which takes into account both 
mechanisms has the form 

«     0.1 
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Fig. 3. Evolution of the coefficient of efficiency of hole capture 
during build-up of interband PPC: (a) for transient measured 
after pressure filling at 11.8 kbar, (b) for transient (2) in Fig. 2. 
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Fig. 4. Mobility of electrons as a function of Hall concentration, 
measured at 77 K in Alo.i5Ga0.85As: Si sample. Different sym- 
bols correspond to different ways of changing the electron con- 
centration: (Large circles) high-pressure freeze-out (HPFO) at 
pressures 0-12 kbar [10]. (Small close points) excitation of in- 
ter-band PPC (transient 'a' in Fig. 3); (Small open circles) mobil- 
ity measured along the below-gap PPC transient (after 6 kbar 
filling). 

dtfr 

At =   - I<7optNDX 

97h 

(n/JVox) + Th 
(1) 

where NDX denotes the concentration of occupied (DX~) 
centers, g is the e-h pairs generation rate, aopt is the 
photoionization cross section, and yh the ratio of hole 
capture coefficient to  e-h recombination coefficient: 
Th = ffhOh>/Tr 

As we see from Eq. (1), when holes are generated, the 
kinetics of the photoconductivity are determined by the 

parameter yh. The magnitude of this parameter can be 
found with the aid of Eq. (1) from the measured rate 
dn/dt. In Fig. 3, the results of such calculation for two 
inter-band PPC transients are shown. It appears that the 
efficiency of capturing the holes (or effective capture cross 
section) is not constant, but diminishes considerably as 
the process proceeds. 

The discussion of variations in the mobility during this 
process will contribute to understanding the possible 
reason of such behavior. Fig. 4 shows the variation of 
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mobility, measured during the transient 'a' in Fig. 3, i.e., 
for the initial filling obtained by HPFO at 11.8 kbar. We 
also present (large circles) the mobility obtained pre- 
viously by pressure freeze-out at different pressures [10]. 
As we see, both p(n) dependencies exhibit character 
which is typical for a strong-correlation path. For com- 
parison the plot of n{n) measured during the build-up of 
PPC excited by the below-gap light (0.88 um) after filling 
at 6 kbar is shown. This latter follows a typical low- 
correlation path, as is expected for the process involving 
the direct ionization of DX centers. 

The spectacular result of our experiment is that n(n) 
measured in the process where n increases due to inter- 
band PPC follows exactly the same path as when n de- 
creases due to the capture of electrons by DX centers. In 
the situation when spatial distribution of charge among 
impurities play an important role, such apparent reversi- 
bility of mobility strongly suggests that the observed 
coincidence of the mobility values is caused by coincid- 
ence of the spatial distribution of charges. As we have 
remarked, the evolution of this distribution in the filling 
process can be described as the creation of the short 
DX~-d+ dipoles at the beginning and the non-correlated 
capture at the end of the process. The fact, that the 
process in which the holes are captured by the DX" 
centers reproduces such evolution in the inverse order, 
indicates the importance of Coulomb interactions during 
the build-up of inter-band PPC. These interactions cause 
the holes to be attracted to the isolated DX" centers. The 
dipoles, which do not attract the holes, can be destroyed 
only at very end of process. In other words, this means 
that cross section for capture of holes by DX~-d+ dipoles 
is considerably smaller then that for the isolated DX" 
ions. This explains why the observed effective cross sec- 
tion decreases as shown in Fig. 3. 

The analysis presented above permits us to conclude 
that the spectacular difference between the two types of 

DX-related PPC results not only from the different 
mechanisms governing transfer of the localized electrons 
into the conduction band, but also from the effects of 
charge correlations in the studied sample. Our results 
permit us to conclude that the capture of holes by 
negative DX ions is sensitive to the local Coulomb field 
in a similar manner as is the capture of electrons by 
positive ions. Consequently, the inter-band PPC offers 
a new method of enhancing the degree of charge correla- 
tion, which works when the electron concentration 
increases. 
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Abstract 

The use of cross-sectional scanning tunneling microscopy (STM) to study strain in semiconductor heterostructures is 
discussed. In particular, intermixing between constituent heterostructure layers leads to internal strains in the hetero- 
structure, and these strained regions are evident by displacement of the cleavage surface formed in the STM study. 
A theoretical analysis is made of the magnitude of electronic compared to mechanical contributions to the contrast of 
STM images, from which it is found that the former are relatively small, on the order of 0.1 A, for typical 
In^Ga^^As^P!-,, heterostructures imaged with sufficiently large, positive sample bias. © 1999 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 

Within the area of semiconductor film growth, scann- 
ing tunneling microscopy (STM) has been used over the 
past 15 years to reveal many important aspects of 
atomic-scale structures and growth processes. A distinc- 
tion can be made between cross-sectional imaging and 
plan-view imaging: the former is performed on (110) 
surfaces prepared by in situ cleavage and which are not 
reconstructed, whereas the latter is performed typically 
on (001) growth surfaces which are heavily reconstruc- 
ted. Thus, in plan-view imaging, the information ob- 
tained pertains largely to the surface reconstruction itself, 
whereas for cross-sectional imaging one can study prop- 
erties of the material which are not surface specific, e.g. 
concentration and types of defects in the semiconductor. 
For the case of heterostructures, cross-sectional imaging 
is useful for probing the structure of the interfaces be- 
tween neighboring layers, as well as for studying the 
detailed properties of the individual layers themselves 
[1-4]. 

*Tel.:  + 1-412-268-6961. 
E-mail address: feenstra@andrew.cmu.edu (R.M. Feenstra) 

An example of point defect studies using cross-sec- 
tional STM (xSTM) is shown in Fig. 1 [5]. Those images 
were obtained from Ino.53Gao.47As layers grown at 
a relatively low growth temperature of 240°C. Such ma- 
terial is known to contain excess arsenic, which predomi- 
nantly forms antisite defects - arsenic on a gallium or 
indium site. The constant-current image of Fig. 1(a) 
shows one such defect, located near the center of the 
image. The same defect is also seen in the conductance 
image of Fig. 1(b), acquired simultaneously with Fig. 1(a). 
Detailed studies of As antisite defects in GaAs reveals 
that the antisite defects on different layers relative to the 
(110) cleavage plane can be distinguished, and spectro- 
scopic studies reveal the gap states introduced by the 
antisites [6,7]. For the case of the Ino.53Gao.47As inves- 
tigation shown in Fig. 1, observation of the antisite 
defects in material of different doping concentrations and 
with different post-growth annealing conditions permit- 
ted an understanding of the electron-hole recombination 
dynamics on the ps time scale [5]. Many other point 
defect studies have been performed in recent years by 
Ebert and co-workers [8,9]. 

In addition to studies of point defects, xSTM has been 
very useful in probing properties of semiconductor hetero- 
structures. An example is given in Fig. 2, which shows an 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. (a) Constant-current image and (b) associated conduc- 
tance image of the (110) cleaved surface of low-temperature- 
grown InGaAs, acquired with 0.1 nA tunnel current, at a sample 
bias of — 1.45 V. A point defect with two satellite features is 
observed in both images. The gray-scale range in (a) is 0.08 nm. 
From Ref. [5]. 

-10 10  -10 0 

LATERAL DISTANCE (nm) 

Fig. 2. Cross-sectional STM images of InGaAs/InP hetero- 
structures, (a) as-grown sample; (b) implanted and annealed 
sample. Images were aquired at sample voltages of + 2.5 and 
+ 2.0 V respectively, and gray-scale ranges are 0.05 and 0.06 

nm, respectively. An average of the topographic line scans is 
shown in (c) and (d). Layer growth direction is from right to left. 
Arrows indicate approximate width of the quantum wells. From 
Ref. [8]. 

Ino.53Gao.47As quantum well imbedded between 
InP barrier layers. Fig. 2(a) shows the as-grown hetero- 
structure, and Fig. 2(b) shows the structure after ion im- 
plantation and subsequent annealing [10]. The ion 
implantation causes intermixing between the quantum 
well and the barrier layers. This intermixing, in turn, 
produces a blue shift in the optical transition energy of 
the quantum well, and thus the quantum well intermixing 

process can be used for tuning the emission wavelength 
of lasers and for other photonic integrated device ap- 
plications [11]. The intermixing between quantum well 
and barrier layers is clearly evident in Fig. 2(b): we see 
some white (higher tip height) bands forming at the 
well/barrier interfaces, and the quantum well itself is 
darker (lower tip height) in Fig. 2(b) compared to Fig. 
2(a). For the particular choice of implantation para- 
meters used in this case [10] we have apparently produc- 
ed a thin region near the well/barrier interface with new 
chemical composition which gives the white contrast in 
the STM images, along with modifying the overall quan- 
tum well composition thereby producing its darker con- 
trast. 

Given STM data of the type shown in Fig. 2, it is 
desirable to obtain a quantitative evaluation of chemical 
composition as a function of position in the heterostruc- 
ture. Such an evaluation is, of course, quite difficult in 
general since the contrast in STM images contains signif- 
icant contributions from electronic effects in the tunnel 
current and such effects are not easily quantified. How- 
ever, in a series of studies of strained heterostructures, we 
have recently observed a second significant contribution 
to STM images, arising from displacement of the (110) 
cleavage face due to strain in the underlying material 
[12-14]. In cases where electronic effects can be shown to 
be small, this mechanical or elastic contribution to the 
STM contrast can be relatively simply evaluated using 
finite-element solutions of the elasticity equations, thus 
providing a means of determining strain and associated 
chemical composition in the heterostructure. 

Fig. 3 illustrates these electronic and mechanical con- 
tributions to the STM contrast for the case of a semicon- 
ductor superlattice with compressively strained barriers 
and tensilely strained quantum well layers. In this par- 
ticular case, the respective contributions have opposite 
sign, although for compressive wells with tensile barriers 
the electronic and mechanical effects would have the 
same sign. Let us consider the magnitude of the mechan- 
ical effect. As noted in the caption of Fig. 3, the peak-to- 
peak corrugation amplitude is approximately equal to 
2EL where L is the width of barrier and well, and their 
strains (in-plane, diagonal component) are + s. For 
example, with 5 nm thick well and barrier, having strains 
of +0.01, the amplitude would be 1 Ä. Offhand, this 
result is of the same order as typical electronic effects in 
the tunnel current between different materials, so it may 
seem difficult to distinguish between electronic and 
mechanical effects. 

The main purpose of this paper is to provide a theoret- 
ical analysis of the tunnel current for lnxGa1-xAsyF1-y 

heterostructures, with the goal of placing upper limits on 
the magnitude of electronic effects which may occur in 
the STM measurements. We demonstrate that for appro- 
priate tunneling conditions (i.e. large, positive sample 
bias), the electronic effects are in fact remarkably small, 
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(a) Electronic 
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barrier 

tensile 
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compressive 

barrier 

(b) Mechanical 

fita 

Fig. 3. Illustration of STM contrast mechanisms for a strained 
semiconductor superlattice containing quantum wells in tension 
and barrier layers in compression. The dashed line shows the 
constant-current contour followed by the STM probe tip con- 
sidering (a) only electronic, and (b) only mechanical effects. For 
case (a), the barrier has a larger band gap than the quantum well, 
so for a given tip-sample voltage there are fewer states available 
for tunneling to the barrier. Thus, a lower current is produced 
for a fixed tip-sample separation, so that the tip moves towards 
the sample to maintain a constant tunnel current. For case (b), 
relaxation of the strain produces an undulating surface morpho- 
logy across the superlattice. For a strain of + e in the layers and 
width of both barrier and well of L, the peak-to-peak amplitude 
2/i of the undulations is computed by finite elements to be 
h/eL « 1.0 for Poisson ratio of 0.35. From Ref. [12]. 

on the order of 0.1 A for typical heterostructures. Hence, 
it is possible to interpret many xSTM images of strained 
Inj-Gai-jAsyPi-j, heterostructures directly in terms of 
the elastic displacement of the cleavage surface, thereby 
yielding a relatively direct measurement of the strain 
versus position in the heterostructure. 

2. Results 

The situation for which we compute the tunnel current 
is illustrated in Fig. 4. We consider two regions of neigh- 
boring semiconductor materials which are separated by 
an ideal interface. The Fermi levels in the two materials 
are aligned. An important starting point in our analysis is 
the use of the "electron affinity rule" which states that the 
conduction band offset between neighboring materials is 
determined by the difference in their electron affinities 
(distance from vacuum level to conduction band min- 
imum). Dipoles forming at the interface may produce 
deviations in such offsets [15], but these effects appear to 
be small at least for the case of Ino.53Gao.47As on InP 

Fig. 4. Energy level diagram for the case of tunneling into two 
neighboring semiconductor materials, with aligned Fermi levels, 
£F,S. The probe tip Fermi level is denoted by £F>„ and is 
separated from the sample Fermi level by eV where V is the 
applied voltage. The vacuum level of the sample is denoted by 
£VAC and electron affinity by {. The tunneling transmission term 
is indicated by D(E, V). 

[16]. For the materials GaAs, InP, InAs, and GaP, 
the electron affinities are given by 4.13, 4.50, 5.06, and 
3.75 eV, respectively, with the latter value referring to the 
Z-valley conduction band minimum of GaP [17]. Thus, 
offsets of the conduction band of GaAs, InP, and GaP 
relative to InAs are 0.93, 0.56, and 1.31 eV, respectively. 
In a heterostructure, the vacuum levels of the neighbor- 
ing materials will be aligned as pictured in Fig. 4. The 
separation between vacuum level and Fermi level is the 
work function of the sample, <j>, which is identical for all 
the materials we consider here due to our use of the 
electron affinity rule. We take the Fermi level to be 
located at the InAs CB minimum, so that the work 
function for all materials is 5.06 eV. 

The goal of our study is to evaluate the material 
dependence of the tunnel current in I^Ga^^As,,?!-,, 
alloys. In particular, if one moves across a heterointerface 
from one material to the next, by how much will the 
tunnel current change? We are interested in tunnel cur- 
rent variations in the immediate vicinity of the interface, 
so that band bending effects in the semiconductor (e.g. 
due to charge transfer across the interface in doped 
materials and the resulting formation of space charge 
regions) will not be included, although we return to this 
point at the end of Section 3. 

Let us consider the tunnel currents in the materials 
pictured in Fig. 4. The separation between conduction 
band minimum and tip Fermi level is larger for the 
material with smaller band gap, which would imply 
a greater number of states available for tunneling and 
hence a larger tunnel current in that case compared to 
the larger band gap material. However, this conclusion is 
valid only for relatively small bias voltages between tip 
and semiconductor. For larger voltages, typically > 2 V, 
one must explicitly include consideration of the voltage 
dependence of the transmission term for tunneling 
through the vacuum region, as pictured by the function 
D(E, V) in Fig. 4. Assuming a simple trapezoidal barrier, 
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this function is given by 

f        Vim 
D(E, V) = exp j - 25 -^ 

1/2 

(1) 

where <j> is the average work function between tip and 
sample, s is the tip-sample separation, V is the bias 
voltage applied to the sample relative to the tip, and E is 
the energy of a state in the sample relative to the sample 
Fermi-level, with E varying between 0 and eV. This 
formula also includes the dependence of the transmission 
term on the parallel wave vector of the tunneling elec- 
tron, fe||. It is well known that the energy and voltage 
dependence of D(E, V) is such that the highest lying states 
are favored in the tunneling process [18]. For V > 0 the 
maximum of D(E, V) occurs at E = eV, and for V < 0 the 
maximum is at E = 0. The former case is illustrated in 
Fig. 4. The rate of decrease of D(E, V) with decreasing 
E depends on the work function and tip-samgle separ- 
ation. For typical values of f = 4 eV and s = 6 A, D(E, V) 
changes by a factor of 20 as E varies over a 2 eV interval. 
Thus, for tunneling voltages larger than about 2 V, in- 
creasing the voltage does not lead to a large difference in 
the number of states available for tunneling, and so an 
increase in the tunnel current is not expected. However, 
the eV/2 term in the exponent of Eq. (1), arising from the 
decrease in the average barrier height with increasing 
voltage, will still produce an overall increase in the cur- 
rent with increasing voltage. 

Given an expression for the transmission term, the 
tunnel current between tip and sample can be computed 
according to [19] 

J = 
2e 

{lufh 

D(E,k 

dkxd%U(E-eV)-f(E)-] 

(dE\  (dE 
(2) 

where /(£ — eV) and /(£) are Fermi-Dirac occupation 
factors in tip and sample, respectively, and k± is the 
component of the wavevector perpendicular to the sur- 
face. The step-function 0(dE/dk±) in this equation, which 
restricts the integral to positive values of 8E/dkL, arises 
from the assumption that waves traveling only in one 
direction can tunnel out of the material. (For the case of 
free electrons, this same factor is implicitly included in 
the integral by restricting it to run over only positive 
values of fex [19].) The bulk band structure is implicitly 
included in the formula by the dependence of E on 
k± and kn, although, as is well known from early studies 
of tunneling, we expect the band structure effects to be 
small since the group velocity term 8E/8k± in Eq. (2) is 
largely cancelled by a density of states term which ap- 
pears when the integral over k± is performed [19]. In the 
computations below, we explicitly evaluate the depend- 
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Fig. 5. Computed tunnel current for CB states of GaAs, InP, 
InAs, and GaP. Arrows indicate the location of inflection points 
seen for InAs and InP, and seen weakly for GaP. 

ence of the tunnel current on band structure, by comput- 
ing it for GaAs, InP, InAs, and GaP materials. 

To evaluate the tunnel current, band structure compu- 
tations are performed using empirical nonlocal pseudo- 
potentials. Spin-orbit coupling is not included. We focus 
on the materials GaAs, InP, InAs, and GaP which form 
the endpoints of the In^ai-jAs,,?!-,, alloy system, 
since these alloys are most relevant to our prior xSTM 
measurements [5,10]. Results for the band structure and 
density of states of these materials are very similar to 
those given previously by Fischetti [20], and will not be 
repeated here. The tunnel current is computed by numer- 
ically evaluating the integral in Eq. (2). We use a wave 
vector spacing in reciprocal space of 0.01(27t/a0), yielding 
89076 points in the irreducible wedge of the first Brillouin 
zone. Computations are performed for a tip-sample sep- 
aration of 6 A, a temperature of 0 K, and a tip work 
function of 4 eV. 

Results for tunneling into CB states are shown in 
Fig. 5. As seen there, at low voltages the tunnel current 
does vary considerably between the various materials. 
However, at higher voltage > 3 V, the current is practic- 
ally the same amongst the different materials. We find 
less than a factor of 1.5 variation in the tunnel current, 
corresponding to a tip height variation of < 0.20 A. 
The observed variation in tunnel current for voltages 
> 3 V arises in part from the differing lattice constant, a0, 

of the materials. This dependence arises in Eq. (2) because 
the volume of the Brillouin zone is proportional to aö3. 
Physically, a material with small lattice constant, like 
GaP, will have a greater state density than a material 
with large lattice constant, like InAs. However, this 
a0 dependence is also partially compensated by the 
fc|l term in Eq. (1), which also depends on a0. The result- 
ing tunnel current varies approximately like aö" where 
n is slightly greater than l1. If we set all the lattice 

'This dependence of the current on lattice constant will, 
of course, change slightly when one considers layers of 
In^Gai-jASyPi-j, biaxially strained on a particular substrate 
(such as InP). 
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constants to have the value for GaAs in the computation, 
then the resulting variation in tunnel current for voltages 
> 3 V is less than a factor of 1.35; this amount represents 

the effect of the differing band structures on the tunnel 
current. 

We note that the zero of voltage in Fig. 5 is taken to be 
the CB minimum of InAs. In a typical experiment it 
would be at a different point, i.e. the lowest-lying conduc- 
tion band minimum of the relevant alloy material, typi- 
cally 0.5 V higher than that shown in Fig. 5. In that case, 
the voltage range for which the tunnel currents converge 
would be > 2.5 V. Furthermore, we consider experi- 
ments in which the In^Gai-^ASyP!-, alloy composi- 
tions used are in a rather restricted range, which is quite 
far from GaP [10,14]. In that case, the expected variation 
in tip height variation would be less, typically <0.07 A, 
and the minimum voltage needed to achieve this conver- 
gence of the tunnel currents is also less, typically >2.0 V. 
This voltage range is well within the parameters of usual 
xSTM experiments on lnxGa1-xksyT'1-y alloys, which 
typically employ sample voltages with magnitude in the 
range 2.0-2.5 V. Values significantly less than this are 
generally avoided since they can lead to tip-sample con- 
tact, and values much larger than this are also dangerous 
since they may lead to material transfer between tip and 
sample. 

A close inspection of the current versus voltage curves 
in Fig. 5 reveals some weak inflection points, seen most 
clearly for InAs and InP and indicated by arrows. These 
features correspond to the onset of tunneling into the 
L-valley conduction band, located at 0.98 and 0.85 eV 
above the L-valley minimum for InAs and InP, respec- 
tively. No such onset is seen for GaAs in Fig. 5; the 
L-valley is only 0.33 eV above the L-valley minimum in 
that case, which apparently prevents any clear discrim- 
ination of its onset. Experimentally, tunneling spectro- 
scopy reveals clear L-valley onsets for InAs and InP, but 
no such feature is seen for GaAs [21], in good agreement 
with the results of Fig. 5. For the case of GaP, it is an 
indirect material with conduction band minimum at the 
X-point and with L-valley and L-valley minima located 
0.33 and 0.42, respectively, above that. In Fig. 5, a very 
weak inflection point is seen for GaP approximately 0.5 V 
above the onset of the current, which corresponds to 
tunneling into these higher lying bands. 

Fig. 6 shows results for tunneling into the valence band 
states. At voltage with low magnitude, the tunnel current 
again varies greatly between the various materials. At 
higher voltages, the tunnel currents tend to approach 
each, although their difference is significantly greater 
than that seen for the CB states. The states most respon- 
sible for the tunnel current originate from the top of the 
VB, and their barrier height for tunneling is the sum of 
the electron affinity and band gap. Those values vary 
considerably between the various materials, giving rise to 
the spread in current values seen in Fig. 6. 
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Fig. 6. Computed tunnel current for VB states of GaAs, InP, 
InAs, and GaP. 

3. Discussion 

The main result of the paper has been presented in the 
previous section, namely, that at large, positive sample 
voltages the tunnel current shows a relatively small varia- 
tion between the various materials GaAs, InP, InAs, and 
GaP. In this section we examine some of the approxima- 
tions and limitations of our theoretical treatment, in an 
effort to evaluate the reliability of our result. 

One issue to be considered is our use of the electron 
affinity rule which led to equal work functions for all the 
materials. The band offsets derived above (0.93,0.56, and 
1.31 eV, respectively, for GaAs, InP, and GaP relative to 
InAs) differ slightly from those obtained from the model- 
solid theory of Van de Walle: 0.84, 0.55, and 1.11 eV, 
respectively [16]. These differences may be within the 
combined uncertainty of the experimental and theoret- 
ical determinations [16,17], but they may also reflect 
some real limitation of the electron affinity rule. In par- 
ticular, the existence of a dipole layer on a surface will 
affect the electron affinity, and differing dipole layers for 
materials across a heterointerface will lead to differing 
work functions for those materials. In an effort to test the 
sensitivity of the computation on this effect, we vary the 
work functions of the materials. We use the band offsets 
from the model-theory solid, and add to them the experi- 
mental electron affinities to arrive at the work functions: 
4.97, 5.05, 5.06 and 4.86 eV for GaAs, InP, InAs, and 
GaP, respectively (again, placing the Fermi-level at the 
CB minimum of InAs). Using these values, the main effect 
on the tunnel current at large, positive voltage is to 
increase the GaP result (due to its reduced work function) 
by a factor of 1.2, resulting in a total variation of a factor 
of 1.8 in the tunnel current between materials. Our pre- 
vious upper limit of < 0.2 A forothe tip height variation 
would then increase to < 0.3 A, although considering 
the restricted range of alloy compositions mentioned in 
Section 2 leads to an expected upper limit of <0.1 A. 

Another important issue to consider is the role of 
strain in our results. Typically, In^Gax L^AsyPi -y alloys 
are grown coherently on InP, and the resulting biaxial 
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strain in the alloys will shift the energies of the electronic 
states. This effect will, of course, shift the onsets of the 
current versus voltage curves in Figs. 5 and 6. Neverthe- 
less, it is important to realize that these shifts do not 
significantly change the results for the tunnel current at 
large, positive voltages. The reason for this insensitivity 
is that shifting the energy bands does not greatly change 
the number of states available for tunneling. For 
example, if we strain all the materials onto InP, then 
the strain-induced shifts for the conduction band minima 
are - 0.29, + 0.27, and +0.14 eV for GaAs, InAs, 
and GaP, respectively [16]. Applying these shifts to the 
entire band (i.e. neglecting the variation in deformation 
potential with energy), and recomputing the CB tunnel 
currents, we find for voltages > 3 V that the current 
varies by less than 15% from the results presented in 
Fig. 5. 

The most significant approximation made in our com- 
putations is the neglect of surface state effects in the 
tunnel current. It is well known that the current is pro- 
portional to the local density of states at the surface, so 
that surface states will certainly play a role. However, for 
the (110) face of the III-V semiconductors, tunneling 
spectroscopy results demonstrate that, at energies > 2 eV 
into the conduction band, the surface states make only 
a very small contribution to the tunnel current [21]. At 
these energies the surface states are all strongly mixed 
(resonant) with the bulk states, so that we expect Eq. (2) 
to provide a reasonably good estimate of the tunnel 
current. Certainly it would be desirable to include surface 
states in the computation, but we expect that the con- 
clusions of this work will remain unchanged even in that 
case. 

Finally, we return to one aspect of xSTM measure- 
ments which we mentioned briefly in Section 2, namely, 
the effect on the tunnel current of band bending (space 
charge regions) in the semiconductor, as encountered, e.g. 
in pn-junctions or around heterointerfaces in doped ma- 
terial. Such band bending produces significant effects in 
the tunnel current [22], although those effects are not 
important in the theory above since we focus only on the 
region near the heterointerface. However, our result that 
the tunnel current is insensitive to the material into which 
tunneling occurs can be used to develop a simple way 
for including band bending effects. Considering the 
case for large, positive voltages, we find above that 
the tunnel current can be expressed in the form 
Cexp{ - 2s%/(2m[^ - eV/Z]/h2)} where the constant 
C is nearly independent of V and material parameters. In 
this case, a shift in the Fermi level of the semiconductor 
can be easily accounted for by taking the average work 
function if to be a function of position across the hetero- 
structure (i.e. it would contain an additive term of — e/2 
times the electrostatic potential). Computations of this 
sort could account for observed variations in current due 
to intrinsic electrostatic variations in the semiconductor 

material, although the effect of tip-induced band bending 
and/or band bending due to surface Fermi-level pinning 
are more complicated and would require additional con- 
siderations [22,23]. 

4. Conclusions 

Based on the computations reported here, we find for 
large, positive voltages that the tunnel current expected 
from In,cGa1-.xASj,P1-j, alloys of any composition will 
be nearly the same. Less than a factor of 2 variation is 
found between GaAs, InP, InAs, and GaP materials, 
corresponding to a tip height variation in the STM of 
< 0.3 A. Typically in xSTM experiment one encounters 

alloy variations which span only a considerably re- 
stricted subset of the total range between GaAs, InP, 
InAs, and GaP. In that case, the expected variation in tip 
height due to electronic effects would be smaller, typically 
<0.1 A. As discussed above, the relatively small size of 
this electronic contribution to the tunnel current then 
enables the possibility of quantitatively determining 
strain variations in the heterostructures from the 
observed strain-induced displacement of the cleavage 
face. 
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Abstract 

Local vibrational modes due to complexes of hydrogen with sulfur, selenium and tellurium in gallium phosphide are 
reported together with the corresponding mode due to the deuterium-sulfur complex. The wave numbers of these modes 
indicate that hydrogen or deuterium binds to one of the host phosphorus atoms which are next-nearest neighbors of the 
group-VI donor. Experiments under uniaxial stress show that the complexes have Cs (Cih) symmetry, the mirror planes 
being {110} planes. The orientation of the mode-induced electric dipole moment is determined for each of the 
complexes. The structure of the complexes of group-VI donors with hydrogen in GaP is different from the one 
determined previously in other III-V compounds such as GaAs or AlSb. © 1999 Elsevier Science B.V. All rights 
reserved. 

PACS: 61.72. - y; 63.20.Pw; 78.30.Fs 

Keywords: Gallium phosphide; Hydrogen; Donor; Vibrational modes 

1. Introduction 

Hydrogen-acceptor complexes in semiconductors are 
presently well understood, but the situation concerning 
the donor hydrogen complexes is not yet very clear. In 
the case of III-V compounds, it has been shown [1-4] 
that in GaAs and AlSb, the complexes of group-VI do- 
nors with hydrogen have C3v symmetry, with hydrogen 
sitting in an antibonding location close to one of the 
group-Ill host atoms nearest neighbor to the chalcogen. 
In the case of GaP, the situation is not clear [5]; photo- 
luminescence experiments performed on hydrogenated 
sulfur doped samples were differently interpreted, Singh 
and Weber [6,7] suggesting that hydrogen was neutraliz- 
ing the donors while Mizuta et al. [8] considered that 
this was not the case. In this paper, it will be shown that 
indeed hydrogen neutralizes the group-VI donors in GaP 
and the structure of the resulting complexes will be 
determined. This structure is different from the one 
determined previously in GaAs and AlSb. 

* Corresponding author. Fax: + 33-1-44-27-44-47. 
E-mail address: bec@ccr.jussieu.fr (B. Clerjaud) 

2. Samples and experimental set-up 

The samples investigated are bulk samples grown by 
the liquid encapsulation Czochralski (LEC) technique. 
As usual, they are contaminated with hydrogen, with this 
impurity coming from the wet boric oxide cap [9]. In 
order to introduce deuterium in one of the ingots, heavy 
water has been used for wetting the boric oxide. Another 
common impurity is sulfur; when not intentionally intro- 
duced, it comes from the phosphorus used, sulfur being 
the main residual impurity of phosphorus. For doping 
with group-VI donors, sulfur or tellurium were added 
into the melt; for doping with selenium, gallium selenide 
has been added into the melt. 

Infrared experiments have been performed with either 
Bomem DA3 + or DA8 or Bruker IFS 120 HR inter- 
ferometers equipped with CaF2 beam splitters and 
cooled InSb detectors. The samples are cooled to liquid- 
helium temperature in Oxford Instruments CF 204 or CF 
1204 cryostats. Uniaxial stresses were applied using 
a home made push rod apparatus inserted inside of the 
cryostats. All of the experiments under uniaxial stress 
reported in this paper have been performed at a temper- 
ature around 9 K. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
Pit S0921-4526(99)00508-6 
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3. Local vibrational modes 

In all of the n-type samples investigated, a sharp local 
vibrational mode (LVM) is observed at 2204.3 cm-1 at 
5K (2199.7 cm-1 at room temperature). This mode is 
known since the beginning of the investigation of hydro- 
gen in III-V compounds by LVM spectroscopy [10]. 
This mode is stronger in samples in which sulfur is 
intentionally introduced. In sulfur-doped samples in 
which both hydrogen and deuterium are present, an extra 
LVM is observed at 1618.8 cm"1 at 5 K (1616.5 cm"1 at 
liquid-nitrogen temperature). This corresponds to a r fac- 

tor slightly below y/l (r = 1.362) which proves that hy- 
drogen is one of the partners of the complex and that 
only one hydrogen atom is involved. 

In all of the tellurium doped samples, in addition to 
the 2204.3 cm"1 mode, a mode at 2217.1cm"1 is 
observed. This mode has never been observed in a 
sample not intentionally doped with tellurium. In the 
selenium doped samples, a mode is observed at 
2209.6 cm"1. Even though these modes are quite sharp 
( « 0.1 cm"1 at 5 K) and intense, no isotopic structure 
could be detected. 

These observations strongly suggest that the 2204.3, 
2209.6 and 2217.1 cm"1 modes are due to complexes of 
hydrogen with S, Se and Te, respectively. The fact that 
the three modes show very similar shifts and broadening 
when temperature increases provides further support for 
their attribution to chalcogen-hydrogen complexes. 

It has to be noted that no other mode which could be 
correlated with those described in this section have been 
observed. 

4. Discussion 

The mode at 2204.3 cm"x which had been reported for 
already a dozen years [10] had been previously assigned 
to a mono-hydrogenated [11] or a tetra-hydrogenated 
[12] gallium vacancy. The origin of these misinterpreta- 
tions arose from the assumption that the LVM observed 
at 2204.3 cm"1 (at 5 K) in as-grown LEC material and 
the one observed at 2204 cm"1 (at RT) in proton im- 
planted material [13] have the same origin: Because the 
defect observed after proton implantation could be pro- 
duced in very high concentrations, the participation of 
unintentional impurities in the complex was excluded. 
However, the observed frequencies at the same temper- 
ature for as grown materials on the one hand, and proton 
or deuteron implanted samples on the other hand are too 
different, especially for the deuterated complexes, for this 
assumption to be valid. Therefore, one should consider 
that the LVMs observed in as-grown and proton-im- 
planted materials have different origins which allows for 
the assignment of the 2204.3 cm"1 to a complex involv- 
ing a sulfur atom. 

From the frequencies of the observed LVMs, one can 
deduce the atom to which hydrogen is bonded. Usually, 
in crystals, the frequency of a X-H bond is about 5% 
smaller than that of the same bond in a free molecule. 
The fact that the three LVMs observed lie within a very 
narrow range ( < 15 cm"1) excludes the direct bonding 
of hydrogen to the chalcogen. A Ga-H bond also has to 
be rejected because it should give rise to a stretching 
frequency around 1800 cm"1. Phosphorus-hydrogen 
bonds in semiconductors such as InP or GaP are in the 
2200 cm"1 range which matches perfectly the observed 
values. Therefore, it is concluded that the LVMs reported 
in the previous section correspond to the stretching 
modes of P-H (or P-D) bonds. This is confirmed by the 
absence of isotopic structure because phosphorus has 
only one natural isotope (31P) whereas gallium and the 
chalcogens have several naturally abundant isotopes. 
Group-VI donors substitute for phosphorus atoms and 
therefore, hydrogen binds one of the next-nearest neighbors 
of the donor. This situation is not common and already 
at this stage, one notices that the complexes of group-VI 
donors with hydrogen in GaP behaves differently from 
the usual complexes of hydrogen with shallow dopants. 

5. Experiments under uniaxial stress 

Experiments under uniaxial stress have been per- 
formed with stresses applied along <0 01>, <111> and 
<1 1 0> crystallographic directions and polarized light 
parallel or perpendicular to the stress direction. When 
the stress is applied along the [1 T 0] axis, the selection 
rules depend upon the perpendicular direction investi- 
gated and experiments with the polarization of the light 
parallel to the [0 0 1], [1 1 0] and [1 1 1] axes have been 
performed. 

The three LVMs associated with the three complexes 
split into two components under <0 0 1> stress, both 
components being observed with both polarizations, 
however, the relative intensities of both components de- 
pend upon the polarization of the light. 

Under <11 1> stresses, one observes a splitting into 
three components of the three LVMs, some of the com- 
ponents being strongly polarized. 

Under <1 1 0> stresses, four components are observed 
in all cases, some of them being fully polarized. 

Fig. 1 shows these splittings as a function of the ap- 
plied stress in the case of the tellurium-hydrogen com- 
plex. The situation is very similar for the two other 
complexes. 

6. The microscopic structure of the complexes 

The modes for the three complexes have a very similar 
behavior under stress. This confirms both that they are 



B. Clerjaud et al. /Physica B 273-274 (1999) 803-806 805 

O Ga S, Se, Te 

H 

100 200 

Stress (MPa) 

Fig. 1. Effects of <0 0 1>, <1 1 1> and <1 1 0> uniaxial stresses 
on the mode due to the hydrogen-tellurium complex. 

due to the same family of complexes and the assignment 
of the 2204.3 cm-1 mode to the sulfur-hydrogen complex. 

The fact that the modes split into two components for 
stress along <0 0 1> clearly indicates that the complexes 
do not have trigonal symmetry and therefore that the 
complexes of group-VI donors with hydrogen in GaP 
behave differently from those in GaAs or AlSb. 

Davies et al. [14] and Bech Nielsen and Grimmeiss 
[15] have analyzed the effects of stress on a complex 
having C2 or Cs (Clh) symmetry. The splittings corres- 
pond to those observed in the experiments reported in 
the previous section. It has been shown [14,15] that the 
intensities of the sub-components depend upon the angle 
8 in the {1 1 0} plane between the transition dipole mo- 
ment of the vibrational mode and the <0 0 1> axis. For 
stresses applied along the [1 T 0] axis, the intensities of 
the sub-components were calculated only for parallel and 
for [0 01] and [1 1 0] perpendicular polarizations 
[14,15]; we have extended them to [1 1 1] polarization. 
These results  match perfectly the experiments  with 
9 = 35° for the sulfur-hydrogen complex and 6 = 40° for 
the Se-H and Te-H complexes. 

As hydrogen is very light, its motion is the most impor- 
tant one in the stretching modes. Therefore, the direction 
of transition dipole moment induced by the vibration 
should not be too far from the direction of the P-H bond 
involved in the vibration. The donor should be positively 
charged; because of the large electropositivity of hydro- 
gen, in the P-H bond, the hydrogen atom should be 
positively charged; and the phosphorus atom should 

Fig. 2. Schematic representation in the {11 0} plane of the 
microscopic structure of the complexes of group-VI donors with 
hydrogen in GaP. 

be negatively charged. Therefore, the donor exerts 
a torque on the P-H bond. The fact that 0 < 54.7° 
indicates that hydrogen sits in a region of space between 
phosphorus and one of the gallium nearest neighbors to 
the group-VI donor. Consequently, one reaches the 
microscopic structure of the complex which is represent- 
ed in Fig. 2. For symmetry reasons, there are twelve 
equivalent configurations of the complex. The complex 
has Cs (Clh) symmetry with {1 1 0} mirror planes. In this 
model, there are two extra electrons not involved in 
covalent bonds (lone pair) that should be located in 
antibonding orbitals. 

7. Conclusion 

It has been shown that hydrogen forms complexes with 
group-VI donors in GaP and therefore that hydrogen 
neutralizes group-VI donors in this material. This con- 
firms the photoluminescence results of Singh and Weber 
[6,7]. Hydrogen is bonded to phosphorus atoms which 
are next nearest neighbors to the group-VI donors. This 
clearly indicates that the microscopic structure of the 
complexes of group-VI donors with hydrogen in GaP is 
different than that of the same type of complexes in GaAs 
and AlSb. Experiments under uniaxial stress have led to 
the microscopic structure which is sketched in Fig. 2. To 
our knowledge, a structure of this type has never been 
suggested before. A theoretical investigation of these un- 
common systems would be of interest. 
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Abstract 

A local-vibrational-mode absorption line is measured at 1006.8 cm"1 (T = 7 K) in GaP and identified as due to the 
antisymmetric stretching mode of interstitial oxygen (Ga-16Oi-P). The line due to 18Oi is found at 981.9 cm"1. Uniaxial 
stress experiments indicate that the centre has a Cs(Clh) symmetry. For stress applied parallel to <0 0 1> direction, 
a low-temperature dichroism J]l/J

r_L > 1 is observed. This is due to a low-temperature reorientation of the centre among 
its three equivalent configurations around a trigonal axis. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: GaP; Interstitial oxygen; Vibrational modes; Stress-induced dichroism 

1. Introduction 

Oxygen is one of the most common and important 
impurities in technologically used semiconductors like Si, 
Ge, GaAs, and GaP. Most of the studies on oxygen have 
been performed for silicon, where it is present as an 
isolated oxygen atom bonded to two nearest-neighbour 
Si atoms, i.e. forming an interstitial oxygen (Oi). The 
main part of information about the microscopic structure 
of this centre has been derived from its vibrational prop- 
erties measured by local-vibrational-mode (LVM) spec- 
troscopy. Presently, there is a very detailed knowledge of 
the microscopic structure of Oj in Si as well as in Ge. An 
O; centre of similar structure has been found in GaAs 
giving rise to the LVM absorption line at 845.7 cm"1, 
where the Ga-0;-As bonds are directed along <1 1 1> 
directions [1,2]. This line is split by 0.4 cm-1 due to the 
69Ga, 71Ga host isotope effect. 

Oxygen in GaP has played an important role clarifying 
the light emitting properties of this material. Substitu- 
tional oxygen (OP) forms a deep donor and is the partner 

»Corresponding author. Fax: 49-30-20377-515. 
E-mail address: ulrici@pdi-berlin.de (W. Ulrici) 

in donor-acceptor (DA) pairs. Therefore, most of the 
information on substitutional oxygen and its vibrational 
properties comes from luminescence and excitation 
spectra [3]. The LVM of OP was found in the phonon 
side bands of DA-photoluminescence spectra with an 
energy of 200 cm "1, indicating a strong weakening of the 
Op-Ga bonds compared with the bulk P-Ga bonds [4]. 

Interstitial oxygen in GaP was the subject of an early 
paper by Barker et al. [5]. They observed a prominent 
LVM absorption line at 1005 cm"1 (T = 80 K) and as- 
signed this line to the antisymmetric stretching mode of 
the Ga-Oj-P interstitial oxygen. Their assignment was 
mainly supported by the comparison with Si and Ge and 
by calculations using a linear chain model. In the present 
paper, we investigate a vibrational absorption line at 
1006.8 cm"1 (T = 7K), which is found frequently in 
LEC-GaP, identify it as the O, stretching mode, and 
analyse its response to uniaxial stress. 

2. Experimental results 

We have investigated a large number of different GaP 
samples (undoped as well as doped with donors, ac- 
ceptors, and transition metals) grown by the liquid 
encapsulation Czochralski (LEC) technique under high- 
pressure N2 inert gas. For all samples (except those 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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doped with titanium), a LVM absorption line was found 
at 1006.8 cm"1 with a half-width r=1.2cm_1 at 
T = 7 K as shown in Fig. 1. Related to this line, a weak 
line can be detected at 981.9 cm"1 with an intensity 0.2% 
of the 1006.8 cm"1 line (cf. inset in Fig. 1). This intensity 
ratio corresponds to the 180/160 ratio of the natural 
isotopic abundances and indicates that these lines are 
due to vibrating oxygen. The high frequency of the vibra- 
tion suggests that it is the antisymmetric stretching mode 
of an interstitially located oxygen in accordance with the 
observations and estimations of Barker et al. [5]. 
The absence of this line in GaP : Ti supports this inter- 
pretation, since Ti is known to be an effective gettering 
material for oxygen in III-V melts. The second-harmonic 
absorption line of this mode is detected at 1998.8 cm-1 

with an intensity of 3 x 10 "3 of the fundamental one, 
indicating an anharmonicity of the potential. 

In Fig. 1 it can be seen that the line at 1006.8 cm"1 

exhibits a complicated line shape, when the temperature 
is raised from 7 to 60 K. A detailed analysis (deconvolu- 
tion into Lorentzians) of the temperature dependence of 
the line shape shows that low-energy vibrational levels 
become thermally populated and give rise to side bands 
on the low-energy side of the main line. This indicates 
that the stretching mode of Oi is coupled to a low- 
frequency mode. The position of the lowest excited level 
due to this coupling is estimated to be about 15 cm"1 

above the ground level. 
Uniaxial stress experiments on the 1006.8 cm"1 line 

were carried out up to stress values |<r| = 270 MPa along 
the three main crystallographic directions. Under stress 
a = ||<0 0 1>, the line exhibits a complicated behaviour. 
At T = 5 K, the line apparently shifts to lower energies 
by about 2 cm"VGPa. At T = 9 K, a shoulder on the 
high-energy side of the mode is clearly seen for 
|ff| = 200 MPa. This shoulder is more clearly observed 
for the polarisation E±a than for the polarisation E || a. 
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Fig. 2. Ratio I\\/I± of the intensities I of the 1006.8 cm"1 line 
measured for stress <T||<0 0 1>: (O) measured at T = 9 K for 
different stress values \<r\; (O) measured with \<j\ = 200 MPa at 
different temperatures. The curves are fits to Eq. (1) using the 
values of 0 and B given in the text. 

For |<j| = 200 MPa, the shoulder is observed up to 
T = 15 K; at higher temperature a general broadening 
hinders its detection. At T = 9 K and lower stresses, the 
shoulder is not clearly seen, but the maximum of the line 
seems to be polarisation dependent being at higher ener- 
gies for E±a than for E || a. At low temperatures, one 
also clearly observes a linear dichroism of the overall 
mode under <r||<0 0 1> stress, the intensity for E || a being 
higher than for Ela. This dichroism increases with in- 
creasing stress and decreases with increasing temper- 
ature. This behaviour is shown in Fig. 2. These unusual 
results evidence that the centre does not have a trigonal 
symmetry [6]. 

Stress a || [1 10] apparently splits the line into two 
components (shift of + 0.2 and - 2.0 cm" VGPa), which 
are polarised, the low-energy one with the light vector 
E || a and the other one with E || [110]. Stress ||<1 1 1> 
also splits the line into two components (shift of + 0.9 
and — 1.8 cm" VGPa) polarised in the same way (the 
exact degree of polarisation is difficult to detect because 
of the large half width). 

3. Discussion 

Fig. 1. Vibrational absorption line of interstitial oxygen 16Oi in 
GaP at different temperatures. The inset shows the line due to 
the 0.2% natural abundant 18Oj centre. 

The presented experimental results clearly suggest that 
the LVM line at 1006.8 cm"1 is due to the antisymmetric 
stretching mode of the Ga-0;-P interstitial oxygen. The 
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This leads to the intensity ratio for the overall line as 
a function of stress and temperature: 

(110) /V* 

J©' 
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 o 
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Fig. 3. Model of the Ga-Oj-P centre in GaP with the interstitial 
oxygen being off-axis around the trigonal axes. The lower part 
shows one of the 12 equivalent Ga-0;-P configurations in 
a (1 1 0) plane. 

smaller 160 -»lsO isotope shift of the vibrational fre- 
quency, compared e.g. with GaAs : Os [1], suggests that 
in GaP the O, is more strongly bonded to P than to Ga. 
However, the behaviour under uniaxial stress leads to the 
conclusion that the oxygen atom is not in a bond-centred 
position between Ga and P, but off-axis. This was already 
suggested by theoretical considerations for 0; in GaAs 
and GaP [7]. The sidebands appearing at high temper- 
ature are probably due to the coupling of the mode with a 
very low-frequency mode such as observed in silicon [8]. 

To explain the results in more detail, we propose the 
model sketched in Fig. 3. The centre has Cs{Clb) sym- 
metry, the mirror planes being {110} planes. There are 
12 energetically equivalent configurations for the system. 
The centre is able to reorient even at low temperature. 
When a <0 0 1> stress is applied, it favours four of the 
configurations with respect to the eight others, which 
means that the orientational degeneracy between the 12 
configurations is lifted with a fourfold degenerate ground 
state (labelled z) and an eightfold degenerate excited one 
(labelled xy). If we assume the splitting to be proportional 
to the stress (A£ = Bo), the population ratio between the 
two configurations is: nxy/nz = 2 exp( — AE/kT). This de- 
composition into two classes involves also the splitting of 
the local mode into two components which is evidenced 
by the observation of the high-energy shoulder. If 0 is 
the angle between the <0 0 1> axis and the electric dipole 
of the mode within the {11 0} plane, the intensities at 
T = 0 under polarised light of each type of configuration 
are proportional to [9]: 

7fl = 4 cos2 0,11=2 sin2 0, Iff = 4 sin2 0, and 

If = 4 cos2 0+2 sin2 0. 

(ff, T) = 
2 + 2 cot2 0 exp{Bo/kT) 

1 + 2 cot2 0 + exp(B<r/kT)' (1) 

The measured dependencies of I\\/I± on a and T can be 
reasonably fitted in the low-T and 1OW-|<T| region with Eq. 
(I) using the parameters 0 = 47° and B = 70 cm" VGPa 
as can be seen in Fig. 2. At higher temperature, the 
excited vibrational level responsible for the sideband seen 
in Fig. 1 becomes populated and at higher stress, these 
two levels are mixed by the stress. Our analysis does not 
take into account these phenomena and is therefore valid 
only at low temperature and low stress. 

At this stage, we cannot state whether the reorienta- 
tion is a general one or whether it only occurs among the 
three equivalent configurations around a trigonal axis. 
The fact that no dichroism is observed for <1 11> stress 
seems to indicate that the reorientation occurs only 
among the three equivalent configurations around a trig- 
onal axis, because these three configurations are affected 
in the same way by the <11 1> stress. The fact that this 
reorientation occurs at very low temperature implies that 
the barriers Eh between the three equilibrium positions 
are very small. As on the time scale of the experiments no 
time-dependent effects could be observed, no estimation 
of Eh can be derived from the experiments. 

Therefore, the model of Fig. 3 is able to explain the 
behaviour of the 1006.8 cm"1 line versus stress and tem- 
perature. As mentioned above, 0 is the angle between the 
dipole moment of the mode and the crystal axes. The 
angle 0' between the [0 0 1] axis and the P-O bond 
should be smaller than 0; if one assumes the bonding of 
oxygen to occur mainly with the phosphorus, 0' might 
not be very different from 0. 

The calibration factor /, connecting the integrated 
intensity I of the LVM absorption line and the concen- 
tration of the defect, is not known for Oi in GaP. Using 
the value /= 9.2 x 1015 cm"1 of O; in Si and Ge, the 
highest concentration of Oi found in LEC-GaP amounts 
to about 8xl016cm"3. 
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Abstract 

Strong photoluminescence (PL) has been observed and assigned to excitons from superlattices (SL) composed of 
fractional or single planes of As atoms separated by 8-49 monolayers (ML) of AlSb, from a single As-impurity sheet 
embedded in AlSb, and from AlSb layers uniformly doped with As. The emission ( ~ 1.40-1.62 eV) from the SLs exhibits 
a weak dependence on period but a strong dependence on the amount of As in the plane. From optically detected 
magnetic resonance, the g-values and strength of the exchange interaction indicate that the SL recombination involves an 
exciton whose electron is strongly localized at the As-planes and whose hole is excluded to the AlSb layers. This 
assignment is supported by ab initio total energy calculations of the electronic band structure. Similar PL was found from 
the sample with a single As-impurity sheet. A PL band at 1.606 eV from the As-doped AlSb layer is ascribed to 
recombination of excitons bound to As-impurities that substitute isoelectronically on the Sb sites. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Aluminum antimonide; Arsenic impurities; Photoluminescence; Magnetic resonance 

1. Introduction 

AlSb typically exhibits very weak bandedge recombi- 
nation that reflects its indirect (X-point) band-gap prop- 
erty. Unexpectedly, strong photoluminescence (PL) was 
observed recently from superlattices (SLs) composed of 
fractional or single planes of As-atoms separated by 
22-49 monolayers (MLs) of AlSb [1]. Optically detected 
magnetic resonance (ODMR) at 24 GHz revealed the 
excitonic character of this emission with the electron 
strongly localized at the As-planes and the hole bound to 
the electron but spatially excluded to the AlSb layers. 

In this paper we extend these studies to a superlattice 
with a much shorter period, to a single As-impurity sheet 
embedded in AlSb, and to AlSb layers uniformly doped 
with As impurities. In addition, the ODMR was per- 

* Corresponding author. Tel:   + 1-202-404-4521; fax:   + 1- 
202-767-1165. 

E-mail address: glaser@bloch.nrl.navy.mil (E.R. Glaser) 

formed at a higher microwave frequency (35 GHz) in 
order to test the validity of the spin-Hamiltonian em- 
ployed to model the earlier magnetic resonance results. 
Finally, ab initio total energy calculations have been 
made for the electronic band structure of the SLs, includ- 
ing the ground state wave functions and interband 
transition energies. 

2. Experimental background 

The PL and ODMR were performed on a set of 
[(AlSb)x(AlAs),,]12o (x = 8 - 49, y ~ 0.3,1) superlattices 
grown on semi-insulating GaAs (0 0 1) substrates by 
MBE at ~ 500°C. Additional growth details, including 
those on the formation of the fractional or single planes 
of As-atoms, are given elsewhere [1]. Structures com- 
posed of a single As-impurity sheet buried 2000 A below 
the surface of a 1 urn-thick AlSb layer and an AlSb film 
uniformly doped with As impurities ( ~ 5 x 1019 cm-3) 
were also investigated. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00510-4 
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The PL at 1.6 K was excited by the 488 nm line of an 
Ar+ laser at a power density of ~ 1 W/cm2. The emis- 
sion was analyzed with afm double-grating spectro- 
meter and detected with a Si photodiode. The ODMR 
was carried out with 35 GHz spectrometers. The external 
magnetic field was supplied by a 7 T split-coil supercon- 
ducting magnet or a 6-in pole-face electromagnet with 
a maximum field of 1.8 T. Photoexcitation power den- 
sities near 30mW/cm2 and microwave modulation 
frequencies between 3 and 10 kHz gave the best signal- 
to-noise ratios. Symmetry information was obtained 
from angular rotation studies with the field rotated in the 
(1 T 0) plane. 

3. Results and discussion 

3.1. As-planes and islands in AlSb 

The photoluminescence from several [(AlSb^AlAs),,]^ 
superlattices and from a single As-sheet embedded in 
AlSb is shown in Fig. 1. Several trends are evident. Most 
notably, the As-atoms introduce strong radiative 
recombination, in contrast to the weak emission 
typical of undoped epitaxial AlSb. The PL energies 
(~ 1.40-1.45 eV) for the SLs with x between 5 and 
50 MLs and y ~ 1 ML and that for the single As-plane 
are very similar, ~ 250 meV below the AlSb band gap 
(1.7 eV). However, the PL exhibits a strong dependence 
on the amount of As in the ML. This is best demon- 
strated for the SL composed of fractional planes 
("islands") of As-atoms with y ~ 0.3 separated by 
31 MLs of AlSb where the PL is shifted to higher energy 
by ~ 170 meV. The small peaks found at 42 meV below 
the dominant PL bands are attributed to TO (AlSb) 
phonon replicas based on previous studies of bulk AlSb 
[2]. 

Previous ODMR at 24 GHz revealed the excitonic 
character of the emission from SLs with x > 20 MLs 
with the recombining electron strongly localized at the 
As-planes and the hole excluded to the AlSb layers [1]. 
The ODMR was analyzed with the following spin- 
Hamiltonian in the limit of weak elelctron-hole exchange 
interaction [3]: 
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Fig. 1. PL spectra obtained at 1.6 K from several SLs composed 
of fractional or single planes of As-atoms separated by 
8-49 MLs of AlSb, from a single As-impurity sheet embedded in 
AlSb, and from an AlSb layer uniformly doped with As at 
~5xl019cm"3. 

0.8 1.2 1.6 2.0 
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Fig. 2. ODMR spectra found at 35 GHz on the 1.417 eV PL 
from the (AlSb)31(AlAs)1.06 SL as a function of the angle be- 
tween B and the [0 0 1] axis. Inset: Narrow-field scan about 
1.30 T with B || [0 0 1]. 

H = iiBgeS • B + iiBghJ• B + aJ'S, (1) 

where the first two (field-dependent) terms are the Zee- 
man energies for an electron with spin \ and for a hole 
with spin J = \, uB is the Bohr magneton, #e and gb are 
the electron and hole ^-values, and the last (field-inde- 
pendent) term describes the electron-hole exchange with 
strength a. This interaction is revealed through splittings 
of the electron and hole spin transitions as was found, 
for example, from ODMR of type-II short-period GaAs/ 
AlAs superlattices [3-5]. 

Wide-field ODMR scans at 35 GHz from the 
[(AlSb)31(AlAs)1.06]12o SL for several orientations of 
B are shown in Fig. 2. Signals assigned to the recombin- 
ing electrons and holes are discussed in turn. 

Three luminescence-increasing features (labeled E) are 
resolved near 1.30 T for B \\ [0 0 1]. A similar three-line 
spectrum was found at 24 GHz, including the cos(ö) 
splitting dependence of the two outer lines (labeled 
e! and e2 in the inset), where 9 is the angle between B and 
the [0 0 1] SL axis [1]. From the first and third terms 
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in Eq. (1), lines e! and e2 were ascribed to S = 
\ electron-spin transitions with g\ = 1.922 and 
gl = 1.939 split by an isotropic exchange interaction 
(A = a/2 = (nB/2)ABlxch.gft, where A5Ixch. is the field 
splitting with B || [0 0 1]) of 3.7 ueV with Jz = ± § heavy 
holes (characterized by g± ~ 0). In support ofthat analy- 
sis, the same resonance parameters within error describe 
the 35 GHz ODMR results. These ^-values lie between 
those reported for X-point electrons in AlAs [3-6] and 
AlSb [7]. This character indicates that the electron wave 
function is strongly localized (binding energy of 
~ 250 meV) at the As-planes, with some penetration into 

the adjacent AlSb layers. A discussion of the unsplit line 
at ~ 1.30 T (described by the same gr-tensor) is given 
elsewhere [1]. 

X-ray diffraction measurements revealed that the AlSb 
layers are under an average in-plane biaxial compression 
of 0.08 + 0.02% [1]. This strain lifts the four-fold degen- 
eracy of the J = | valence band (VB) such that only states 
derived from the Jz = ± f heavy-hole VB are populated 
at 1.6 K. Most pertinent for the ODMR, the g-values for 
holes associated with this VB are highly anisotropic with 
g(0) = gjj cos (0), where g\ ~ 2-4 [8]. The broad reson- 
ance labeled H in Fig. 2 roughly exhibits such a g-tensor 
with g\ = 2.55 + 0.15. A comparison of the line widths at 
24 and 35 GHz indicates that this line is inhomogenously 
broadened due to a distribution of gi})-values. We tenta- 
tively assign the feature to holes in the strained AlSb 
layers that participate in the excitonic recombination. 

The exchange splittings obtained for the [(AlSb)x 

(AlAs)i]120 SLs as a function of AlSb layer thickness are 
shown in Fig. 3. The exchange energy rapidly increases 
from 3.4 ueV for the SL with x = 49 MLs to 19.5 ueV for 
the SL with x = 8 MLs. This behavior reflects the strong 
increase in the degree of electron/hole wave function 
overlap with decreasing SL period. A similar dependence 
has been reported by several groups for type-II excitons 
in short-period GaAs/AlAs superlattices [3-5,9]. 

First-principles total energy calculations on 20- and 
40-atom AlSb (0 0 1) SLs, both with and without an 
As-plane replacing a plane of Sb atoms, have been car- 
ried out to check the model employed to explain the 
salient features of the PL and ODMR results. The elec- 
tronic properties were calculated within the local density 
approximation of density functional theory using the 
exchange-correlation potential of Ceperly-Alder [10,11], 
generalized norm-conserving pseudopotentials [12], and 
a plane-wave basis set with a kinetic energy cutoff of 
12 Ry. 

The key results can be summarized as follows. First, 
the presence of an As ML in the otherwise perfect AlSb 
SL leads to a lowering of the energy between the highest 
occupied and lowest unoccupied energy levels at the 
T-pt. by ~ 0.21-0.24 eV, in excellent agreement with 
the difference between the superlattice PL energies and 
the AlSb band gap. Second, the magnitude of this shift 

20 
—r—i 1 r       i        i        l        l        i        i 
" \                              (AISb)„(AIAs), SLs 

> 
o 3 

18 "     \                           <-n           A         A \                         CD       Jk.   Jj^ 
1fi 

CD \                                    / \ Z 

t 14 \                                   /    \l-45eV 

12 
\                      VB   /"/"*■-    .^^~x*-     -^~^~ 

n \                                        II               II 
CO \ 
in 10 \                                                                             " 
(T \                AlSb    H   AlSb   U 
7 \                        AI-As-AI 
< R g^ 
I \» 
o \ 
X fi \^ 
LU N. 

4 • __*_ 
i         i         i        i         i        l 1 1 1  

5  10 15 20 25 30 35 40 45 50 55 
AlSb MLs (X) 

Fig. 3. Exchange splitting as a function of the AlSb layer thick- 
ness for (AlSb)x(AlAs)! SLs. The curved line is a guide to the eye. 
Inset: Schematic diagram of proposed band structure for SLs 
based on the PL and ODMR studies. 

shows little dependence on SL period but depends sensi- 
tively on the degree of strain in the Al-As layer. No 
reduction in transition energy was found when the atoms 
in the As ML were placed at the bulk Sb sites. However, 
the energy of the lowest unoccupied SL level decreased 
monotonically as the SL was allowed to relax around the 
As ML such that the Al-As interlayer spacing decreased 
by ~ 14% from that of bulk AlSb (1.53 A) to the value 
predicted by elastic theory (1.31 A). Third, the wave func- 
tion associated with the lowest unoccupied level of the 
SL becomes localized about the As-plane as this level 
is pulled down into the bulk AlSb energy gap. This is 
illustrated in Fig. 4 where the dotted line represents the 
planar-averaged charge density of this state along [0 0 1] 
for the 20-atom (AlSb)9(AlAs)1 SL. Fourth, the highest 
occupied SL level derives from the AlSb Jz = + f VB 
edge but the wave function of this state is pushed away 
from the As ML with an enhanced probability at the 
center of the AlSb layers as indicated by the full line in 
Fig. 4. Overall, these calculations offer strong support for 
the recombination model used to interpret the PL and 
ODMR data. 

3.2. As point defects in AlSb 

The PL at 1.6 K from an AlSb epitaxial layer uni- 
formly doped with As impurites is given in Fig. 1. Strong 
emission is observed at 1.606 eV with similar phonon 
structure as found for the AlSb/AlAs superlattices and 
the single As-dopant sheet. Based on the strong degree of 
electron localization associated with the As-planar de- 
fects in those structures, this emission is ascribed to the 
recombination of excitons bound to the As-isovalent 
impurities. 
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Fig. 4. The planar average charge densities associated with the 
electron (dashed line) and heavy-hole (solid line) ground states 
along the growth direction for a (AlSb)9(AlAs)i SL as deter- 
mined from ab initio total energy calculations. 

doped with As. ODMR studies revealed the excitonic 
character of the SL emission with the electron strongly 
localized at the As-planes and the hole excluded to the 
AlSb layers. This assignment is supported by total energy 
calculations of the electronic band structure that high- 
light the relaxation of the Al-As interlayer separation. 
A new PL band at 1.606 eV from the As-doped AlSb 
layer is ascribed to excitons bound to As-isovalent point 
defects. These studies provide a picture of the transition 
from recombination at an isoelectronic point defect to 
a planar defect. 
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The assignment of the PL to isovalent bound excitons 
also follows from the character of isoelectronic traps such 
as observed in N-doped GaP [13], Bi- and Sb-doped InP 
[14], and O-doped ZnTe [15]. In particular, it is known 
that isoelectronic impurities can form electron traps if 
their electronegativities are sufficiently larger than the 
atom of the host lattice for which they substitute. The 
electronegativity of As is indeed larger than that for Sb 
[16]. The short-range potential associated with the As- 
isovalent center traps an electron in a highly localized 
state. The exciton is formed when the Coulomb field of 
this charge binds a hole in a hydrogenic-like orbital. 
Thus, As can also be modeled as an "isoelectronic accep- 
tor" in AlSb. Following previous analyses of isoelectronic 
bound excitons in Bi- and Sb-doped InP [14], the local- 
ization energy (£l0C) of the trapped electron at the As 
impurity is estimated by 

- (£,). gMlSb ■ -EpL — E, 55 + 3 meV, (2) 

using an effective-mass acceptor binding energy (£a) of 
~ 37 meV [2]. It is interesting to note that £loc is about \ 

of that reported for the effective-mass donor binding 
energy in AlSb [2]. 

4. Summary 

Strong radiative recombination was observed from 
SLs composed of fractional or single planes of As-atoms 
separated by 8-49 MLs of AlSb, from a single As-impu- 
rity sheet in AlSb, and from an AlSb layer uniformly 
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Abstract 

Metal-semiconductor contacts are used to examine deep electronic states near the (In,Ga)P surface by deep-level 
transient Fourier spectroscopy. Towards the as-grown (In,Ga)P surface, the In mole fraction increases due to parasitic 
indium deposited from the horizontal reactor during cooling after growth. This process is accompanied by compressive 
strain, which leads to the formation of several deep-level defects near the surface of Si- as well as Zn-doped (In,Ga)P 
layers and their successive diffusion into the epitaxial layer. In contrast, Si-doped (In,Ga)P capped by a GaAs layer is 
practically free of deep-level defects. In the bulk of Zn-doped layers, a dominant hole trap is found at 0.91 eV with or 
without a GaAs cap layer. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: (In,Ga)P; Graded surface composition; Electron and hole traps; Depth profiles 

1. Introduction 

(In,Ga)P layers lattice-matched to GaAs are of vital 
importance for potential applications in semiconductor 
devices, i.e., heterojunction bipolar transistors, light-emit- 
ting and laser diodes, high electron mobility transistors, 
and solar cells. Despite a large number of investigations, 
the electrical characteristics of (In,Ga)P epitaxial layers 
are still controversial. Accurate lattice matching is a 
prerequisite for reproducible results. In addition, 
(In,Ga)P exhibits a tendency to decompose and order 
[1]. The electronic properties therefore strongly depend 
on the growth conditions. A large variety of deep elec- 
tronic levels has been consistently found in layers realized 
by several epitaxial techniques. For n-type layers grown 
by metalorganic vapor-phase epitaxy (MOVPE), dis- 
tinctly different traps have been detected with concentra- 
tions  over a  wide  range from   1011  up  to  several 
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30-20377-515. 

1 Permanent address: Department of Physics, Islamia Univer- 
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10" cm-3 [1-5]. Mostly, ordered «-type layers grown at 
temperatures above 600°C have been studied up to now. 
A deep-level analysis of p-type (In,Ga)P layers grown by 
MOVPE has not been published yet. Our investigations 
focus on Si- as well as Zn-doped (In,Ga)P layers lattice- 
matched to GaAs and grown by MOVPE at about 
580°C, where the disordered crystal structure prevails. 
Metal-semiconductor contacts have been used in order 
to examine deep electronic states near the (In,Ga)P 
surface by deep-level transient Fourier spectroscopy 
(DLTFS) [6]. 

The as-grown (In,Ga)P surface without a GaAs cap 
layer exhibits a compositional variation, which is due to 
parasitic indium deposited from the horizontal reactor 
during cooling after growth. By this process, deep-level 
defects are generated at the surface of Si- as well as 
Zn-doped (In,Ga)P layers. We find striking depth 
profiles of the trap concentrations near the as-grown 
surface of the epitaxial layers. The origin of these elec- 
tronic states in the band gap of (In,Ga)P random alloys is 
discussed. 

It is further shown that Si-doped (In,Ga)P with a GaAs 
cap layer is practically free of deep-level defects. Zn- 
doped layers with or without a GaAs cap contain a 
dominant level at 0.91 eV above the valence-band edge 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Ev, which is an effective candidate for non-radiative 
recombination. 

2. Experimental details 

The (In,Ga)P layers were grown with and without 
GaAs cap layers on highly doped GaAs(0 0 1) substrates 
at 580°C in a horizontal MOVPE reactor using TMGa, 
TMIn, DMZn, Si2H8, PH3, and AsH3 as precursors. 
Typically, V/III input ratios of 70 and growth rates of 
2.5 um/h were used. The lattice mismatch of the layers 
was in all cases smaller than 5 x 10 "4. Si- and Zn-doped 
layers were grown with carrier concentrations of about 
1 x 1017 cm"3 and thicknesses between 300 and 500 nm. 
Vacuum-deposited Ti/Au dots were applied as Schottky 
contacts. Deep levels were investigated by the DLTFS 
technique [6], where the time transients of the 
capacitance C are digitized, and the discrete Fourier 
coefficients are calculated at each temperature. The level 
concentration NT was determined according to the cor- 
rections given in Ref. [7]. Secondary ion mass spectro- 
metry (SIMS) was used to examine depth profiles of the 
composition. 

3. Results and discussion 

Fig. 1 displays typical deep-level spectra of a Si-doped 
(In,Ga)P layer grown without a GaAs cap layer for 
various values of the reverse bias. For pulse heights 
above the threshold voltage for bulk levels [8], a domi- 
nant, slightly broadened peak is found at about 365 K (cf. 
Fig. la), which originates from an electron trap El at 
0.81 eV below the conduction-band edge Ec. The small 
shift of the peak position to lower temperatures is related 
to higher emission rates at higher electric fields. Spectra 
measured with small pulse heights, which are adequate to 
examine spatially confined traps, are shown in Fig. lb for 
the same n-type (In,Ga)P layer as in Fig. la. In addition 
to the El response, sharp peaks labeled E2 appear, which 
strongly shift to lower temperatures at lower reverse 
biases. The thermal activation energy changes remark- 
ably from 0.75 to 0.55 eV. Moreover, the peak height 
rises. It is important to note that the El- and E2-related 
DLTFS peaks are totally missing in (In,Ga)P layers, 
when covered by a sufficiently thick GaAs layer. The 
concentration of other traps in these capped (In,Ga)P 
layers is found to be below 1014 cm"3. 

DLTFS curves typical of Zn-doped (In,Ga)P layers 
without a GaAs cap are given in Fig. 2 for different bias 
voltages. The peak at about 390 K in Fig. 2a with a posi- 
tion independent of the bias stems from a hole trap HI at 
Ev + 0.91 eV in the bulk of the epitaxial layer. Its con- 
centration approaches 1015 cm"3. The capture cross sec- 
tion for holes is found to be about 10"14 cm2. For lower 
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Fig. 1. Deep-level spectra (first sine coefficient b\, period 1 s, 
pulse width 0.1 s) of Si-doped (In,Ga)P without GaAs cap. The 
spectra are shifted vertically for clarity. The quiescent bias/pulse 
height values in (a) are: (1)   - 1.5/ - 1 V, (2)   - 2/ - 1.5 V, 
(3) -2.5/-2V, (4) -3/ -2.5V, (5) - 4/- 3 V, 
(6) — 5/ — 4 V, (7) — 7/ — 5 V. The quiescent bias/pulse height 
values in (b) are: (1) 0/0.2 V, (2)   - 0.2/0 V, (3)   - 0.4/ - 0.2 V, 
(4) - 0.6/- 0.4 V, (5) -0.8/-0.6 V, (6) - 1.5/- 1.3 V. The 
temperature positions of the levels El and E2 are indicated. 

300   400   500100   200   300   400   500 

Temperature (K) 

Fig. 2. Deep-level spectra (first sine coefficient M) of Zn-doped 
(In,Ga)P without GaAs cap. The spectra in (a) were measured 
with 1 s period and Is pulse width. The quiescent bias/pulse 
height values in (a) are: (1) 0.5/0 V, (2) 1/0.5 V, (3) 1.5/1 V, 
(4) 3/2 V, (5) 4/3 V, (6) 5/4 V, (7) 6/5 V. The spectra in (b) were 
measured with 0.1 s period and 0.01 s pulse width. The quiescent 
bias/pulse height values in (b) are: (1) 0/ - 0.2 V, (2) 0.2/0 V, 
(3) 0.4/0.2 V, (4) 0.6/0.4 V, (5) 1/0.8 V. The spectra are shifted 
vertically for clarity. The temperature positions of the levels HI 
and H2 are indicated. 

biases, a broad band appears at lower temperatures, 
which is analyzed in more detail in Fig. 2b with pulse 
heights of 0.2 V. The response H2 exhibits a large shift to 
lower temperatures, and the activation energy changes 
from about 0.78 to 0.58 eV. The H2 levels are not present 
in (In,Ga)P layers, when a GaAs layer is grown on top. 
The hole trap HI is found in Zn-doped (In,Ga)P layers 
with and without the GaAs capping layer. Because of 
its high concentration and large capture cross section, it 
is a candidate for non-radiative recombination. 

Since the peaks in Fig. lb and 2b are well-defined, they 
are likely due to discrete levels. For each energy, there is 
a maximum response for a certain bias, if the Fermi level 
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Fig. 3. Depth profiles of the level energies E2 in (a) and H2 in (b) 
as well as of the composition in (c) and (d) for Si- and Zn-doped 
(In,Ga)P, respectively. 

crosses the particular level. The local origin of the indi- 
vidual deep-level contributions E2 and H2 can be deter- 
mined from the thickness of the depletion layer taking the 
X effect into account [7]. The change of the activation 
energies versus bias can thus be transformed into a depth 
dependence of the level energies. Fig. 3a and b demon- 
strate that the energies of the responses E2 and H2 
substantially vary with the distance from the contact. It is 
suggested that it is always the same defect in Si-doped 
(In,Ga)P, which in Fig. 3a gives rise to the depth-depen- 
dent energy of the level E2 near the as-grown surface. For 
Zn-doped (In,Ga)P layers, the level H2 is in the same way 
related to a distinct defect with electronic properties, 
which change remarkably in a region of about 25 nm 
below the bare surface (see Fig. 3b). 

The depth-dependent properties of the traps E2 and 
H2 are due to a gradual change of the composition near 
the (In,Ga)P surface. The bare (In,Ga)P surface exhibits, 
in contrast to (In,Ga)P layers with a GaAs cap layer, 
a compositional variation, which is due to parasitic in- 
dium deposited from the horizontal reactor during cool- 
ing after growth. Figs. 3c and d display the variation of 
the Ga mole fraction as deduced from SIMS depth pro- 
files of the investigated layers. Identical compositional 
profiles appear for the Si- and Zn-doped (In,Ga)P layers 
grown under similar conditions. By comparing the depth 
profiles of the level energies with those of the Ga mole 
fraction, the compositional dependence of the levels E2 
and H2 can be determined. 

For the investigated Si- and Zn-doped random alloys 
of (In,Ga)P, the energy positions of the levels El, E2, HI, 
and H2 in the band gap are compiled in Fig. 4 as 
determined from Fig. 3. Changing the Ga mole fraction, 
the activation energy of the electron trap E2 is fixed to 
the valence band at £v + 1-25 eV, whereas the hole trap 
level H2 is attached to the conduction band at 
Ec - 1.10 eV. Both levels are obviously associated with 
different defects near the surface. The traps E2 and H2 
are resolved in Fig. lb and 2b with small pulse heights, 
i.e., under conditions for the examination of spatially 
confined levels. Nevertheless, both are associated with 

0.3        0.4        0.5 
Ga mole fraction 

Fig. 4. Positions of the levels El, E2, HI, and H2 within the 
band gap of disordered (In,Ga)P. 

: b 

(In,Ga)P:Zn 

\m 

-\ 
■ \'' HI 

A .i.i.i. 

0 50 100 150 200 250 0 50 100 150 200 250 

Depth (nm) 

Fig. 5. Concentration versus depth profiles in (a) for the levels 
El and E2 in Si-doped (In,Ga)P and in (b) for the levels HI and 
H2 in Zn-doped (In,Ga)P. The arrows at 25 nm indicate the 
thickness of the surface region exhibiting the gradual change of 
the composition. 

bulk defects, but in a region of gradual composition 
change. Thus, a certain level energy can be found only at 
a certain position. 

Depth profiles of the trap concentrations are outlined 
in Fig. 5 including the full correction according to Ref. 
[7]. Whereas the El-related defect is present near the 
surface with a density of about 1015 cm"3, it disappears 
in the n-type layer for distances more than 250 nm from 
the surface (Fig. 5a). Since a similar electron trap has 
been found in (In,Ga)P with Ga mole fractions below 
0.47 [3], its generation is apparently due to compressive 
strain. The trap El is missing in (In,Ga)P layers capped 
by GaAs. The internal strain near the as-grown surface 
obviously leads to the formation of an intrinsic defect 
with the band gap state El. From the concentration 
versus depth plot for this defect in Fig. 5a, it further 
follows that the level El is not confined to the composi- 
tionally graded surface layer of 25 nm thickness. The 
El-related defects also exist in the bulk of the (In,Ga)P 
layer, where the composition is found to be constant. 
Fig. 5a also shows that the density of the electron trap E2 
decreases exponentially with depth. At the very surface, 
the concentration is found to be in the 1016 cm"3 range. 
The diffusion processes, which lead to the depth distribu- 
tions of the El- and E2-associated defects in Si-doped 
(In,Ga)P are apparently different. In Zn-doped (In,Ga)P 
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layers, the hole trap H2 exhibits also an exponential 
decay of the concentration versus depth (Fig. 5b). But, 
it can be ruled out that the levels E2 and H2 belong to the 
same defect, because the compositional variations of 
the level energies are different (see Fig. 4). As for the 
El-related defect, the traps E2 and H2 are formed due 
to compressive strain at the bare surface. The depth 
distributions of both defects, however, extend into 
the region below the compositionally graded surface 
layer. 

4. Conclusions 

Disordered (In,Ga)P layers grown by MOVPE are 
very sensitive to local strain caused by deviations 
from the composition for lattice matching. We find 
that random alloys of (In,Ga)P, which are not capped 
by GaAs, exhibit an enhancement of the In mole fraction 
at the surface, which leads to compressive strain 
during cooling after growth and successive formation of 
deep-level defects and their diffusion into the epitaxial 
layer. It is suggested that the levels El, E2, and H2 are 
associated with intrinsic lattice defects, which minimize 
the compressive strain near the surface, e.g., Frenkel 
defects. 
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Abstract 

We investigate the intracenter transitions 5T2(D) -»■ 5E(D) of negatively charged chromium Cr2+(3d*) in GaP. The 
effect of uniaxial stress on the zero-phonon-absorption lines helps to identify the transitions and emphasizes the 
importance of the Jahn-Teller coupling of the 5D states. In GaP codoped with chromium and sulfur a new spectrum is 
observed. The stress response of the corresponding optical center evidences trigonal symmetry C3v. We identify the center 
with the (Cr2 + - S) pair on substitutional next-neighbor sites. The trigonal crystal field strongly quenches the 
Jahn-Teller coupling inherent in isolated GaP:Cr2 + . © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: , GaP:(Cr2+, S); Uniaxial stress; Jahn-Teller coupling 

1. Introduction 

From electron paramagnetic resonance (EPR) it is 
known that Cr2+ centers in GaAs, InP and GaP couple 
strongly to tetragonal phonon modes [1-3]. The ground 
state 5T2 has been found to be split by a tetragonal term 
DSf with parameter D in the range of 1-2 cm"1. In 
the optical spectra of the 5T2 -* 5E transition for 
GaAs:Cr2+ [4] and InP:Cr2+ [5] a strong and broad 
phonon sideband has been found in addition to the 
zero-phonon lines (ZPL), which also hints to a strong 
Jahn-Teller coupling. The ZPLs have been interpreted in 
terms of a dynamic Jahn-Teller model in which the 
orbital state T2 is coupled to tetragonal phonon modes 
with the coupling close to the static limit [5-7]. This 
results in a tetragonally (D2d) distorted center with the 
ground state 5B2 manifold. Furthermore, to explain 
the structure of the ZPLs the excited state 5E has been 
assumed to be much more weakly coupled to phonons so 

»Corresponding author. Tel.: 49-711-685-5150; fax: 49-711- 
685-5097. 

E-mail address: a.doernen@physik.uni-stuttgart.de (A. Dor- 
nen) 

that tetrahedral symmetry is preserved in the excited 
state. 

For GaP the situation remained unclear. In highly 
resolved absorption spectra eight ZPLs have been ob- 
served [3] whereas selection rules allow for seven lines 
only. The spectrum consisting of the series X, Y, and Z is 
shown in Fig. 1. The high-energetic line A, which does 
not fit into the level scheme as outlined above, has been 
tentatively assigned to a chromium associated defect [3]. 
To get more insight into the level scheme and into the 
importance of the Jahn-Teller coupling of the excited 
states 5E we investigated the stress response of the ZPLs 
of GaP:Cr2+ by uniaxial stress of up to 170 MPa. 
Additionally, in GaP codoped with chromium and sulfur 
a new spectrum shows up with a set of ZPLs centered at 
7155 cm-1. These ZPLs have been analyzed by uniaxial 
stress, too, and will be compared to the spectrum of the 
isolated substitutional Cr2 + ion. 

For absorption experiments with external uniaxial 
stress rectangularly shaped rods were prepared with their 
axes along the directions [001], [111], and [110], re- 
spectively. The samples were placed between a pair of 
pistons to apply stress in a flow gas cryostat at temper- 
atures of around 6 K. The measurements were carried 
out with a BOMEM Fourier spectrometer DA3 at a 
resolution of 0.1 cm-1. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00512-8 
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Fig. 1. Absorption spectrum of GaP:(Cr, S). The ZPLs at 7034 
cm"1 are due to substitutional Cr2+ [3,12]. The ZPLs centered 
at 7155 cm-1 are related to Cr and S codoped GaP. 

2. GaP:Cr2 + 

2.1. Stress response 

Absorption spectra of the lines X, Y, Z, and A with 
stress applied along the [0 01] direction have been mea- 
sured, see Fig. 2. Due to the line width, which gets rapidly 
larger with increasing stress, lines can be followed up to 
150 MPa only. Lines which shift to lower energies be- 
come weaker as the population of the initial state reduces 
with increasing stress. As Fig. 3a shows, the lines split 
linearly with applied stress. We observe four different 
slopes for the eight lines resolved in total. For stress 
along the [111] crystal axis, the response of the center is 
much smaller (Fig. 3b). No splitting is being observed. All 
lines shift parallel to higher energies. 

The experiments clearly show that the components of 
line A follow the same systematics as the components 
of the lines X, Y, and Z. As will be shown below, the 
splitting pattern also confirms the present understanding 
of a center, which is tetragonally distorted in the ground 
state 5B2 but remains tetrahedral in the excited state 
5E [3]. To discuss the stress splitting of the spin-orbit 
(SO) coupled states we make use of the fact that the strain 
only affects the orbital part of the wave function. 

According to the model introduced in Section 1, the 
orbital ground state T2 is strongly coupled to tetragonal 
e phonon modes. A spontaneous Jahn-Teller distortion 
reduces the symmetry of the center to tetragonal (D2d) 
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Fig. 2. Absorption spectra of GaP: Cr2 + with external stress 
X along the [0 01] direction. 

which splits the orbital state T2 into a low lying level B2 

(nondegenerate) and a higher lying level E (two-fold 
degenerate). The latter level is not observed since it is not 
thermally populated. Therefore, the ground state levels 
observed consist of one B2-type orbital wave function 
only. External stress removes the geometrical degeneracy 
of the three possible orientations of a tetragonal center in 
a tetrahedral crystal. The piezospectroscopic constants 
Ai and A2 of a tetragonal center as defined by Kaplyan- 
skii [8] can be used to describe the stress response of the 
orbital ground state. As long as the strain splitting is 
smaller than the tetrahedral crystal-field splitting A into 
the 5T2 and 5E level or the Jahn-Teller coupling energy, 
orbital admixtures to the ground state are small. Then, in 
first order, all SO wave functions of a specific tetragonal 
center are affected by the same energetic shift when 
uniaxial stress is applied. This has been confirmed in the 
experiments as shown in Fig. 3. Thus only the piezospec- 
troscopic constants A± and A2 are required to describe 
the splitting of the 5B2 manifold. 

The levels of the excited state 5E are split linearly for 
stress along the [0 01] direction by + b, where b denotes 
the piezospectroscopic constant of the E state. Stress 
along the [111] crystal axis does not split the orbital 
E state. Also, in this case no geometrical degeneracy 
is being lifted in the ground state. Therefore, no splitting 
is observed in the spectrum. The response to the hydro- 
static component of the stress along [111] axis is about 
20% smalle than along the [001] axis. 

When the center is excited to the tetrahedral state 
5E the memory of the tetragonal distortion is lost. This 
mechanism explains the thermalization of the low ener- 
getic lines for stress applied along the [001] direction. In 
accordance with the values of Ay, A2, and b, this shows 
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Fig. 3. The ZPLs of GaP: Cr2 +: Effect of uniaxial stress X along 
the [0 01] direction (a), and along the [111] direction (b), respec- 
tively. 

a much larger stress response of the ground state than of 
the excited state. The numerical analysis yields in units 
of cm-'/MPa:^! - ab = - 0.35, A2 - ah = 0.095, 
and b = 0.017 (ah : hydrostatic stress response of the 
excited state). The parameters show that the center with 
the tetragonal symmetry axis along the stress direction 
[001] is energetically lowered when the (compressional) 
stress increases. We therefore conclude that the 
Jahn-Teller distortion of the Cr2+ center in the ground 
state is a compressional one. 

2.2. Level scheme and origin of the line A 

For the excited state 5E the situation of the 
Jahn-Teller coupling is less clear. In previous work on 
Cr2+ in GaAs and InP a series of equidistant SO levels 
has been assumed, according to SO coupling up to sec- 
ond order including a weak dynamic Jahn-Teller coup- 
ling [5,7]. From the corresponding ZPLs of Cr2+ in 
GaP severe deviation from equidistancy has been found 
[3]. According to selection rules three electric dipole 
transitions are allowed: Xlt X2, and X3 from the ground 
state levels Ms = + 2 to the 5E states, as shown in Fig. 4. 
The highly resolved spectra indicate four absorption lines 
(Xlt X2, X3, and A) from the ground state. 

An origin of line A could arise from a Jahn-Teller 
coupling in the excited state 5E in the regime of inter- 
mediate coupling. In such a case the dynamics of the 
nuclei can be considered as a tunneling process between 
the three equivalent tetragonal distortions. In the excited 
state the center has full tetrahedral symmetry but the 
orbital E state is coupled to a vibronic level A; (Ax or 
A2). The spacing between the two states E and A, is 
denoted as tunneling splitting 3.T. Ham [9] has given 
a theory which describes the coupled states 5E and 5A;, 
including SO coupling. In the limit of small tunneling 
splitting the level 5A2 yields two states which are lying 
energetically close. These two states, which would not be 
resolved in the absorption spectrum, could account for 
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1 
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Fig. 4. (left): Level scheme of Cr2 + . The final state of line A, 
indicated as a dotted line, is discussed on the basis of a vibroni- 
cally excited state, (right): Level scheme of the (Cr2 + — S) pair. 

additional excited states (shown as a dashed line in Fig. 4) 
observed as final states of transition A. 

Like the stress response reported in Section 2.1, the 
Zeeman effect of the ZPLs confirms that line A belongs 
to the transitions 5T2 -»

5E [10]. The Zeeman effect 
describes the experiments sufficiently well by a tunneling 
splitting of r = 0.25 cm"1. 

Another possible explanation for line A emerges from 
a Jahn-Teller coupling in the excited state together with 
the action of random strains. At a specific relation be- 
tween both effects a double-peaked feature for a single 
transition can appear [11]. This could also explain the 
observation of an additional line. On the other hand, no 
further splitting has been found in the other transitions 
Yi and Y2 as well as in Zx and Z2. More work is 
required to clarify the origin of line A. 

3. Cr-S pair in GaP:(Cr2+,S) 

Absorption measurements in the temperature range of 
2 to 10 K reveal ten ZPLs in the spectrum at 7155 cm-1, 
see Fig. 1. The lines originate from a manifold of three 
levels in the ground state with the upper two levels 
separated by 5.5 and 8 cm"1 from the lowest ground- 
state level, see Fig. 4. The five excited states are split in 
total by about 4.0 cm"1. 

As Fig. 5 shows, for stress along the [001] direction no 
splitting is observed. Only five lines can be resolved when 
stress is applied, due to the slightly enhanced line width. 
For stress of up to 50 MPa the lines shift nonlinearly with 
applied stress, which indicates electronic mixing rather 
than removal of geometrical degeneracy. A linear split- 
ting of lines occurs for stress along the [111] direction. 
Up to 12 lines can be identified having three different 
slopes in the stress-dependent behavior. The splitting 
pattern is characteristic of a trigonal center. This strongly 
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response of the Cr2+ ion due to the Jahn-Teller effect, 
which is strongly quenched by the action of the trigonal 
crystal field. 
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Fig. 5. The ZPLs assigned to the (Cr2+ - S) pair: Effect of 
uniaxial stress X along the [001] direction (a), and along the 
[111] direction (b), respectively (dotted lines are a guide to the 
eye). 

supports the assignment of the corresponding optically 
active center to a Cr-S complex with the constituents on 
substitutional next-neighbor sites. 

The lines for stress along the [111] direction do not 
thermalize, all lines can be observed for stress of up to 
150 MPa. Thus reorientation of the center is not possible 
at cryogenic temperatures. Reorientation of the trigonal 
center requires site changes of an ion in this case. This 
again indicates that the origin of the symmetry lowering 
of the 7060 cm"^optical center is a Jahn-Teller effect, 
whereas in the 7155 cm~^optical center it is a bonding 
axis. Nevertheless the stress response along the [001] 
direction may be a remainder of the strong stress 
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Abstract 

Be diffusion from 0.2 um Be doped (3xl019cmT3) Ino.53Gao.47As layer sandwiched between 0.5 urn undoped 
Ino.73Gao.27Aso.5sPo.42 layers, grown by GSMBE has been studied. The samples were subjected to RTA in temperature 
range from 700°C to 900°C with time durations of 10-240 s. SIMS was employed for a quantitative determination of the 
Be depth profiles. Two kick-out models of substitutional-interstitial diffusion have been considered. To explain the 
obtained experimental results, the kick-out model, involving neutral Be interstitial species and singly positively charged 
Ga or In self-interstitials is proposed. The built-in electric field, bulk self-interstitial generation/annihilation, the 
Fermi-level and extended defect formation effects were taken into account in the simulations. © 1999 Elsevier Science 
B.V. All rights reserved. 
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1. Introduction 

Beryllium is one of the most commonly used acceptor 
dopants in the growth of III-V semiconductor com- 
pounds by molecular beam epitaxy (MBE) due to its high 
solubility and high sticking coefficient [1]. Indeed, 
the device performances of GaAs(Be)/GaAlAs hetero- 
junction bipolar transistors (HBTs) could be strongly 
improved by the reduction of the GaAs base sheet 
resistance using high Be doping levels. However, an ex- 
cessive diffusion of Be from the heavily doped base, which 
may occur during thermal post-growth technological 
processes, can cause severe degradations of the HBTs by 
reducing the emitter injection efficiency and increasing 
the generation-recombination current at the emitter/base 
junction [2]. 

The subject of this work is the modeling and sim- 
ulation of the Be diffusion during post-growth rapid 
thermal annealing (RTA) in Ino.53Gao.47As/ 
Ino.73Gao.27Aso.5sPo.42      heterojunction     structures 

»Corresponding author. Tel.: + 33-235-14-63-55; fax: +33- 
235-14-62-54. 

E-mail address: serge.koumetz@univ-rouen.fr (S. Koumetz) 

grown by gas source molecular beam epitaxy (GSMBE) 
technique. This diffusion could take place and conse- 
quently should be controlled during technological pro- 
cesses of highly Be-doped base InP/InGaAs double 
heterojunction bipolar transistors (DHBTs) with a step- 
graded collector. 

In the literature, investigations on the diffusion of 
Be in III-V heterostructures are still limited [3,4]. 
The information related to the beryllium diffusion in 
InGaAs/InGaAsP systems is not available, to our 
knowledge. 

2. Experimental procedure 

Heterostructures of Ino.53Gao.47As/ 
Ino.73Gao.27Aso.5gPo.42 were grown by GSMBE on an 
<1 0 0> oriented semi-insulating InP substrate in a V80 
system from VG Semicon. The sources for group-V were 
cracked pure arsine AsH3 and phosphine PH3 as pri- 
mary sources for As2 and P2. The group-Ill elements 
(Ga and In) and the dopant (Be) were coming from solid 
elemental sources using the standard Knudsen cells (K- 
cells). The growing sequence of the samples was as fol- 
lows: at first, a 0.1 um InP buffer layer was grown, 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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followed by a 0.5 um undoped Ino.73Gao.27 As0.58Po.4.2 
layer. Then a 0.2 urn Be-doped In0.53Gao.47 As layer with 
a doping level of 3 x 1019 cm"3 was grown. Finally, an 
undoped In0.73Gao.27As0.58P0.42 layer of 0.5 um was 
grown on the Be doped layer. The layers were grown at 
a rate of 0.8-2 um/h under "strongly" group-V stabilized 
conditions with a V/III flux ratio of 5 and a substrate 
temperature below 500°C. The values of the lattice mis- 
match (Aa/a) measured for these structures were better 
than 500 ppm. The error in layer thickness is expected to 
be not more than 5%. The post-growth RTA was per- 
formed in a halogen lamp furnace ADDAX XM using 
flowing Ar + 10%H2 gas. The resulting samples were 
depth profiled in Cameca IMS-4F SIMS (secondary ion 
mass spectrometry) apparatus using an oxygen O2 pri- 
mary beam of 5.5 keV impact energy. 

3. Results and discussion 

Two kick-out models for substitutional-interstitial dif- 
fusion (SID), under point defect nonequilibrium condi- 
tions, have been studied to obtain quantitative data fits. 
The first model is based on the neutral Be interstitials Be° 
and the singly positively ionized group III (In and Ga) 
self-interstitials Im, the second model involves singly pos- 
itively ionized Be interstitials Be* and doubly positively 
ionized group III self-interstitials I2

n
+: 

Bef+ + o Be; (1) 

where n = 0, r = 1 for the first model and n = 1, r = 2 for 
the second model; Bes" stands for the singly negatively 
charged Be substitutionals. 

Suppose that the condition of local dynamic equilib- 
rium between interstitial and substitutional Be species 
holds at any location and any moment, the law of mass 
action was applied to reaction (1): 

Q   _   Cfq 

where K is the reaction constant and Cfq, Qq, Cfq denote 
the equilibrium concentrations of Be"+, Bes" and Ifn, 

respectively, in the doped layer at the onset of annealing. 
Assuming that the diffusivity of Be interstitials D, is 

much greater than that of Be substitutionals Ds and 
taking into account the built-in electric field effect [5], 
the diffusion equation for Be species can be written as 

8Q_ 

~8t 
+ 8C. 

dt      8x\ ' 8x p   8x (3) 

hole concentration with      the      local 

0.5(CS + yCs
2 + 4nf). 

Taking into consideration the built-in electric field 
effect and the phenomenon of the bulk annihilation or 
generation of self-interstitials by dislocation climb [6], 
the rate of the group III self-interstitial concentration 
change is given by 

5C, 

~8t 8x\     8x 
n rQ 8p 

— L>\ — 
p   dx 

8Q 

dt 
fc,(C, - Cfq(p)), 

(4) 

where D, is the /Jn diffusivity and Cfq(p) = 
Cfq(Wj) x (p/jtiY according to the Fermi-level effect [5]. 
The rate coefficient of the 7fn annihilation (in-diffusion) 
or generation (out-diffusion) fc, is directly proportional to 
the dislocation density p [6]: kt = a,pDu where ar is 
a geometrical constant of the order of unity. Eqs. (2)-(4) 
were numerically solved, for each model, using an explicit 
finite-difference method [7]. In order to model the Be 
diffusion after growth, the as-grown SIMS profile was 
used as the initial depth profile in our simulations. We 
added 4, 5 and 6 s to the annealing times for 700°C, 
800°C and 900°C, respectively, to take into account the 
diffusion during the uphill and downhill temperature 
slope. On the other hand, as in the case of ternary and 
quaternary homojunctions, the extended defect forma- 
tion effect was taken into account [8,9]. The intrinsic 
carrier concentrations for InGaAs and InGaAsP 
have been calculated 
exp (-0.39eV/kBT)cm-3 

exp (-0.52eV/fcBT)cm-3 

Tables 1 and 2). 
The SIMS depth profiles were fitted using the same 

parameters Cffo), Du D{ and fc,, for InGaAs and In- 

as      «i = 1.46xl015T3/2 

and   n{ = 3.31 x 1015T3/2 

respectively   [8,9]   (see 

Table 1 
The simulation parameters used by the first model in the ternary and quaternary layers 

RTA T [°C] 700 800 900 
Compound InGaAs InGaAsP InGaAs InGaAsP InGaAs InGaAsP 

«i (cm-3) 4.0 x 10" 1.9 xlO17 7.7 xlO17 4.2 xlO17 1.3 xlO18 8.0 xlO17 

CpfoXcm-3) 1.7 xlO14 2.0 xlO14 1.8 xlO15 1.5 xlO15 1.3 xlO16 8.0 xlO15 

Cf(cnr3) 4.0 xlO16 8.5 xlO16 1.1 xlO17 3.1 xlO17 4.3 xlO17 9.1 xlO17 

Di(cm2s_1) 8.1 xl0~12 3.5xl0"12 4.0xHTu 2.2X10"11 1.5 xlO"10 l.OxlO"10 

Di(cm2 s"1) 1.7xl0-11 2.7xl0-11 7.1 xlO-11 l.OxlO"10 2.3xl0-10 3.0xl0"10 

Ms"1) 0.1 0.04 1.4 0.7 14.0 8.0 
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Table 2 
The simulation parameters used by the second model in the ternary and quaternary layers 

RTA T [°C] 700 800 900 
Compound InGaAs InGaAsP InGaAs InGaAsP InGaAs InGaAsP 

nj(cm"3) 4.0 xlO17 1.9 xlO17 7.7 x 1017 4.2 x 1017 1.3 xlO18 8.0 x 1017 

CfCttiXcm-3) 2.6 xlO12 1.2 xlO12 4.0 xlO13 2.0 x 1013 3.9 xlO14 2.1 x IO14 

Cfq(cm-3) 1.1 xlO17 2.8 xlO17 2.5 x 1017 6.0 xlO17 7.8 xlO17 1.6 xlO18 

D, (cm2s_1) 1.4xl0-11 8.0 xlO-12 7.0xl0"u 5.0x10-" 2.7 xlO"10 2.3xlO"10 

Di(cm2 s"1) 4.2 xlO-11 6.7 xlO-11 1.7 xKT10 2.4xHT10 5.4 xlO'10 6.9xl0"10 

k (s-1) 0.1 0.04 1.4 0.7 14.0 8.0 

GaAsP layers, which were found, using the first and 
the second models, for ternary and quaternary homo- 
structures respectively [8,9]. Their values, for the first 
and the second models, respectively, are listed in Tables 
1 and 2. The equations that fit those parameters are as 
follows: 

Figs. 1 and 2 show the Be SIMS concentration profiles 
of the samples annealed at temperatures 700°C, 800°C for 
60, 120 s and at 900°C for 10, 20 s; as well as the 
simulated Be depth distributions according to the two 
kick-out models. It can be seen that the kick-out model 
involving the Be° and Im species gives better simulation 

InGaAs 
Cfirii) = 1.90 x 1025 exp ( - 2.13 eV/fcBT) cm-3 

D, = 2.20 x IO-* exp ( - 1.44 eV/fcBT)cm2 s" \ 
Ds = 7.34xl0_5exp(- 1.28eV/feBT)cm2 s_1, 
fe, = 6.50 x IO11 exp ( - 2.48 eV/feB T) s " \ 

for the first model and 

InGaAs 
C\\nJ = 1.43 x IO25 exp( - 2.46 eV/kBT)cm~3, 
D, = 4.43 x IO-4 exp( - 1.45 eV/kBT) cm2 s"1, 
D; = 1.38 x IO-4 exp( - 1.26 eY/kBT) cm2 s~\ 
fe, = 6.50 x IO11 exp( - 2.48 eV//cBT) s"\ 

for the second model [8,9]. 

Cftih) = 4.98 x IO23 exp (- 1.81 eV/feBT)cm 

Df = 1.21 xlO" 3 exp(- -1.65eV/feBT)cm2s_ 

Dt = 3.68 xlO" 5 exp (- -1.18eV/feBT)cm2s_ 

*,= 1.31 xlO1' exp(- 2.62eV/feBT)s_1 

InGaAsP 
C,eq(ni) = 1.72 x IO25 exp( ■ •2.54eV/fcBr)cnr 
D, = 2.78 x IO-3 exp( - 1.65 eV/feBT) cm2 s" 
Di = 5.93 x 10_ 5 exp( - 1.15 eV/kBr) cm2 s" 
fe, = 1.31 x IO12 exp( - 2.62 eV/feBT) s'1 

700°C 60s ->JC> 
 SMS 
 Simulation Be° 

1019 

900°C 10s-WV K 800°C 60s 

IO18 If    / 
\\ 

\ 

IO17 

Mi       1 
M'     1 

III   .1 
1 

s 
0 2                            0.4 0.6 0.8                           1.0 

Depth (urn) 

Fig. 1. The Be SIMS data and the simulated results for the 
samples annealed at 700°C and 800°C for 60 s, and at 900°C for 
10 s. 

Fig. 2. The Be SIMS data and the simulated results for the 
samples annealed at 700°C and 800°C for 120 s, and at 900°C for 
20 s. 
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results than that using the Be;
+ and I,2

n
+ species, as in the 

case of the ternary and quaternary homostructures [8,9]. 
The data presented in these figures show relatively low 
Be gettering [10] at InGaAs/InGaAsP interfaces. This 
phenomenon, not taken into account in our simulations, 
could be responsible for lower Cfq values for InGaAs 
layers in heterostructures in comparison with these for 
InGaAs layers in homostructures [8]. 

4. Conclusion 

We have shown that Be diffusion in Ino.53Gao.47As/ 
Ino.73Gao.27Aso.58Po.42 heterostructures can be de- 
scribed by kick-out models of SID. The Be interstitial 
diffusivity, the rate coefficient of self-interstitial genera- 
tion or annihilation, the self-interstitial diffusivity, the 
self-interstitial equilibrium concentration, and intrinsic 
carrier concentration, all as a function of temperature are 
obtained for two models. The kick-out model, involving 
Bef and Im species, gives better simulation results than 
that using Be;+ and Ijn" species. 

indebted to C. Dubois for help in SIMS analysis and P. 
Blanconnier for performing RTA. 
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Abstract 

Infrared vibrational absorption spectra show that semi-insulating layers oflnP grown by metal-organic vapour-phase 
epitaxy and doped with CC14 incorporate high concentrations of isolated carbon atoms and H-C pairs. Analyses of the 
spectra demonstrate that the carbon atoms occupy phosphorus lattice sites and are acceptors. The 12CP line is broad 
( ~ 1.2 cm"1) with a sharp central feature ( ~ 0.15 cm-1). Homogeneous broadening by random electric fields from 
immobile charged impurities leads to an explanation of this observation. © 1999 Elsevier Science B.V. All rights 
reserved. 

PACS: 81.05.Ea; 63.20.Pw; 67.80.Mg 

Keywords: InP : C; Internal electric fields; Infrared absorption; LVM line shapes 

1. Introduction 

Studies of the localized vibrational modes (LVM) of 
carbon atoms in GaAs, AlAs and GaP show that they are 
acceptors occupying group V lattice sites. Our under- 
standing of InP : C is however unclear, as some epitaxial 
layers are n-type, implying that carbon atoms occupy In 
lattice sites (Q„) [1]. The only spectroscopic evidence is 
the observation by Raman scattering of a gap mode at 
220 cm"1 in n-type InP [2] but an expected high-fre- 
quency LVM from CIn donors was not detected. Other 
InP : C layers, doped from CC14, and grown by metal- 
organic vapour-phase epitaxy (MOVPE) at T ~ 480°C 
were semi-insulating, although secondary ion mass 
spectrometry (SIMS) measurements showed high 
concentrations of carbon (1018-1020cm~3) [3]. Our 
recent infrared (IR) LVM measurements of such samples 
demonstrated that CP acceptors ( ~ 50%) were present, 
together with H-CP pairs (~ 50%) [4]. The samples 
were fully compensated by unknown donors (possibly 

* Corresponding author. Tel.: + 44-207-594-6666; fax: + 44- 
0-207-581-3817. 

E-mail address: r.newman@ic.ac.uk (R.C. Newman) 

PIn anti-site defects [5] or VH4 defects [6]). The 
CP LVM has an unusual line shape and we now propose 
that this is due to perturbations arising from randomly 
distributed internal electric fields that are present be- 
cause the layers are compensated and there are no mobile 
carriers to screen the charges. 

2. Experimental details 

Three semi-insulating InP epitaxial layers (MR923, 
MR950 and MR949) (Table 1) were grown by low-pres- 
sure MOVPE on (1 0 0) InP substrates at 500°C, using 
the precursors PH3 and In(CH3)3, and were doped using 
CC14 diluted with H2. SIMS measurements of 1H, 12C, 
160, 35C1 and 115In led to determinations of the layer 
thicknesses (4.2, 10.3 and 8.0 urn) and the various impu- 
rity concentrations: further details are given in Ref. [4]. 
IR absorption measurements made at 10 K with a resolu- 
tion of 0.01cm-1 allowed concentrations of isolated 
12C impurities of 1.8, 2.3 and 5.4 x 1018 cm"3 (Table 1) 
to be determined by assuming that an integrated ab- 
sorption coefficient IA = 1 cm"2 corresponds to 
[C]=0.7xl016cm-3 (as for GaAs). The LVM fre- 
quency is located in the gap of the 2-phonon density of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00514-l 
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Table 1 
Carbon concentration [C] and fitted parameters for the three 
samples 

Sample MR949 MR923 MR950 

[C] 5.4 1.8 2.3 
(1018cm-3) 
w* 0.25 0.12 0.175 
(cm"1) 
y 0.07 0.028 0.07 
(cm-1) 
a)*/[C]2'3 8.1 8.1 10.0 
(l(TI4cm) 

perfect lattice modes, (from 517.5 to 612.4 cm-1) [7]. 
Consequently, decay into two lattice phonons cannot 
occur, leading to very sharp lines. 

3. LVMs of isolated carbon atoms and H-C pairs 

Expanded plots (Fig. 1) of a line at 546.9 cm-1 show 
a broad profile with a width A ~ 1.2 cm-1 and a sharp 
central feature with A ~ 0.15 cm" *. A second very weak 
line at 526.8 cm-1 is similarly broad: a corresponding 
sharp feature was not resolved but there was high back- 
ground noise. The ratio of the IAs of 0.8 + 0.2% (average 
for three samples) led to assignments of the lines to 
12C and 13C, respectively, consistent with the natural 
abundance of 13C of 1.1% and the mass difference. The 
two frequencies, wimp, should then satisfy the relation- 
ship, 

(«imp)2 = /c[l/mimp + l/(xMNN)], 

where k is a force constant, m-, 

(1) 

is the mass of the 
impurity and MNN is the mass of a nearest neighbour. % 
is a numerical factor that has a value deduced from 

experiments of ~ 2 for all known isotopic tetrahedral 
substitutions. An acceptable value of x = 1-5 (see Ref. 
[8]), is obtained with an assignment of the lines to 
CP(MNN = MIn = 114.9 amu: 95.7% abundance) but an 
assignment to Cla(MNN = MP = 31 amu) leads to an 
unacceptably high value of % = 5.6. 

A previous suggestion [4] that there might be a very 
weak feature at 528.5 cm"1 due to 13CIn is discounted. 
Thus there is no evidence for the presence of these do- 
nors. However, we now report an LVM at 1091.0 cm"1 

downshifted by 2.8 cm-1 from double the frequency of 
the 12CP fundamental mode and with a relative strength 
of ~ 1%. This line is assigned to the second harmonic of 
the 12CP mode. 

A line at 521.1 cm"1 is assigned to one of the two 
transverse E-modes of H-12CP pairs. More importantly, 
an LVM at 2703.3 cm"1 and a weaker ( ~ 1%) line at 
2696.6 cm"1 are assigned to the stretch modes of H-12CP 

and H -13CP, respectively [4]: another line at 413.5 cm-1 

is assigned to the longitudinal symmetric AJ1" mode. 
These data allow the longitudinal force constants for the 
H-C pair centre to be estimated (see Ref. [9]). In the 
model, the H and C atoms are each coupled to infinite 
masses by springs with force constants fcjj and kc, respec- 
tively, and to each other by a spring with constant fcn-c- 
The calculated value of k^ = 71 N m"1 depends princi- 
pally on the separation of the H-12CP and H-13CP 

modes but fc£ = 68 Nm"1 and /cfj-c = 394 Nrn-1 are 
determined primarily from the At and A{ frequencies. 
Values of k\-c for GaAs, Al As, and GaP show only 
small changes, implying negligible changes in the H-C 
bond length: k\ is always small, (a weak hydrogen-group 
III atom interaction): k\ has values greater than 
100 N m"1 for GaP, AlAs and GaAs, but a lower value of 
68 N m"x for InP, consistent with the known weak inter- 
action of C-In bonds. These comparisons support the 
interpretation that the H-atom occupies a bond-centred 
site and is bonded directly to a CP acceptor. 

1000 

E 800 

600 

: 400 - 

200 =—"= 

546 547 548 

Wave number (cm1) 

Fig. 1. Absorption coefficients for samples MR949 (top), 
MR923 and MR950 (bottom) with offsets of 350, 200 and 
0 cm"1, respectively. Continuous lines are experimental results: 
dashed lines are from theory with the parameters given in 
Table 1. 

4. The line shape of the LVM of carbon acceptor 

We now show that electric field broadening by ran- 
domly distributed immobile charged carbon impurities 
and compensating defects provides a satisfactory ex- 
planation of the line shape of the 12CP LVM. Statistical 
theories of inhomogeneous line broadening go back to 
the work of Markoff [10]. For the effects of random 
electric fields on our triplet LVM absorption line, we 
require the statistical distribution of the total resultant 
electric field arising from all possible configurations of 
the positions of the impurities - the mean value is, of 
course, zero. This is the approach originally used by 
Holtsmark [11] in a study of broadening of spectral lines 
from molecules. His expression for W(E), the three-di- 
mensional probability distribution for the field from 
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a random distribution of charges, is 

4KE
2
W(E}=— H(E/E0), (2) 

E0 

where H(ß) = (2ß/n)^ds sin (ßs)s exp( - s3/2) is shown in 
the top part of Fig. 2. The reference electric field strength, 
E0, is defined by 

2TO 
E0= — 

£ 
T^Pk\Zk\312 

2/3 

(3) 

where the charge and number density of defects of type 
k are Zke and pk, respectively. Note that the probability 
distribution depends only on the magnitude of E and not 
on its direction. 

The normalised absorption spectrum is 

/(fl)) = 4I AE W{E)ö{co - (Oj{E)}, (4) 

where (Oj{E) are the frequencies of the triplet after split- 
ting by the perturbation - E.M with M denoting the 
dipole moment associated with the atomic displace- 
ments. For any given direction of E the triplet is split by 
amounts that are proportional to the magnitude E. The 
frequency shifts may be denoted by h~1JtE2.j(£) where 
Jt is the matrix element of M between any two of 
the triplet excited eigenstates. The middle part of 
Fig. 2 shows D(X), the density distribution of the kj{E) for 
j = 1, 2 and 3 and all directions of E. This may be 
considered as an accumulation of the appropriately 
scaled frequencies resulting from a single charged impu- 
rity moving over a sphere. D{X) is normalised to unity. 

-113       5      7 
Reduced frequency 

Fig. 2. Steps in the theory: top panel is the Holtsmark function; 
middle panel is the distribution of eigenfrequencies at fixed field 
strength; bottom panel combines these, as in Eq. (6), (heavy line 
with y = 0 and light line with y = 0.3co*). 

For given E each of the three Xj(E) falls into one of the 
three separated sections of the plot. The sharp peaks at 
0 and + 1 are in fact logarithmically divergent. Denoting 
the frequency of the unbroadened line by co0 and writing 
co* = JiE0fh Eq. (3) may be rewritten as 

v '    co*   V    co' 

co0 

where 

G(S) = 
1     / E \   fcoE0 

E    \E0J  V E 

(5) 

(6) 

The function G is shown as the bottom part of Fig. 2. The 
singularity at G(0) survives since this occurs for every 
value of E, but the other two singularities are spread into 
shoulders at positions that relate directly to the max- 
imum in the Holtsmark distribution. 

To make comparison with the experimental line 
shapes other sources of broadening (e.g. from strains or 
instrumental broadening) have to be taken into consid- 
eration. We do this by replacing the delta function in 
Eq. (4) with a normalised Lorentzian of HWHM y. The 
second trace in the bottom part of Fig. 2 shows the result 
of introducing extra broadening with y = 0.3o>*. The 
theoretical traces shown in Fig. 1 are obtained by setting 
the parameters co* and y as in Table 1. If the compensa- 
tion mechanism is the same in all samples and no other 
charged defects are present in significant quantities we 
would expect from Eq. (3) that co* would be proportional 
to the concentration of carbon impurities to the power § 
and, as demonstrated in Table 1, this is borne out in our 
three samples. The value of Jl~ e x (0.02 A) required to 
achieve this agreement with the experimental line shapes 
turns out to be not unreasonable when a comparison is 
made with the strengths of the second harmonic. 

In conclusion, the IR data indicate that carbon atoms 
are located on phosphorus lattice sites and that their 
unusual line shape is explained by broadening due to 
random electric fields. 
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Abstract 

The electronic and structural properties of [Pin]
(n) antisite clusters in InP are calculated using first principles total 

energy calculations. The results for the corresponding energy dispersions indicate that when n increases, from 1 to 4, an 
electronic confinement tendency is observed, mainly for clusters in two-dimensional topology. The calculations also 
indicate that the clustering of PIn antisites, forming low-dimensional systems, is an energetically favourable process, as 
the antisite relative formation energy is reduced when the number n increases. © 1999 Elsevier Science B.V. All rights 
reserved. 
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1. Introduction 

The confinement of high carrier concentrations has 
been an intensive area of study, particularly in doped 
III-V compounds [1] it has been recognized to be one of 
the most promising electronic material system, besides to 
provide an excellent area for the understanding of the 
quantum effects. Recent experimental results indicate 
the possibility of epitaxial growth of n-type modulation 
doping in InP-based heterostructures, where intrinsic 
defects can provide high concentration of carrier density 
[1]. The mechanism responsible for the n-type conduct- 
ivity has been attributed to an abundant presence of 
PIn antisites, introduced during off-stoichiometric InP 
growth at low temperature [2]. The presence of carrier 
density has been explained by the autoionization of the 
PIn, via the excited (0/ + ) level [3]. The antisite defects in 
III-V materials have been intensively studied, and parti- 
cularly in GaAs, arsenic antisite (EL2 defect) is respon- 
sible for the semi-insulating behavior [4,5]. In InP the 
presence of these defects seems to have different character 
compared to other III-V compounds, and the origin of 

»Corresponding author. Tel.:  + 55-11-818-7039; fax:  + 55- 
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the conductivity is still not clear, and the chemical nature 
of the donors is unknown. High carrier concentrations 
are observed, implying high concentrations of defects, 
with the possibility of the presence of antisite complex 
defects and the formation of low-dimensional systems 

In this work, a systematic first principles calculations 
of the electronic and structural properties of PIn antisites 
is performed to discuss the confinement of the carrier 
density and the formation of antisite complex defects. 

2. Method of calculation 

The Kohn-Sham equations are solved in a basis of 
plane waves within local density approximation (LDA) 
[6]. The total energy and band-structure are self-consis- 
tently calculated, using norm-conserving fully separable 
pseudopotentials [7,8]. The ft-summation in the reduced 
Brillouin zone has been checked to ensure a good de- 
scription of the charge density and, consequently, the 
total energy. The ^-sampling to describe correctly a sys- 
tem is dependent on the supercell size. A Chadi-Cohen 
[9] special points analysis is performed for different 
supercell sizes. Our results show that for 128 atoms 
supercell, the T-point describes appropriately the defect 
character and the ionization energies [10,11]. This is 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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checked by the observation of similar results obtained 
using the first Chadi-Cohen special points for the same 
supercell in InP systems. The total energy convergency is 
reached to 20 Ry kinetic energy cutoff with the equilib- 
rium lattice constant for bulk InP ofo5.82 A, which is 
close to the experimental value, 5.87 A. The calculated 
band gap is 1.05 eV (difference between eigenvalues), 
which is smaller than the measured value 1.42 eV, as is 
expected in LDA-calculations. All studied systems have 
been relaxed until forces are lower than 0.025 eV/A. 

3. Results and discussions 

Discussions on the origin of the n-type conductivity in 
InP growth at low temperature based on first principles 
calculations are presented elsewhere [12]. Isolated 
PIn neutral antisites (Fig. la) present a defect level inside 
the band gap, located around 0.70 eV from the valence 
band maximum (VBM) (at the F point), similarly to 
obtained by previous works [4,13]. This one-particle 
energy level presents a relative large energy dispersion 
(0.31 eV) along the r-X direction for unit cell with 128 
atoms. This dispersion can be attributed to the interac- 
tion between the defects in the adjacent supercells, and is 
related to the origin of n-type conductivity, which comes 
from the auto-ionization of the antisite defect level, due 
to the interaction among them, in high concentration 
regime of PIn antisites. Small dispersion means more 
confinement. For the neutral charge state, a breathing 
mode relaxation of 0.16 A of the impurity nearest neigh- 
bors is obtained. 

Considering two nearest-neighbors PIn (see Fig. lb), 
forming the complex defect [Pta]

(2), two energy levels 
result in the gap, one at 0.77 eV and another at 0.20 eV 
above the VBM. The energy dispersions of the last occu- 
pied defect level in the rx direction is 0.17 eV. Both 
P impurities suffer a displacement towards each other by 
just 0.04 A, while their nearest neighbors are displaced 
around 0.16 A towards the impurities, maintaining al- 
most the same relaxations observed for the nearest neigh- 
bors for the single PIn defect. The displacements between 
the two antisites are small due to the characters of the 
bonds. 

For n = 3, we consider two possible configurations, 
one with the 3 antisites in the nearest-neighbor positions 
(3nn) (Fig. lc), another with 2 antisites in the near- 
est-neighbor positions and the third one in the next 
nearest-neighbor position (2nn + lnnn). In the second 
configuration, the distances between the P-impurities are 
kept almost the same of the In bulk atomic positions. In 
this configuration, the P-nearest neighbors to the impu- 
rities have two kinds of bonds: bonding and antibonding 
characters. Some bond lengths are reduced up to 0.34 Ä, 
while others are increased up to 0.25 A. We observe that 
each antisite always presents one bond with strong 

(a) 
(0.00 eV) 

(b) 
(-0.09 eV) 

(-0.40 eV) 

Fig. 1. Schematic representation of the 2D antisite clusters 
formation for: (a) one antisite; (b) two antisites; (c) three antisites 
(3nnn); (d) four antisites (4nnn), and (e) (5(PIn)-system. White balls 
represent In atoms and black balls P atoms. The energies in 
parenthesis are not normalized by the number of antisites. 

antibonding character. In the (2nn + lnnn) configura- 
tion an energy dispersion of 0.15 eV for the upper level. 
This dispersion is smaller than the corresponding disper- 
sion for the single defect PIn antisite. 

For n = 4, two configurations are considered, one with 
the 4 antisites in the nearest-neighbor positions (4nn) 
forming a small three-dimensional (3D) cluster of PIn, 
and another with the 4 antisites in the closest positions in 
the same plane (0 01), forming a two-dimensional (2D) 
cluster (Fig. Id). The last one is more stable by 0.12 
eV/antisite related to the first one. For the 4 antisites in 
the same plane, the calculated dispersions of the last 
occupied defect level are 0.01 eV along the FZ direction, 
perpendicular to the (001) plane, and 0.23 eV along the 
FX direction, parallel to the (001) plane. 

Fig. 2 shows the energy dispersions of the last occupied 
defect levels with n for 1-4. It is possible to observe the 
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Fig. 2. Energy dispersions of the last occupied defect levels for 
the [Pin]1"' with n up to 4. 4(2D) is the dispersion perpendicular 
to the 2D plane. The dispersion lines for n = 4 are assumed 
straight to represent the calculated dispersions for the limits in 
the r and X points. 

tendency of the system to confine the electronic levels as 
the number n increases, in this case a carrier confinement 
with 2D character. 

To consider the total energy calculation of <5(PIn)- 
system (Fig. le), we use a tetragonal unit cell [14,15], 
with 2x2 interface periodicity, and half a monolayer of 
PIn antisites in a plane perpendicular to the growth 
direction (0 01) are introduced. The distance between two 
ö layers, along the (001) direction, is equal to four lattice 
parameters of InP, « 23 A. The full relaxation of InP 
atomic layers results a Pi„-P (first neighbours) bond 
length of 2.41 A, which corresponds to the tetrahedric 
displacement of 0.11 A towards the PIn antisite position, 
showing a very localized relaxation around the <5-PIn 

plane; The In-P bond length (near to the <5-plane) is 
2.51 A, which is very similar to the bond length of the 
bulk InP (2.52 A), conserving the covalent character of 
these bonds. 

In order to verify the possibility of the formation of 
[PIn]

(n) antisite clusters, we have calculated the total 
energy differences between n antisites, close to each other, 
and n isolated PIn antisites. These total energy differences 
can be written as 

,[A£W]=AE[Pln3" -AE[PIn]<"=1>, 

where A£[Pin]
(") represents the total energy difference 

between a supercell of InP, with a cluster of n (n = 1, 2, 3 
and 4) PIn antisites and a supercell of InP free of defects 
(n = 0). For an isolated P antisite, the lowest energy 
formation, in P-rich growth condiction materials, is 

1 2 3 4 °° 

Number of Pln antisites 

Fig. 3. Relative formation energy per antisite as a function of the 
number n of PIn antisites. Full squares are the energies corre- 
sponding to 3D defect clusters and full balls are the 2D defect 
clusters. The zero reference is the total energy difference between 
a cell of pure crystal and the same cell with one PIn. 

around 2.0 eV12. We obtain a reduction of the total 
energy by 0.04 eV per antisite for two near-neigh- 
bour antisites (<5[A£("=2)] = - 0.04 eV). For n = 3, 
forming a 3D cluster (3nn), the total energy decreases 
by 0.03 eV compared to one antisite (n = 1). For the 
(2nn + lnnn) case, forming a 2D cluster, the total energy 
decreases 0.1 eV compared to the isolated antisite, 
5[A£("=3(2nn+lnnn))] = - 0.1 eV. For n = 4 (4nn) case, 
forming a 3D cluster, the total energy also decreases by 
0.17 eV, 5[A£"=4(4nn,)] = - 0.17 eV, and forn = 4 form- 
ing a 2D cluster, a planar topology, the total energy 
decreases by 0.29 eV. The relative formation energy per 
antisite as a function of the number of antisites can be 
seen in Fig. 3. 

The reduction of the total energy (5[A£(n)]), as a func- 
tion of the number n of antisites, up to n = 4, mainly in 
a planar topology for PIn, suggests the possibility of the 
formation of a planar <5(PIn)-system. Similar structures 
have been proposed, like InAs/AlSb interface [16], where 
the source of the donors was suggested to be antisite 
defects in a ^-configuration. The reduction of the total 
energy, for this configuration, is equal to 0.37 eV, 
<5[A£] = - 0.37 eV per antisite, which indicates that the 
formation of PIn antisite, in a <5-PIn configuration, is 
energetically more favourable than the formation of 
PIn antisites isolated to each others. 

4. Conclusions 

The obtained results indicate that, when n increases 
from 1 to 4 PIn antisites, a confinement tendency is 
observed. The energy dispersions of the last occupied 
defect levels are 0.31 eV for n = 1, 0.17 eV for n = 3, and 
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0.01 eV for n = 4 in a two-dimensional system. Our total 
energy calculations also show that the clustering forma- 
tion of PIn antisites is an energetically favourable process. 
The relative formation energy per antisite decreases as 
the number of antisites (close to each others) increases. 
The planar topology, 2D clusters, has been shown to be 
more stable than the 3D clusters. The reduction of the 
antisite relative formation energy in a 2D configuration 
suggests the formation of a low-dimensional system, 
<5-P,n. 
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Abstract 

We have studied the structural and electronic properties of lattice-matched InP/InGaAs superlattices with planar 
doping with Si in the center of the barrier layers, using X-ray spectroscopy, transport and photoluminescence (PL) 
measurements. The formation of superlattice minibands can be seen in the Shubnikov-de Haas (SdH) spectra. The PL 
spectra show an emission band at high energies, which is associated with carriers confined by the superlattice. As the 
thickness of the barriers was made smaller, the SdH oscillations decreased in frequency and the PL high-energy emission 
band narrowed, due to a reduction in the density of free carriers. A possible cause for this is the greater probability of 
the Si atoms being incorporated into acceptor sites, located within the interface layers, in samples with thinner 
barriers. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: InGaAs; InP; Interface; Superlattices 

1. Introduction 

Lattice-matched InGaAs/InP-based heterostructures 
have attracted wide interest due to their important ap- 
plications in optoelectronic devices. In this work we 
studied InP/InGaAs superlattices doped with Si in the 
middle of the InP barriers. To investigate the influence of 
the tunneling probability of carriers through the barriers 
and of the density of carriers upon the properties of these 
systems we studied them as a function of the thickness 
of the barrier layers. The present work is distinguished 
from previous investigations [1-6] by the high density of 
free carriers present in our samples. The manifestation of 
free carriers in the transport and optical properties is 

♦Corresponding author. Tel: + 55-11-818-7049; fax:  + 55- 
11-818-6984. 
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correlated with the structural properties of the system, 
which are deduced from the X-ray spectra of the samples. 

2. Experimental 

Samples were grown by LP-MOVPE in an AIX200 
reactor at 640°C and 20 mbar, using semi-insulating InP 
substrates, in the (1 0 0) direction. The sources used in 
the growth were TMIn, TMGa, arsine and phosphine. 
The growth rate was approximately 5As. The 
InGaAs/InP superlattices consisted of nominally lattice- 
matched InGaAs wells separated by InP barriers 
(15 periods); The well thickness of the InGaAs layers was 
fixed at 50 A; the samples differed in the thickness of the 
barrier material. The samples were delta-doped with Si in 
the middle of the InP layer. To achieve this, growth was 
interrupted halfway through the deposition of the bar- 
riers, by cutting the flux of TMIn. After 2 s, silane was 
introduced into the growth chamber, with a flux of either 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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7.4 or 10 (in arbitrary units of flux). A new delay of 2 s 
was applied before resuming the growth, by restarting the 
TMIn flux. Growth interruption for 2 s was also em- 
ployed at the interfaces. To start the growth of an In- 
GaAs on top of InP, the TMIn and phosphine fluxes 
were suspended; after a 2-s delay, fluxes of TMIn, TMGa, 
and arsine were introduced into the growth chamber. To 
resume the growth of InP on top of the new InGaAs 
layer, the TMIn, TMGa and arsine fluxes were sus- 
pended, and after a delay of 2 s TMIn and phosphine 
were reintroduced into the reactor. 

The X-ray measurements were performed with a com- 
mercially available double crystal X-ray diffractometer 
around the (4 0 0) diffraction peak of InP. The collection 
time per data point was 1 min and the density of points 
was one per 3-arcsec. The period of the superlattices and 
the alloy composition were determined assuming abrupt 
interfaces. The conventional measurements were carried 
out with the detector at a fixed position, while in the 0/26 
experiments both the detector and the sample were 
moved simultaneously. Transport measurements were 
made on etched Hall bars. The sample was inserted inside 
a cryostat, which contained a superconducting coil, 
which supplied a magnetic field of 0-17 T. The temper- 
ature of the sample could be controlled within the 
2-300 K interval. Photoluminescence measurements 
were made using a 0.75 m SPEX monochromator. Exci- 
tation of the sample was done using a 640 nm, 10 mW 
diode laser. Light was conveyed to the sample and col- 
lected from the sample using optical fibers. A Ge detector 
using standard phase-sensitive techniques gathered the 
PL signal. 

3. Results and discussion 

The alloy composition and the superlattice period 
were deduced from the X-ray spectra of the samples; the 
values obtained are shown in Table 1. This shows that 
the structures with 50 and 40 A barriers are lattice 

matched, whereas in the structures with a barrier thick- 
ness of 30 A the In content in the ternary layer is smaller 
than intended, leading to tensile strain in the ternary 
layer. A simulation of the X-ray spectrum was done for 
sample 327, using dynamical diffraction theory, which 
suggested that at each interface a thin strained layer 
exists, which is 2-3 monolayers wide, in agreement with 
previous investigations [2]. The strain built up at the 
interfaces enhances the X-ray satellite peaks [3]. 

Hall measurements as a function of temperature in the 
range 4.2-300 K were made for all samples. It is found 
that the carrier density is constant in the whole temper- 
ature range, indicating the absence of electron traps in 
the structure. The Hall mobility was constant in the 
range 4.2-100 K, above which temperature the mobility 
decreased due to the thermal activation of phonons. The 
Hall density and mobility at 4.2 K are shown in Table 1 
for all samples. 

The Shubnikov-de Haas (SdH) spectra of the samples 
were measured at 2 K in the range of fields 0-17 T. The 
Fourier transform of the SdH curves, plotted against 1/5, 
are shown in Fig. 1. We can see that for the samples with 
the largest barrier thickness (50 A) a single dominant 
peak characterizes the Fourier transform. As the thick- 
ness of the barrier is made smaller (40 A), this Fourier 
develops a doublet structure and for the smallest barrier 
widths (30 A) two peaks are completely resolved. This is 
an evidence of the formation of minibands. The Fermi 
surface evolves from a simple cylindrical shape (in the 
samples with thick barriers), which has a single extremal 
cross-sectional area, into a cylinder with a strongly 
modulated cross-section, which has two extremal cross- 
sectional areas ('belly' and 'neck') [7]. According to the 
semiclassical theory, the magnetoresistance oscillations 
are periodic in inverse field, displaying a set of periods 
that are associated with each one of the extremal cross- 
sectional areas of the Fermi surface. We denote the 
periodicities of the magnetoresistance oscillations in 
our superlattices by A(l/B)Nesk and zl(l/B)BelIy. The 
sheet density of carriers can be estimated by using the 

Table 1 
Parameters of the samples studied, d and x are the period of the superlattice and the indium content in the ternary layer, respectively, as 
deduced from the X-ray spectra. nHaii and pHM are the Hall density per superlattice period and mobility, respectively. nsdH is the sheet 
density of carriers obtained from the Shubnikov-de Haas spectra by the use of Eq. (1) 

Sample Silane flux d(k) X "Hall /'Hall "SdH 
(arb. units) (cm"2) (cm2/Vs) (cm-2) 

327 10 97 0.54 4.2 xlO12 4320 4.7 xlO12 

326 7.4 95 0.54 3.3 xlO12 6440 3.5 xlO12 

331 10 86 0.53 3.4 xlO12 5460 3.4 xlO12 

332 7.4 86 0.52 2.6 xlO12 5120 3.0 xlO12 

334 10 75 0.46 1.8 xlO12 3360 1.9 xlO12 

333 7.4 77 0.44 1.6 xlO12 3330 1.7 xlO12 
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Fig. 1. Fourier transforms of the SdH spectra of the samples at 
T = 2K. The number of the sample corresponding to each 
curve is indicated. The shaded area is the region of the spectrum 
associated with carriers occupying states in the fundamental 
electronic miniband. 

0.8 0.9 1.0 

energy (eV) 

Fig. 2. Photoluminescence spectra of the samples at T = 2 K. 
The number of the sample corresponding to each curve is 
indicated. The shaded area is associated with the recombination 
of electrons confined by the superlattice potential and photoex- 
cited holes. The dips in the spectra at the energies indicated by 
the dashed lines are due to absorption in the optical fiber used 
for light collection. 

tight-binding approximation for the miniband disper- 
sion, in which case the density of carriers will be given by 

nSdH —" 
Belly V-D/Neck. 

(1) 

The carrier density estimated from the Shubnikov-de 
Haas spectra, obtained by the use of Eq. (1) is shown in 
Table 1. Fair agreement is obtained between the Shub- 
nikov-de Haas and the Hall density of carriers, indicat- 
ing that most of the free carriers in our samples occupy 
quantum states belonging to the fundamental electronic 
miniband. Samples 326, 331 and 332 also display a low- 
frequency oscillatory magnetoresistance, which might be 
due to a small population of electrons in the excited 
electronic miniband. The most striking feature, however, 
is the shift of the whole of the spectrum to lower frequen- 
cies as the thickness of the barriers is reduced, indicating 
a decrease in the density of free carriers. 

Fig. 2 shows the photoluminescence of the samples at 
2 K. A wide emission band centered on 0.9 eV character- 

ized all spectra. At the high-energy side of this emission 
band, a tail is seen which we associate with the recombi- 
nation of electrons confined by the superlattice potential 
and photoexcited holes. (This association is supported by 
the observation that when a magnetic field is applied 
parallel to the axis of the superlattice, the continuous 
high-energy emission tail splits into a fan of Landau 
levels.) The width of the high-energy tail in the PL spec- 
trum narrows dramatically when the thickness of the 
barriers is reduced. This is in agreement with the results 
of the SdH measurements, since a decrease in the density 
of free carriers will lower the Fermi energy and hence 
narrow the PL spectrum. 

In conclusion, we have studied the properties of 
InP/InGaAs superlattices doped with Si in the center of 
the InP barriers. X-ray measurements indicate that 
a strained layer of 2-3 monolayers exists at each interface 
of the structure. Transport and optical measurements 
show that for the same density of donor atoms the 
density of free carriers decreases when the thickness of 
the barrier layers is narrowed. While other explanations 
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cannot be ruled out, we propose that the smaller the 
density of free carriers in the samples with narrower 
barrier layers be due to the spread out of the Si atoms 
around the doping plane and to the presence of defects at 
the interfaces. As it is well known, the Si atoms will 
spread out around the delta-layer due to diffusion and 
segregation, and the density of doping atoms perpendicu- 
lar to the doping plane can be described by a statistical 
distribution of Gaussian shape [8]. Assuming the statist- 
ical distribution of doping atoms to have the same width 
in all samples, in the samples with narrower barriers the 
Si doping atoms will have a greater probability of being 
incorporated into the interface layer. If the interface layer 
is of a lower crystalline quality than the rest of the 
structure, in these layers the Si atoms will have a greater 
chance of moving from donor to acceptor sites, hence the 
density of free carriers will be smaller. 
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Abstract 

Deep level transient spectroscopy has been used to observe the effect of alpha particle irradiation on n-type InP grown 
by metal organic chemical vapour deposition (MOCVD). Eight majority carrier emitting levels Eod, Ea2, ..., Ea8 are 
found to be produced as a result of this irradiation. At least two of the observed levels (Ea2 and Eoc4) are found to show 
interesting metastable behaviour. One important result of this work is complete absence of the well-known metastable 
M-level (observed in electron irradiated LEC InP) in our alpha-irradiated MOCVD material. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: InP; MOCVD; Deep-level defects; Irradiation 

1. Introduction 

Study of radiation-induced deep level defects in InP 
has attracted a great deal of attention over the last two 
decades or so [1]. This interest is stimulated largely by 
the potential of this material for devices meant for space 
use due to its much higher resistance to radiation as 
compared to other semiconductors, demonstrated in 
many studies [2,3]. Published investigations on n-type 
InP are mostly on liquid encapsulated Czochralski (LEC) 
[4-7] and liquid-phase epitaxy (LPE) [8-10] grown 
single-crystal material. We report here preliminary re- 
sults of a study on n-type InP grown by metal-organic 
chemical vapour deposition (MOCVD) technique. Deep 
level transient spectroscopy (DLTS) has been used to 
investigate deep levels introduced by alpha radiation in 
p+n junctions of InP. Apart from providing important 

* Corresponding author. 
E-mail address: mzi@splqau.sdnpk.undp.org (M.Z. Iqbal) 

information on the radiation-induced defects in this ma- 
terial, our study reveals some interesting but complex 
metastability effects. 

2. Experimental details 

Our samples consist of p+n junctions grown by 
low-pressure metalorganic chemical vapour deposition 
(LP-MOCVD). The substrate used was a 350 urn thick 
n+-InP layer doped with Si. On the top of this substrate 
a 3 urn thick n-InP : Si layer with a typical background 
donor doping 3 x 1015-5 x 1016 cm"3 was grown. The 
top-most p+ layer consists of ~ 0.7 um thick InP : Zn. 
Nitrogen or hydrogen was used as the carrier gas for 
transporting the metalorganics and the epitaxy was car- 
ried out at a typical temperature and pressure of 640°C 
and 20 mbar, respectively. 600-800 urn diameter mesa 
diodes were prepared with suitable ohmic contacts. Ir- 
radiation was carried out by placing the samples in front 
of a 9 uCi 241Am radioactive source, emitting alpha- 
particles of 5.48 MeV. DLTS measurements were carried 
out using a system based on the lock-in principle. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00517-7 
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TEMPERATURE( K) 

200 250 
Table 1 
Parameters of deep levels in a-irradiated MOCVD grown n-InP 
(Irradiation dose = 1.8 x 10u cm-2) 

12 3 4 5 

THERMOCOUPLE emf ( mV ) 

Fig. 1. DLTS majority carrier spectra of (a) unirradiated p+n 
junction diodes; (b) after irradiation. The different scans for Eot8 
show the room temperature (25°C) annealing and the numbers 
represent the storage time after irradiation. 
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Fig. 2. Emission rate signatures of the cx-irradiation-induced 
deep levels observed in Fig. 1. Filled circles are the experimental 
values, while the solid lines through these points are the least- 
squares fits to the data points. The numbers within brackets are 
the thermal activation energies (in eV) of the carriers to the 
conduction band. 

3. Results 

Fig. 1 shows the typical DLTS spectrum (trace a) ob- 
tained on our samples prior to irradiation. The spectrum 
exhibits one small peak around 200 K corresponding to 
a localized level at £c — 0.45 eV with a concentration of 
2.6 x 1012 cm"3. The 5.48 MeV alpha particle irradiation 
produces six majority-carrier-emitting levels as shown in 
the DLTS spectrum (b) of Fig. 1, which we label as Eot3, 
Eot4, Eoc5, Ea6, Eoc7 and Ea8, respectively. 

Label Energy Effective Concentration 
position capture cross- (xl013cm"3) 
(eV) section (cm2) 

Ea3 Ec - 0.09 7.82 xlO"20 1.3 
E<x4 Ec - 0.33 2.26 x 10"12 — 
Ea5 Ec - 0.39 8.50 x 10"12 3.3 
Ecx6 Ec - 0.41 1.54 x 10"14 8.2 
Ea7 Ec - 0.64 3.3 xlO"12 4.8 
Etx8 Ec - 0.71 5.51 xlO"13 5.5 

The T2-corrected Arrhenius plots of the measured elec- 
tron emission rates for the observed levels are shown in 
Fig. 2. The respective thermal activation energy £A and 
effective capture cross-section values obtained from the 
slopes and intercepts of these plots are given in Table 1 
along with the concentrations of the observed deep levels. 

The peak Ea8 was found to show a pronounced 
continuous decay during room temperature storage 
subsequent to irradiation at a significant rate until it 
completely disappears after about 408 h as shown by 
spectra (b) in Fig. 1. The remaining levels were found to 
be unaffected by room temperature isothermal annealing 
within the accuracy of our measurements. 

As the LEC InP is well known to exhibit an interesting 
metastable deep level defect labelled as the M level [7], 
DLTS measurements were carried out by us to investi- 
gate any such effects in our spectrum for the MOCVD 
material. The experiments were carried out to investigate 
any charge-state-induced metastability leading to differ- 
ent defect configurations by the application or absence of 
reverse bias and/or excitation pulse during the cooling of 
the sample, prior to beginning of the DLTS scan. The 
DLTS spectra thus obtained are shown in Fig. 3 with the 
bias/pulse values given in the caption. These deep level 
spectra clearly demonstrate metastable character of the 
level Ea4 with its concentration in scan (a) decreasing to 
~52% of its full concentration in scan (b). No increase in 
the concentration of the existing deep levels or appear- 
ance of a new defect state is observed with this reduction 
in concentration of Ea4. This type of metastability is in 
contrast with that observed for the M-level [7] where 
a complete transformation of one defect state into an- 
other is observed. The apparent decrease in the height of 
the peak Ea5 in spectra (a) and (c) relative to that in (b) 
may also suggest a similar metastability effect in the case 
of this peak, although at least part of this change must be 
due to the overlap of this peak with Eoc4. 

In addition to the above, preliminary DLTS measure- 
ments below 77 K were also carried out to look for any 
radiation-induced  defects  in   the  temperature  range 
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Fig. 3. DLTS spectra showing the metastable character of Ea4: 
(a) cooling without applied reverse bias; (b) cooling with applied 
reverse bias but no excitation pulse and (c) cooling with reverse 
bias and pulse. Reverse bias VR = — 2.0 V and pulse voltage 
FP = - 0.5 V. 
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Fig. 4. DLTS spectra showing the metastable character of Ea2: 
(a) cooling without applied reverse bias; (b) cooling with applied 
reverse bias but no excitation pulse and (c) cooling with reverse 
bias and pulse. Trace d corresponds to the DLTS spectrum 
before irradiation. Reverse bias VR = — 3.0 V and pulse voltage 
VP= - 0.5 V. 

10-77 K. Two more defect levels Eal, Ea2 were observed 
in these spectra. The pronounced peak Ea2 is clearly 
found to display a strong charge-state-induced metasta- 
bility effect as seen in spectra (a)-(c) of Fig. 4 for the three 
bias conditions. The emission rate signatures for this 
level could not be obtained accurately due to strong 
overlap with the level Eoc3 at emission rates lower than 
2260 s ~1. The peak Eal does not display any metastabil- 
ity effect. Its position and small magnitude also do not 
allow any detailed further characterization. 

4. Discussion 

We have presented the results of a DLTS study of the 
alpha radiation-induced defects in n-type InP crystals 
grown by LP-MOCVD. Irradiation by 5.48 MeV a-par- 
ticles with a dose of ~ 1.8 x 1011 cm-2 results in eight 
electron emitting levels, Eal-Ea8 with at least two (Ea2 
and Ea4) metastable levels. The overall deep-level spec- 
trum observed by us is found to be significantly different 
from the spectrum introduced by electron irradiation in 
n-type InP crystals grown by the LEC technique, re- 
ported by Levinson et al. [4]. 

No reported radiation-induced level in literature has 
similar emission rate signature as Ea3 (0.09 eV). Thus 
Ea3 is a new level observed by us. Our emission rate 

signature of the Eoe5 (0.39 eV) level is in good agreement 
with the emission rate signature of the electron level E7 
(0.37 eV) observed by Levinson et al. [4]. However, we do 
not observe as clear a charge-state-induced metastability 
effect for Ea5 due to its overlap with Ea4, as observed for 
the level E7 by Levinson et al. [7]. 

On comparison of emission rate signatures and tem- 
perature dependence of electron capture cross-section, 
we conclude that our level Ea6 (0.41 eV) is probably 
the same as observed by Tapster et al. [5] (0.44 eV) in 
n-InP crystals grown by LEC and VPE techniques and 
irradiated with electrons. The large capture barrier 
(~ 0.32 eV) observed by us for Ea6 suggests a strong 
lattice relaxation for the multiphonon emission model of 
capture. We also find that Ea6 is the dominant level 
observed in our case in contrast with the published re- 
ports on LEC InP where E10 (labelled as Ell by Suski et 
al. [10]) is observed to be the dominant level. The emis- 
sion rate data of Eot6 are more or less coincident with 
that of the level observed in our sample before irradia- 
tion. This may indicate that Ecc6 is the pre-existing level 
whose concentration has increased by oc-irradiation. 
However, we also observed Eot6 in similar concentration 
in those samples in which this level was completely ab- 
sent before the irradiation, indicating Ea6 to be a new 
defect state formed by a-irradiation. This suggests that 
this defect is either one of the primary radiation-induced 
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defects (In or P vacancy or self-interstitial) or a complex 
of these with some pre-existing impurity or intrinsic 
defect. 

The activation energy and emission rates of Ea7 
(0.64 eV) seem to be the same as those of a level E9 
reported by Levinson et al. [4]. However, no electric field 
dependence of carrier emission was reported by them 
(although they do report [6] weak field dependence for 
the levels El, E3 and EA) while we find the thermal 
emission from the level Ea7 to be strongly enhanced by 
the junction electric field. The detailed quantitative deter- 
mination and analysis of this field dependence is in pro- 
gress and will be reported elsewhere. This comparison 
suggests that Ea7 is not the same as the E9 defect state 
observed by Levinson et al. 

The level Eoe8 (0.71 eV) was found to be thermally 
unstable as it annealed out at room temperature (25°C). 
A similar thermally unstable level has been reported by 
Benton et al. [9] (E10) in LEC material and Suski et al. 
[10] (Ell) in LPE material. However, the emission rate 
data for the level E10 (0.79 eV) and Ell are not in good 
agreement with the data for our level Ea8. Even if the 
level Ea8 is still identified with this deep level, it should 
be noted that in all cases of electron irradiation, the level 
ElO(Ell) has the highest concentration, dominating 
other radiation-induced levels. However, in our case of 
a-irradiation, Ea8 is not the dominant level. The 
ElO(Ell) defect, therefore, seems to be characteristic of 
LEC and LPE material only. Alternatively, there is, of 
course, the possibility that this may be interpreted as 
a major difference between the effects of electrons versus 
the a-radiation on n-InP. 

and pulse, the history of the bias applied before the 
DLTS scan etc., is in progress and will be reported later. 
The kinetics governing the appearance/absence of these 
levels seem to be much more complex than for M-centre 
from our preliminary results. 

5. Conclusions 

The main conclusions of our study of a-irradiation on 
MOCVD n-type InP can be summarized as 

(i) a-irradiation is seen to induce eight electron-emit- 
ting levels. The overall deep level spectra are ob- 
served to be quite different from those reported for 
electron irradiation of LEC and LPE n-InP. 

(ii) Two of the new observed levels show interesting 
metastable behaviour. 

(iii) The well-known M-centre in LEC material is not 
observed in a-irradiated MOCVD n-InP. 

(iv) One of the levels, Ea8 is found to show strong room 
temperature isothermal annealing behaviour. 
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Abstract 

The formation of defects following the diffusion of the group I acceptors Cu, Ag, or Au into CdTe was investigated by 
perturbed yy-angular correlation (PAC) using the radioactive donor "^ncd- The formation of A-centres (Incd-VCd pairs) 
with the donor lnIncd was observed, indicating that the incorporation of the group I acceptors Cu, Ag, or Au is 
accompanied by the generation of cation vacancies. In addition, the formation of Incd-Agcd or Incd-Aucd pairs was 
observed in CdTe. The concentration of cation vacancies formed after diffusion of Cu, Ag, or Au was found to depend 
only weakly on the respective group I element. In contrast, the migration energy of the cation vacancy was observed to be 
different in CdTe crystals doped with Ag or Au, yielding 0.76 (3) eV and 0.84 (3) eV, respectively. In Ag-doped CdTe the 
binding energies of the Incd-Vcd pair and the Incd-Agcd pair were determined to 0.18 (2)eV and 0.19 (2)eV, 
respectively. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: CdTe; Group I acceptors; Defect complexes; Diffusion 

1. Introduction 

Group I elements act as acceptors in CdTe if they are 
incorporated on Cd sites. The p-type conductivity of 
CdTe, however, that is achieved by doping with group I 
elements is strongly limited, yielding e.g. for Ag a 
maximum hole concentration of 2 x 1016 cm"3 [1], al- 
though the solubility of Ag is much higher. An effective 
p-type doping by group I elements may be prevented by 
the formation of compensating intrinsic defects or by the 
incorporation of group I elements also at interstitial 
lattice sites, acting there as donors. Thus, Chamonal et al. 
and Monemar et al. [2,3] proposed that close pairs of 
substitutional Agcd acceptors and Agj donors are formed 
that passivate each other. 

The formation of defect complexes upon doping of 
CdTe with group I acceptors was investigated by pertur- 

* Corresponding author: Tel.: + 49-681-302-4220; fax: + 49- 
681-302-4315. 

E-mail address: thw@tech-phys.uni-sb.de (Th. Wiehert) 

bed yy angular correlation spectroscopy (PAC) using the 
radioactive donorx 11InCd, which decays to the host atom 
J11Cd. The PAC data yield information about acceptor- 
like defects, which form complexes with the donor probe 
111InCd- Besides the group I acceptors, the acceptor-like 
cation vacancy is detected by PAC in CdTe. The migra- 
tion energies of acceptor defects and the binding energies 
of defect complexes are determined by annealing the 
crystals after quenching and by variation of the sample 
temperature. 

2. Experimental procedure 

The nlIn probe atoms were diffused into the CdTe 
crystals at temperatures between 800 and 970 K for times 
between 1.5 and 8 h. The total number of inIn 
atoms/crystal was about 1012, the diffusion length 
LIn was between 3.5 and 14 um depending on the indi- 
vidual diffusion conditions (see Table 1). The resulting 
maximum concentration of lnIn atoms was about 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00518-9 
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Table 1 

Diffusion lengths L = yfot of the dopants [9] and site fractions 
/of the mIn probe atoms at 295 K in thermal equilibrium 

Dopant Li„ LA /. fjn-V /in-A 
(um) (%) (%) (%) 

lnIn 14   77 15 
U1ln + Aga 3.5 0.5 mm' 17 10 30 
nlIn + Agb 3.5 0.5 mm0 31 26 17 
nlIn + Au 13 12 um 55 38  d 

U1ln + Cu 4 50 um 25 46 — 

"Variation of the measuring temperature (see Fig. 1). 
bAnnealing at 295 K (see Fig. 2a). 
"Homogeneous distribution over the entire crystal assumed. 
d Observable under altered diffusion conditions. 

1015 cm 3 in the course of the experiments due to the 
radioactive decay. 

For doping with Cu, Ag, or Au, a layer of 10 nm of the 
respective metal was evaporated onto the CdTe surface 
followed by a subsequent diffusion into the CdTe crystal. 
Since the metal layer on the surface represents an infinite 
diffusion source, the diffusion profile is described by the 
complementary error function, whereby the concentra- 
tion at the surface is determined by the solubility. The 
diffusion lengths LA of the group I dopants in the investi- 
gated crystals are listed in Table 1. As a reference, a CdTe 
crystal was diffused exclusively with lxlIn at 860 K for 
8 h and additionally treated at 1000 K for 10 min under 
Te pressure in order to generate cation vacancies. 

In a PAC experiment, the site fractions of the probe 
atoms in specific local configurations are quantitatively 
detected. In the present experiments, the environment of 
11'In probe atoms located on Cd lattice sites is of inter- 
est: whether they are incorporated isolated as electrically 
active donors or bound in pairs with either the cation 
vacancy VCd or the group I acceptors Agcd, Aucd, or 
Cucj. The different local configurations are distinguished 
by different electric field gradients (EFG), which are 
measured by PAC at the daughter isotope lnCd. The 
EFG tensor is usually expressed by the quadrupole coup- 
ling constant vQ = eQVzz/h and the asymmetry para- 
meter n = (Vxx - Vyy)/Vzz. A detailed description of PAC 
spectroscopy in semiconductors can be found in the 
literature [4]. 

3. Results 

In CdTe crystals exclusively doped with mIn, the 
formation of "^ric-Vcd pairs is [5-7] observed after 
heating the crystal at 860 K under Te pressure. The 
presence of the cation vacancies is recognised by the 

EFG, characterised by vQ = 60.2 (5) MHz and r\ = 0.17 
(1). From the nlIncd donors, the fraction/In_v = 15% 
have formed Incd-VCd pairs and the fraction fc = 77% 
are located on isolated Cd sites with cubic symmetry. 

After diffusion of Cu, Ag, or Au into CdTe, the same 
EFG is observed; the fractions of Incd-Vcd pairs, how- 
ever, are often significantly larger than after thermal 
treatment under Te pressure. The diffusion of group I 
elements into CdTe obviously enhances the formation of 
cation vacancies. In case of Ag or Au diffusion, under 
suitable conditions a second EFG is observed, which is 
slightly smaller than the EFG corresponding to the 
cation vacancy and is assigned to the donor-acceptor 
pairs InCd-Agcd (vQ = 56.6 (5) MHz, >; = 0.11 (2)) or 
Incd-Aucd (vQ = 54.2 (5) MHz, r\ = 0.07 (2)), respec- 
tively. In contrast, after diffusion of Cu a second EFG is 
not observable, suggesting that no Incd-Cucd pairs have 
been formed. The assignment of the detected EFG to 
these defect complexes will be discussed at an other place 
[8]. The present study focuses on the formation of 
Incd-Vcd pairs (A-centres) accompanying the diffusion 
of Ag, Au, or Cu and, especially, on the mobility of the 
cation vacancy Vcd and the stability of the A-centres 
formed with luIncd donors. In addition, the stability of 
the Incd-Agcd pair is determined. The diffusion lengths 
of the dopants in the investigated samples are calculated 
on the basis of published data [9] and are listed in 
Table 1. 

3.1. CdTe:Ag 

Two luIn-doped CdTe crystals were diffused with Ag 
at 550 K for 60 min. Based on the high mobility reported 
for Ag in CdTe [10], a homogeneous distribution of the 
Ag atoms over the entire crystal is assumed with a con- 
centration of [Ag] = 1018 cm"3. After diffusion, the first 
sample was cooled to 295 K and subsequently measured 
at different temperatures in the range 295-550 K. The 
PAC data at 295 K show the luIn atoms to be located at 
lattice sites with cubic symmetry, bound in 111Incd-Vcd 

pairs, and in "'Inc-Agd pairs with the fractions 
fc = 17%, /In_v = 10%, and /In_Ag = 30%, respectively. 
Increasing the sample temperature, /In_v and /In_Ag de- 
crease, and fc increases, whereas the sum /,„, =fc + 
ün-v +/in-Ag = 57% remains constant. The ratios/In_v//c 

and/In_Ag//c (see. Eq. (3a) and (3b) below) are plotted as 
a function of the temperature in Fig. 1 in an Arrhenius 
plot. The second crystal was heated to 800 K, quenched 
to 260 K with a cooling rate of about 103 K/s, and 
immediately transferred into a LN2 bath. The PAC data 
show that following the quench InCd-Agcd pairs, but 
almost no Incd-Vcd pairs are formed [11]. The Incd-Vcd 

pairs are formed after annealing the crystal at 295 K. The 
fraction/,n_v(t) measured within an isothermal annealing 
program is plotted in Fig. 2a. At the same time, the 
fraction of Incd-Agcd pairs only slightly increases from 
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Fig. 1. Arrhenius plot of the ratio ^n_v//c and fiD-\Jfc in CdTe 
diffused with Ag. 
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Fig. 2. Fraction of Incd-Vcd pairs in (a) CdTe : Ag as a function 
of the annealing time at 295 K and (b) in CdTe : Au as a function 
of the accumulated measuring time. The last data point (square 
at 60 h) was taken after re-starting the measurement. 

14% to 17%. The increase of the fraction of A-centres is 
well described by an exponential law with a time con- 
stant of TV = 39 min (solid line in Fig. 2a). The time 
constant agrees fairly well with the time constant re- 
ported by Reislöhner et al. for the formation of 
^Incd-Vcd pairs after dipping a CdTe crystal in an 
aqueous solution of AgN03 [12]. 

3.2.  CdTe:Au 

An lnIn doped CdTe crystal was diffused with Au 
for 60 min at 900 K. The resulting diffusion lengths of 
the X11ln and the Au atoms were nearly identical (see 
Table 1). In this case, no Incd-Aucd pairs are formed, 
whereas the formation of Incd-VCd pairs is observed at 
ambient temperature like in the case of Ag. The time 
constant TV, however, is significantly larger than in the 

Ag-diffused sample. For practical reasons the experi- 
mental procedure was modified. After diffusion of Au, the 
crystal was measured at ambient temperature over a 
longer time, whereby the data were stored in time inter- 
vals of 6 h. The fraction of A-centres as a function of 
the accumulated measuring time is plotted in Fig. 2b. For 
the last data point (60 h after Au diffusion; square) the 
measurement was re-started, in this way yielding the 
equilibrium value of the fraction of Incd-VCd pairs, 
/i„-v = 38% directly. 

3.3. CdTe:Cu 

After diffusion of Cu into CdTe doped with "'In, the 
formation of A-centres at ambient temperature happens 
faster than in case of Ag diffusion. The PAC data show 
that at thermal equilibrium/In_v = 46% of the "'In^ 
donors are bound in Incd-Vcd pairs and/c = 25% re- 
mained at lattice sites with cubic symmetry (see Table 1). 

4. Discussion 

A mechanism of the compensation of group I accep- 
tors, involving the formation of cation vacancies Vcd, 
is described by the defect reaction (e.g. for the Agcd 

acceptor) 

2Agcd +2h^Agcd + Agi
+ + Vgd^(Agcd - Agi)° + V£d. 

(1) 

It describes the conversion of the shallow level of 
the Agcd acceptor into deep levels of the double 
acceptor defect Vcd. Simultaneously, electrically inactive 
(Agcd-Agi) pairs are formed as proposed by Chamonal 
et al. and by Monemar et al. [2,3]. The cation vacancies 
may be trapped at the surface of the crystal or at donor- 
like defects. The trapping at the radioactive donor 
'"Incd enables the direct detection by PAC. Addition- 
ally, the lnIncd donors form complexes with Agcd ac- 
ceptors that are not bound in Agcd-Agi pairs. 

The formation of close pairs of the '"Incd donor with 
two different acceptor defects Acd,i and Acd,2 during an 
annealing experiment is described by coupled rate equa- 
tions. If the concentrations of the acceptor defects [Acd,k] 
significantly exceed the total concentration of the in- 
volved lnIn atoms [Incd]tot, as is the case in the present 
experiments, the rate equations are 

—[Incd - Acd,t] = - 4[InCd - Ad,*] 
at 

+ ^[ACd,t][Incd]   (fc = l,2)     (2) 

with 

h = v0,fcexp( - (£m,t + Eb,k)/kT), 

ßk = v0,Aexp( - EmJc/kT), 
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and 

[InCd],ot = [JnCd] + [Incd - Acd>1] + [Incd - Acdj2]. 

The decrease of [Incd]iot due to the radioactive decay 
can be separated from Eq. (2). Since in the following only 
the fractions of In atoms in specific configurations are of 
interest, [Incd]tot can be treated as constant. The rates of 
dissociation (kk) and formation (fik) depend on specific 
properties of the involved acceptor defects ACd%t, like the 
attempt frequency v0Jc and the migration energy EmJi. 
The trapping volume Qk and the binding energy £bjft are 
properties of the defect complexes InCd-Acdik. In general, 
the fractions/In_k(t) of nlIncd donors bound at the time 
t in the defect complexes InCd-Acd,k are obtained by 
integrating the time -dependent solutions of Eq. (2) over 
the entire crystal and dividing the result by the total 
number of lnIn atoms. For the interpretation of the 
present data, however, only some special solutions are of 
interest. 

4.1. CdTe.Ag 

Since the concentrations of both defect complexes are 
in thermal equilibrium in the experiments shown in Fig. 
1, the following solutions of the rate equations (Eq. (2)) 
are obtained 

ün_v//c =fiv[VCd]exp(£b,In_v//cr) (3a) 

and 

./in-Ag/Zc =fiA8[Agcd]exp(£biIn_Ag//cr), (3b) 

giving direct access to the binding energies of both defect 
complexes. The experimental data yield for the binding 
energies of the Incd-VCd pair and the Incd-Agcd pair 
£b,i„-v = 0.18 (2)eV and Eb,In_AB = 0.19 (2)eV, respec- 
tively, as well as nv-[Vcd] = 4.6 x 10"4 and 
nAg-[AgCd] = 1.0x10"3. The binding energy of the 
InCd-Vcd pair is somewhat larger than the value of 0.15 
(l)eV reported by Griffith et al. [7], what, however, 
might be connected with the fact that a powder sample 
was used instead of a single crystal. 

During the isothermal annealing experiment at 295 K, 
the fraction of InCd-Agcd pairs remained almost con- 
stant, indicating that the concentration of the InCd-Agcd 

pairs was in thermal equilibrium. The time constant TV, 

which describes the formation of the Incd-Vcd pairs, is 
consequently mainly governed by the migration energy 
of the cation vacancy and is well approximated by 

1/TV = v0,v exp( - £m,v//cT) 

x («v[Vcd] + exp( - EbM.Y/kT)). (4) 

From this equation the migration energy £m>v of 
Vcd is extracted. Using the values of Eb,in-v and 
ßv ' [Vcd] determined above, the attempt frequency 1012 

s_1 < v0,v < 1013 s"1, which is typical for phonon fre- 

quencies in solids, and the experimentally determined 
time constant of TV = 39 min (Fig. 2a), the migration 
energy £m,v = 0.76(3) eV is deduced. This value is slight- 
ly smaller than the energy of 0.80 (5) eV reported in Ref. 
[11], using simplified assumptions for Ov-[Vcd] and 
a more simple model. 

4.2. CdTe:Au 

Since no Incd-Aucd pairs are observed during the 
isothermal annealing sequence (Fig. 2b), the formation of 
InCd-Vcd pairs is described by a single rate equation. 
With regard to the evaluation of the time constant TV, 

two remarks have to be made. Firstly, the profile of Vcd is 
assumed to be constant, which actually does not seem to 
be realistic because the diffusion length of the Au dopant 
is nearly identical with that of the llxIn dopant. There- 
fore, the time constant TV and consequently the expres- 
sion flv[Vcd], have to be regarded as values averaged 
over the diffusion profiles. Secondly, it has to be con- 
sidered that the fraction of Incd-Vcd pairs /In_v(t) in- 
creases continuously during the PAC measurement and, 
at the same time, the counting rate decreases due to the 
radioactive decay of the * 1 xIn atoms. The time dependent 
solution of the rate equation 

fln-vV) = flr>-V + (/l„-V,0  -/ln-v)(l ~ eXp( - t/zV)), (5) 

therefore, has to be averaged over the measuring time, 
which, however, can be treated exactly. The symbols 
Ji„_v,o and^n-v denote the fraction of Incd-Vcd pairs at 
the beginning of the measurement and at thermal equilib- 
rium, respectively. The fraction _/i„_v was determined by 
starting a new measurement (square in Fig. 2b). From the 
experimental data, the time constant TV = 15.5(5) h and 
the fraction of /in_v,o = 24% at the beginning of the 
experiment is determined (solid line in Fig. 2b). The ratio 
fin-v/fc = 0.69 is close to that observed at 295 K after Ag 
diffusion (/in-v//c = 0.59), suggesting that the concentra- 
tion of Vcd is almost the same after Au and Ag diffusion. 
Since the attempt frequency vov is a property of the 
CdTe lattice, and QY and £b,in_v are local properties 
of the InCd-Vcd pair, the different time constants TV ob- 
served after Ag and Au diffusion can only be explained 
if the migration energy Em,v is different (see Eq. (4)). The 
extracted migration energy of the VCd defect in the 
Au-doped CdTe crystal is determined to be £m,v = 
0.84(3) eV, as compared to 0.76 (3) eV in the Ag-doped 
crystal. 

4.3.  CdTe.Cu 

From the present experimental data the migration 
energy of the cation vacancy cannot be determined. The 
ratio fin-v/fc = 1.82, however, is in the same order of 
magnitude as obtained after Ag or Au diffusion. Thus, the 
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concentration of VCd is obviously close to that observed 
after Ag or Au diffusion. It is suggested that at high 
concentration of the group I dopants the concentration 
of Vcd is governed by intrinsic properties of CdTe. 

5. Conclusion 

In CdTe crystals, doped with the group I acceptors Ag, 
Au, or Cu, the formation of A-centres was investigated by 
PAC. The mobility of the cation vacancy Vcd is different 
after diffusion of Ag or Au, whereas the concentration of 
the formed cation vacancies varies only slightly. Since the 
mobility of the cation vacancy can be affected by the 
presence of dopants, the observed differences might indi- 
cate different concentrations of the group I dopants. By 
Griffith et al. the mobility of the cation vacancy was 
observed in CdTe doped exclusively with '"In. There, 
the mobility was significantly lower than in the present 
experiments. The lower mobility may be connected with 
the use of a powder sample, giving rise to a higher defect 
concentration. In contrast, the present experiments show 
that the concentration of the generated cation vacancies 
does not significantly depend on the nature of the intro- 
duced group I dopant Cu, Ag, or Au, nor on its concen- 
tration. 
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Abstract 

We analyse ionisation and intra-shell transitions of iron, nickel and cobalt in bulk crystals of CdSe, ZnSe and ZnS and 
in their alloys. A multi-charge state of transition metal ions and observed nonlinear shifts of their intra-shell transitions 
clearly demonstrate deviations from the predictions of the Ludwig-Woodbury model. Studies of ionisation transitions 
allow us to verify the recent theoretical predictions on universal-reference-level due to transition metal ions. We report 
a relatively good agreement between predictions of the universal-level-model and band offsets in ZnCdSe/ZnSe and 
ZnSe/ZnSSe heterostructures. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Transition metal ions; CdSe; ZnSe; ZnS; Ionisation and intra-shell transition 

1. Introduction 

There are several reasons for continuing interest in the 
properties of transition metal (TM) ions in wide-gap 
II-VI semiconductors. For example, TM ions are effi- 
cient activators of electroluminescence in a new genera- 
tion of thin film EL devices, which are based on TM 
doped wide-gap II-VI semiconductors [1]. However, 
other TM ions act as efficient centres of nonradiative 
recombination in these compounds [2]. Recent theoret- 
ical works on universal-reference-level due to TM ions 
[3-6] also stem an interest in the studies of TM ions. In 
this work we first analyse ionisation and intra-shell 
transitions of three of TM ions (Fe, Co and Ni) in bulk 
crystals of CdSe, ZnSe and ZnS and in their solid alloys. 

♦Corresponding author: Tel.: + 48-22-843-68-61; fax: + 48- 
22-843-09-26. 

E-mail address: godlew@ifpan.edu.pl (M. Godlewski) 

We verify applicability of the Ludwig-Woodbury (LW) 
model to the description of these transitions. We then use 
the model of universal-reference-level for estimation 
of band offsets in the heterostructures of ZnCdSe/ZnSe 
and ZnSe/ZnSSe, which are presently intensively studied 
due to their possible application in green colour light 
emitting devices [7]. 

2. Experimental 

Single crystals of CdSe, ZnSe and ZnS and their solid 
alloys were grown by a chemical transport method. Cd 
and S fraction in the alloys was controlled by EDXRF 
analysis. The crystals and the alloys were doped into 
melt with Ni, Co or Fe ions to the level about 1-5 x 
1019 cm-3. Optical absorption, photoluminescence (PL), 
electron spin resonance (ESR) and photo-ESR [8] ex- 
periments were performed to analyse properties of TM 
ions in the crystals studied. These experiments were done 
at liquid helium temperature using conventional experi- 
mental set-ups described elsewhere. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00519-0 
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3. Intra-shell and ionisation transitions of TM ions 

Until recently, intra-shell transitions of TM ions in 
semiconductors were described by the Ludwig and 
Woodbury model [9]. This model, introduced to explain 
ESR data, assumes that a TM ion in a given II-VI 
compound gives two electrons to the bonds. The result- 
ing 2 + ion has properties of 2 + ion in a vacuum, 
modified by dielectric constant of the material and by 
crystal field symmetry. The model assumes no hybridisa- 
tion between t2 orbitals of 3d electrons and p states 
of ligands. The LW model was first used to explain 
spin multiplicity of ground states of TM ions [9]. Then, 
the LW model was also used to describe intra-shell 
transitions of TM ions. It was pointed out that a mul- 
tiplet structure of a given TM ion closely resembles that 
of a free ion. It was thus assumed that the only correc- 
tions to a multiplet structure of a TM ion in a crystal are 
due to dielectric constant of the medium and to a crystal 
field splitting. 

The initial successes of the LW model relate to the fact 
that the model correctly describes spin properties of TM 
ions. However, our studies of ionisation transitions of 
TM ions clearly show the limitations of the LW model. 
The model fails to explain a multi-charge state of these 
ions, which we observed in wide-gap II-VI semiconduc- 
tors. All TM ions studied by us introduce at least one 
energy level to a forbidden gap of CdSe, ZnSe and ZnS. 
Thus, these TM ions are observed in two or in three 
charge states. For example, we observed three charge 
states of Fe and Ni ions (3 + , 2 + and 1 + ) in the lattice 
of ZnS. Such property of these two TM ions cannot 
be explained by slightly modified properties of a free ion. 
For a free TM ion different charge states differ in the 
energy by about 20 eV and not by 1-2 eV, as we observe 
in our experiments. Charge neutrality effects and hybrid- 
isation with ligand wave functions are necessary to ex- 
plain the observed ionisation energies of TM ions [5,10]. 

We further test applicability of the LW model to the 
description of intra-shell transitions of Fe2+, Ni2+ and 
Co2+ ions in CdSe, ZnSe and ZnS and in solid state 
alloys of ZnSSe and ZnCdSe. We studied the evolution of 
the shape and of spectral position of intra-shell absorp- 
tion and PL transitions. The results of these experiments 
also deviate from the predictions of the LW model. For 
example, in Fig. 1 we show the evolution of the PL 
spectrum due to 3Tt -> 5E transition of Fe2+ in ZnSSe 
alloys. A fine structure of this PL emission (not shown) is 
only observed for ZnS : Fe. This structure is smeared out 
due to alloy broadening effects after adding 10% and 
more of Se and also is not observed for Fe2 + in ZnSe. We 
concentrate our attention on another property of the PL. 
The PL clearly shifts down in the energy when Cd (in 
ZnCdSe) and S (in ZnSSe, see Fig. 1) is introduced to the 
alloy. The observed energy dependence of intra-shell 
transition is nonlinear. For higher S fractions this shift 
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Fig. 1. Energy dependence of 3Tj -> 5E intra-shell transition of 
Fe2 + in the solid alloys of ZnSe and ZnS. Fine structure of the 
transition was resolved only for ZnS: Fe, not shown in the 
picture. 

saturates and then the PL shifts up-in-the-energy. This 
cannot be explained within the framework of the LW 
model. 

We also observed nonlinear shifts of the energy (and 
also alloy broadening) of intra-shell transitions of Ni2 + 

and Co2+ ions in the alloys of ZnSSe and ZnCdSe. Quite 
similar behaviour is observed for the alloys with 
the replacement of cation and anion. This we show in 
Figs. 2(a) and (b) on the example of 3Ti(F) -+ 3T2(F) (a) 
and 3TX(F)-+3A2(F), ^(D), XE(D) (b) intra-shell 
transitions of Ni2+. The relevant absorption peaks 
broaden due to the alloy broadening effects. They also 
shift in the energy and the shift is not linear. We propose 
that such nonlinear shift of the energy of intra-shell 
transitions is due to a hybridisation between t2 3d elec- 
trons and p-states of ligands. The effect depends on 
a relative energy position of the relevant states (two t2 

(3d) states with different spin orientation and p orbital of 
ligands) and thus should be the alloy composition depen- 
dent. The nonlinear energy dependence can be more 
pronounced for intra-shell transitions between multiplets 
of a different spin multiplicity, which involve an excita- 
tion of a t2 electron to an upper t2 3d orbital, i.e., the 
transition between two hybridised t2 states. A different 
situation will occur for those of TM intra-shell 
transitions, which involve the excitation of an electron 
between two e-symmetry orbitals (spin down and spin 
up) of a 3d ion. This is why different alloy composition 
dependencies are observed for us. Some transitions show 
only weak shifts of the transition energy, whereas for 
others this shift is more pronounced and often nonlinear. 

A still different effect, which can also be related to 
a 3d-ligand hybridisation, is observed for intra-shell 
transitions of Co2 + . Whereas for ZnSe only the so-called 
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Fig. 2. Spectral evolution of 3T1(F)->3T2(F) (a) and 
3Ti(F) - 3A2(F), 1T2(D), 'E(D) (b) transitions of Ni2+ in ZnS, 
ZnSe and CdSe and in their alloys. 

L-line PL is observed, two new PL emissions appear 
once 1% of S is introduced to the ZnSSe alloy. These are 
the so-called M- and N-lines, observed in ZnSe only in 
the absorption. This change of the PL spectrum is ac- 
companied by a noticeable change of L-line PL decay 
time, as reported recently by us [11]. We relate both 
effects, the appearance of the new PL emissions and the 
nonlinear change of the PL decay time upon alloying, to 
hybridisation effects. As mentioned above hybridisation 
strongly depends on a relative energy position of two 
(spin up and spin down) t2-like 3d levels and t2 -sym- 
metry ligand level, and thus on the alloy composition. 

4. Band offsets in CdSe/ZnSe/ZnS 

Recent interest in the optical properties of TM ions in 
II-VI and III-V semiconductors was generated by the 
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Fig. 3. Energy position of conduction and valence bands in 
CdSe, ZnSe and ZnS and in their alloys versus energy levels of 
iron, nickel and Co ions (solid lines). The experimentally deter- 
mined ionisation energies are shown for Ni (•, 2 + -to-1 + 
transition), Co (A, 2 + -to-3 + transition) and Fe (■, 2 + -to- 
3 + transition). 

suggestion of the TM-related universal-reference-level 
[3]. It was proposed that energy levels of TM ions are 
pinned to a certain universal-reference-level [3-6]. If so, 
band offset in a given heterostructure can be predicted 
from a difference in conduction and valence band ener- 
gies versus a fixed-energy-position of the TM-related 
level. We have recently tested validity of this model 
for Ni2+ ->Ni1 + ionisation energies, estimated in the 
photo-ESR and optical absorption studies. We com- 
pared the predicted valence and conduction band offsets 
in ZnCdSe/ZnSe and ZnSe/ZnSSe quantum well struc- 
tures with those known from other experiments [12]. The 
relevant experimental results are shown in Fig. 3, 
in which we summarise the experimental results obtained 
for Ni ion and we include new data on ionisat- 
ion transitions of Co and Fe ions. The theory rela- 
tively well predicts band offsets in both ZnCdSe/ZnSe 
and ZnSe/ZnSSe heterostructures. For example, for 
ZnSe/CdSe heterostructure the extrapolated valence 
band offset is 0.15 + 0.1 and is 0.35 + 0.1 for ZnS/ZnSe 
heterostructure. These values agree relatively well with 
those measured experimentally [12,13]. We point out 
that a better agreement between the theory and the 
experiment is obtained if we include the data for 
Co2+ ->Co3 + and Fe2+ ->Fe3 + ionisation transitions. 

We will now speculate why the use of Co and Fe 
energy levels as the universal-reference-level gives a bet- 
ter prediction of the band offsets. In our opinion this also 
relates to hybridisation effects discussed above. The cru- 
cial point in the universal-level-model is that the energy 
of TM ion is alloy composition independent. This is not 
the case for ionisation of t2-symmetry 3d electron of 
a TM ion, which hybridises with t2-symmetry p states of 
ligands. For Ni ion t2-symmetry 3d electron participates 
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in the ionisation transition, whereas for Fe and Co ions 
we deal with the ionisation of e-symmetry 3d electrons. 
In the former case strong hybridisation with ligand 
t2 orbitals is expected and thus some alloy composition 
dependence, which may result in a nonlinear energy 
dependence in the alloys. In the case of ionisation 
transitions of Fe and Co ions no hybridisation effects are 
expected, since e-symmetry 3d electrons participating in 
the ionisation transitions do not hybridise with ligand 
states. 

Summarising, our experimental data indicate that 
both ionisation and intra-shell transitions of TM ions 
show clear deviations from the predictions of the LW 
model. The observed multi-charge state of TM ions and 
nonlinear shifts of their PL and absorption transitions we 
relate to effects of TM-ligand hybridisation and thus- 
induced modifications of the energy positions of the 
relevant states of TM ions and ligands. The strength of 
interaction should vary upon alloying, which can explain 
the observed nonlinearities in the energy level positions 
and in PL the transition energies. 
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Abstract 

We report nuclear magnetic resonance (NMR) measurements with in situ optical excitation of metastable defects in 
CdTe: In, CdTe: Ga, and CdF2 : In. 113Cd nuclear spin-lattice relaxation rates (l/T^) in CdTe : In are about two orders 
of magnitude greater than in undoped CdTe, while relaxation rates in CdTe : Ga are indistinguishable from those in the 
undoped material. These results are consistent with the known doping properties of these impurities. Under illumination 
at 31 K, a non-persistent, order-of-magnitude enhancement of the 113Cd relaxation rate is observed. After illumination, 
the rate is persistently enhanced by about 50%. The 113Cd relaxation rates in CdF2 : In are strongly temperature- 
dependent as a result of interactions with thermally generated free carriers. This process is ineffective for 19F. The 
temperature dependence of the 113Cd rate yields an activation energy AE = 185 + 10 meV. Below 77 K, the value of \/T1 

becomes independent of temperature. Under illumination, this rate is enhanced persistently by about a factor of two. 
These effects can be explained in terms of the "negative-U" DX model of bistability in these materials. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Bistability; Nuclear magnetic resonance; Persistent photo-effects 

1. Introduction 

Group III impurities in II-VI compounds and CdF2 

provide fascinating examples of bistable and metastable 
defects. The carrier concentrations in gallium-doped 
CdTe-based materials, for example, are typically many 
orders of magnitude lower than the dopant concentra- 
tion. It has been proposed that self-compensation is due 
to formation of DX-like deep centers [1]. Carriers can by 
excited optically into metastable states yielding persistent 
photoconductivity at low temperatures in these materials 
[2]. In contrast, indium is a more effective dopant and 
carrier concentrations on the order of 1018 cm-3 have 
been achieved [3,4]. 

Similarly, gallium or indium dopants in CdF2 exhibit 
bistability that results in a strong photo-refractive effect. 
Bistability in this system has also been attributed to a 

* Corresponding author. Tel.:   + 1-541-737-4631; fax:   + 1- 
541-737-1683. 

E-mail address: wwarren@physics.orst.edu (W.W. Warren Jr) 

"negative U" DX model [5-7], a particularly interest- 
ing result in this highly ionic material. The photo-refrac- 
tive effect persists below approximately 80 K for indium 
and 200 K for gallium. These materials are of interest for 
potential holographic optical storage applications [8]. 

In this paper we describe a series of nuclear magnetic 
resonance (NMR) experiments that focus on the elec- 
tronic excitations and bistability of group III dopants in 
CdTe and CdF2. These studies exploit the highly local 
chemical specificity with which NMR characterizes 
atomic environments. We have emphasized investigation 
of the nuclear spin-lattice relaxation rates. These rates 
are strongly affected by interactions between the nuclear 
spins and the spins of localized paramagnetic centers or 
itinerant carriers in the conduction bands of the mater- 
ials. Under in situ white-light illumination, we observe 
the effects on the nuclear environment of optically- 
induced changes of the electronic configuration of the 
impurities. Specifically, we report nuclear spin-lattice 
relaxation rates for 113Cd and 19F in various samples of 
group Ill-doped CdTe and CdF2 over the temperature 
range 20 to 470 K. The effect of white-light illumination 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00520-7 
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on the relaxation rates was measured in the lower tem- 
perature ranges. 

2. Experimental details 

113Cd and 19F NMR spectra and spin-lattice relax- 
ation rates were obtained in an 8 T magnetic field with 
a Chemagnetics/Varian CMX-360 spectrometer. Our 
homemade low temperature (T < 150 K) NMR probe 
incorporated a quartz light pipe to permit in situ illu- 
mination of the sample during NMR measurements. The 
light source was a tungsten filament lamp. The NMR 
probe was cooled by a He gas flow system operating an 
Oxford CF1200 Cryostat. Depending on the magnitude 
of the spin-lattice relaxation rates, these were measured 
by either the inversion-recovery or the saturation-recov- 
ery method. In most cases, the signal recovery could be 
fitted to a single exponential yielding a time constant, Tx. 

For these experiments, samples were obtained from 
three sources. Nominally undoped CdTe powder of pu- 
rity 99.999% was obtained from Johnson Matthey Elec- 
tronics. Single crystals of CdTe: Ga ( « 1019 Ga/cm3) 
and CdTe: In ( x 1019 In/cm3) were prepared at Notre 
Dame University. Single crystals of semiconducting 
CdF2 : In (3.5 x 1018 In/cm3) were prepared in St. Peters- 
burg as described previously [8]. 

3. Experimental results 

3.1.  113Cd relaxation in CdTe : In and CdTe : Ga 

Nuclear spin-lattice relaxation rates (l/7\) of 113Cd 
are plotted against reciprocal temperature in Fig. 1 for 
CdTe : Ga, CdTe : In and nominally undoped CdTe 
powder [9]. The data cover a temperature range 
200-500 K. The observed rates for CdTe : Ga are essen- 
tially identical with those of the undoped powder, a result 
that is consistent with the low carrier density of the 
Ga-doped material. In contrast, the rates in CdTe : In are 
one to two orders of magnitude greater, reflecting the 
much higher carrier density in this material. 

The 113Cd relaxation rates in CdTe : Ga are shown for 
a wider temperature range in Fig. 2. At 77 K and lower 
temperatures, the relaxation rates were measured in the 
dark, under in situ illumination with white light, and 
again in the dark after illumination. During illumination, 
the relaxation rate was enhanced significantly, with the 
enhancement increasing with decreasing temperature. At 
31 K the rate increased by more than an order of magni- 
tude during illumination. We have determined that this 
effect is not due to heating of the sample during illumina- 
tion and have established an upper limit of about 2 K for 
any temperature increase from this source. At 31 K where 
the background (dark) relaxation is the weakest, a 
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Fig. 2. * * 3Cd spin-lattice relaxation rates versus reciprocal tem- 
perature for CdTe: Ga measured before illumination, under 
illumination, and after illumination. 

persistent enhancement of the relaxation rate by about 
50% remained after illumination was removed. 

3.2.  113Cd and 19F relaxation in CdF2 :In 

113Cd relaxation rates in CdF2 : In are plotted against 
reciprocal temperature in Fig. 3 for a temperature range 
25-470 K. In the high-temperature range (100-470 K), 
the relaxation is strongly temperature-dependent, in- 
creasing by nearly five orders of magnitude over this 
range. At lower temperatures (25-50 K), the rate is inde- 
pendent of temperature within the experimental resolu- 
tion. After white-light illumination, the rates increased by 
a factor between two and three. This post-illumination 
effect persisted on the experimental time scale of several 
hours or until the sample was heated to temperatures in 
the range roughly 50-100 K. At these temperatures the 
post-illumination enhancement diminishes and just 
above 100 K the pre- and post-illumination relaxation 
rates become indistinguishable. 
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Fig. 4. 113Cd and I9F spin-lattice relaxation rates versus recip- 
rocal temperature in CdF2 : In. 

We have also measured the 19F relaxation rates in 
CdF2 : In in the higher temperature range (200-500 K). 
These data are presented in Fig. 4 and compared with the 
113Cd rates in the same temperature range. Although the 
magnitudes of the rates are comparable, it is clear that 
19F does not share the same strong temperature depend- 
ence as 113Cd in this temperature range. However, be- 
cause of the much larger nuclear dipole moment of 
19F (|i19/nii3 = 4.2) and the fact that the relaxation rates 
are proportional to the square of this quantity, the local 
field fluctuations experienced by 19F are, in fact, much 
weaker than those at the cadmium sites. Relaxation of 
19F thus proceeds by a different mechanism than 113Cd. 

4. Discussion 

clearly indicated by the strongly enhanced nuclear 
spin-lattice relaxation rates of CdTe : In shown in Fig. 1. 
We attribute this relatively strong relaxation to dynamic 
interactions of U3Cd nuclear dipole moments with the 
fluctuating local magnetic hyperfine fields produced by 
conduction electrons. The theory for this relaxation 
mechanism is well established; the relaxation rate is given 
by the following expression [10]: 

1       64 
— =y7dV|<F(Cd)iVy„2 

m3fcr\1/2 

2n (1) 

where N is the carrier (electron) density, |f(Cd)|2 is the 
conduction electron probability density at a cadmium 
nucleus, and ye and yil3 are, respectively, the electronic 
and nuclear gyromagnetic ratios. For the sample inves- 
tigated, N - 3.5 x 1017cm~3 and is independent of 
temperature. The magnitude of the observed relaxation 
corresponds to a value |f(Cd)|2 = 6.0 x 1025 cm"3 for 
the electronic probability density. This is a reasonable 
value for the hyperfine coupling of s-electrons to cad- 
mium [11]. 

The electron concentration in our CdTe: Ga sample is 
only 2.5 x 1015cm"3. At this level, there are too few 
conduction electrons to compete effectively with a back- 
ground process which we believe to be associated with 
incidental paramagnetic impurities such as Mn2 + . Thus, 
essentially identical rates are observed in undoped CdTe 
and in CdTe: Ga (Fig. 1). 

The ineffective doping behavior of gallium in CdTe- 
based materials has been attributed to formation of DX 
centers by the reaction 2d° ->DX" + d+ in which the 
doubly occupied impurity DX" is stabilized by a com- 
pensating lattice relaxation [1]. In alloys containing 
a few percent Zn or Mn, the impurity complex is trans- 
formed under illumination to a shallow donor leading to 
persistent photoconductivity at low temperatures [2]. 
Relaxation of electrons to the DX" ground state is inhib- 
ited by a vibronic barrier. The strong non-persistent relax- 
ation enhancement we observe in CdTe : Ga at low tem- 
peratures (Fig. 2) suggests relaxation by a steady-state 
density of conduction electrons maintained in the range 
IO15 - IO16 cm"3 during illumination. The smaller effect 
we observe after illumination at 31 K reveals that a weak 
vibronic barrier is present even in material containing 
relatively low concentrations of Mn. Because they are 
localized, these "frozen out" shallow donor states are 
much less effective than conduction electrons in relaxing 
113Cd nuclei, most of which are located well away from 
the impurity. 

4.1. CdTe 

Indium impurities are shallow donors in CdTe. The 
doping effectiveness of indium compared with gallium is 

4.2. CdF2 

The strength and temperature dependence of the 
113Cd relaxation rate above 100 K in CdF2 : In suggest 
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that this relaxation is due to thermally generated conduc- 
tion electrons. The magnitude, for example, is several 
orders of magnitude greater than we have observed in 
undoped CdF2. The temperature dependence can be 
analyzed by fitting the data to the dependence 
1/Ti oze~NkTT112 implied by Eq. (1). This procedure 
yields a value A = 185 + 10 meV; we interpret this as the 
binding energy of the DX" center. This value is slightly 
smaller than various previous estimates of the binding 
energy £b»250meV [12-14]. A value of |f(Cd)|2 

comparable with that inferred for CdTe: In would 
imply, according to Eq. (1), a carrier concentration 
N « 1 x 1017 cm-3 at room temperature. This is prob- 
ably an overestimate since |!P(Cd)|2 can be expected to be 
somewhat larger in the more ionic CdF2. As discussed in 
Section 2, the 19F relaxation rates, corrected for the 
difference in nuclear dipole moments, indicate that the 
19F relax by an independent and intrinsically weaker 
mechanism than 113Cd. This is consistent with the ex- 
pected predominantly Cd s-character of the conduction 
electron wave functions and correspondingly small 
values of |f(F)[2. 

The weak, temperature-independent relaxation ob- 
served in the dark at low temperatures is characteristic of 
relaxation by incidental paramagnetic impurities, in this 
material mainly Mn2+ [15]. In this mode of nuclear 
relaxation, bulk nuclei far from the impurity couple to 
the electron spin of the impurity by nuclear spin diffusion 
[16]. 

Illumination at low temperatures leads to additional 
persistent nuclear relaxation with a magnitude and tem- 
perature dependence similar to the background impurity 
process. We attribute this additional relaxation to op- 
tically generated shallow donor states d°, i.e. In3+ + e~ 
where the electron is localized in a hydrogenic state. 
Similar effects have been detected previously in photo- 

EPR and photo-magnetism experiments [5,15,17]. 
The effectiveness of the shallow donors is roughly equal 
to that of the paramagnetic Mn2+ impurities whose 
concentration is known to be 4.1 x 1017 Mn/cm3 in our 
sample. 
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Abstract 

Using radioactive isotopes of shallow dopants (Ag, As, Rb) as well as of native or isoelectronic elements (Se, Te, Cd) 
which were incorporated as host atoms and then transmute into relevant dopants (transmutation doping), we investi- 
gated the doping phenomena occurring in wide band-gap II-VI compounds CdTe, ZnTe and ZnSe by the classical 
methods of semiconductor physics Hall effect, C-V and photoluminescence measurements. Thus, we could assign 
unambiguously defect features in electrical and photoluminescence measurements to extrinsic dopants by means of the 
half lives of radioactive decay. In As-doped ZnSe samples we observed two states: a metastable effective mass-like state 
and a deep state. The occurrence of the latter state is always linked with the high resistivity of As-doped ZnSe crystals. 
The transmutation doping experiments reveal, that the so-called self-compensation being typical for wide band-gap 
II-VI compounds can be overcome if the thermal treatment for dopant incorporation is time separated from its electrical 
activation, here due to transmutation at room temperature. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: II-VI-compounds; Doping; Transmutation; Compensation 

1. Motivation 

Wide band-gap II-VI semiconductor compounds are 
important materials for optoelectronics in the visible 
spectral region. A crucial aspect for the creation of op- 
toelectronic devices is the efficient incorporation of the 
dopants relevant for the respective application. All dop- 
ing phenomena are affected, and in most cases controlled 
by the kinds and concentrations of the intrinsic defects 
occurring in the material as a consequence of doping and 
thermal treatments. Native defects determine the avail- 
able sites on which the dopants can be incorporated, and, 
acting as donors or acceptors themselves, take part in the 
compensation processes. Additional residual impurities 
are involved in defect interactions in a similar way. 

To investigate the properties of the relevant extrinsic 
and intrinsic defects, i.e. their electronic and structural 
features, it is necessary to combine several analyzing 
methods being sensitive to point defects. Thus we com- 
bined electrical measurements (Hall effect, C-V, DLTS), 

* Corresponding author. Fax: + 49-30-8062-2293. 
E-mail address: reinhold@hmi.de (B. Reinhold) 

photoluminescence spectroscopy (PL) and structural 
(Perturbed Angular Correlation, PAC) investigations. 
The most reliable way of achieving assignments of mea- 
sured features to specific kinds of dopant incorporation is 
to apply the method of nuclear transmutation process. 
Using the half lives as fingerprints, dopant atoms in- 
volved in the relevant centers can be unambiguous iden- 
tified. Therefore we implanted besides stable elements 
radioactive isotopes of dopants decaying into inactive 
centers. On the other hand, we implanted radioactive 
isotopes of native or isoelectronic elements to incorpor- 
ate them as host atoms at the desired lattice sites under 
defined annealing conditions and then we observed the 
electrical activation via radioactive decay at room tem- 
perature. The aim of these experiments is to understand 
the compensation phenomena typically occur due to 
doping of wide-gap II-VI compounds. 

2. Experimental details 

The experiments were performed with II-VI-bulk ma- 
terials grown from the melt by the vertical Bridgman 
technique at the department of physics at the Humboldt 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00524-4 
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Table 1 
Used isotopes for doping II-VI-materials 

Isotope Half-life T 1/2 Dose (cm    ) Material 

73Se ->As-> Ge 80.3d 
75Se^As 118.5d 
85Sr-^Rb 64.8d 
107Cd->Ag 6.50h 
115Cda->In 44.8d (m) 53.4h (g) 

1 E 12 
2E 11 
IE 10 
IE 12 
IE 12 

ZnSe 
ZnSe 
ZnSe 
CdTe, ZnSe 
CdTe, ZnTe 

"Mixture of ground state g and metastable m isotopes. 

University of Berlin (CdTe) or grown from the vapor 
phase by the Markov method and commercially pur- 
chased by CRYSTAL GmbH Berlin (ZnTe, ZnSe). 

The deviation from stoichiometry was adjusted by 
a thermal treatment [1] to prepare a defined state of 
intrinsic point defect density. Prior to implantation the 
bulk samples (5x5x1 mm3) were mechanically and 
chemically polished to remove any preparation damage. 

The crystals were implanted at the isotope separator 
ISOLDE at CERN, Geneva [2]. The implantation en- 
ergy was 60 or 260 keV. The isotopes used are listed in 
Table 1. The dose limits are given by the yield of the 
separator and the radioactivity limit for safe handling the 
samples. Depending on the mass of the implanted iso- 
topes the expected implantation depths were between 22 
and 28 nm for 60 keV and between 93 and 101 nm for 260 
keV implantation, respectively (TRIM computer simula- 
tion [3]). 

After implantation a thermal treatment was performed 
again, under metal- or chalcogen-rich conditions, to an- 
neal the radiation damage and to reproduce the initial 
non-stoichiometry state of the samples. This annealing 
procedure had to be optimized to ensure a drive-in diffu- 
sion in order to adjust doping depths and concentration 
profiles as a basis for getting reliable information from 
the measurements carried out afterwards. Particular for 
the PL measurements we needed doping profiles of up to 
1017cm-3 in a depth up to 800 nm. Thus, the diffusion 
study was an important precondition for the following 
doping studies. Therefore, y-spectroscopic investigation 
of the diffusion phenomena was performed by classical 
radio tracer sectioning. These experiments are described 
elsewhere [4]. Using lllmCd isotopes as probes, the 
occupation of unperturbed lattice sites was studied by 
perturbed angular correlation (PAC). This was published 
in Ref. [5]. A description of C-V measurements and Hall 
and resistivity investigations by the van der Pauw 
method is given in Refs. [4,6]. 

3. Results and discussion 

Summarizing the results of the pre-investigation on 
incorporation and diffusion we have found that Te, Se, 

and As isotopes are incorporated on chalcogen lattice 
sites and Cd and Rb occupy sites in the metal sublattice 
[4]. This reflects as already known from literature that in 
II-VI compounds due to the high ionicity no amorphiz- 
ation occurs [7,8], i.e. most of the implants occupy lattice 
sites, and the recoil energy by transmutation is low com- 
pared to the displacement energy in this material group 
(see Table 2). Furthermore, the knowledge of the diffu- 
sion constants can be used to adjust the concentration 
and depth distribution by a proper choice of annealing 
parameters. These results are the basis of the following 
transmutation doping experiments. 

By electrical measurements we could show that rel- 
evant dopants incorporated by transmutation from host 
isotopes act as highly effective shallow acceptors or do- 
nors, respectively. In CdTe we obtained a p-carrier con- 
centration of 1017 cm-3 after transmutation from 107Cd 
into Ag as expected according to the implanted dose, i.e. 
a 100% doping efficiency in contrast to any conventional 
doping techniques, whereby always autocompensation 
occurs [10,11]. Time-dependent measurements showed 
that the doping increased exactly with the half life of the 
radioactive decay, i.e. the transmutation occurs without 
any detectable compensation and distortion of the local 
structure by the recoil energy (Table 2) [6]. We could 
recently show by the assignment of the Ag bound exciton 
in time-dependent PL measurements too that Ag incorp- 
orated at Cd lattice site acts as shallow acceptor [12]. 

An 100% doping efficiency was found also in CdTe 
and ZnTe doped with In by transmutation of 115Cd. 
Here the In donors compensate the p-type conductivity 
(about 1017 cm-3) in bulk materials, and the samples 
became highly resistive [6]. 

Transmutation experiments were also performed on 
ZnSe, concentrating on acceptor dopants that do not 
form effective acceptors in conventional doping experi- 
ments. In time-dependent Hall effect measurements on 
samples implanted with 107Cd->Ag we obtained a de- 
creasing n-type conductivity with exactly the half life of 
the radioactive decay (6.5 h). This is interpreted as caused 
by Ag acceptors compensating the n-type ZnSe. Finally, 
the sample became highly resistive. 

The challenge was to observe the acceptor doping in 
ZnSe. This material is known for the impossibility of 
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Table 2 
Comparison of displacement energies in II-VI compounds (after Watkins [9]) with the recoil energies calculated for the respective 
isotopes 

Metal sublattice 
Displacement Isotope Recoil Displacement 
energy (eV) energy (eV) energy (eV) 

Chalcogen sublattice 
Isotope Recoil energy (eV) 

CdTe 5.6-8.9 107Cd(Ag) 8.8 5.0-7.8 — — 
nlAg(Cd) 5.11 — — — 

ZnTe 4.2-13.1 115Cd(In) 5.75 2.1-6.7 — — 
ZnSe 7.6-10.0 85Sr(Rb) 1.91 6.2-8.2 73As(Ge) 

75Se(As) 
0.57 
1.54 

■e 

(D°,X) 

reference 

annealed at 400°C 

2.800 

E[eV] 

2.805 2.810 

Fig. 1. Photoluminescence spectra of As-implanted ZnSe after 
two different annealing steps. 

p-type doping by conventional methods. Particularly, the 
experiments done with 73As in ZnSe turned out to be 
very instructive characterizing the compensation process: 
For these experiments we implanted 73Se but annealed 
the samples only when most isotopes had been trans- 
muted into As. Thus these experiments are comparable 
to our investigations performed with stable As. After 
implantation of As as stable element and an annealing 
procedure at 400°C, we observed an acceptor-bound 
exciton peak at 2.7931 eV in PL spectroscopy (Fig. 1). 
This peak disappears after annealing at temperatures 
above 600°C, and a weak deeper level at 2.16 eV was 
observed instead (Fig. 2). Here, a conflict arises between 
the need of using higher temperatures to anneal the 
radiation damage and the thermally induced disappear- 
ance of the shallow acceptor level. According to a theor- 
etical work of Chadi [13,14], there are two possible states 
of As in ZnSe: a metastable shallow one, and a deep 
stable state. The second is characterized by a large lattice 
relaxation. The use of the radioactive 73As isotope en- 
ables us to demonstrate the accordance of the observed 
two levels to the described states for As impurity via the 
characteristic radioactive decay time. The half life of the 
73As isotope is 80.3 days. Recording PL spectra right 
after implantation we found both, the shallow acceptor 
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Fig. 3. Normalized intensity of the A°,X line at 2.7931 eV (see 
text) versus time. 

and the deep level. For the shallow level we observed 
a decreasing intensity in accordance to the decreasing As 
concentration in the crystal due to the radioactive decay 
of the implanted isotopes. This time-dependent decreas- 
ing is shown in Fig. 3. Obviously, the time dependence of 
the (A°,X) line (normalized) can be well fitted with the 
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Fig. 4. Photoluminescence spectra of a 8SSr implanted sample, 
85Sr decays into Rb (t1/2 = 64.8 d), the inset shows the nor- 
malized intensities of the (A°,X) line at 2.7928 eV versus time. 

half-life of 73As decaying to Ge, which leads us to assign 
this line to the As acceptor. The weak deep level vanished 
too and was not detectable after one-and-a-half half lives 
of the isotope, indicating that the deep center contains 
the dopant As too, and is not, however, a thermal or 
implantation damage. Samples doped with As (stable or 
unstable) are always very high resistive. 

Electrical measurements were carried out on crystals 
implanted with the 75Se isotope as a host atom. The Se 
isotope was incorporated on lattice site, and after the 
decay of the Se into the As acceptor we detected a p-type 
conductivity. The p-carrier concentration of 1015 cm-3 

agrees with the implanted dose of the Se isotope. Since 
these samples do not show the deep luminescence band 
we think that this deep center assigned by radioactive 
decay to a defect containing As is linked with the com- 
pensation process. Thus, we have an experimental evid- 
ence for the model theoretically proposed by Chadi [13]. 

Fig. 4 shows PL-spectra of ZnSe implanted with 
85Sr -»Rb at several times after implantation. Unam- 
biguously an acceptor bound exciton (A°,X) at 2.7927 eV 
can be correlated to the Rb acceptors formed by radioac- 
tive decay from 85Sr, which was incorporated as isoelec- 
tronic element on metal lattice sites. These samples show 
a p-type conductivity too in accordance to the implanted 
dose. The hole concentrations (p) achieved are relatively 
small due to the low yields available for those special 
radioactive ion beams. Nevertheless, these experiments 
reveal that As and Rb act as efficient acceptors in ZnSe. 
This has been concluded from photoluminescence invest- 
igations in the literature [15] but has not been demon- 
strated by electrical measurements until now. 

4. Summary 

From implantation and diffusion experiments on host 
or isoelectronic elements annealing conditions were de- 

rived in order to remove the implantation damage to 
a large extent and to achieve a well-defined incorpora- 
tion. This is the proper starting point for the transmuta- 
tion doping experiments. By transmutation experiments, 
relevant dopants, such as Ag, As, Rb and In are shown to 
act as highly efficient acceptors and donors, respectively, 
if they are incorporated undisturbed at the certain lattice 
sites in the metal or chalcogen sublattice. This implies 
that the main reason for inefficiency of conventional 
doping techniques like ionimplantation, diffusion or dur- 
ing crystal growth are defect reactions at high-temper- 
ature processes, which here are avoided if host elements 
are incorporated and then transmute into relevant 
dopants at room temperature. Thus, we reached for 
CdTe an uncompensated p-type carrier concentration up 
to 1017 cm-3 in contrast to any conventional Ag doping 
techniques. In As-doped ZnSe samples we observe two 
states: a metastable effective mass like state and a deep 
state. The occurrence of the latter state is always linked 
with the high resistivity of As-doped ZnSe crystals. The 
use of the radioactive 75Se isotope, and their transmuta- 
tion into the As acceptor at room temperature, enables us 
to avoid the formation of the deep state, and thus we 
achieve a doping efficiency of 100%. For As and Rb 
doping of ZnSe, we could show that they act as highly 
effective shallow acceptors. However, only low densities 
were investigated aiming at the comprehension of the 
compensation phenomenon model. 

Our experiments revealed that the combination of 
classic techniques of semiconductor physics with the use 
of radioactive isotopes is a powerful tool to study the 
defects occurring due to doping and give considerable 
insight into the nature of defect interaction. 
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Abstract 

We report ODEPR measurements in ZnSe which lead to the identification of (Zn^zn, i.e., the interstitial zinc located at 
the Td site surrounded by four Zn atoms. Its central 67Zn hyperfine interaction (1425 MHz) is isotropic and is 
significantly larger than that previously determined for (Zrii)s

+
e (1088 MHz), indicating that the unpaired electron is more 

highly localized on (ZnOzn- A "point-ion" envelope wave-function analysis which also takes into account the hyperfine 
interaction of the 77Se atoms, in conjunction with other considerations, places the second donor level (+ / + +) 
position for (Zni)Se and (Zni)Zn at ~ 1.0 and 1.6 eV below the conduction band respectively, with approximate error bars 
of + 0.3 eV. Our experimental results are in good agreement with state-of-the-art ab initio calculations. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: ZnSe; Interstitial zinc; Frenkel pairs; ODEPR 

Initially through the use of electron paramagnetic res- 
onance (EPR) [1] and later by using optically detected 
EPR (ODEPR) [2-6] via the photoluminescence (PL), it 
has been well-established that in situ 4.2 K irradiation of 
ZnSe with 2.5 MeV electrons generates a large number 
(«25) of distinct zinc-vacancy-zinc-interstitial, i.e., 
Znj-Vzn, Frenkel pairs frozen into the lattice with a wide 
range of intramolecular separations. In addition to these 
Frenkel pairs, one can also detect zinc interstitials which 
are so far separated from their companion vacancies that 
they can be considered to be isolated [3]. In this early 
work, these interstitials were unambiguously identified as 
located at the Td site with four nearest-neighbor Se 
atoms, henceforth denoted as (Znj)^,, through detection 
of weakly resolved hyperfine interactions with the central 
67Zn(J = f, 4.1% abundant) and 77Se (I = \, 7.6% 
abundant) atoms in the first and third neighbor shells. At 
that time, a significantly weaker co-existing signal with 
slightly larger g value, labelled X, was also observed 
which was tentatively identifed as (ZnOzn, where now the 

»Corresponding author. Tel.:   + 1-610-758-3961; fax:   + 1- 
610-758-4561. 

E-mail address: gdwO@lehigh.edu (G.D. Watkins) 

Zn;
+ ion is located at the other Td site surrounded by four 

Zn atoms. Recently, we have discovered that optical 
excitation, even at cryogenic temperatures, can efficiently 
convert between the (Zni)s

H
e and X configurations in 

essentially a 1:1 fashion [7-9]. By capitalizing on our 
ability to selectively generate a strong X signal, we can 
now perform a detailed investigation of its electronic 
structure. 

The results of these experiments are the subject of the 
current paper. These studies unambiguously confirm that 
X is indeed (Zn;)zn and also enable us to estimate the 
(Zni)Zn second donor ( + / + + ) level position in the 
band gap. These results, in addition to analogous ones 
made previously for (Znj)s

+
e, are then compared with 

state-of-the-art ab initio calculations. 
The experiments were performed at 20 GHz in an EPR 

spectrometer capable of in situ 4.2 K electron irradiation 
with 2.5 MeV electrons from a Van de Graaf generator. 
The sample investigated was an as-grown high-resistivity 
ZnSe crystal supplied by Manuel Aven at G.E. Research 
and Development Center which we irradiated to a flu- 
ence of ~ 1.5 x 1017/cm2 at 4.2 K. Subsequent ODEPR 
experiments at 1.5 K (pumped liquid helium temper- 
atures) were accomplished by inserting a capillary tube, 
through which was threaded an optical fiber, into the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00525-6 
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Fig. 1. The ODEPR spectra of the isolated zinc interstitials 
(Zn^st and X = (Zni)i with B|<100>. (a) After anneal at 25 
K in the dark, the (Zn^st signal is dominant, (b) After 458 nm 
illumination at 25 K, the X = (Znjzn signal dominates. In both 
(a) and (b), observed satellites arising from hyperfine interaction 
with the central Zn( ion are circled. Also shown for comparison 
are the theoretically predicted positions for all of the satellites, 
calculated using the relevant 67Zn hyperfine parameters listed in 
Table 1. 

TEon microwave cavity. The excitation of 458 nm was 
supplied by an argon ion laser through the fiber while the 
capillary served as a light guide for the PL, which was 
detected by a silicon EG&G 250 UV detector. The 
microwave power was on/off modulated at various audio 
frequencies, and synchronous changes in the PL were 
monitored with a lock-in detector (more details of the 
setup can be found in Ref. [5]). 

In Fig. 1, we show the (Zn;)s
+

e and X PLODEPR 
signals. Let us first concentrate on the isolated interstitial 
(Zn^ signal, as shown in Fig. la. It is negative and 
arises from a shallow donor (ß) to Zn* recombination, 
Znj+ + 3>° ->Zn? + 3i+, which competes with the 625 
nm shallow donor to deep acceptor (sä) recombination 
luminescence being monitored, sä0 + 3i° -» sd~ + 
@+ + hv. Two of the six 67Zn hyperfine satellites can be 
seen in Fig. la, corresponding exactly with the calculated 
positions using the previously measured isotropic hyper- 
fine parameter of 1088 MHz for the central 67Zn atom 
[3]. Note that the X signal can be seen in Fig. la also, but 
is significantly weaker than the main (Zn^ line. 

An anneal of the sample to 25 K in the dark has no 
effect on the (Zn^se signal. However, as shown in Fig. lb, 
if the sample is illuminated with visible light (458 nm) at 
25 K, followed by rapid cooldown to 4.2 K, the X signal 
becomes dominant while the (Zn;)^e signal decreases in 
proportion. Note that the two 67Zn hyperfine satellites 
associated with (Zn^st have decreased in size while three 

0.705 0.710 0.715 0.720 

MAGNETIC FIELD (T) 

Fig. 2. The central X = (Zn;)£, ODEPR signal withB ||<100>. 
The shoulders are due to the Se shell at second nearest-neighbor 
positions, as indicated by the darkened atoms in the inset. The 
solid line is a fit of the data assuming identical Lorentzian line 
shapes for the central and satellite lines. The dashed curves show 
the contributions of each individual line. 

new satellites have appeared.1 Furthermore, a closer ex- 
amination of the X central line reveals that there is 
structure on its shoulders, as shown in the expanded 
magnetic field scale of Fig. 2. As in the case of (Zn^se, the 
positions of the central line, its shoulders, and its satel- 
lites can be fit by the S = \ spin Hamiltonian 

= giiBB-S + Ylj-Aj-S, (1) 

where the first term describes the isotropic electronic 
Zeeman interaction in a magnetic field B and the second 
term describes the hyperfine interactions with the central 
67Zn nucleus and neighboring 77Se nuclei. 

The hyperfine interaction with the central 67Zn nu- 
cleus produces six (21 + 1) satellites, whose positions, 
determined from the three detected, are indicated in Fig. 
lb. The interaction (1425 MHz) is isotropic, consistent 
with the T,, symmetry of a (Znj)Zn site. The resolved 
structure on the shoulders of the central line, Fig. 2, 
matches well with the intensities predicted for a total of 
six 77Se nuclei. These are identified to be due to the six Se 
second nearest-neighbor atoms which are equidistant in 
each of the six <100> directions from the central (Zn;)^ 
ion. Consistent with this, angular dependence studies 
reveal that the interaction for each has axial symmetry 
about its corresponding <100> axis. The data in Fig. 2, 
which was obtained with B parallel to a <100> axis, 
should hence be made up of contributions due to two 

1X was periodically regenerated with the 25 K optical excita- 
tion process since it was slowly converting back to (Zn;)^, during 
the many signal averaged runs at 1.5 K required to detect the 
weak satellite structure. 
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Table 1 
Experimental spin Hamiltonian parameters for isolated Zn* at the two interstitial 1d sites in ZnSe, compared with estimates from 
theory. The numbers in parentheses represent the error estimates in the last digit of each entry. The hyperfine parameters are given in 
MHz 

(Zn,)£ X = (Zni)z
+„ 

Expt" Theory Expt Theory 

9 1.9964(4) 2.0064(5) 
a(67Zn) 1088(15) 1078", 1067° o(67Zn) 1425(8) 1252b, 1739c 

o(77Se)1NN 481(3) 736", 355° 
&("Se)1NN 17(3) 11", 17° 

ß(   Se)2NN 215(3) 354b, 227° 

b{   Se)2NN 23(2) 20.1c 

a(77Se)3NN 37(3) 55" 

aRef. [5]. 
bRef. [13]. 
cRef. [14]. 

equivalent nuclei with effective hyperfine interaction 
A\\ and four equivalent nuclei with effective interaction 
Aj_. This is indeed confirmed by the relative intensity of 
the shoulders compared to the central line where the 
indicated match in the figure corresponds to two and 
four equivalent nuclei being responsible for A\\ and A±, 
respectively. In contrast to (Zn^, no additional struc- 
ture is seen on the central line itself, which is narrower, 
indicating relatively weaker hyperfine interaction at the 
fourth, and more distant neighbor 77Se shells. 

These results demonstrate unambiguously therefore 
that, as tentatively suggested in previous work [3,5], the 
so-called X center is indeed (Zn^zn, the interstitial zinc 
atom located at the Td site surrounded by four nearest- 
neighbor Zn atoms. The relevant parameters are sum- 
marized in Table 1, which also includes for comparison 
the previous experimental data on (Znj)s

+
e. We use the 

notation a and b to denote the isotropic and anisotropic 
parts respectively where a = {A\\ + 2A±)/3 and 
b = (A || — A±)/3. (Since the central 67Zn hyperfine inter- 
action is isotropic, only the parameter a is required for it.) 

The central 67(Znj)zn hyperfine interaction is 31% 
greater than that for 67(Zni)s

+
e indicating that the un- 

paired electron is more highly localized on the former, 
and that its corresponding second donor level 
( + / + + ) is therefore deeper in the gap. This can be 
quantified through a point-ion analysis, as was pre- 
viously done [5] for (Zn;)^, which utilizes both the 
central 67Zn and neighboring 77Se hyperfine parameters 
to estimate the electron's binding energy to the inter- 
stitial, and hence its level position below the conduction 
band edge. 

In this approach, the electron is assumed to be bound 
in a spherically symmetric envelope function #(r) which, 
in turn, is orthogonalized to the ion cores of the lattice 
atoms to give the electron wave function \ji(r). We are 

interested in obtaining 4>(/), from which we can ultimate- 
ly estimate the electron's binding energy. Assuming that 
<t>(r) varies slowly over the extent of each of the core 
orbitals leads to the value for \j/(r) at the position of the 
7'th atom site, rJt given by i/^r,) « Gj-JV2|<P(r,-)[2. Gj can be 
calculated by using self-consistent Hartree-Fock func- 
tions for the free Zn2+ and Se° ions [10], and N is 
a normalization constant to be determined from the 
experimental data. The value of \\l/{rj)\2 can be estimated 
from the experimental isotropic part of the hyperfine 
constants a,- through the expression a, = (16TI/3) (ßj/Ij) 
/iB|i//(?-j)|2, where \ij and Ij are the nuclear magnetic 
moment and spin of the jth nucleus while ßB is the Bohr 
magneton. The results for the central zinc atom and the 
next neighbor Se shell for (Zn,)^ are plotted in Fig. 3, 
and are compared with the values previously determined 
for (Zn^se. For each, the straight line corresponds to 
a simple exponential dropoff, which, in turn, leads to 
a straight-forward determination of N [0.81 for (Znj)zn, 
0.93 for (Zni)se]> which is needed in the evaluation of 

Finally, we assume that 0(rj) is similar to that of 
a Z = 2 hydrogenic atom in a uniform dielectric s and 
furthermore, that for such a tightly bound state, the 
electron mass should be close to the free electron mass m. 
The solution is hence <Put*(f) = [V(7Cao)1/2]exp( — r/a0) 

where the Bohr radius a0 = h/^JlmE gives the binding 
energy E.2 In addition, the dielectric constant can be 

2 A more rigorous justification for this expression is to con- 
sider the Whittaker functions (see Ref. [11]) which are the 
correct solutions in spatial regions where a Coulomb potential is 
appropriate. The asymptotic form for large r is 
exp[ — ^/imEr/K] independent of the form of the potential near 
the origin. 
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Fig. 3. The amplitude of the <P(r) envelope wave function for 
X = (Zni)z„ (closed circles) deduced from hyperfine interactions 
and its corresponding fit (solid line) as described in the text. The 
(Zn;)^. results from Ref. [5] are reproduced here for comparison 
(closed squares and dashed line). 

calculated using E = 2me4/e2h2. The slope of the straight 
line for (Znj)Zn gives a0 = 1.44A, corresponding to 
a binding energy of 1.8 eV and an effective dielectric 
constant e = 5.4. (Note that as expected for a tightly 
bound state, e is close to the high-frequency value 
£„ ~ 6.) This result, when compared with that obtained 
for (Zni)^ by the same method of 1.2 eV, suggests that 
the second donor level ( + / + + ) for (Zni)Zn could be as 
much as ~ 0.6 eV deeper than that for (Zn^se- 

At this point, it is worthwhile noting that the earlier 
work [5] on (Zni)Se has suggested that Ec - 0.9 eV might 
be a more accurate value than Ec — 1.2 eV. This estimate 
was obtained by considering the PL energy of one of the 
Frenkel pairs, called Xs, whose intramolecular separ- 
ation was believed to be established. If we assume that 
the (Zn;)Zn level has been proportionally overestimated, 
a position of £c — 1.4 eV is obtained instead of £c — 1.8 
eV above. Note however that recent measurements, as 
discussed in more detail in Ref. [9], bring up the possibil- 
ity that the Xs separation could be incorrectly assigned, 
which would in turn lead to different estimates of the 
(Zn;)Se and (Zn;)Zn level positions. Taking such uncer- 
tainties into account, we place the ( + / + + ) levels at 
Ec - 1.0 eV and Ec - 1.6 eV for (Zn^se and (ZnOzn 
respectively, but with error bars of ~ + 0.3 eV. 

It is of interest to compare the experimentally derived 
results with state-of-the-art ab initio local density calcu- 
lations [12-14].3 The theoretical hyperfine parameters 
have also been listed in Table 1. Note that for (Znj) + in 
both Td sites, the agreement is excellent, leading to the 
conclusion that the theoretical calculations are remark- 

3 The values indicated for the interstitial level positions can be 
derived from Ref. [12]. They were supplied to us privately by 
CG. Van de Walle. 

ably accurate, at least for the (Zn;)
+ charge states. Theor- 

etical predictions of the level positions are also available 
[12], placing the ( + / + + ) levels at £c - 1.35 eV and 
E0 — 1.79 eV respectively for (Zni)Se and (Zni)Zn. Once 
again, the agreement with the point-ion analysis is re- 
markable. However, this result is probably fortuitous. 
For example, theoretical uncertainties in estimating the 
band gap (~ 1 eV instead of 2.82 eV) could lead to 
substantial uncertainties in predicted level positions. 
Furthermore, the wave-function analysis described 
above may be faulty - the slope of the radial drop-off is 
only expected to reliably reflect the level positions for the 
part of the envelope wave function well-removed from 
the core (see foot note 2). Hence, it may be more mean- 
ingful to compare the estimates of the difference in the 
level positions of the two configurations instead. In this 
case, the agreement between theoretical calculations and 
the wave-function analysis, i.e., 0.44 eV versus 0.6 eV, still 
remains reasonable. Taken together, our results can be 
interpreted to provide a strong and unique confirmation 
of the reliability of such calculations for interstitial 
defects. 

Finally, let us return to the optically induced conver- 
sion between X and (Zn^t, which we have recently 
demonstrated [7,8] to be occurring in both directions at 
low temperatures. With the current identification of X as 
(Zni)Zn, it is now clearly established that we have ob- 
served the migration of interstitial zinc, and that the path 
taken in the one jump process is via the two Td sites in 
ZnSe. This interesting observation has certain implica- 
tions regarding the mechanism responsible, which are 
discussed in more detail in other works [8,9]. 
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Abstract 

A parameter-free (with a single exception) method to calculate local vibrational modes from first principles is 
presented. It is applied to point defects in II-VI semiconductors: Ses in ZnS shows a very pronounced fine structure, 
because there are six stable Se isotopes and five stable Zn isotopes. The calculated results agree very well with recent 
experiments. For iVSe in ZnSe, a recent assignment of FTIR absorption bands at 537 and 553 cm-1 is verified. The fine 
structure of the mode, which to our knowledge has not yet been observed, is calculated. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Ab initio; Local vibrational modes; Cubic ZnS; ZnS: Se; ZnSe; ZnSe: N 

1. Method 

The local vibrational modes are calculated in a two- 
step procedure: In step number one, an ab initio density- 
functional theory software package is used to calculate 
the inter-atomic force constants. In step number two, 
these force constants are used to calculate the vibrational 
modes. 

For atoms closer than a cut-off radius rforce, individual 
force constants are calculated ab initio. For atoms, that 
are farther apart than the cut-off radius rforce, a long- 
range approximation is used, which replaces the atoms 
with effective point charges. These are calculated from 
the observed splitting of the LO and TO phonon bands 
at the T point of the undisturbed host crystal. This is the 
only parameter, which is not calculated ab initio. 

For the atoms closer than rforce, the force-constant 
separation approach is used, which combines the direct 
force-constant approach introduced by Frank et al. [1] 
and the planar force-constant separation approach intro- 
duced by Wei and Chou [2]. 

*Tel.: +49-30-314-24-858; fax: +49-30-314-23-198. 
E-mail address: petzke@moldix.physik.tu-berlin.de (K. Petzke) 

The direct force-constant approach uses a large super- 
cell. After displacing one atom slightly from its equi- 
librium position, density functional theory is used to 
calculate the resulting forces on the neighboring atoms. 
However, the supercell imposes a problem due to its perio- 
dicity: In reality, not only one atom is moved, but a 
super-lattice of atoms. Therefore, atom-atom forces can- 
not be calculated directly. Rather, the forces on any given 
atom in the supercell result from a superposition of the 
interaction of this atom with all the displaced atoms. 
However, in some systems like alkali metals, the forces 
decrease rapidly with increasing distance between the 
atoms. If the supercell is large enough, the interaction of 
a given atom with its closest displaced neighbor is much 
stronger than the interaction with the infinitely many 
other displaced atoms, so that they are neglected. 

In addition, the harmonic approximation is applied. 
This allows to calculate a force constant as the quotient 
of the Hellmann-Feynman forces on a given atom and 
the amount of displacement used on the atoms, that had 
been moved. 

The direct force-constant approach cannot be applied 
to semiconductors for two reasons: Due to the covalent 
bonds, there is no free electron gas, which efficiently 
screens the effects of the movement of a single ion. There- 
fore, the long-range interaction is much stronger than in 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00526-8 
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alkali metals, so that larger supercells are required. In 
addition, semiconductors contain more valence electrons 
per unit cell than alkali metals. Both constraints make 
the direct force-constant approach impractical for 
semiconductors. 

The planar force-constant separation approach uses 
planar force constants as an intermediate step. In this 
case, the supercell is large in one space direction but as 
small as possible in the other two. The long side is chosen 
long enough to reduce the effects due to the periodicity 
along this line below an acceptable threshold. The result- 
ing planar force constants are superpositions of infinite 
atom-atom force constants. However, all force constants 
outside the cut-off radius rforce can be replaced with 
a long-range default or even with zero in case of homopo- 
lar semiconductors. This turns the infinite into a finite 
sum. To actually separate true atom-atom force con- 
stants, planar force constants are calculated for different 
space directions. In each configuration, the planar force 
constants are a superposition of different atom-atom 
force constants. When enough planar calculations have 
been made, the system of equations becomes over-de- 
fined and a least-squares fit is used to find individual 
constants. 

The planar force-constant separation approach cannot 
be used to study point defects: If the supercell is small in 
two dimensions, defect-defect bonds will form along 
these lines, jeopardizing the goal of studying isolated 
defects. 

However, the separation step used in the planar force- 
constant separation approach can be generalized to any 
shape of the supercell. This is the generalized force-con- 
stant separation approach: A set of differently shaped 
supercells is used. In each supercell, the forces acting on 
a given atom are a linear combination of the forces 
originating from an infinite number of atoms on the 
displaced superlattice. By using the long-range default for 
all far-away atoms, only a finite number of force con- 
stants inside rforce remains in that linear combination. 
For different shaped supercells, these linear combina- 
tions vary. The set of supercells is made large enough to 
make the system of linear equations over-defined. Then 
individual constants can be separated by using a least- 
squares fit. Further details of the method are described in 
Ref. [3]. 

Even though most of the vibrational energy of local 
vibrational modes is located at the defect site, a non- 
neglible fraction of the energy resides on atoms farther 
away. For those atoms, the force constants of the perfect, 
undisturbed crystal are used. In the vicinity of the defect, 
modified force constants are calculated separately. For 
the perfect crystal, the force constant separation approach 
is used. However, this method is not applicable to the 
disturbed system, as it requires a truely periodic crystal. 
Therefore, the direct force-constant approach is used for 
the crystal with the impurity. 

In case of the perfect crystal, the dynamical matrix 
depends on the wave vector. At certain wave vectors, the 
matrix can contain different force constants. If these force 
constants are of the same order of magnitude, a small 
error in one constant can cause a large error in the 
dynamical matrix. The farther away two atoms are, the 
smaller the force constants are in general. But at the same 
time, the average number of atoms in a shell increases 
with distance. We found that it is necessary to include 
force constants for at least eleven shells in the calculation. 

For local vibrational modes, the situation is different: 
The vibration is dominated by the central impurity atom. 
For example, it holds around 50% (ZnS: Se) respectively 
91% (ZnSe:N") of the vibrational energy in the mode. 
Therefore, it is required to calculate the force constants 
for the impurity very precisely, but it is not necessary to 
go beyond the second shell around the impurity. In 
addition, modified force constants are calculated for the 
ligands, again up to the second shell. 

So far, the harmonic approximation has been used all 
the time. In a truely harmonic case, force constants do 
not change, when atoms move. However, in earlier work 
for GaAs: C~, we found non-neglible anharmonicity [4]. 
It is expected, that anharmonicity also plays a role with 
ZnSe: N ". Therefore, the correct positions of all atoms in 
the vicinity of the defect are calculated. This relaxation is 
performed by gradually moving the atoms in the direc- 
tion of the Hellmann-Feynman forces on them till the 
system comes to a rest. Only symmetry-conserving relax- 
ations are included. All atoms up to the third covalent 
neighbour of the defect are considered, which are a total 
of 40 atoms located on four different shells. 

In case of ZnS: Se, the situation is much better. The 
difference in size between Se and S is much smaller than 
that between Se and N. Furthermore, there is less anhar- 
monicity in ZnS: Se. Therefore, we only relax two shells 
containing 16 atoms around the impurity. 

All force constants are used to set up a cluster simula- 
tion. This is a purely classical procedure, where the atoms 
are simulated as point masses. The cluster contains the 
impurity and up to 488 atoms around it. The modes of 
this cluster are calculated by diagonalizing its dynamical 
matrix. Out of all vibrational modes, those with a large 
amplitude at the impurity atom and/or its four ligands 
are selected as local vibrational modes. 

The stronger the localization of the mode, the better 
are the results of the cluster simulation. In case of 
ZnSe: N", the results for a cluster with 47 atoms differ by 
less than 0.2 cm"1 from the results for a 489 atom cluster. 

In all calculations, the charged acceptor ZnSe: N" was 
preferred to the neutral ZnSe:N, because N" is iso- 
electronic to the Se atom it replaces, so that no empty 
states have to be calculated. In case of neutral N, a single 
hole would exist, which requires a denser k-point samp- 
ling of the Brillouin zone and thus more CPU power 
[4]. The charge of the N~ is compensated by placing 
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a constant positive background charge inside the super- 
cell. Because the defect is shallow, the extra electron 
bound to N~ is delocalized over a large area. Therefore, 
it does not contribute significantly to the strength of the 
bonds at the defect site, so that the frequency of the LVM 
is altered by less than 10 cm"1 for a similiar system [4]. 

All ab initio calculations are performed using density- 
functional theory with local density approximation 
(LDA) and a plane-wave basis set. Standard BHS 
pseudopotentials are used for S and Se, while Troul- 
lier-Martins potentials are used for Zn and N. In case of 
Zn, the 3d electrons are treated as valence electrons, but 
they are treated as core electrons for Se. Because of the 
large supercell size of 48-64 atoms, only one k-point is 
used to sample the Brillouin zone. The cut-off energy was 
up to 65 Ry. 

2. Results for ZnSe:N 

N impurities are used for p-type doping of ZnSe. How- 
ever, if the impurity concentration is increased beyond 
5 x 1019 cm"3, self-compensation occurs, so that the car- 
rier concentration drops. In Ref. [5], FTIR absorption 
bands in N-doped ZnSe at 537 and 553 cm"1 were 
assigned to substitutional 15NSe and 14NSe, respectively. 

To our knowledge, the fine structure of the line has not 
yet been measured. There are five stable Zn isotopes, so 
that 54 isotope combinations of the four Zn ligands of the 
N impurity are possible. Out of these 625 combinations, 
70 are truely different, the others can be projected onto 
one another using symmetry operations. Depending on 
the ligand masses, the mode is a singlet (all masses equal), 
a doublet (three ligands with identical mass) or a triplet 
(at most two ligands with the same mass). The total 
number of modes is 180, resulting in a rich fine structure, 
see Fig. 1. 

»—|—T—1—1—1— 

II 

_J II 
II 

< 

C/J IAI 

o } 

CD 
u 

fifyv V. \ 

t    il 

551.0     551.5     552.0     552.5     553.0     553.5 
Wave number (cm-1) 

Fig. 1. Plot of the calculated fine structure of 14C in ZnSe. The 
calculated sharp eigenfrequencies were broadened with gaus- 
sians with a half width of 0.1 cm"1 (solid line) and 0.05 cm"1 

(dashed line), respectively. 

The width of the fine structure is less than 2 cm" \ so 
that the graphs for 14N and 15N center do not overlap. 
To calculate the average vibrational frequency, all fine 
structure modes are weighted with their probability ac- 
cording to the natural abundancy of the underlying iso- 
topes. The result is 552.5 cm"1 for 14N and 535.5 cm"1 

for 15N. Both values agree very well with the experi- 
mental results of 553 and 537 cm"1 [5]. 

3. Results for ZnS: Se 

Substitutional Se in ZnS shows an even more detailed 
fine structure. This is because both the impurity and the 
four ligands each hold approximately 50% of the vibra- 
tional energy. The fine structure due to the five stable Zn 
isotopes is very similiar to the case ZnSe:N", but twice 
as wide because of the higher amplitude on the Zn 
ligands. The graphs belonging to the six different stable 
Se isotopes overlap, so that in experiments, only one 
mode with a very rich fine structure has been seen [6]. 

Our calculations (Fig. 2) reproduce the experiment of 
Ref. [6] with very good accuracy. It is found, that the 
second highest peak of the fine structure for a specific Se 
isotope has the same energy as the main peak for the Se 
isotope, whose atom mass is 2 u higher. This caused 
problems for semi-empirical models, which have been 
used so far [3]. Fig. 3 

ZnS:80Se and ZnSe:14N" show similiar fine struc- 
tures, despite the big difference of the impurity mass. This 
is, because in both cases, the Zn ligands are responsible 
for the splitting. However, the fine structure is wider for 
ZnS: 80Se than for ZnSe: 14N". The reason is the differ- 
ence in vibrational energy at the ligands: Around 50% for 
ZnS:Se, but only around 9% for ZnSe:N". 

To summarize, local vibrational modes have been cal- 
culated with ab initio density-functional theory. Our 
calculations for given impurity isotopes brought new 
insight into the systems ZnS: Se and ZnSe: N". Ab initio 
calculations allow to unambigiously interpret the fine 
structure of observed local vibrational modes. 

227 228 229 
Wave number (cm"1) 

Fig. 2. Plot of the calculated fine structure of 80Se in ZnS, the 
most abundant Se isotope. The half width used are 0.18 cm"1 

(solid line) and 0.09 cm"1 (dashed line), respectively. 
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Fig. 3. Calculated fine structure for Se (all isotopes in their 
natural abundancy) in ZnS. All modes were broadened with 
Gaussians with a half width of 0.18 cm"1. 
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Abstract 

CdTe, implanted with 197Hg ions, which decay to 197Au with a half-life of 64.1 h, was investigated by photolumines- 
cence (PL) spectroscopy. The results unambiguously verify the assignments of both, the donor-acceptor pair transition at 
1.335 eV, which corresponds to an acceptor level with EA = 263 meV, and the recombination of excitons bound to 
neutral acceptors at 1.57606 eV to single Au atoms on Cd sites. In addition, the dependence of the intensities of excitonic 
lines on the defect concentration was investigated quantitatively. The observed intensities are well explained, assuming 
that a defect can only bind an exciton if there is no additional defect within the volume of the bound exciton. The ratio 
between the exciton radii of the Cu- and Au-bound excitons R^c/R^, = 1.2 + 0.2 obtained from this model is in good 
agreement with the ratio derived from the diamagnetic shift parameters of the two corresponding PL lines. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Cadmium telluride; Gold; Photoluminescence; Radioactive isotope 

1. Introduction 

Photoluminescence spectroscopy (PL) provides 
a wealth of information on defects in semiconductors, but 
it is often difficult to identify the chemical identity of the 
defect causing a particular line in a PL spectrum. An 
unambiguous chemical identification becomes possible if 
radioactive isotopes are employed as dopants [1]. De- 
pending on whether the parent or daughter isotope is the 
dopant element, the dopant concentration decreases or 
increases due to the radioactive decay, respectively. If the 
intensity of a PL line is correlated with the half-life of the 
radioactive decay, the parent or daughter isotope can be 
identified as a constituent of the defect causing the ob- 
served level. 

* Corresponding author. Tel.:   +49-681-3024219-4220; fax: 
+ 49-681-3024315-4316. 

E-mail address: thw@tech.phys.uni.sb.de (T. Wiehert) 

After diffusion of stable Au into CdTe, E. Molva et al. 
observed a donor-acceptor pair transition (DAP) at 
1.335 eV (maximum intensity at 1.27 eV), which corre- 
sponds to an acceptor level with EA = 263 meV, and 
a recombination of excitons bound to neutral acceptors 
(A°X) at 1.57606 eV. Both transitions were assigned to 
substitutional Au atoms on Cd sites (AuCd) [2]. Excitonic 
lines with nearly the same energy as the A°X line, how- 
ever, were observed after H+ implantation [3,4] or 
electron irradiation [5] and were assigned to radiation 
damage. In order to verify the assignments of the DAP 
transition at 1.335 eV and of the A°X line at 1.57606 eV 
to the Aucd acceptor, CdTe was implanted with 197Hg 
ions, which decay to 197Au with a half-life of 64.1 h 
by electron capture [6]. Hg, which is isoelectronic to Cd, 
is incorporated on a Cd site and does not form an 
electronic defect level. After the decay, the 197Au atoms 
are still located on Cd sites because of the small recoil 
energy of 0.7 eV and are expected to form an acceptor 
level. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00533-5 
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It is known from the literature that the intensities of 
excitonic lines are reduced in semiconductors containing 
a high concentration of defects [7]. Intensive excitonic 
lines are, therefore, often used as an indicator of a good 
crystalline quality. Hence, additional information can be 
obtained from the present experiment, because the 
dopant concentration changes continuously due to the 
decay of 197Hg to 197Au. In this context, the fact that 
nothing but the elementary transmutation changes the 
sample, is even more important. To our knowledge, the 
dependence of the intensities of excitonic lines on the 
actual defect concentration has not yet been investigated 
quantitatively. 

2. Experimental 

The 197Hg ions were implanted into Bridgman-grown, 
nominally undoped CdTe crystals at the ISOLDE mass- 
separator facility at CERN (Geneva) with a dose of 
1013 cm-2 and an energy of 60 keV, resulting in an 
average implantation depth of 20 nm. After implantation, 
the crystals were annealed at 750 K for 1 h in vacuum in 
order to remove implantation-induced damage. The dif- 
fusion occurring during this annealing process distributes 
the 197Hg atoms almost homogeneously within the layer 
of about 1 urn thickness probed by PL experiments [8,9]. 
The PL measurements were carried out at 1.8 K. The 
351.1 nm line of an Ar laser was attenuated to 2 mW and 
focused to a diameter of about 200 um. The luminescence 
was analysed by a 0.5 m grating monochromator and 
detected by a CCD camera. 

3. Results and discussion 

In order to observe the change of the PL spectrum due 
to the elementary transmutation, PL spectra were re- 
corded at different times after annealing. Between these 
measurements, it was taken care that the sample tem- 
perature never exceeded 150 K in order to avoid 
modifications of the crystal besides those induced by the 
radioactive decay. A subset of the spectra is shown in 
Fig. 1. The intensity of each spectrum is normalised to the 
intensity of the DAPCu band at 1.455 eV [10]. Both Cu 
and effective-mass-like donors are usually present as un- 
intentional impurities in CdTe. The data show that the 
intensity of the PL band around 1.27 eV increases with 
time. Both the energetic position and the phonon coup- 
ling constant of this band agree with the corresponding 
values of the DAPAu band in the literature [2]. The 
intensity of this band was determined by integrating the 
intensities in the energy interval between 1.22 and 1.32 eV. 
The intensity /(f) as a function of time t was fitted with 
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Fig. 1. PL spectra of a CdTe crystal implanted with 197Hg, 
recorded at different times after annealing (1 h, 750 K, vacuum). 
The intensities of the spectra are normalised to the intensity of 
the DAPC„ band. 
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Fig. 2. Intensity of the DAPAu band as a function of the relative 
Au concentration. 

The best fit was obtained with t1/2 = (70 + 7) h, which 
is in good agreement with the half-life of 197Hg t1/2 = 
64.1 h. In Fig. 2 the data and the fit are plotted as 
a function of the relative Au concentration 0 < x < 1, 
which is the 197Au concentration normalised to the num- 
ber of originally implanted 197Hg atoms and is cal- 
culated from the radioactive decay 197Hg -> 197Au using 
h/2 = 64.1 h. From this linear dependence, it is obvious 
that the intensity of the band is proportional to the Au 
concentration. Therefore, it is concluded that the band is 
caused by a defect containing a single Au atom. More- 
over, since the 197Hg/197Au atoms are incorporated on 
Cd sites, the acceptor level at 263 meV, which corres- 
ponds to this band, is caused by single Au atoms that 
reside on Cd sites. 
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Fig. 3. Excitonic regions of the PL spectra of a CdTe crystal 
implanted with 197Hg. The intensities of the two spectra are 
normalised to the intensity of the DAPCu band. 
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Fig. 4. Intensities of the Cu°X line and the Au°X line, nor- 
malised to the intensities of the DAPCu band and the DAPAu 

band, respectively, plotted as a function of the relative Au 
concentration. The straight lines are fits to p(x) = exp( — bx), 
which yield bCu = 3.2 + 1.1 and bAu = 1.8 + 0.5 (see Eq. (3)). 

The excitonic regions of two PL spectra, which were 
recorded (a) 2.5 and (b) 224 h after annealing, are shown 
in Fig. 3. Their intensities are normalised to the intensity 
of the DAPCu band. At 1.5896 eV, the copper-bound 
exciton line (Cu°X) [10] is observed, and at 1.5761 eV the 
line mentioned above is visible, which has been assigned 
to the Aucd defect (Au°X) [2]. The dependence of the 
intensities of the excitonic lines on the Au concentration 
is obvious but more complex. Though the intensity of the 
Au°X line increases by a factor of five, which suggests an 
assignment to 197Au atoms, the radioactive decay 197Hg 
-> 197Au should effect an increase by a factor of 34. 

Additionally, the intensity of the Cu°X line changes as 
a function of time, too. It decreases by a factor of 20, 
although the Cu concentration in the crystal does not 
change. The reduced increase of the intensity of the Au°X 
line and the decrease of the intensity of the Cu°X line 
cannot be explained by a competition for the charge 
carriers created by the laser. Though additional decay 
channels for the charge carriers (DAPAu band and Au°X 
line) are created by the radioactive decay, the intensity of 
the DAPcu band does not significantly change in the 
non-normalised PL spectra. Therefore, the competition 
with the created decay channels for charge carriers 
should be neglectable. 

Obviously, the probability of binding an exciton de- 
creases for both Cu and Au acceptors, when the Au 
concentration increases. The intensities of the Cu°X and 
the Au°X lines as a function of the Au concentration are 
plotted in Fig. 4. They are normalised to the intensities of 
the DAPCu and DAPAu bands, and thereby normalised 
to the actual Cu and Au concentrations, respectively. The 
decrease of intensity is more pronounced for the Cu- 

bound excitons than for the Au-bound excitons. This is 
expected because Cu-bound excitons with a binding en- 
ergy of 7 meV are more extended and, therefore, more 
easily disturbed by an increasing defect concentration 
than Au-bound excitons with a binding energy of 
20 meV. Since the binding energy is distributed among 
three particles (one hole and one electron from the ex- 
citon, one hole from the neutral acceptor), however, this 
argument provides an only qualitative estimate for the 
radius of the bound exciton. 

In order to describe the intensities of the two A°X lines 
quantitatively and to extract the exciton radii, we assume 
that a defect can only bind an exciton if there is no 
additional defect within the volume VeXQ of the bound 
exciton. If VceU denotes the volume of the unit cell and c is 
the defect concentration, for each unit cell the probability 
of containing a defect is cVcM. Within the exciton vol- 
ume, there are Vexc/VC!.n unit cells. For each Cu or Au 
acceptor the probability for finding no additional defect 
within the volume of the bound exciton is 

p(c) = (1 - cVct 
\>WK., 

« expl - cVct 

= exp( - fnR\ 

V r exc 

■A (2) 

where i?exc is the radius of the bound exciton. The defect 
concentration c is the sum of two contributions: the 
concentration of those 197Hg atoms that have already 
decayed to 197Au (cimpl -x), where cimpl is the concentra- 
tion of originally implanted 197Hg ions and x is the 
time-dependent   relative  Au   concentration,   and  the 
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concentration of all other defects c0. This yields 

p(x) = exp( - f7li?exc[CimplX + c0]) 

= const • exp( - f 7ti?e
3
xc cimpl x). (3) 

In our model, p(x) is proportional to the intensity of 
a bound-exciton line normalised to the respective dopant 
concentration and, therefore, proportional to the inten- 
sity ratios Cu°X/DAPCu and Au°X/DAPAu in Fig. 4. In 
fact, the data of both ratios, Cu°X/DAPCu and 
Au°X/DAPAu, are well described by the function p(x) = 
exp( — b-x) with fcCu = 3.2 + 1.1 and bAu = 1.8 + 0.5. 
The value of cimpl is estimated from the implantation 
dose of 1013 cm"2 and a diffusion length in the order of 
1 um for the 197Hg atoms [8,9] to cimpl = 1017 cm-3. 
This yields excitonic radii of R^c = 20 nm and R^c = 16 
nm. These radii, however, are uncertain by a factor of 
about two because the uncertainty of cimpi is about one 
order of magnitude. Therefore, it is reasonable to con- 
sider the ratio of the excitonic radii R^c/Rtxc = 
1.2 + 0.2, which is independent of cimpi. 

This ratio is compared with the ratio of the Bohr radii, 
which are obtained from the magneto-optical parameters 
of the corresponding PL lines [2,12,13]. In CdTe, the 
radius of an A°X complex is determined by the more 
weakly bound electron. This follows from a pseudo- 
donor model, in which the two holes are tightly bound by 
the short-range potential of the acceptor, producing 
a long-range Coulomb potential, which binds the elec- 
tron, similarly to a donor [11]. It has been shown that 
this model is valid for Cu°X and Au°X complexes in 
CdTe [2,12,13]. In an external magnetic field B, an A°X 
line exhibits a diamagnetic shift [14]. Because of the 
strong binding of the two holes and the quadratic de- 
pendence on the radii |r,|, the contributions of the two 
holes to the diamagnetic shift AE is neglected: 

A£=    £    (W., 
i = e,h,h 

.2 

8m; 
:(r,xB): V, 

8m* 

= Cdiam B 

CFls\(rexB)2\Wu) 

with 

Cdiam  —   .     „,a0> 
4m* 

(4) 

(5) 

where e is the charge, m* the effective mass, re the posi- 
tion of the electron, and *Fls is the Is wave function of a 
hydrogenic donor with Bohr radius a0. With Eq. (5) the 
Bohr radius of the exciton can be estimated from 
the diamagnetic shift parameter cdiam. With c^m = 
(1.47 + 0.08) x 10-2 msV/T2 for the Cu°X line [12] and 
Cdiäm =(1.1+ 0.1) xl0_2meF/T2 for the Au°X line 
[2,13], the Bohr radii agu = 5.7 + 0.2 nm and oft" = 

4.9 + 0.2 nm are obtained. Their ratio is ao7°ou = 
1.16 + 0.09, which is very close to the ratio 
R*Hc/R£™ = 1-2 + 0.2 obtained from the data in Fig. 4. 
The absolute values of the exciton radii determined from 
these data, R^c = 20 nm and R^ = 16 nm (see above), 
are about 3.4 times the calculated Bohr radii, which is 
a reasonable factor since an electron described by a Is 
wave function is found in a sphere with a diameter of 
3.4a0 with a probability of 97%. 

4. Summary 

By doping CdTe with radioactive 197Hg/197Au, it is 
shown that the intensity of the DAP transition at 1.335 
eV is proportional to the 197Au concentration in the 
crystal. Therefore, the acceptor level at 263 meV, corre- 
sponding to this band, is caused by a defect containing 
a single Au atom. As the 197Hg/197Au atoms are incorp- 
orated on Cd sites, this acceptor consists of single Au 
atoms that reside on Cd sites. The dependence of the 
intensities of both the Cu°X and the Au°X lines are well 
explained quantitatively, assuming that a defect can only 
bind an exciton if there is no additional defect within the 
volume of the bound exciton. Since the intensity of the 
Au°X line at 1.57606 eV is correctly described, the defect 
binding this exciton also contains a single Au atom. 
Therefore, the assignments of both the DAP transition at 
1.335 eV and the A°X line at 1.57606 eV to the Aucd 

acceptor are verified. 
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Abstract 

The implantation sites and diffusion of Li in as-grown and Se-rich ZnSe has been studied with emission channeling 
measurements on the a-particles emitted in the decay of radioactive 8Li probes implanted in single-crystal samples. At 
implantation temperatures below 180 K the Li atoms are immobile at tetrahedral interstitial sites, but a site change sets in 
at 200 K, and above 250 K the Li atoms occupy mainly substitutional sites. In Se-rich ZnSe the interstitial Li fraction (/T) 
shows partial recovery between 260 and 360 K, a phenomenon which may be attributed to Li trapping at interstitial Se. 
Implantation dose, however, has a strong influence on the observed channeling and blocking patterns. Maximum/T is 
achieved at T > 400 K where the fraction at interstitial sites is an order of magnitude lower. At higher temperatures ( « 
550 K) the Li atoms dissociate from their substitutional sites and diffuse to the surface in the Se-rich sample and to 
extended defects in the implantation region in the as-grown sample. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: ZnSe; Li; Implantation sites 

1. Introduction 

The properties of Li-doped ZnSe has been the subject 
of considerable study, both experimental and theoretical. 
While n-type doping (with Cl) poses little problem high 
levels of p-type doping has been difficult to achieve. Li as 
dopant produces low-resistivity p-type ZnSe [1,2], but 
the maximum net acceptor concentrations, NA — ND, are 
limited to s£ 1 x 1017cm~3 [3] and show no increase 
even with increasing Li concentrations [4]. Theoretical 
calculations [5,6] show that the acceptor doping levels 
are mainly constrained by two factors. Firstly, there is 
competition between substitutional and interstitial impu- 
rity configurations; secondly, the formation of a Li2Se 
phase sets a limit on the achievable Li solubility level. 

»Corresponding author. Tel.: + 27-31-204-4663; fax:  + 27- 
31-204-4795 . 

E-mail address: kbr@pixie.udw.ac.za (K. Bharuth-Ram) 

Ion implantation offers an obvious mechanism to 
overcome solubility limits. The quest then is to find the 
implantation conditions under which Li incorporation 
on substitutional Zn sites dominates. In this contribution 
we report on investigations on the lattice sites of 
ion-implanted Li in virgin and Se-enriched ZnSe as a 
function of implantation temperature, and compare the 
results with earlier measurements on Zn-enrichd ZnSe 
[7]. The investigations were carried out employing emis- 
sion channeling measurements on the a-particles emitted 
in the decay of radioactive 8Li probes implanted in 
single-crystal samples. These measurements allow studies 
of the site fractions and lattice site changes of the im- 
planted dopant as a function of implantation temperature. 

2. Experimental details 

The emission channeling (EC) technique as applied to 
a-emitting probes implanted in single-crystal samples is 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00535-9 
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described in detail in Ref. [8]. For probes implanted at 
tetrahedral interstitial sites detection of the emitted a- 
particles as a function of tilt angle relative to the different 
crystallographic axes and planes, show that enhanced 
channeling yields along the <110> axial direction and 
blocking effects along the <111> and <100> directions; 
such measurements for a-emitters at substitutional sites, 
on the other hand, show blocking effects in all three 
major axial directions. 

In our study of the implantation site and diffusion of Li 
we used as probe radioactive 8Li which decays via 
ß" emission, with a half-life r1/2 = 0.838 s, to an excited 
state of 8Be. This, in turn, breaks up, within 4 x 10" 22 s, 
into two a-particles with energies continuously distrib- 
uted around 1.6 MeV. The short half-life and the low 
recoil energy imparted to the product 8Be ensures that 
the emitted a-particles reflect the lattice sites occupied by 
the implanted parent ions. This allows, within a time 
window of a few seconds between implantation and 
decay, studies of implantation site fractions and lattice 
site changes induced by Li-defect interactions. 

The ZnSe crystals had a specific resistance of > 10s 

Q. cm, and were mechanically polished with a <100> 
orientation. Measurements were made on Se-enriched 
and virgin samples. Se enrichment was achieved by an- 
nealing a virgin ZnSe crystal in Se-rich atmosphere for 28 
days at a temperature of 1200 K. The Se-rich crystal 
showed p-type characteristics, but was highly resistive 
with a nett acceptor density of 3 x 1011cm-3. For the 
channeling measurements each sample was pre-oriented 
with the aid of Laue X-ray photographs, and mounted in 
the vacuum chamber of a three-axis goniometer at the 
online isotope separator ISOLDE at Cern. The 8Li probe 
ions were then implanted through a 0.5 mm diameter 
aperture into the crystal at a tilt angle of 10° with respect 
to the crystallographic axis. The emitted a-particles were 
detected in a two-dimensional position sensitive detector 
at 152° to the direction of the incident beam. Cooling and 
heating devices allowed the sample temperature to be set 
between 50 and 1000 K. The a-emission yield was mea- 
sured over an angular range of + 2.5° about different 
crystallographic directions, at several implantation tem- 
peratures between 150 and 560 K. The implantation dose 
needed to acquire a single spectrum with sufficient statis- 
tics, such as that shown in Fig. 1, was typically about 
2xl012cm"2. The total implantation dose into the 
same beam spot on the sample surface did not exceed 
2xl013Li/cm2. 

3. Results and discussion 

Figs. 1(a) and (b) show three-dimensional a-emission 
spectra about the <110> crystallographic direction ob- 
served for the as-grown ZnSe sample at 180 and 275 K, 
respectively. The plotted emission yield has been nor- 

(a)JT=J80K 
{111} {111} 

1100} 

0.40 

(b) T = 275 K 

Tilt angle [deg.]' 

{100} 

-2-1012 
Tilt angle [deg] 

Fig. 1. Normalized a-emission yields from 8Li implanted in 
ZnSe at (a) 180 K and (b) 270 K. 

malized to the mean yield for an off-axis random direc- 
tion. The enhanced channeling effect with a maximum 
yield at 0° evident in Fig. 1(a), together with blocking 
effects along the (110)- and (10 0)-planes and channeling 
effect along the (11 l)-planes are clear signatures of Li 
atoms located at tetrahedral interstitial sites. The chan- 
neling pattern in Fig. 1(b), on the other hand, shows 
a pronounced blocking effect at 0°, as well as blocking 
effects of the {111}-planes, which provides evidence that 
most of the decaying Li are now on substitutional lattice 
sites. 

The Li site fractions were estimated from fits of the 
experimentally observed channeling spectra to a-emis- 
sion channeling patterns simulated with the Monte Carlo 
simulation program FLUX [9], allowing for Li on sub- 
stitutional (/s), tetrahedral interstitial (fr), and random 
sites (fR). As input values for the theoretical calculations 
we used a TRIM [10] estimated mean range of the Li 
implantation profile (430 (200) nm), Debye temperatures 
of 0D(Zn) = 293 K, 0D(Se) = 266 K, and an experi- 
mental angular resolution of a = 0.12°. The one-dimen- 
sional vibration amplitude u^ of Li was treated as an 
additional fit parameter. Other regular lattice sites such 
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as bond-center, anti-bonding, hexagonal interstitial, 
split-<l 00>, were also modelled but no obvious evidence 
of Li at these sites was found. Li atoms decaying in highly 
disordered regions or within extended defects produce an 
isotropic oc-emission yield, and have been included as 
contributing to the 'random' fraction. The best fit for the 
spectrum shown in Fig. 1(a) was obtained for/"T = 68(4)%, 
/s = 8(3)% /R = 24(4)%, and ux = 0.12(1) A, while that 
shown in Fig. 1(b) yielded/T = 9(3)%,/s = 54(4)%,/R = 
37(4)%, and u, = 0.19(1) A. 

Fig. 2 displays the Li site fractions fT and/s plotted as 
function of implantation temperature for the Se-rich and 
the virgin samples. At implantation temperatures below 
180 K the majority ( > 60%) of the Li atoms occupy 
tetrahedral interstitial sites but at temperatures between 
180 and 275 K a LiT -»Lis site change occurs. Between 
400 and 500 K the maximum substitutional Li fraction 
(/s = 55(5)%) is achieved, while the interstitial fraction is 
an order of magnitude lower, a result in agreement with 
the theoretical calculations of Ref. [6]. At higher temper- 
atures the blocking (and channeling) effects in all three 
principal axial directions rapidly decreases, and disap- 
peared at 540 K, showing dissociation and diffusion of 
the Lis. 

Our results show that at low temperatures the most 
stable site for the implanted 8Li is the interstitial lattice 
site with Td symmetry (which has been shown to be the 
interstitial site surrrounded by four Se atoms [11]) and 
only a small fraction (8(3)%) recombines within the life- 
time of 8Li with a Zn vacancy. The Zn vacancy is stable 
within the temperature range of our measurements [11]. 
Hence the Li lattice site changes and the formation of 
substitutional Li (Lis) observed at higher temperatures 
results from diffusion of the interstitial Li. Proceeding as 
described in Ref. [7], we estimate a migration energy of 

a)   ZnSe Se-rich 

200        300        400        500 
Temperature (K) 

Em = 0.48(5) eV, a result which is in good agreement with 
theoretical estimates for the Li migration barrier in ZnSe 
of 0.5 eV [6]. 

In the Se-rich sample a similar general behaviour was 
observed. Our data suggests a partial recovery of the 
tetrahedral fraction at temperatures between 260 and 360 
K. This effect may be attributed to the diffusing Li 
trapping at the enhanced Se interstitials (which are mo- 
bile at these temperatures [11]) in this sample, before 
they find a Zn vacancy. This interpretation, however, has 
to be treated with caution since the observed channeling 
effects are strongly influenced by implantation temper- 
ature and dose. This is illustrated in Fig. 3, in which the 
upper figure (a) shows a plot of the normalized channel- 
ing yield in the <110> axial direction observed in con- 
secutive measurements as the sample temperature was 
changed. The arrows in the figure indicate the sequence 
in which the measurements were made. On average, 
a dose of 0.5 x 1012 Li/cm2 was implanted at each stage, 
so that the dose at the end of the series amounted to 
about 6x 1012 Li cm"2. Fig. 3(b) shows the results of 
similar measurements on as-grown and Se-rich ZnSe 
samples, with the sample temperatures held at 300 K. 

In both the virgin and the Se-rich samples the Lis 

becomes unstable at higher temperatures, and at 
T > 550 K no channeling- and/or blocking effects are 
visible in the spectra. An approximate estimate of the Lis 

dissociation energy ED may be made by assuming that 

—i—p—i—i—i—i—i—i—i 

<110>ZnSe as-grown 

Y^   \ / start of implantation 

Dose = 6x 10 cm" ■ 

Fig. 2. Interstitial and substitutional lattice site fractions, /T 

and/s, of 8Li implanted in (a) Se-rich ZnSe, and (b) as-grown 
ZnSe, as functions of implantation temperature. 

200   250   300   350   400   450   500 

Implantation temperature (K) 

Fig. 3. Dose and temperature effects during Li implantation in 
ZnSe. The normalized yield in the <110> axial direction in 
consecutive measurements is plotted as a function of sample 
temperature. The arrow indicates the sequence of the measure- 
ments. The inset in (b) shows the dependence of the <110> yield 
on Li dose for Se-rich and as-grown ZnSe. 
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one jump is sufficient to cause dissociation (according to 
Lis -> Lii + VZn) within the lifetime of 8Li, an attempt 
frequency of v0 = 1013 Hz, and a dissociation temper- 
ature of 510-550 K. The expression v = v0 exp(-£D//cT) 
then yields £D = 1.3 - 1.4 eV. The question then arises 
as to where the Li atoms go after dissociating from their 
substitutional sites. An indication of this is provided by 
examining the energy spectra of the emitted a-particles, 
below and above the dissociation temperature. No 
change in a-particle energy is observed in the as-grown 
sample, which suggests that Li atoms diffuse to, and trap 
at, nearby extended defects presumably induced by the 
implantation process. In the Se-rich sample, on the other 
hand, the energy of the emitted a-particles is observed to 
increase by 110 keV. Using a TRIM estimated stopping 
power of 0.34 keV/nm for 1.6 MeV a-particles, this cor- 
responds to a reduction of the mean path length of the 
a-particles of 325 nm. This is in reasonable agreement 
with the estimated mean implantation depth of 430 (200) 
nm, and indicates that in this case the Li atoms have 
diffused to the surface. This may suggest that lattice 
damage in the implantation region in Se-enriched ZnSe is 
very much reduced compared to the as-grown sample. 

4. Conclusions 

Our measurements show that at low temperatures the 
interstitial site with Td symmetry is the preferred site for 
the Li atoms implanted in ZnSe. At temperatures be- 
tween 180 and 275 K a site change of LiT -> Lis is 
observed which may be attributed to interactions of 
diffusing Li+ with Zn vacancies. This process occurs 
within a time scale of the 8Li lifetime («Is). Li shows 
similar behaviour in Se-rich ZnSe, except that the tet- 
rahedral interstitial fraction remains appreciable up to 
360 K, a phenomenon which can be attributed to Li+ 

trapping at the enhanced concentration of interstitial Se. 

The maximum substitutional fraction is achieved at 
400-500 K, when the interstitial Li is an order of magni- 
tude lower, a result in agreement with theoretical calcu- 
lations [6]. At higher temperatures the substitutional Li 
dissociates and diffuse to extended defects or dislocations 
within the crystal in the as-grown sample, but to the 
surface in Se-rich ZnSe. 
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Abstract 

The properties of an indium-related DX center were determined in indium-doped Cd0.9Mn0.iTe by deep-level 
transient spectroscopy (DLTS). These studies, carried out within a 77-360K temperature range, revealed the presence of 
five electron traps. It was possible to determine the activation energy for four of them. Their values were equal to 
0.22-0.30, 0.43, 0.51 and 0.63 eV, respectively. For the first energy level, the concentration of the associated traps was 
higher than 10% of the concentration of the shallow levels and the capture cross section was thermally activated, with an 
energy barrier for capture equal to 0.1 eV. The concentration of the other three traps was lower than 1014 cm"3. 
Persistent photoconductivity was also observed at low temperatures. At 77 K, the photoconductivity continued for a very 
long time after the light was extinguished, and was present until the temperature of the sample increased to 170 K. 
The very high concentration and thermally activated capture cross section for the first trap suggest its DX center 
nature. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: CdMnTe; Deep levels; DX centers 

1. Introduction 

It has been established that the presence of metastable 
DX centers is responsible for the persistent photoconduc- 
tivity observed in many III-V and II-VI semiconducting 
compounds. For column III impurities in CdTe, i.e. Ga, 
In and Al, the large lattice relaxation model with the 
first-principles pseudopotential calculations has been 
used for analysis of DX centers [1]. From the model, the 
binding energies of the DX centers were determined to be 
equal to - 0.42 eV for Al: DX, - 0.04 eV for In: DX 
and + 0.08 eV for Ga: DX. This implies that the conver- 
sion of the shallow hydrogenic donor into a deep relaxed 

* Corresponding author. Tel.: + 48-71-320-2642; fax:  + 48- 
71-328-3696. 
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one is only possible in Ga-doped CdTe. The shallow-to- 
deep transition in CdTe-based semiconductors, can be 
stimulated either by the formation of CdZnTe, CdMnTe 
or CdMgTe ternary compounds or by the application of 
hydrostatic pressure in n-type CdTe. 

Metastable defects in CdTe and Cdi_xMnxTe have 
been observed before. In Ga-doped Cd!_xMnxTe meta- 
stable defects were investigated in Refs. [2-5] for 
x = 0.01, for x = 0.03 in Ref. [5] and x = 0.05 in Ref. [4]. 
Iseler et al. was the first to find that in CdTe: In there is 
a potential barrier to the transfer of electrons between the 
conduction band and the deep donor level [6]. Indium 
donors also form metastable DX centers in layers of 
CdTe:In [7,8] grown with molecular beam epitaxy. In 
indium-doped Cdi-xMn^Te, both the metastability and 
the persistent photoconductivity were observed for 
x > 7% [9]. It has been suggested that the persistent 
photoconductivity is caused by the DX centers, which are 
introduced by indium donors. In our earlier paper [10] 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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we   also   observed  metastable   defects   for   In-doped 
Cdj.^Mn^Te with x = 0.2. 

In this work, we have used deep-level transient spectro- 
scopy (DLTS) to investigate properties of deep levels, 
related to defects present in In-doped Cdx-^Mn^Te for 
x = 0.1, and to identify the metastable defects responsible 
for persistent photoconductivity observed by us in this 
material. 

2. Experimental details 

The experiments were performed on Cd0.9Mn0.iTe 
crystals grown by the Bridgman method. The studied 
wafers were annealed at 600°C in cadmium vapors for 
one week. Prior to the deposition of the contacts, the 
wafers were mechanically polished and etched in a 5% 
Br2 solution in methanol. In order to perform DLTS 
measurements, Schottky barriers were prepared by the 
vacuum deposition of a 0.5 mm2 gold layer on the front 
side of the samples. The ohmic contacts were obtained on 
the backside by indium soldering. 

The capacitance-voltage and DLTS measurements 
were performed with the help of a DLS-82E spec- 
trometer, based on a 1 MHz capacitance bridge and a 
lock-in integrator. The room temperature donor concen- 
tration, obtained from the capacitance-voltage measure- 
ments was approximately equal to 1016cm"3. 

3. Results and discussion 

The DLTS studies, carried out within the 77-360 
K temperature range, revealed the presence of five elec- 
tron traps in In-doped Cd0.9Mn0.iTe samples. A sample 
temperature scan of the DLTS signal, shown in Fig. 1, 
has five peaks labeled as E1-E5. At the temperature at 
which a DLTS peak is observed, the emission rate, en, 
and lock-in frequency/ are directly related by 

en = 2.17/ (1) 

Taking temperature scans for several lock-in frequen- 
cies makes it possible to construct Arrhenius plots for 
each of the peaks. In Fig. 2, the plots for four traps are 
shown. The studies of the fifth peak were beyond the 
experimental capabilities of the system. The solid lines in 
the figure represent the best least-squares fit to the ex- 
perimental data. Activation energies obtained from these 
plots for E2-E4 levels are equal to 0.43,0.51 and 0.63 eV, 
respectively. The data for the trap E3 are ambiguous, as it 
was impossible to separate this peak from the neighbor- 
ing peak related to trap E4. For El trap activation 
energy changed from 0.22 to 0.30 eV depending on 
measurements condition (amplitude of filling voltage and 
reverse bias). 

H 

Q 

100 150 200 250 300 350 

temperature (K) 

Fig. 1. DLTS temperature scans for Cd0.9Mn0.iTe: In at the 30 
Hz lock-in frequency. 

T- 

El 
(0.22 eV) 

-I i I i_ 

1000/T 

Fig. 2. The Arrhenius plots for the four deep levels observed by 
DLTS in Cd0.9Mn0.iTe:In. Solid lines are the best least- 
squares fit to the experimental data. 

For levels E2-E4, the trap concentration obtained 
from the DLTS spectra constituted about 1% of the net 
donor concentration. These levels became completely 
filled by pulses lasting several microseconds. For level 
El, the trap concentration was equal to more than 10% 
of the net donor concentration, and the DLTS signal 
related to this trap was not saturated until the filling 
pulse width reached 1 ms. An example of such a behavior 
is given in Fig. 3. In this figure, the DLTS spectra, 
collected at a 60 Hz lock-in frequency, are shown for 
different filling pulse widths. It is noticeable that for the 
first trap the DLTS signal increases significantly with 
increasing filling pulse width, whereas for the second trap 
it is saturated even for the shortest, 5 us pulse. The DLTS 
peak saturating for very high pulse widths is a fingerprint 
for thermally activated capture cross section for a related 
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Fig. 3. DLTS temperature scans for Cd0.9Mn0.iTe: In collected 
at different times of the filling pulses: 5, 50, 500 and 800 us. 
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Fig. 4. Relative persistent photoconductivity in Cdo.gMno.tTetIn 
after halogen lamp illumination at 77 K. R0 is the dark resist- 
ance at 77 K. 

trap [11]. To find out if it was the case, the standard 
method of capture cross section measurement [11] was 
applied. In this method, the measurements of DLTS 
signal amplitude related to the peaks are carried out as 
a function of filling pulse width at different lock-in fre- 
quencies. The results of these measurements indicate that 
the capture cross section for trap El was indeed thermal- 
ly activated and its activation barrier was equal to 0.1 eV. 

The persistent photoconductivity was also studied in 
this experiment. The resistance of the samples was mea- 
sured as a function of temperature in the 77-360 K range. 
When the temperature dropped below 120 K, the resist- 
ance rapidly increased by two orders of magnitude as 
compared to the room temperature resistance. This in- 
crease is caused by the carrier freezing associated with the 
high concentration of deep-level traps. Illumination of 
the samples at 77 K resulted in a drop in resistance by 
two orders of magnitude. After switching off the light, the 
relaxation of the resistance to its initial, dark value took 
a very long time. Even after 1 h, the resistance reached 
only about 5% of its dark value. The kinetics of the 
change in photoresistance after extinguishing the light is 
shown in Fig. 4. 

Persistent photoconductivity in the indium-doped 
Cdo.9Mno.1Te proves the presence of some metastable 
defects in the material. For DX centers, it is required that 
their concentration is comparable with the net donor 
concentration. Also, the defects have to be strongly 
coupled to the surrounding lattice, which in DLTS mani- 
fests itself in very long filling pulses saturating the traps, 
and a thermally activated capture cross section. From the 
five electron traps observed in the indium-doped 
Cdo.9Mno.1Te, only trap El satisfies these conditions. Its 
concentration is comparable to concentration of shallow 
donors and the capture cross section is thermally ac- 
tivated with a 0.1 eV energy barrier. 

Comparing the results of this work with the results 
obtained by other authors supports the statement that 
level El is attributable to a DX center. Most likely, the 
donor-like indium impurity forms these centers. 

4. Conclusions 

Deep levels in Cdo.9Mno.1Te:In were investigated 
using deep-level transient spectroscopy and persistent 
photoconductivity measurements. For full identification 
of the levels, the investigations were carried out within 
the 77-360 K temperature range. Five distinct peaks were 
observed in the DLTS spectra, one of which, El, could be 
attributed to a DX center. The corresponding trap has 
a high concentration. There is strong lattice coupling for 
defect associated with this trap. Finally, the capture cross 
section, with a 0.1 eV barrier, can be thermally activated. 

Exposing the Cd0.9Mn0.iTe:In sample, at 77 K, to 
illumination from a halogen lamp increased the conduct- 
ivity of the material by about two orders of magnitude. 
This photoconductivity persisted for a very long time 
after extinguishing the light. It is reasonable to assume 
that trap El is related to indium impurity which forms 
DX centers in the studied Cd0.9Mn0.iTe:In. Therefore, 
trap El is responsible for the persistent photoconductiv- 
ity observed in the material. 
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Abstract 

Photoluminescence of deep levels near mid-gap in P-(Cd1_xZn,c)Te (x « 0.03-0.05) grown by the vertical gradient 
freezing method was investigated. Correlation with recombination properties manifested by temperature dependence of 
diffusion length of minority electrons and the corresponding mobility-lifetime product was studied. Low-temperature 
photoluminescence (PL) in the spectral range 0.68-1.3 eV and a temperature dependence of diffusion length of minority 
electrons (DL) measured by EBIC in the temperature range 60-300 K on both as-grown and annealed samples (800°C 
and 900°C) were investigated. We observed, that while as-grown samples exhibited a steep increase in DL with decreasing 
temperature in the temperature range 60-140 K, annealing and subsequent quenching resulted in a significant decrease of 
DL at these temperatures. Photoluminescence band with a peak at approx. 0.84 eV in annealed samples with increased 
recombination and therefore low DL was observed, while no such peak was detected in the as-grown samples with high 
DL. Luminescence in the « 0.8 eV band is usually attributed to a Vcd related defect which is supposed to act as 
a recombination centre. It can be concluded, that a correlation between effects of increased recombination manifested by 
decreased values of DL at temperatures 60-140 K and detection of the « 0.8 eV PL band was observed. Reduction of the 
mobility-lifetime product by increased recombination in (CdZn)Te single crystals is therefore probably connected with 
a presence of a Vcd-related defect. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: (CdZn)Te; Photoluminescence; Diffusion length 

1. Introduction 

(CdZn)Te has been in the centre of interest due to its 
applications in detection of X- and gamma rays, in 
electro-optic devices and also as a substrate for epitaxial 
growth of mercury cadmium telluride. While crystallo- 
graphic quality and good optical properties are crucial 
for (CdZn)Te substrates, electrical properties like a high 
mobility-lifetime product, high resistivity connected with 
a low leakage current are important for its use as 
a gamma and X-ray detector. For a production of 
(CdZn)Te with pre-defined optical and electrical proper- 

* Corresponding author. Tel.: + 420-2-216-1320; fax: +420- 
2-296764. 

E-mail address: franc@karlov.mff.cuni.cz (J. Franc) 

ties and low concentrations of point defects and precipi- 
tates, identification of basic defects and their influence on 
material properties is necessary. One of the most com- 
monly used experimental techniques for material charac- 
terization is the low-temperature photoluminescence 
(PL). In this paper we concentrate on PL results from 
spectral range 0.68-1.3 eV, that includes also signal from 
deep levels near the mid-gap. Properties of deep levels in 
CdTe and (CdZn)Te were investigated by several authors 
by PL, DLTS and PICTS methods. Generally, three 
groups of PL bands located at 0.5, 0.8 and 1.1 eV are 
observed in CdTe [1-3]. The 1.1 eV band is usually 
attributed to tellurium vacancy Vxe [4-6]. The 0.8 eV 
band was reported to consist of two subbands [2] at 0.72 
and 0.81 eV. It has been attributed to an acceptor com- 
plex involving the native VCd defect and an impurity 
[7,8]. This level was also reported to be a good candidate 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00545-l 
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to act as a recombination centre having comparable 
emission rates for electrons and holes [9]. 

The purpose of the present paper is to analyze deep PL 
bands in the spectral range (0.68-1.3 eV) in as-grown and 
annealed Cdt _xZnxTe (x ta 0.03-0.05) and to investigate 
possible correlation with recombination effects in the 
samples analyzed from temperature dependence of diffu- 
sion length of minority carriers (DL) measured by elec- 
tron beam-induced current (EBIC) method. This effect 
was already analyzed in Ref. [10], where correlation 
between DL and near band gap PL (« 1.5 eV) was 
looked for. 

a spectral range (0.68-1.3 eV) at temperature 4.8 K in 
a continuous flow He cryostat. He-Ne laser with power 
«15 mW was used for excitation. Spectra were correc- 
ted with respect to sensitivity of the detectors. Diffusion 
length of minority carriers was measured by EBIC 
method in a JEOL-50 scanning electron microscope with 
a cooled holder for measurements in the temperature 
range 60-300 K [12]. Au-evaporated Schottky barrier 
was used for the separation of electron-hole pairs in the 
EBIC method. 

3. Results and discussion 

2. Experimental 

(CdZn)Te samples used in this study were prepared in 
our laboratory by the Vertical gradient freezing method 
[11]. The as-grown samples were mostly P-type with 
a standard concentration of holes 1014-1016 cm-3 and 
a mobility 30-70 cm2/Vs at 300 K. Two sets of samples 
were fabricated. The first set was prepared from high- 
quality single crystalline (111) oriented P-(CdZn)Te slice 
(crystal A). Neighbor samples were annealed at 800°C 
and 900°C at different cadmium overpressures pci (see 
Table 1) and after annealing quickly quenched to room 
temperature. The annealing procedure was performed in 
a one-zone furnace, when the pcd overpressure was cre- 
ated by additional Cd in the ampoule together with 
samples of (CdZn)Te powder being added in order to 
avoid surface damage during annealing. The annealing 
time was 10 days. 

The second set of samples was prepared from the 
as-grown single crystal B by cutting samples along the 
[111] growth axis from the top to the bottom of the 
boule (height 2 cm) in order to characterize changing 
conditions during the growth (mainly due to changing 
Pcd overpressure and Zn content) and their influence on 
basic electrical and PL properties. 

PL measurements were performed in a FTIR spec- 
trometer Bruker IFS66/S with a Ge and Si detectors in 

Results of measurements of DL of minority electrons 
on samples from the first set - annealed at 800°C and 
900°C and different pci overpressures together with an 
as-grown neighbor sample are presented in Fig. 1. Obvi- 
ously, the as-grown sample shows a steep increase of DL 
and of the corresponding mobility-lifetime product (cal- 
culated from a standard relation L2 = (fcT/e)^r) at tem- 
peratures below 140 K. All three annealed neighbor 
samples show less steep increase of DL with decreasing 
temperature. The effect of increased recombination, 
which is manifested by shorter DL is stronger at higher 
annealing temperatures and lower pcd overpressure. 
These are experimental conditions that favor generation 
of cadmium vacancies Vcd [13]. It is therefore a good 
reason to suppose, that the observed increased recombi- 
nation is due to some Vcd related defect or complex. 
Results of PL measurements are summarized in Table 1, 
where positions of the observed PL bands in the spectral 
range 0.68-1.3 eV are given for samples from both sets 
(the annealed set from single crystal A (samples No. 1-4), 
the as-grown set from single crystal B (samples No. 5-7). 
The PL band at 1.074-1.111 eV attributed to VTe is 
present in all investigated samples and no correlation of 
its presence with recombination properties was found. 
The PL band at « 1.23 eV is present only in one sample 
and also in this case we found no correlation with DL 
measurements. Other situation occurs in the case of the 

Table 1 

Crystal Sample T (anneal) Pcd PL(eV) 
1.2 eV band 

PL (eV) 
1.1 eV band 

PL(eV) 
0.8 eV band 

A 1 as grown X X 1.08 X 
A 2 800°C 8.7 x 10"4 1.23 1.09 0.84 
A 3 800°C 1.3 x 10"2 

X 1.07 0.75 
A 4 900°C 0.3 X 1.07 0.85 
B 5 as grown X X 1.08 X 
B 6 as grown X X 1.09 0.84 
B 7 as grown X X 1.11 0.84 
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Fig. 1. Diffusion length of minority electrons in P-(CdZn)Te 
as-grown and annealed samples (crystal A). 
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Fig. 3. Dependence of intensity of the « 0.84 eVpeak on diffu- 
sion length of minority electrons at 100 K (crystal A). 

PL band at x 0.84 eV. All annealed samples have a sig- 
nificant PL signal in this spectral range. In the case of 
sample No. 3 the peak was slightly shifted towards lower 
energies. PL spectra of as grown sample No. 1 and the 
neighbor No. 4 annealed at 900°C, pCd ~ 0-3 atm are 
given in Fig. 2. Dependence of the intensity of the 
« 0.84 eV peak on DL of minority electrons at 100 
K presented in Fig. 3 clearly shows the increase of PL 
intensity with decreasing DL. 

Results of measurements of DL in samples from the 
second set (samples No. 5-7 cut along the growth axis of 
as-grown single crystal B) at room temperature and at 60 
K are presented in Fig. 4. The top of the single crystal is 
N-type, the central part and the end are P-type. Diffusion 
length of both minority holes (N-type) and electrons 
(P-type) have a tendency to increase in the region, where 
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Fig. 4. Diffusion length of minority holes (open symbols) and 
electrons (full symbols) on a set of samples cut along the growth 
axis of crystal B at room temperature and at 64 K. 
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Fig. 2. Photoluminescence spectra of samples No. 1 and No. 
4 (see Table 1). 

P-N conversion occurs. Low-temperature (64 K) DL of 
minority electrons measured in the P-type part of the 
crystal are relatively long only in a very narrow region 
close to the P-N transition plain being very short in the 
rest part. PL analysis of these samples given in Table 
1 shows, that the sample with relatively long DL at 64 K 
(No. 5) has only weak PL in the spectral range 
« 0.84 eV, while the other two P-type samples repres- 

enting the middle (No. 6) and the end of the single crystal 
(No. 7) have a clear PL band at x 0.84 eV, whose inten- 
sity increases towards the crystal end. 

The results can be explained as follows. The growth of 
crystal B occurred in a pCa overpressure « 1 atm. While 
the top of the crystal had direct contact with the sur- 
rounding Cd atmosphere, the central part and the end 
solidified under Te rich conditions, which resulted 
in a higher concentration of VCd- The same effect was 
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reached by annealing and subsequent quenching of sam- 
ples from the first set. The generated cadmium vacancies 
then could create complexes with some residual foreign 
impurities, which is manifested by increased PL at 
sz 0.84 eV. We conclude, that combined measurements 

of DL of minority electrons and PL in the spectral range 
(0.68-1.3 eV) indicate, that deep energy level x 0.84 eV 
usually attributed to the Vcd - foreign impurity complex, 
is responsible for increased recombination at temper- 
atures below 140 K, which is manifested by shorter DL of 
minority electrons and of the corresponding mobility- 
lifetime product in P-(CdZn)Te samples. 
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Abstract 

The goal of this study was to identify microscopic causes of the extensive changes in electrical properties observed in 
CdS crystal when doped with some fast-diffusers (FD), Cu, Ag or Au. The compensation of donors and the dynamics of 
in-diffusion was quantitatively determined by C-V measurements, whereas the changes at the atomic level were followed 
by perturbed angular correlation (PAC) spectroscopy. The penetration of FDs, as deduced from C-V, correlated well 
with changes observed in PAC, which manifest as new defects and/or as the increase of the concentration of (Vcd-Incd) 
pairs. Arguments are given that the new defects observed by PAC in CdS: Ag belong to (Incd-VaT-Ag^)0 and similar 
complexes in Cu. No indication of such complexes was observed in Au doped CdS. In CdS: Au practically all donors are 
passivated directly by pairing with V« trapped at the nearest Cd site, whereas in Ag or Cu-doped CdS most of the donors 
are electrically compensated from the distance by FDcd acceptors. Our results suggest a complex microscopic mechanism 
by which the FD in-diffusion into CdS creates highly compensated semi-insulating material. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: II-VI; Electrical compensation; Fast diffusors; PAC 

1. Introduction 

Direct band gap II-VI semiconductors are very pro- 
mising for realizing efficient diode lasers and light- 
emitting diodes over the visible portion of the spectrum, 
efficient solar cells, X-ray and gamma-detectors, and 
a number of other applications. However, the persistent 
technological problems — control of electrical properties 
being the most puzzling — still hinders a wider use of 
these materials. 

Fast diffusors from the IB group, like Cu, Ag or Au, are 
important impurities or dopants in all semiconductors 
and in II-VI compounds in particular. It has been ob- 
served that they diffuse much faster in II-VI's at relative- 
ly low temperatures than they do in Si, Ge or III-V's [1], 

»Corresponding author. Fax: + 385-1-4680-114. 
E-mail address: ddesnica@rudjer.irb.hr (I.D. Desnica-Frank- 

ovic) 

usually acting detrimentally on a number of desired 
properties, often in an uncontrollable way. The lowest 
temperatures at which diffusion coefficients in CdS 
monocrystals were hitherto determined are 160°C for Cu, 
DCu(T) = 2.1 x 10"3exp[ - 0.96(eV)/fcT] [2], 100°C for 
Ag, DAg(r) = 2.6xlO-5exp[-0.75(eV)/fer] [3]; and 
500°C for gold, .DAu(T) = 91 exp( - 2.1(eV)//cT) [4]. To 
explain such extremely high diffusivities it is believed that 
FDs move through CdS as interstitials. However, since 
the in-diffusion of any of FD transforms n-type CdS into 
a highly compensated material [1-4], the effective electri- 
cal action of Cu, Ag or Au in CdS is clearly acceptor like. 
To clarify these controversies, we have monitored 
changes of electrical properties of CdS crystals due to 
in-diffusion of a particular fast diffusor (by C-V), in 
parallel with changes occurring at the microscopic level 
(by PAC). From the correlation between microscopic and 
macroscopic data it was possible to propose some com- 
pensation mechanisms (or exclude some others) by which 
FDs change the electrical properties of CdS. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00546-3 
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2. Experimental details and methodology 

2.1. Influence of FD in-diffusion on the electrical 
properties 

The dynamics of the low-T in-diffusion was quantitat- 
ively determined by C-V measurements. The penetrating 
FD atoms compensate donors in n-CdS and therefore 
change the sample capacitance. A capacitor structure was 
created in which one 'plate' (and one contact) was the 
evaporated FD dot, while the other 'plate' was the rest of 
still conductive n-CdS, with alloyed In as a second con- 
tact. The typical area, A, of the dot was 10-20 mm2. By 
measuring the capacitance C = sA/W, the thickness of 
the Si-layer, W, reflecting the penetration of FD, was 
determined after each annealing step at temperature Ta. 
Furthermore, the C-V measurement enabled the pro- 
filing of effective, uncompensated, donor concentrations, 
n = iVD,eff. =ND-NA= 2/[(qA2e)d(l/C2)/dVl By mea- 
suring C(V) at various Ta as a function of time, the 
penetration rate, and then diffusion coefficients, of each 
FD could be determined with great precision and spatial 
resolution from 

NFD(x) = iVFD(0)erfc[x/2(Dt)1/2], (1) 

where iVFD(0) is the concentration of dopants at the 
surface, NFD(x) the concentration of FD at depth x, 
diffused for time t at chosen Ta and diffusion coefficient 
D(Ta). Measurements were done for Cu and Au, whereas 
for Ag the low-T diffusion data already exist [3]. 

Changes at the atomic level due to in-diffusion ofFD 

The perturbed yy angular correlation (PAC) spectro- 
scopy is a nuclear hyperfine technique which gives de- 
tailed and quantitative information about the immediate 
surrounding of the probe atom [5]. From the fit of 
a PAC spectrum R(t), one can determine characteristic 
PAC parameters: the hyperfine interaction strength, ve, 
and the asymmetry parameter y\ of the local electric field 
gradient (EFG). Each PAC 'signature' (vQ and n) unam- 
biguously labels a particular probe-atom-defect config- 
uration, allowing its easy qualitative and quantitative 
identification. The CdS samples were first pre-doped with 
very small amount ( « 1011 cm-3) of radioactive lnIn 
probe atoms by diffusion at 800°C for 90 min under 
2 atm vapor pressure of sulfur. Practically, all probe 
atoms were embedded within 1.5 am from the surface 
(40% within first 0.2 urn), as determined by gradual 
etching. Two types of pre-doped samples were prepared: 
(a) Samples in which all11 xIn atoms were incorporated at 
Cd donor-sites (Incd) [6], resulting in a single, 7.4 MHz 
frequency in PAC spectra (Fig. 4c, Site 1). (b) Samples 
in which about half of luIn was incorporated as Incd, 
while the other half was paired with Cd vacancies, 

(In£d-V&T)"> characterized by the 72.4 and 78.7 MHz 
frequencies [6] (Site 2 and 3, respectively). The 
(Incd-Vcd)~ pairs are acceptors, and hence pose a poten- 
tial trap for any diffusing donors. On both types of 
samples a FD layer was evaporated. Annealing was per- 
formed either under S or Cd partial pressure, in the 
temperature interval from RT up to 700°C. After each 
annealing step a PAC spectrum was recorded. 

3. Results and discussion 

3.1. Influence of the FD in-diffusion on electrical 
properties 

A gamut of C-V spectra measured on CdS:Cu 
annealed for up to 109 h at Ta = 100°C is shown in 
Fig. 1. At first, while the barrier is building up, the 
maximum of C only shifts away from the V = 0 position. 
Once the barrier has been formed, further annealing 
reduces C as the acceptors penetrate deeper into the 
CdS and the thickness of SI layer increases. The result- 
ing decrease of the uncompensated donor concentration 
and the shifting of the penetration depth W is depicted in 
Fig. 2. Eq. (1) then enables the calculation of the penetra- 
tion rate iVCu(x)/ArCu(0) and the diffusion coefficient 
Z>c.(100). 

All results are summarized in Fig. 3. Full lines repres- 
ent results from the present study while dotted lines are 
calculated from Refs. [2-4] including data for the lowest 
reported Ta. It can be seen that Cu was found to be the 
fastest diffusing for all also in the low Ta range, followed 
by Ag and Au. From the standpoint of the influence of 
FD on electrical properties, the most important fact is 
that all of the studied FD's in CdS act effectively as 
acceptors causing a complete compensation of donors 
(iVDeff in the 1015-1016/cm3 range) in the surface region 
of n-CdS. 
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Fig. 1. A series of C-V spectra of CdS:Cu annealed at 100°C 
from 1 up to 108.75 h. For each curve the corresponding anneal- 
ing time is given in the figure. 
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Fig. 2. Spatial distribution of the uncompensated donors con- 
centration JVD]eff) for CdS:Cu sample annealed at 100°C for 
various annealing time, ra, indicated in the figure. For larger 
£a the penetration depth W(ta, Ta), and the whole profile of 
iVD]eff(x), shifts deeper into the crystal. 
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Fig. 3. Penetration rate JVFD(x)/iVFD(0) for Cu, Ag, and Au 
diffusion in CdS, calculated from Eq. (1) with low-T values of 
diffusion coefficients obtained for Cu and Au from this work (full 
line), while DAg was taken from Ref. [2] (dashed line). For 
a comparison, lowest previously reported penetration rates for 
Cu are calculated from Ref. [2] and for Au from Ref. [4] 
(dashed). The diffusion time, £a was 30 min, except for Cu at 
100°C, 115°C and 130°C (2 h) or if indicated otherwise. 

3.2.  Changes at the atomic level due to in-diffusion ofFD 

Thermal treatment of CdS: FD brought about con- 
siderable changes in the microscopic surrounding of the 
ulIn probe atoms, observed at Ta as low as 145°C in 
CdS:Cu, at  Ta = 200°C in CdS:Ag and at 450°C 

0  100 200 300 400 

t (nsec) 
0  50 100 150 200 250 

a (mrad/s) 

Fig. 4. PAC spectra (left) and their Fourier transforms (right) of 
a CdS sample pre-doped with 11JIn probe atoms, after the 
evaporation of Ag at RT and annealing at indicated temper- 
atures under S pressure (Figs. 4a and b). Spectrum of a sample 
without Ag is given for comparison (Fig. 4c). 

in CdS: Au. In undoped samples (without intentionally 
added FD) first changes in PAC spectra were observed 
above 500°C [5,7]. 

Fig. 4 gives essential points regarding the changes in 
the surroundings of 111In during in-diffusion of Ag. Prior 
to Ag evaporation the sample was annealed under Cd 
pressure to minimize Vcd formation. Upon annealing at 
200°C a new PAC signal appeared and already at 
Ta = 300°C a considerable fraction (35%) of probe 
atoms was involved in this configuration. Although the 
corresponding frequencies: ve = 65.5 MHz, n = 0.30 
(Site 4) and vQ = 70.5 and r\ = 0.21 (Site 5) are quite close 
to the values belonging to the ordinary pairs (Sites 2 and 
3; Fig. 4c) they are clearly different and distinguishable 
(compare Fig. 4a and c). If, in addition, ordinary va- 
cancies are created by heating the sample under S pres- 
sure above 500°C, a mixture of all 5 sites can be obtained 
(Fig. 4b). 

In CdS: Cu samples the presence of Cu was revealed in 
several ways: as a new signal, also very similar to that 
belonging to (Incd-Vcd) pairs, as an increase of the frac- 
tion of (Incd-VCd) pairs, and as an additional signal 
characterized by vQ = 20 MHz, t\ < 0.3, the last one only 
in samples annealed under Cd pressure. This PAC signal 
was already observed in diffused CdS: In [6] but was not 
recognized as related to Cu. 

In Au diffused samples no new frequencies were ob- 
served. However, vacancies appeared at Ta = 450°C, 
which is somewhat lower than the temperatures reported 
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for thermal creation of vacancies in undoped samples 
[5,7]. Furthermore, once created, Vcd in Au-saturated 
samples cannot be easily annihilated by annealing under 
Cd pressure, as it is the case in undoped samples. 

3.3.  The correlation of microscopic and macroscopic 
results 

By comparison of C-V and PAC results, the connec- 
tion between microscopic and macroscopic properties in 
FD-doped CdS crystals could be established. We have 
found that: 

(a) The appearance of new features in the PAC spectra, 
observed already at low Ta, correlates with the penetra- 
tion of particular a FD into the 0.1-0.2 urn surface layer. 
Hence, these PAC features, in all cases, can be safely 
related to the in-diffusion of FDs. 

(b) New configurations, observed in Ag and Cu doped 
samples, have PAC signatures so similar to those of the 
(Incd-Vcd) pairs (Fig. 4) that they have to originate from 
complexes which contain (Incd-Vcd). For these com- 
plexes we propose a microscopic structure 
(In<td-Vgd--FDi

+)°, in which FDj (Ag or Cu interstitial) 
should be 2.5 sites away from the probe atoms. Such 
assignment agrees with the expectation that the diffusing 
FD interstitals (Cui+ or Ag*), which are donors, are 
attracted to the Vcd side of the pair whereas, at the same 
time, repulsed from the Incd side. This makes the inter- 
stitial lattice sites farthest from Incd energetically most 
favorable, and the observed small perturbation of the 
pair frequencies is then understandable. No indication of 
such complexes was observed in Au doped CdS. Since 
this complex should be neutral, it represents an efficient 
mechanism for the compensation of both Incd and FD; 

donors. 
(c) In CdS samples with evaporated Au, Cd vacancies 

were detected (through their pairing with niInCd) al- 
ready at 450°C. Taking into account the conclusions (a) 
and (b), it seems that due to the presence of FDs the 
Vcd appear at Ta lower than in undoped CdS. 

(d) The 20 MHz signal is now positively related to Cu, 
but its microscopic structure and possible electrical activ- 
ity is yet to be identified. 

(e) The formation of neutral donor-acceptor pairs of 
the (Incd-FDCd) type was not observed; hence, this is not 
the mechanism by which the substitutional donors (like 
lnIncd) in CdS are compensated. Even if one should 
prove that the 20 MHz PAC signal belongs to 
(InCd-Cucd), its fraction never exceeded more than \ of 

Incd donors, indicating that most donors were compen- 
sated in some other way. 

4. Conclusions 

The presented results suggest a complex microscopic 
mechanism by which FD in-diffusion creates highly com- 
pensated semi-insulating Cds. Although all studied FD 
atoms act as acceptors, the microscopic mechanisms of 
compensation are multiple and differ for the different 
FDs, particularly in the relative importance of these 
mechanisms. The results are compatible with a notion 
that the diffusion of FD atoms into CdS provokes simul- 
taneous in-diffusion of Cd vacancies. Some of these va- 
cancies become trapped at donors resulting in a direct 
electrical passivation. The others create empty sites in the 
Cd sublattice (otherwise lacking in CdS), enabling the 
diffusing FD atoms to switch from interstitial donor sites 
(FDj) onto substitutional acceptor sites (FDCD)- In Au 
doped CdS most of the donors are compensated directly 
by VCd trapped at the nearest Cd site, whereas in 
CdS: Ag or CdS: Cu the majority of donors are electri- 
cally compensated from the distance, most probably by 
FDcd acceptors. 
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Abstract 

In previous work we reported the observation of three hole traps in N-doped ZnSe and ZnS^Sex-^ films grown by 
MBE. We attributed a trap Tl at Ev +0.11 eV in ZnSe to a dominating nitrogen acceptor, but traps T2 at Ey + 0.46 and 
T3 at Ev + 0.56 eV to the N-doping process. In the present study we investigated the effect of hydrogenation on these 
hole traps. We found that samples with net acceptor concentrations less than few times 1016 cm-3 become highly 
resistive after the hydrogenation. In samples which remained conductive the hydrogenation caused a decrease in the 
DLTS peak heights of T2 and T3 within 0.4-0.5 urn from the surface. In samples with net acceptor concentration around 
2-5 x 1016 cm"3 we also observe a similar decrease in the DLTS peak height of level Tl and net charge density which 
shows its role in the hole conductivity of the samples. Hydrogenation of samples with net acceptor densities in the 
1017 cm-3 range did not affect the net charge density or height of Tl much. © 1999 Elsevier Science B.V. All rights 
reserved. 

Keywords: ZnSe; Hydrogen; Passivation; Hole conductivity 

The saturation of hole conductivity at high levels of 
p-type doping in ZnSe and ZnS^Sex -x alloys limits their 
potential for fabrication of devices operating in the blue 
portion of the visible spectrum. For some time the origin 
of this behaviour has been a topic of controversy. Nitro- 
gen acts as an acceptor in ZnSxSe!_x. The highest active 
acceptor density obtained in nitrogen doped ZnSe is 
limited to about 1018 cm"3 in samples grown by molecu- 
lar beam epitaxy (MBE) [1,2]. The origin of this charge 
compensation process is not well understood. One source 
of defect passivation in many semiconductors is hydro- 
gen incorporated during the growth process. 

There have been several investigations of the effect of 
hydrogen in N-doped ZnSe reported in the literature 
[3-6]. Most of them involved optical measurements. 
However, there is no direct evidence for the passivation 
of nitrogen acceptors by hydrogen from electrical 
measurements on samples measured before and after 

»Corresponding author. Fax: + 354-552-8911. 
E-mail address: haflidi@raunvis.hi.is (H.P. Gislason) 

intentional hydrogenation. In an earlier work [7] we 
reported on deep-level transient spectroscopy (DLTS) 
and admittance spectroscopy on N-doped ZnSe and 
ZnSSe samples grown by MBE on GaAs substrates. In 
ZnSe we observed three hole traps T1-T3 located at 0.11, 
0.46 and 0.56 eV, respectively, from the valence band. In 
ZnSxSe!_x with x = 0.08 slightly higher values were 
obtained. We attributed Tl to a dominating nitrogen 
acceptor, and T2 and T3 to other N-related defects [7] 
known to exist in the material [8]. In this work, we report 
on the effect of exposing the materials to hydrogen 
plasma. Our results from capacitance to voltage (C-V) 
profiling and DLTS show that the hydrogenation causes 
a direct passivation of the N acceptors. 

The ZnSe epilayers were grown at Heriot-Watt Uni- 
versity by MBE on GaAs substrates. The growth temper- 
ature was 300°C. Solid sources of zinc and selenium were 
used and the growth rate was 0.5 um/h. The nitrogen was 
incorporated by using an Oxford Applied Instruments 
plasma source. The doped zinc selenide was grown dir- 
ectly onto the substrate without buffer layer. The thick- 
ness of the layer was approximately 1 um. The N-doped 
ZnSxSe!_x  layers with  x = 0.08 were grown under 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00547-5 



892 D. Seghier et al. /Physica B 273-274 (1999) 891-894 

Material (JV. - JVd) 
(cm"3) 

ZnSe 8xl015 

ZnSe 3xl016 

ZnSSe 5xl016 

ZnSe 1.5 xlO17 

ZnSSe 4xl017 

Table 1 
List of samples used in the investigation. The net acceptor 
concentrations refer to as-grown samples 

Sample 

#1 
#2 
#2a 
#3 
#3a 

similar conditions. The samples were exposed to H2/Ar 
plasma, in a planar inductive discharge. The details of the 
inductive discharge used and plasma properties are given 
elsewhere [9,10]. The gas pressure was kept at 20 mTorr 
with fractional argon pressure of 0.3. The power applied 
to the plasma was 400 W for 45 min. No external heating 
was applied to the wafer. The plasma electron density 
was 6x 1017 cm-3 [9] and the mean ion bombarding 
energy about 18 eV [10]. Schottky diodes with diameter 
1 mm were made by evaporating Au and ohmic contacts 
were formed by evaporating Au-Zn alloy or using In-Ga 
alloy. The acceptor concentration determined from C-V 
measurements in the studied samples ranges between 
8 x 1015 and 4 x 1017 cm-3. Table 1 summarises some of 
the samples studied in this work. In the following results 
from the ZnSe samples labelled #2 and #3 will be 
presented since the ZnSSe samples # 2a and # 3a give 
similar results. 

All Schottky diodes made from the samples were mea- 
sured using I-V and C-V analysis. The net acceptor con- 
centration (iVa — iVd) was calculated from the C-V data 
before and after hydrogenation for comparison. After the 
hydrogenation samples with (iVa — Nd) » 1 x 1016 cm"3 

were all highly resistive and the active layers completely 
depleted of free carriers. Thus, no capacitance measure- 
ments were possible on these samples. We infer that the 
acceptors were effectively charge compensated in these 
materials. We attribute this effect to N acceptors being 
passivated by hydrogen and deduce the concentration of 
hydrogen species involved in the passivation process as 
equal or higher than 1 x 1016 cm"3. This assignment 
agrees with optical measurements using infrared absorp- 
tion and Raman spectroscopy, which confirm that 
H forms complexes with N acceptors in ZnSe [3,4]. 

Fig. 1 shows (7Va — NA) measured in sample #2 before 
and after hydrogenation. The net charge profile is homo- 
geneous in the as-grown sample, about 3xl016 cm"3 

(curve a). The hydrogenation causes a decrease by a fac- 
tor 2-3 in the net charge profile close to the surface (curve 
b). Farther into the sample (iVa — iVd), increases continu- 
ously until it equals the original value around 0.4-0.5 um 
from the surface. Curve c shows the effect of annealing 
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Fig. 1. Net acceptor concentration (iVa — Nd) in sample #2. (a) 
as-grown (b) after hydrogenation (c) after annealing of the 
hydrogenated sample. 
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Fig. 2. Net acceptor concentration (JVa — JVd) in sample #3. (a) 
as-grown (b) after hydrogenation. 

the hydrogenated sample in curve b on the net acceptor 
concentration, to be discussed below. From the 
(ATa — JVd) profile after hydrogenation we estimate that 
the passivation close to the surface corresponds to an 
effective density of hydrogen of about 2xl016 cm"3, 
decreasing into the bulk. Fig. 2 presents (JVa — Nd) in 
sample # 3 before and after hydrogen exposure. It is clear 
that for (iVa - Nd) = 1.5 x 1017 cm"3 the hydrogenation 
has little effect on the active acceptor concentration. 

In Fig. 3 we compare DLTS spectra of sample #2 
as-grown (curve a) and after hydrogenation (curve b). For 
both curves a reverse bias of Vr = 5 V, a carrier filling 
pulse of 3 V and a DLTS rate window of T = 2 x 10 "4 

s were used. Similar DLTS spectra were obtained in all 
the samples before hydrogenation. The three dominant 
peaks in the DLTS spectrum, labelled Tl, T2 and T3, 
have energy levels at 0.11, 0.46, and 0.56 eV from the 
valence band, respectively. Profiling of the DLTS signal 
shows homogeneous concentrations of the traps 
throughout the material. Details of the DLTS results 
were reported in a previous paper [7]. The Tl peak was 



D. Seghier et al. / Physica B 273-274 (1999) 891-894 893 

0.0 

■      / 

-0.5 "    I    1 
D 1   1 'T3 
•5.-1.0 
(0 
c 

I -1-5 
■ 

T2 

b 
D 

-2.0 

V T1 

 (a) 

-2.5 ■ 

50      100     150    200     250     300     350 

Temperature (K) 

Fig. 3. DLTS spectra of sample #2 with reverse bias Vr = 5 V, 
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Fig. 4. DLTS spectra of sample # 3 with reverse bias Vr = 5 V, 
carrier filling pulse 3V and rate window T = 2x 10~4 s. (a) 
as-grown (b) after hydrogenation. 

attributed to a nitrogen acceptor level governing the free 
hole concentration in the samples. Traps T2 and T3 were 
attributed to the nitrogen doping process and found to 
have low concentration in all samples, the highest one 
« 1014 cm-3 in the samples with highest net acceptor 

concentration. Curve b in Fig. 3 shows the DLTS spec- 
trum of sample # 2 after hydrogenation. By comparing 
the two curves, it is clear that the magnitude of all peaks 
T1-T3 has decreased in the hydrogenated sample. Pro- 
filing measurements show that the DLTS signal of traps 
T2 and T3 decreases in the same region as the net 
acceptor concentration (iVa - JVd) as a result of the 
hydrogenation (see Fig. 1). The concentration of trap Tl 
also decreases with a similar profile after the hydrogen- 
ation. Since we attribute this energy level to a dominating 
acceptor, its peak height in DLTS is not a reliable 
measure of concentration, as explained in the previous 
work [7]. Nevertheless, the reduction of the peak height 
of Tl is consistent with the decrease in (JVa — ATd) in the 
same sample. Fig. 4 compares the DLTS spectrum for 
the sample # 3 before and after the hydrogenation. The 
measurement conditions were the same as in Fig. 3. We 
find that the hydrogenation decreases peaks T2 and T3. 
The height of peak Tl is virtually unchanged. This agrees 
with the C-V profiles in Fig. 2 which showed that the 
hydrogenation does not significantly affect this high net 
acceptor concentration. 

From the collected evidence above we conclude that 
exposure to hydrogen simultaneously reduces the net 
acceptor concentration and the concentration of the 0.11 
eV acceptor in N-doped ZnSe films grown by MBE. 
Moreover, the decrease of (JVa - Nd) and the DLTS 
signal are correlated in magnitude. Identical results were 
obtained for the ZnSSe films in this study. This impor- 
tant observation is consistent with earlier work in which 
this acceptor was found to control the hole conductivity 
of the samples and attributed to a nitrogen acceptor. We 

also deduce that the concentration of hydrogen atoms 
which are active in passivating the N acceptor does not 
exceed few times 1016 cm-3 close to the surface where 
the hydrogen profile is strongest. We draw this con- 
clusion since samples with (Na — Nd) lower than this 
value become highly resistive while samples with 
(JVa — Nd) comparable with this value only exhibit a de- 
crease in their net acceptor concentration by a factor of 
2-3. Also, samples # 3 and # 3a with net acceptor con- 
centration above 1017 cm-3 show negligible change in 
their net acceptor concentration after hydrogenation. In 
all conductive samples a decrease in the peak heights of 
the DLTS signal from traps T2 and T3 was observed. We 
observe less reduction in samples with higher net accep- 
tor concentration, confirming that the concentration of 
these traps increases with (JVa — JVd) since all the hydro- 
genated samples were subject to the same hydrogen ex- 
posure. The fact that incorporation of hydrogen which 
completely passivates about 1016 cm"3 of Tl traps only 
partially passivates less than 1014 cm-3 T2 and T3 traps 
requires further investigation. 

Finally, we annealed the hydrogenated samples #2 
and #2a at 200°C under reverse bias Vt = 1 V for about 
10 min and repeated the above measurements. In order 
not to degrade the quality of the Schottky diodes we 
avoided higher annealing temperatures. We found that 
annealing partially restored both (ATa - Nd) and the 
DLTS signal from all traps T1-T3. Curve c in Fig. 
1 shows the effect of annealing on the net acceptor 
concentration in the hydrogenated sample #2. Similar 
annealing was performed on sample # 1 which, however, 
remained highly resistive. In photoluminescence mea- 
surements on MBE-grown ZnSe: N samples which were 
as-grown and hydrogenated directly after growth Kim et 
al. [11] similarly found that annealing restored several 
properties of the samples. We attribute the increase of the 
net acceptor concentration to the dissociation of electri- 
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cally inactive complexes of nitrogen and hydrogen. By 
monitoring the DLTS signal from the nitrogen acceptor 
(as well as the T2 and T3) traps, which also increases 
upon annealing, we minimise the risk of misinterpreting 
the annealing results. 

In conclusion we studied the net acceptor concentra- 
tion (JVa — iVd) in nitrogen-doped p-type ZnSe and 
ZnS^Se^^ with x = 0.08 before and after exposure to 
H2/Ar plasma. Our results from capacitance-voltage 
profiling and DLTS show that a direct passivation of the 
0.11 eV acceptor level occurs after hydrogenation. At the 
same time there is a corresponding reduction of 
(iVa — JVd) in the samples. The results support the attri- 
bution of this dominating acceptor level to nitrogen. 
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Abstract 

We have investigated the strong anisotropic polarization of the prominent Y line luminescence at 2.62 eV in thin ZnSe 
layers grown by molecular beam epitaxy on (0 0 l)-oriented GaAs substrates. For thin ZnSe films a pronounced 
anisotropic polarization collinearly to the [T10] crystallographic direction with intensity ratios up to 1:8 for polarizer 
orientations parallel and perpendicular to [110] is found. In this samples the matrix luminescence shows no preferential 
orientation of the electric field vector in the plane perpendicular to the axis of growth. For ZnSe films with a layer 
thickness just below the critical thickness we observed a fine structure of up to nine subcomponents in the Y line 
spectrum. We interpret the Y line as a radiative recombination of an exciton bound to a 60° a-dislocation, which is 
dissociated into a 90° and 30° Shockley partial dislocation bounding a stacking fault ribbon. We relate the fine structure 
to a discrete set of the stacking fault distances. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Dislocations; ZnSe; Y-line; Polarization 

1. Introduction 

ZnSe films grown by molecular beam epitaxy on 
(OOl)-oriented GaAs substrates represent a mildly mis- 
matched system. Up to a critical thickness of approxi- 
mately 200 nm the ZnSe layer is fully elastically strained. 
With increasing layer thickness the residual strain is 
relieved by the formation of misfit dislocations. By scann- 
ing tunneling microscopy the majority of misfit disloca- 
tions could be identified as 60° dislocations [1]. 

Commonly high-resolution transmission electron 
microscopy techniques have been used to study disloca- 
tions down to an atomic scale. Only a few optical 
data could be directly correlated with dislocations 
[2]. Recently, anisotropically polarized luminescence 

* Corresponding author. Tel.: + 49-931-888-5895; fax: + 49- 
931-888-5142. 

E-mail address: worschech@physik.uni-wuerzburg.de (L. 
Worschech) 

from ZnSe-based laser structures and p-doped ZnSe 
films, respectively, has been observed. Different origins of 
the anisotropic polarization of the luminescence, e.g. 
asymmetric density of dislocations at the interface, the 
incorporation of oriented defects, and an asymmetric 
relaxation of the residual strain, have been identified [3]. 
Here we report on a fine structure of the prominent 
Y0 line. Up to nine subcomponents of the Y0 line in the 
photoluminescence spectrum can be observed when the 
ZnSe film has a thickness just below the critical layer 
thickness. A model is proposed, which explains the 
Y0 line as an exciton bound to a 90° partial dislocation. 
The strain and electric fields of an adjacent 30° partial act 
as perturbation. 

2. Experiment and results 

The photoluminescence presented here was dispersed 
by a single grating spectrometer with 1 m focal length 
and detected by a cooled photomultiplier. The samples 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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were immersed in liquid helium at 2 K and optically 
excited by the 351 nm line of an Ar-ion laser. A linear- 
polarizer was used to analyze the polarization of the 
luminescence. Special efforts were taken to ensure that 
polarization effects of the monochromator grating and 
excitation source were eliminated. The polarization of 
the lines was found to be almost independent of the laser 
polarization and excitation intensity. 

The Y0 line at an energy 2.62 eV is a dominating 
feature in the spectra of undoped or slightly doped ZnSe 
crystals with extended defects incorporated [4-8]. 
Photoluminescence (PL) bands with similar spectral 
properties have also been known for other II-VI 
semiconductors. In Fig. 1 the PL spectra of ZnSe films 
with a thickness of 200 nm is shown. A polarization of the 
Y0 line collinear to the [T10] crystallographic direction 
was found, whereas the electric field vector of the 
luminescence associated with the heavy hole (FXhh) and 
the light hole (FXlh) component of the free exciton and 
the exciton bound to an intrinsic point defect (BX) ex- 
hibits almost no preferential orientation in a plane per- 
pendicular to the (001) axis of growth. In this sample the 
separation between the free exciton transitions associated 
with the split heavy-hole and light-hole valence bands is 
A£m-hh = 11 meV. From this splitting a strain of 
2 x 10"3 can be derived, which is found for fully elasti- 
cally strained ZnSe/GaAs films [9]. Therefore, the strain 
induced by the lattice mismatch is not relaxed by the 
incorporation of misfit dislocations in a way that A£lh_hh 

is reduced significantly. However, is has been shown by J. 
Saraie et al., that for thin ZnSe films the Y line is a good 
measure for the incorporation of misfit dislocations, 
when the number of dislocations incorporated is too 
small to reduce the residual strain in a way, that the 
the split of heavy-hole and light-hole valence bands is 
reduced. 

In thin ZnSe films which show a drastic anisotropically 
polarized Y line we observe a new fine structure of the 
Y line. In Fig. 2 the photoluminescence spectrum of an 
160 nm thick ZnSe sample is shown. It can be seen, that 

2.59   2.60   2.61    2.62 

energy (eV) 

Fig. 2. Photoluminescence spectrum of 0.16 um thick ZnSe 
layer. A fine structure of up to nine subcomponents of the 
no-phonon line appears. 

the Y0 line has a fine structure of up to nine subcompo- 
nents. In this sample a very strong anisotropic polariza- 
tion of intensity ratios Yoiio/iouo 8:1 were detected. 
The peak positions Y"0 of the Y0 line subcomponents are 
plotted versus integer numbers n in Fig. 3. The peak 
Yo with the highest photoluminescence intensity is used 
as a reference with n = 0. It is shown in Fig. 3 (solid line) 
that the energy E„ of each Y"0 line can be described by the 
expression 

(1) E(n) = E0-A'/(r0-n-b)2 

with r0 = (10.0 + 0.5) nm, b = 5.7 A ■ ^/Jß, A' = 
(4.5 + 0.5) x 102 eV A2 and E0 = 2.660 + 0.005 eV, re- 
spectively. The constant b corresponds to the separation 
between two adjacent layers in [111] direction in a ZnSe 
crystal and is thus equal to the minimum step, which 
a dislocation that bounds a stacking fault may glide. The 
constant r0 fits well to the observed equilibrium distance 
of dissociated 60° dislocations in ZnSe. 

3. Discussion 

Eq. (1) can be derived from a k ■ p Hamiltonian describ- 
ing the influence of a deformation field and an electric 
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Fig. 1. Polarized photoluminescence spectra of a 200 nm thick 
ZnSe film grown on (001) GaAs. 
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field of 30° partial dislocations on the energy of an 
exciton localized at an adjacent 90° dislocation [10,11]. 
The theory describing excitons bound to dislocations 
lines in Si or Ge has to be modified regarding the inter- 
action of electric fields, because in binary compound 
semiconductors dislocations are charged [12]. Therefore, 
we explain the fine structure of the Y0 line observed in 
thin ZnSe films in the following way. The Y0 line is 
interpreted in terms of an exciton bound to a [110] 
oriented 60° a-dislocation, which is dissociated into a 90° 
and a 30° Shockley partial dislocation. From high-res- 
olution electron microscopy a distance of 11 nm was 
found for the equilibrium separation width of dissociated 
60° dislocations [13], which fits well with the equilibrium 
distance r0 = 10 nm extracted from the fit of Eq. (1) to 
the experimental data. The separation of partial disloca- 
tions can be changed only by integer multiples of 

b = 5.7 A ■ yfhß. Different widths change the strain and 
the electric fields acting on the electronic structure of the 
exciton. In thin compressively strained ZnSe films dislo- 
cations are incorporated mainly collinearly oriented to 
[T10] with a concentration too small to affect the resid- 
ual strain of the whole lattice. The different velocities of 
a- and ß-dislocations result in a larger lattice relaxation 
along [110] [14]. Therefore, a drastic polarization of the 
Y0 line is observed for thin ZnSe films, whereas the 
luminescence associated with point defects and free ex- 
citons remains isotropically polarized, because the num- 
ber of dislocations is too low. 
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Abstract 

In this contribution the positron annihilation technique is used, because of its specific sensitivity to vacancies, to 
investigate the effects of electron and proton irradiation on the lattice structure of ZnS and possible clustering 
mechanisms during isochronal annealing. Therefore, ZnS crystals were irradiated either with 3 MeV protons to a fiuence 
of 1.2 x 1018 p/cm2 or with 1 MeV electrons to a fiuence of 1 x 1018 e/cm2 or 5 x 1018 e/cm2, respectively. It was found 
that electron and proton irradiation causes different changes in the positron annihilation characteristics. During 
isochronal annealing these defects agglomerate to larger vacancy complexes or even small voids. In both electron and 
proton irradiation several annealing stages can be observed, related to the annealing of variously sized vacancy 
complexes. Electron and proton irradiation leads to discoloration. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: ZnS; Irradiation; Point defects; Positron annihilation 

1. Introduction 

Because of the wide direct band gap (3.7 eV), zinc 
sulfide (ZnS), is well known as one of the promising II-VI 
compound semiconductors of a broad-band lumines- 
cence from the near UV to the near IR and, therefore, of 
prime interest for light emitting optoelectronic devices. In 
all the models for the light emitting mechanisms and for 
self-compensation which is responsible for doping limita- 
tion, point defects such as vacancies or interstitials play 
major roles. Much work on the basic understanding of 
intrinsic point defects in ZnS has been done by magnetic 
resonance studies [1-3]. 

The positron annihilation technique enables us to in- 
vestigate the effects of electron and proton irradiation on 
the lattice structure of ZnS because positrons can get 
trapped in the introduced open-volume like defects in 
their neutral and negative charged state with subsequent 

* Corresponding author. Tel.: + 43-316-873-8488; fax. +43- 
316-873-8980 . 

E-mail address: brunner@ifik.tu-graz.ac.at (S. Brunner) 

changes in their annihilation characteristics. Due to the 
reduced electron density in open-volume-type defects, the 
lifetime of the trapped positrons increases and the elec- 
tron momentum distribution narrows. Positive ion cores 
act as repelling centers for positrons and, therefore, are as 
isolated defect not evident for the positron annihilation 
technique. Nevertheless, only a few positron studies on 
ZnS crystals exist [4-9]. 

Isochronal annealing is a unique method to study the 
stability and migration behavior of defects induced by 
irradiation. However, the multitude of possible defects in 
compound semiconductors makes the interpretation of 
experimental results non-trivial. 

2. Experimental details 

The investigated ZnS samples were single crystals sup- 
plied from CrysTec, Berlin. The single crystals (SX-1) 
were irradiated with 1 MeV electrons at 4 K to a fiuence 
of 1 x 1018 e/cm2. Others (SX-2) were also irradiated with 
1 MeV electrons but at 77 K and to a fiuence of 5 x 1018 

e/cm2. Another set of single crystalline ZnS (SX-3) was 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PIT: S0921-4526(99)00549-9 
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irradiated with 3 MeV protons at 223 K to a fluence of 
1.2 xlO18 p/cm2. The irradiated samples were iso- 
chronally annealed for 30 min at each temperature in an 
argon atmosphere to prevent oxidation [6]. 

The positron measurements were performed at room 
temperature and down to 10 K. From such low-temper- 
ature measurements one can obtain information about 
the charge state of the respective defects [10,11]. More 
experimental details are given in Ref. [8]. 

3. Results and discussion 

Table 1 shows a summary of the positron lifetimes and 
the corresponding intensities together with the values of 
the Doppler S-parameters normalized to the value of the 
defect-free crystal for the respective samples. With the 
resolved positron annihilation parameters from the mea- 
sured spectra one can calculate the mean lifetime accord- 
ing to Tm = £,- T,/;. From the simple two-state trapping 
model [12], the bulk lifetime, %b = (IJii + Id/u)~ \ and 
the trapping rate K = h/h^/ib ~ 1A<0 mt° tne defects, 
can be obtained. The bulk lifetime is of particular import- 
ance since it refers to the annihilations from the perfect 
"crystalline" regions of the crystal and hence is a material 
constant. 

In this contribution we present mainly the results of 
electron and proton-irradiated ZnS single crystals with 
a subsequent isochronal annealing of the electron ir- 
radiation-induced defects in SX-2 and proton irradia- 

tion-induced defects in SX-3. Some comparisons are 
made to an earlier investigation on SX-1 [6]. 

3.1. Electron irradiation 

As one can see from Table 1, the positron lifetime 
measurements on as-grown ZnS single crystals (SX-1, 
SX-2, SX-3) reveal more or less only one lifetime com- 
ponent which can be attributed to annihilations from the 
bulk state. From the positrons' point of view the crystal 
appears defect free, with a positron bulk lifetime of 
Tb = (218 + 2) ps. 

This bulk lifetime agrees very well with the theoret- 
ically predicted bulk lifetime of T„ = 217-219 ps [13] and 
with other positron annihilation measurements, 
ib = (216 + 2) ps [5,9]. Irradiation of SX-1 with 1 x 1018 

electrons [6] caused an increase in the mean lifetime, 
from 224 ps to 233 ps (see Fig. 1), indicating that open 
volume defects were introduced. For sample SX-2, elec- 
tron irradiation with a 5 times higher fluence does not 
change the defect situation in a significant manner (see 
Table 1). For SX-2 the mean lifetime increases from 218 
ps to 234 ps (see Fig. 1). The S-parameter normalized to 
the bulk value increases with the higher fluence from 
S/Sb = 1.007 for SX-1, to 1.009 for SX-2. For both, SX-1 
and SX-2, a detailed analysis of the as-irradiated samples 
reveals a defect-related lifetime component with 
td = (249 + 6) ps. Low-temperature measurements show 
that these defects are uncharged. A weak decrease of the 
defect lifetime, td = (249 + 4) ps -* rd = (230 + 2) ps, of 

Table 1 
Observed positron lifetimes, TI,T„, intensities, Iu Jd, and normalized S-parameter, S/Sb, together with calculated values of the mean 
lifetime, -cm, the bulk lifetime, tb, for the respective ZnS samples before and after irradiation with 1 MeV electrons or 3 MeV protons and 
after annealing 

ZnS Status Energy Fluenz *i h Td h Tm Tb s/sb 

(MeV) x 1018/cm2 
(ps) (%) (ps) (%) (PS) (PS) 

+ 5 + 2 + 10 ±2 ±2 + 2 ± 0.001 

as-gr 219 94 304 6 224 223 1.001 

SX-1 e-irr 1 1 154 18 250 82 233 225 1.007 

ann 221 100 — — 221 221 1.001 

as-gr 218 100 — — 218 218 1.000 

SX-2 e-irr 1 5 136 13 249 87 234 225 1.009 

ann 216 216 — — 216 216 1.000 

as-gr 219 100 — — 219 219 1.001 

SX-3 p-irr 3 1.2 167 22 311 78 279 261 1.031 

ann 219 100 — — 219 219 0.999 

ZnSa Bulk* 
Vz„ 
VZ„VS 

233 
292 

218 

aRef. [13] (theoretical calculations). 
»Theoretically predicted positron lifetimes for monovacancies, VZn, as well as for nearest-neighbour divacancies, (VZnVs), and bulk 

lifetimes, xb [13]. 
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Fig. 2. Defect lifetimes, xd, of electron-irradiated SX-1 (■) and 
SX-2 (A) and proton-irradiated SX-3 (O) with the correspond- 
ing intensities, Id, as a function of the isochronal annealing 
temperature. 

SX-2 (see Fig. 2) during isochronal annealing up to 150°C 
is a manifestation that this defect is rather a composite 
lifetime of at least two lifetimes, one stemming from 
monovacancy-type defects and the other one from even 
bigger complexes which disappear up to 150°C. At 150°C 
the   defect   lifetime   of   SX-2   reaches   a   value   of 

Td = (230 + 2) ps and (94 + 4)%. Theoretical work on 
II-VI compound semiconductors using the local-density 
approximation (LDA) predicts for the zinc-vacancies, 
VZn, a positron lifetime of TV = 233 ps, and for the 
nearest-neighbor divacancies, VZnVs, a positron lifetime 
of TDV = 292 ps [13]. Electron irradiation induces prim- 
arily Frenkel-pairs and isolated vacancies. Isolated Zn 
vacancies, VZn, induced by electron irradiation are stable 
up to ~ 100°C [3]. 

With a bulk lifetime of tb = (225 ± 2) ps for SX-1 
and SX-2 after irradiation we assume that the simple 
one-defect trapping model is applicable. Therefore, the 
trapping rate, which is proportional to the defect concen- 
tration can be determined. If we assume that a trapping 
rate of 1 ns_1 corresponds to a concentration of ~ 1017 

cm-3 neutral defects [10], we can estimate a concentra- 
tion of about 2 x 1017 defects/cm3 after electron irradia- 
tion to a fluence of 1 x 1018 e/cm2 for SX-1 and 3 x 1017 

defects/cm3 after electron irradiation to a fluence of 
5 x 1018 e/cm2 for SX-2. 

The irradiation with electrons causes a discoloration 
from glassy translucent to reddish. Such a discoloration 
is often ascribed to vacancies in the anion lattice, the well 
known f-centers [1,3]. 

In Fig. 2 both the defect lifetime and the corresponding 
intensity of SX-1 compared to SX-2 are shown as a func- 
tion of isochronal annealing in an argon atmosphere. The 
behavior of the two electron-irradiated samples SX-1 
reported earlier [6] and the SX-2 is very similar. Up to 
250°C there was no change, neither in the defect lifetime, 
Td, nor in the intensity for SX-1. For SX-2 there is a small 
decrease in td as mentioned before. At an annealing 
temperature of 200°C the lifetime id of SX-2 starts to 
increse, reaching (267 + 10) ps at 300°C, indicating that 
the defects agglomerate to bigger complexes. This behav- 
ior also can be seen in the mean lifetime and the nor- 
malized S-parameter (see Fig. 1). The increase of the 
defect lifetime can be attributed to monovacancies which 
become free and form more stable configurations such as 
divacancy-type defects like Vz„-impurity (Vz„-D+), 
(VZn)2 or VZnVs in accordance with theoretical calcu- 
lations [13]. Pareja et al. [4] reported a defect lifetime of 
290 ps after electron irradiation of melt-grown ZnS single 
crystals. This comparison must be handled with care 
because his investigated as-grown single crystal showed 
a considerable higher bulk lifetime of 230 ps indicating 
that a very high concentration of grown in defects were 
present. 

In our investigations these defect agglomerations dis- 
appear above 500°C. The mean lifetime as well as the 
S-parameter attain values lower than in the as-grown 
crystal, showing that all defects are now annealed out. At 
550°C there is only one lifetime component observable, 
with a value of T = 216 ps. We therefore, attribute the 
lifetime of 216 ps to the bulk lifetime in ZnS, tb = 216 ps. 
It's worth mentioning, that at a temperature of 250°C, 
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a third lifetime component with about (450 + 50) ps 
appears, but with a marginal intensity. This defect com- 
ponent may originate from trapping at voids. Such de- 
fects also appear during annealing of proton-irradiated 
single crystals, which are discussed later. Adams et al. [5] 
also observed a positron lifetime of about 430 ps. 

3.2. Proton irradiation 

As mentioned, the analysis of the as-grown single crys- 
tals SX-3 reveals a positron bulk lifetime of 
Tb = (219 + 2) ps, in excellent agreement with sample 
SX-2 and the theoretically predicted value. 

The increased mean lifetime after proton irradiation to 
tm = (279 + 2) ps (see Table 1 and Fig. 1), gives clear 
evidence for positron trapping at vacancy-type defects. 
Since the value of the calculated bulk lifetime, tb =261 
ps, is significantly higher than the assumed bulk lifetime, 
Tb = 216 ps, the simple one-defect trapping model is not 
applicable, likely because of saturation trapping, which 
means that all positrons annihilate from defect states. 
From the lifetime spectra after proton irradiation two 
lifetimes could be resolved. The short positron lifetime 
component, xx = 167 ps with an intensity of 22% might 
be a composition of a defect component near the bulk 
lifetime which cannot be separated and a small amount 
of annihilations from the bulk state. A detailed analysis 
reveals a defect-related lifetime of Td = (311 +9) ps and 
an intensity of (78 + 4)% (see Table 1). As discussed 
above (SX-2) and in a previous work (SX-1) [6], during 
isochronal annealing of electron-irradiated ZnS defect 
agglomerations to defect lifetimes of about (267-295) ps 
take place. These lifetimes were attributed to agglomer- 
ations of monovacancies, stabilized in small complexes, 
most likely divacancies. Since our observed lifetime is 
longer, this component might be a superposition of two 
lifetimes, one stemming from divacancies with about 290 
ps and the other from even larger defect complexes which 
are observable during isochronal annealing (see Fig. 2). 
The defect lifetime, Td, reaches a value of about 
(460 + 20) ps at 500°C. This is a very long lifetime, 
showing that the positrons annihilate from larger defect 
agglomerations or even small voids. These defects are not 
stable at temperatures higher than 550°C, and dissociate. 
Thereafter, the intensity of the defect lifetime decreases 
more and more. At a temperature of about 750°C only 
one lifetime component is observed indicating that all 
radiation-induced defects have annealed out. 

4. Conclusions 

A positron bulk lifetime for single crystal ZnS of 
tb = (216 + 2) ps has been obtained. 

Electron irradiation of the ZnS single crystal reveals 
a defect component with a lifetime of (230 + 2) ps, which 

can be attributed to the annihilation in monovacancies in 
their neutral state. Isochronal annealing causes agglom- 
eration to larger defect complexes with a positron lifetime 
of about (267-295) ps, assigned to monovacancies stabil- 
ized at small complexes. The increase of the irradiation 
fluence from 1 x 1018 to 5xl018 e/cm2 only causes 
a change in the defect concentration from 2x 1017 to 
3 x 1017 defects/cm3. At an annealing temperature of 
550°C all irradiation-induced defects are annealed out. 

The proton irradiation of ZnS single crystals introduc- 
es defect complexes, most probably divacancies. During 
isochronal annealing these defects agglomerate to larger 
vacancy complexes or even small voids. After annealing 
at 750°C all defects are annealed out. 

Electron and proton irradiation of ZnS leads to discol- 
oration. The vanishing of the discoloration with anneal- 
ing does not however, coincide with the disappearance of 
any specific lifetime component. 
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Abstract 

We show that quantitative information on the electrical deactivation of doping can be obtained by combining the 
results of positron annihilation, secondary ion-mass spectrometry and capacitance-voltage measurements. We have 
applied this method to study the nitrogen doping in ZnSxSe1_I and Mg,,Zn1_},SxSe1-x and we conclude that in 
addition to isolated acceptor impurities Ns"e, nitrogen atoms are also situated at high concentrations in compensating 
donors, most probably in (ZniNSe)

1+ and (Vs<!NSe)
1+ pairs, or in electrically neutral form, leading to electrical 

compensation of p-type material. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: ZnSSe; Compensation; Positron spectroscopy 

ZnSe has been under intensive study for years as an 
attractive material for optoelectronic applications. The 
most crucial difficulty in ZnSe fabrication is in p-type 
doping: The charge carrier concentrations have been 
found to saturate at the moderate level of < 1018 cm-3 

regardless of much larger amount of incorporated nitro- 
gen acceptors. On the basis of theoretical calculations it 
has been proposed that the deactivation could be caused 
e.g. by the formation of defect-impurity complexes [1], 
N2 molecules [2] or instability of the lattice near the 
dopant atoms [3]. Recently, the calculations of Pöykkö 
et al. [4] show that the defects with the lowest formation 
energies, in addition to the isolated Ns~e acceptor, are 
complexes consisting of the nitrogen dopant and a zinc 
interstitial Zn; or a selenium vacancy VSe. In previous 
positron experiments [5], Zn and Se vacancies were 

* Corresponding author. Tel.: + 358-9-451-3142; fax: + 358- 
9-451-3116. 

E-mail address: juha.oila@hut.fi (J. Oila) 

identified as compensating defects in n- and p-type 
ZnSxSe!_x material, respectively. 

In this work we have combined the results of positron, 
secondary ion mass spectrometry (SIMS) and 
capacitance-voltage (C-V) measurements to study the 
deactivation of nitrogen impurities in ZnSxSei _x [6] and 
Mgj.Zn^ySjSe!-*. The concentrations of Se vacancies 
VSe and ionic acceptors N^, are estimated from the posit- 
ron data. These values are related to the net acceptor 
concentration NA - JVD and to the total nitrogen con- 
centration [JV] in order to determine the concentrations 
of various nitrogen-related defects. The applied method 
lets us to distinguish between electrical compensation 
and passivation processes and gives quantitative in- 
formation on the compensating defects. 

The studied samples were 1.5-2.2 urn thick N- 
doped ZnSxSe!_x (nine samples, x«0.06) and 
MgyZnj-yS^Se!-;, (five samples; y = 0.05-0.12, x = 
0.08-0.14) overlayers grown by molecular beam epitaxy 
(MBE) on GaAs(l 00) substrate. The ZnSxSej -x samples 
consisted of two sets (A and B) grown with different 
MBE systems. The p-type doping with N impurities was 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00550-5 
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performed during the growth by a N2 rf-plasma source. 
[AT] was determined by SIMS, which was calibrated by 
implanting a known amount of N in undoped ZnSSe. 
The hole concentrations were determined by electro- 
chemical C-V experiments at 300 K. In ZnSSe samples 
[AT| varied between 1-30 x 1018 cm-3 and the resulting 
p between 1-4xlO17 cm"3, without correlation with 
[AT]. In MgZnSSe samples the level of deactivation was 
even higher: With [iV] = 6-66 x 1018 cm"3 the achieved 
p was only 6-30 x 1016 cm-3. 

Positron annihilation experiments were carried out 
using a beam of monoenergetic positrons. Neutral and 
negative vacancy-type defects, where the positive ion core 
is missing, act as efficient traps for positrons. Due to the 
reduced electron density in vacancies, the lifetime of the 
trapped positrons increases and the momentum distribu- 
tion of the annihilating positron-electron pair narrows. 
The momentum of annihilating positron-electron pairs 
can be observed as the Doppler broadening of the 511 
keV annihilation line. We use conventional lineshape 
parameters, the low-momentum parameter S and the 
high-momentum parameter W in describing the shape of 
the Doppler broadened line [7]. The narrowing mo- 
mentum distribution due to positron trapping into va- 
cancies is seen as an increase in the S parameter and 
decrease in the W parameter. 

Fig. 1 shows the S parameter values at 25-500 K mea- 
sured at a positron energy of 10 keV. With this energy all 
positrons annihilate inside the layer material. The S para- 
meter increases with temperature in all samples, from 
a constant level at T < 100 K up to temperatures above 
320 K, where it occupies an almost constant maximum 
level or starts to decrease. The behaviour of the W para- 
meter is similar but just the opposite to that of the 
S parameter. The increasing S parameter indicates that 
positrons get trapped at vacancy-type defects. In 
ZnS^Se! -x: N these vacancies have been identified as Se 
vacancies by the shape of the core electron momentum 
distribution [5]. In a W-S plot the data in ZnSxSex _ x : N 
samples forms a straight line, giving the defect specific 
parameter R = \AS/AW\ « 5, which can be used to char- 
acterize the Se vacancy [7]. The data in MgZnSSe:N 
samples form also a single line in W-S plot, with the 
same slope R = \AS/AW\ »5 as found in ZnSSe:N 
layers. This indicates that positron trapping at Se va- 
cancies is observed also in N-doped MgyZnj _ySxSe! _x. 
The charge state of an isolated Se vacancy is expected to 
be 2 + [1]. Because the positron does not get trapped 
into positive vacancies, an isolated VSe cannot be ob- 
served. Therefore, the detected Se vacancy is most likely 
a part of a defect complex, probably with the N impurity, 
so that the total charge of the defect is negative or 
neutral. Supporting this identification, the recent theoret- 
ical calculations show that the VSeNSe pair has the lowest 
formation energy of all defect complexes containing the 
Se vacancy [1,4]. 

Q 0.536 

200 400 
TEMPERATURE  (K) 

Fig. 1. The low momentum parameter S versus measurement 
temperature in some of the studied ZnS^Sen-^iN and 
MgjZnj -ySjSej -x: N layers. 

The S parameter decreases when temperature is 
lowered, indicating smaller fraction of annihilations at 
vacancies (Fig. 1). The reduced trapping at vacancies at 
lower temperatures could be due to the change of the 
charge state of the vacancy by capturing a hole from the 
valence band. However, we do not consider this explana- 
tion likely. First, the vacancy concentrations, which are 
calculated below, are in some samples much larger than 
the hole concentration. Second, the levels of S at the high 
(T > 300 K) and low-temperature (T < 100 K) plateaus 
vary independently. Third, the increase of S{T) takes 
place at T = 130-300 K in all samples and does not 
correlate with the Fermi level. 

A more probable explanation for the reduced S para- 
meter at low temperatures is the presence of negative 
ionic acceptors. Positrons can get trapped into the Ryd- 
berg states around negative ions such as N^~e acceptors. 
The negative ions do not contain open volume and the 
annihilation at this state yields the same S parameter as 
the annihilation in bulk lattice. When negative ions com- 
pete with vacancies in trapping positrons, the S para- 
meter decreases towards the bulk value, because less 
annihilations take place at vacancies. The negative ions 
are efficient positron traps only at T < 100 K, above 
which positrons are able to escape from them [7]. In this 
temperature range the S parameter increases as seen in 
Fig. 1, because a larger fraction of positrons annihilate as 
trapped at vacancies. 

At temperatures below 100 K, the S parameter is 
constant as a function of temperature. This indicates that 
the temperature dependencies of positron trapping at 
vacancies and negative ions cancel each other. In this 
temperature range the positron trapping coefficients at 
negative ions and negative vacancies both behave as 
~ T~1/2, whereas the trapping at neutral vacancies is 
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independent of temperature [7,8]. If neutral vacancies 
and negative ions were competing as positron traps, the S 
parameter would decrease when temperature is lowered 
at T < 100 K. The observed VSeNSe complexes are thus 
negatively charged. Such a charge state is predicted for 
VSeNSe also by recent theoretical calculations [4]. 

At high temperatures T > 300 K where no positrons 
annihilate at negative ions, the S parameter is a linear 
combination of the values Sb and Sv characteristic to the 
annihilations in the lattice and at vacancies, respectively. 
By using the standard positron trapping model [7] and 
the data recorded at 350 K, we can determine the concen- 
trations of vacancies in ZnSxSe!_x layers as 

cv = 
JVat     (S/Sh - 1) 

^vTb(Sv/Sb-S/Sb)' 
(1) 

where JVa, is the atomic density and Tb = 240 ps is the 
positron lifetime in defect-free ZnSe lattice [9]. The value 
of Sb, the S parameter in the ZnS^Sex-^ lattice, is taken 
from Ref. [5]. We use the value pv = 1.4 x 1015 s"1 for 
the positron trapping coefficient at the Se monovacancy 
[7]. The exact value of the relative S parameter, Sv/Sb, 
for the Se monovacancies in ZnS^Se!-* is not known, 
but the present experimental data indicates that 
Sv/Sb ^ 1.03. We can further infer that Sv/Sb sj 1.04, 
because larger Sv/Sb ratios correspond already to the 
open volume of divacancies [7]. For analogical vacancies 
in the anion sublattice, namely VAs in GaAs and VP-Zn 
complex in InP, Sv/Sb = 1.028-1.035 can be determined 
depending slightly on the detector resolution [10,11]. 
The arguments lead us to choose SY/Sb = 1.034. This 
estimation gives us vacancy concentrations between 
2.4 x 1017 and 4.0 x 1018 cm-3 in ZnS^Se^^ layers. 

At lower temperatures (< 50 K) the S parameter is 
a superposition of the values Sh, SY and that obtained at 
negative ions Sion « Sb. At 25 K we can estimate the 
concentration of negative ions as [7] 

iVa, 

Anon 

ßVCy(SY/Sh-S/Sh) 

N2t     (S/Sb - 1) 
Tb (2) 

For the trapping coefficients at 25 K we use the values 
determined earlier [7,12] for GaAs: For trapping at va- 
cancies Hv(25 K) = 1.4 x 1016 s_1 and for trapping at 
negative ions uion(25 K) = 1 x 1016 s"1. This gives us 
concentrations of negative ions in ZnSxSe!_x layers be- 
tween 2.4x 1017 and 1.1 x 1019 cm"3. 

In order to analyze quantitatively the electrical deacti- 
vation of nitrogen doping in ZnS^Sex -x, we combine the 
information obtained by positron, C-V and SIMS 
measurements. The positron data yields the total concen- 
tration of acceptor-type defects [A~~\ = cv + cion. The 
concentration of donor-type defects [Z>+] can thus be 
calculated from the hole concentration p = \_A~~\ — 
[D+] measured by C-V. The concentration of incorpor- 
ated nitrogen [N~\  obtained by SIMS is plotted in 

0 5 25 30 

[A"] + [D+]   (1018cm"3) 

Fig. 2. The concentration of incorporated nitrogen atoms as 
a function of the sum of donor and acceptor concentrations in 
studied ZnSxSe!_x :N layers [6]. 

0 5        10       15       20       25       30 

TOTAL NITROGEN CONCENTRATION  (lo" cm'3) 

Fig. 3. The estimated defect concentrations as a function of the 
total concentration of incorporated nitrogen in the ZnSjSej-j 
samples of set A. The solid lines indicate linear fits to various 
defect concentrations [6]. 

Fig. 2 [6] versus the sum of acceptor and donor concen- 
trations, \_A~1 + [D+]. The samples from the set A are 
seen to fall quite well on the line [JV] = \_A~~\ + [D+]. As 
mentioned above, the theoretical calculations predict 
that the most probable defects in N-doped ZnSe are 
those related to nitrogen impurities. The correlation of 
Fig. 2 indicates that in the set A all nitrogen atoms are 
related to charged defects. The data obtained in the 
ZnS^SejL-x samples of the set B are seen to be clearly 
above the line [iV] = [^.~] + [D+], indicating that these 
samples contain N atoms also in electrically neutral form. 

In the samples of the set A the concentrations of 
negative vacancies, negative ions and donor defects are 
seen (Fig. 3 [6]) to increase linearly with the nitrogen 
incorporation. The negative vacancies were identified 
above as VseNSe complexes. According to calculations 
[4], the most likely assignment of the negative ions is 
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3.5 4.0 4.5 5.0 

TOTAL NITROGEN CONCENTRATION  (1018 cm'3) 

Fig. 4. The estimated defect concentrations as a function of the 
total concentration of incorporated nitrogen in the ZnS^Sej _x 

samples of set B. The concentration of electrically neutral nitro- 
gen constitutes ~ 80% of total [JV]. 

isolated N^~e and that of the donor defect is either 
(ZnjNse)1"1" or (VSeNSe)

1+. With these identifications we 
can say that in set A about 40% of all nitrogen impurities 
are situated as isolated acceptors N^~e. Another ~ 40% is 
in donor-type defect pairs (ZniNse)1 + or (VseNse)1 + and 
about ~ 20% is bound to the negative (VSeNSe)

1_ pairs. 
The concentration of neutral nitrogen, defined as 
[AT] - [A~-\ - [D+], is negligible. 

In the ZnSjtSei _x samples of the set B the mismatch of 
SIMS, C-V and positron data indicates that nitrogen 
exists in the lattice in electrically neutral form. This can 
be seen in Fig. 4: The concentration of electrically neutral 
N increases with the total nitrogen incorporation, being 
about 80% of [JV], while the concentrations of other 
defects occupy a much lower constant level. In principle, 
~ 80% of nitrogen could be in neutral defect complexes, 

but the formation of such defects is unlikely according to 
theoretical calculations [4]. The electrical neutralization 
of N could result also from the passivation by hydrogen 
or the formation of nitrogen dimers or bigger clusters. 
Hydrogen passivation, however, is not a likely reason for 
the neutralization of N in set B, because SIMS experi- 
ments show no significant differences in [H] between 
samples of set A and B. The existence of neutral N-N 
complexes is suggested by theory [2] and by an ion beam 
analysis on N-doped ZnSe [13]. 

Interestingly, the free hole concentrations are very 
similar in all ZnSxSe!_x samples of sets A and B, al- 
though the deactivation mechanisms are very diiferent. 
This suggests that the details of the MBE growth system 
and the growth conditions may have a strong influence 
on the activation of nitrogen. The sample of the set A, 
where [(VSeNSe)

1-] is the largest (the rightmost point in 
Fig. 2), was grown at 335°C under Zn rich conditions. 

The other samples of the set A were grown at 270°C and 
under slightly more Se rich growth conditions than the 
set B, which was grown at 290°C. These results suggest 
that by adjusting the growth conditions for 
ZnSxSe!_x:N close to stoichiometric at 290°C the 
formation of electrically active nitrogen-related defects 
was suppressed. However, in this case the activation of 
impurities remained low due to the introduction of neu- 
tral nitrogen-related complexes. 

In MgjZni-yS^Sex-x samples a detailed quantitative 
estimation of defect concentrations, as presented above 
in case of ZnSxSei _x samples, is not possible, because the 
annihilation parameter levels corresponding to defect- 
free MgZnSSe lattice cannot be determined on the basis 
of the studied set of samples. The large difference in 
annihilation parameters between the low-temperature 
(T < 200 K) and high-temperature (T ~ 350 K) values, 
however, suggest that the concentrations of acceptor- 
type defects (negative vacancies and negative ions) must 
be considerable. As the samples are still highly compen- 
sated, this leads to suggestion that the compensation 
must be caused by the formation of compensating donor 
defects rather than neutralization of N impurities. 

In summary, the results of this work show that the 
combination of positron, SIMS and C-V measurements 
is very powerful in investigating the details of the deacti- 
vation mechanism. The method is able to yield quantitat- 
ive estimates for the concentrations of compensating 
defects as well as information about their atomic struc- 
ture. In the case of N doping of ZnSxSe! _x, the deactiva- 
tion of N impurities is seen to take place by two different 
mechanisms. In some samples the deactivation by donors 
is the dominant effect: While 40% of the electrically 
active nitrogen occupy isolated acceptor configuration 
N^,, another 40% is bound to compensating donor-type 
defect pairs, most probably to (ZniNSe)

1+ and 
(VSeNSe)

1+ pairs, and about 20% is in the negative 
(VseNse)1- complexes. The results give evidence on 
a similar deactivation mechanism also in N-doped 
Mg,Zn1_ySxSe1_x samples. In some ZnSxSe!_x sam- 
ples the role of compensating donor defects is however 
minor, as the amount of electrically inactive nitrogen 
constitutes ~ 80% of the total N concentration. 
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Abstract 

Electrical deactivation of donors in CdS was studied by using Perturbed yy Angular correlation (PAC) spectroscopy 
and temperature dependence of Hall mobility, resistivity, and free-carrier concentration. PAC spectra and electrical 
properties were monitored as a function of thermal treatment either under S or Cd pressure in a temperature range from 
RT to 1073 K. For samples annealed above 800 K under S pressure, Hall effect showed increased electrical compensation 
whereas PAC detected spontaneous creation of cadmium vacancies, Vcd, via the formation of (Incd-Vcd) pairs. The 
increase of the concentration of compensating acceptors, determined from electrical measurements, precisely correlates 
with the increase of the concentration of (Incd-VCd) pairs found by means of PAC. In contrast to that, thermal treatment 
under Cd pressure up to 1073 K does not provoke the formation of compensating native defects up to [In] 
> 1019/cm3. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Compensation; Native defects; CdS; PAC; Hall effect 

1. Introduction 

Although doping problems and limits are among the 
main restraining factors for broader applications of 
the exceptional potentials of II-VI semiconductors, the 
microscopic causes of these difficulties still remain gener- 
ally unknown. The main causes, reviewed recently [1], 
are claimed to be the spontaneous formation of native 
defects and/or pairs, the lattice relaxation around the 
doping atom resulting in the formation of compensating 
deep localized levels, mid-gap pinning of the Fermi level, 
the amphoteric behavior of some dopants, or the low 
solubility of others. 

Indium is potentially an excellent donor to render 
CdS highly conductive (and hence promising for n-type 
side of the p-n junction or heterojunction) but its 

»Corresponding author. Tel.: 3851-4561-173; fax:   + 3851- 
4680-114. 

E-mail address: desnica@rudjer.irb.hr (U.V. Desnica) 

electrical activation depends strongly on thermal treat- 
ment conditions [2]. A microscopic explanation of 
these differences has only recently started to emerge [3]. 
The radioactive isotope nlIn enables the use of 
perturbed yy angular correlation (PAC) spectro- 
scopy, a powerful technique which gives information 
about the immediate surroundings of In probe atoms 
in the crystal. Each specific atomic configuration 
and surroundings of luIn is unambiguously labeled 
by a characteristic electric field gradient (EFG) which 
is described by two parameters: the hyperfine interaction 
strength, vQ, and the asymmetry parameter r\ [4]. In 
this paper, we shall demonstrate that compensating 
acceptors, which cause electrical deactivation of donors 
(as revealed by electrical measurements), are being 
formed in the same concentrations as cadmium vacancies 
(as deduced from PAC), thus proving that this native 
defect plays a crucial role in electrical properties of 
the donor-doped CdS for a very wide range of In concen- 
trations. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00551-7 
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2. Experimental details and measurements techniques 

Commercial, undoped n-CdS single crystals were im- 
planted at room temperature (RT) with 350 keV 11JIn 
+ 115In ions in a non-channeling direction with doses 

ranging from 1.3 x 1011 to 1.3 x 1016/cm2 [3]. Both vir- 
gin and implanted samples were annealed for 10 min in 
50 or 100 K steps up to 1073 K, either under Cd or 
S pressure. The free-electron concentration, n, and Hall 
mobility, fiH, were measured from 20 to 300 K in a stan- 
dard Van der Pauw configuration. After each annealing 
step experimental data for n were fitted using expression 
[5]: 

n(n + [WA])/([JVD] - n - [ATA]) = gNc exp( - ED/kT) 

(1) 

with donor ionization energy ED, concentration of do- 
nors, [iVD], and acceptors, [NA], treated as fitting para- 
meters. Nc is the effective conduction band-edge density 
of states and g is the degeneracy factor [5]. 

To explore the experimentally determined Independ- 
ence of pH, all potentially relevant scattering mechanisms 
[6] were taken into account and the total Hall mobility, 
ßH, was then calculated by applying Matthiesen's rule 

l/j"H = 1/Mpo + V/*dp  + l/^pe + 1/^N + VW, (2) 

where fip0, fidp, /ipe, pN and ^ denote scattering-limited 
mobility by optical polar phonons, deformation potential 
acoustic phonons, piezoelectric scattering, neutral impu- 
rities, (NN), and ionized impurities, (Ni), respectively. 
Each specific mobility was calculated by using corre- 
sponding formulae [6] and constants appropriate for 
CdS [2,5,7]. 

A PAC spectrum R(t) was taken after each annealing 
step. From the fit of R(t), the fractions ofx'*In in different 
atomic configurations/surroundings were determined, 
each distinguished by its characteristic PAC 'signature' 
(vQ and rf). 
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Fig. 1. Temperature dependence of the free-carrier concentra- 
tion, n, after subsequent annealing under S pressure at 
Ta = RT ( + ), 573 K (O), 773 K (x), 823 K (A), 873 K (V), and 
923 K (D). n(X) for the sample annealed under Cd pressure after 
T„ = 1073 K (■) is also shown. Full lines show the best fits 
according to Eq. (1). 

T(K) 

Fig. 2. Temperature dependence of the Hall mobility, /j.H, for the 
same samples and annealing conditions shown in Fig. 1. Sym- 
bols refer to the same Ta as in Fig. 1. Full lines show the 
calculated mobility, /*H, following Eq. (2). 

3. Results 

Fig. 1 depicts the temperature dependence of the free- 
electron concentration, n(T), of undoped CdS samples 
(with residual effective donor concentration in 1016/cm3 

range) as a function of thermal treatment under either 
S or Cd vapor pressure. For Cd annealed sample practic- 
ally no changes in n(T) were observed from RT up to 
Ta = 1073 K (only the last curve is shown). On the other 
hand, for the S-annealed sample, changes were small up 
to Ta = 773 K, but above Ta = 873 K the slope in- 
creased significantly and n drastically decreased. For 
higher annealing steps n becomes immeasurably low and 
is estimated to be less than 10*/cm3. 

Hall mobility, /iH(T), (Fig. 2) shows similar trends 
- small changes up to Ta = 873 K, and considerable, 
although much less dramatic, decrease of pH for higher 
T 1 a- 

Several characteristic PAC spectra for a sample im- 
planted with x"In(1.3 x lO'Vcm2) are shown in Fig. 3. 
All implantation-induced damage becomes completely 
annealed already after Ta = 573 K, and all of the In 
probe atoms are positioned in a single surrounding, dis- 
tinguished by the characteristic PAC parameters 
vQ = 7.4 MHz, and r\ = 0 (Site 1), which has been identi- 
fied as substitutional In on Cd sites, Incd [8]. All probe 
atoms remain at InCd sites in unperturbed surroundings 
(Fig. 3a) up to Ta s 800 K independently of the annealing 
conditions. 
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Fig. 3. PAC spectra (left) and their Fourier transforms (right) of 
In-implanted CdS after annealings up to 920 K under S pressure. 
The annealing temperature is indicated for each spectrum. 

After annealing above 800 K under S pressure (Fig. 
3b), two additional EFGs appear, assigned to (InCd-VCd) 
pairs [8] and characterized by a pair of frequencies, 
vQ = 72.4 MHz with r\ = 0.35 (Site 2), and vQ = 78.7 
MHz with r\ = 0.21 (Site 3), respectively [4,8]. At higher 
Ta the fraction of (InCd-VCd) pairs becomes dominant 
although the signal belonging to Incd remains always 
present (Fig. 3c). We have observed a very similar behav- 
ior for higher In doses, up to In peak concentrations of 
1020/cm3 in the implanted layer. In those samples the 
fractions of pairs also similarly increased with the in- 
crease of Ta above 800 K. Above Ta^900 K the frac- 
tions of pairs level up at around 50-70%, while the rest of 
the In atoms (30-50%) remains on Site 1 [3]. If the peak 
concentration of In exceeded 1020/cm3, In started to 
precipitate into a second phase inside the CdS crystal [3]. 

The Cd annealed samples behaved differently: the 
PAC spectra with the single frequency 7.4 MHz (like in 
Fig. 3a) was obtained after each annealing step up to 
Ta = 1073 K. Furthermore, practically the same PAC 
spectrum was obtained for higher implantation doses as 
well, up to In peak concentrations of 1019/cm3. For even 
higher doses, In started to precipitate into the second 
phase [3]. 

4. Discussion 

The full lines in Fig. 1 are the results of fits of n(T) 
using the Eq. (1). For Ta = RT, the ED calculated from 

the fit is 27 meV, which is a very reasonable value for 
a shallow donor in the concentration range of 1016/cm3 

[2,5,7]. The increase of the annealing temperature up to 
773 K does not induce virtually any change in ED, indic- 
ating that the same shallow donors govern the electrical 
properties. The apparent small increase of the slope re- 
sults from the small decrease of the effective donor con- 
centration ([ATD]eff = [JVD] - [JVA]) [2,5]. Above 
Ta = 823 K this shallow level becomes completely 
ionized i.e. all its electrons are trapped by compensating 
acceptors. The Fermi level is then lowered down to the 
next donor level deeper in the gap, which is, according to 
the fit, positioned at 70 meV below the conduction band. 
Above Ta = 873 K the same level still dominates the 
temperature dependence of n, but the concentrations 
[iVD] and [iVA] become very similar, primarily due to the 
stronger increase of [iVA]. Above Ta = 923 K, n becomes 
immeasurably low, indicating that the Fermi level is 
lowered much further down, close to or at the middle of 
the band-gap, due to the complete compensation of prac- 
tically all donors by acceptors. 

Fits of Eq. (2) to the experimental Hall mobility data 
are shown as full lines in Fig 2. The calculation showed 
that jUdp(r) is unimportant throughout the whole 
T range. Similarly, fiN is also insignificant, since unreas- 
onably high concentrations of neutral scattering centers 
(above 1017/cm3) would be needed to appropriately limit 
the maximal ßK, and still the decrease of experimental 
pH observed at lower Ta could not be reproduced. Hence, 
this mechanism can be discarded as well. It was deter- 
mined that at higher T optical phonons and piezoelectric 
scattering limit the mobility, while the maximum of 
ßK{T) and its decrease at lower temperatures is limited by 
ionized impurities scattering, ß\= A- Til2l[_N{] (A is ap- 
proximately a constant [5]). It was found that the [_N{\ 
values obtained from the fit to ^H(T) were quite close to 
the sum of ([ND] + [WA]), determined independently 
from fitting of n(T). 

The agreement between measured ßK and calculated 
,UH breaks down for very high compensation (above 
Ta = 873 K, Fig. 2), since nH becomes rather low, and an 
unreasonable change of the material parameters in the 
expressions for fipo and /xpe would be needed to obtain 
a good fit. A considerable lowering of the mobility is 
often encountered in measurements of semi-insulating 
samples, ascribed to and convincingly explained by po- 
tential fluctuations [6]. Namely, when n is very low, any 
potential fluctuation becomes 'visible' since it affects/dis- 
rupts the continuity of the practically empty conduction 
band, thus lowering the measured mobility. In fact, the 
strong decrease of the mobility observed even at RT, 
provides independent proof that S annealing produces 
semi-insulating CdS samples. 

The summary of the essential PAC, electrical experi- 
mental and calculated results for the [iVD]eff. ^(1016/cm3 

donor level are given in Fig. 4 for S annealed samples. 
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Fig. 4. Dependence of PAC and electrical properties 
(normalized values) of n-CdS annealed under S pressure (initial 
[ND]eff,RT = 1016/cm3) on the annealing temperature: n„ (O) 
- measured free-electron concentration normalized to its initial 
value at RT; iVD?eff?„ (x) - calculated effective donor concentra- 
tion normalized to its initial value at RT; (Incd-Vcd)n (A) - frac- 
tions of pairs normalized to their saturating value at high Ta;(V) 

calculated compensation ratio, Rc = 1 — ([JVD] — 
[JVAMWD]- 

Above ^800 K the (Incd-Vcd) pairs appear and their 
fraction increases with higher Ta at the expense of the 
fraction of Incd. This change is closely matched with the 
increase of compensation, calculated from the fits of n(T). 
The dynamics of the increase of (InCd-Vcd) fraction, 
however, precisely correlates with the decrease of experi- 
mentally determined n, as well as with the decrease of the 
concentration of remaining donors, [JVD]eff.. The fact 
that the sample becomes semi-insulating above Ta s 800 
K means that not only the Incd donors but also all other 
donors are deactivated. Since PAC showed that In do- 
nors become compensated by pairing with spontan- 
eously formed Vcd acceptors, it seems plausible that the 
other donors are being compensated by the analogous 
mechanism. 

The electrical measurements of the In-implanted layer 
([In] up to 1020/cm3) were also done after annealing at 
923 K under S pressure, i.e. after the substrate was 
converted to semi-insulating (Fig. 1). Again, very low 
n (lower than 108/cm3) was obtained, pointing out to the 
full compensation of all In donors. Obviously, S anneal- 
ing creates just a matching concentration of Vcd to fully 
compensate foreign donors, indicating that the same 
compensation mechanisms deactivate donors over the 

range of 4 orders of In concentrations. This finding offers 
the experimental proof at a microscopic level of the 
self-compensation mechanism by spontaneously created 
native defects [3]. 

5. Conclusion 

The electrical activation of donors in CdS was studied 
by using Perturbed YY angular correlation (PAC) spec- 
troscopy and temperature dependence of Hall mobility 
and electrical resistivity. It has been found that donors 
become electrically deactivated after thermal treatment 
under S pressure. The increase of the concentration of 
compensating acceptors, determined from the electrical 
measurements (temperature dependence n(T) and ^HC^)) 

exactly correlates with the increase of the concentration 
of (Incd-Vcd) pairs, as determined from PAC. This cor- 
relation identifies cadmium vacancies, which are created 
spontaneously under S pressure above 800 K, as native 
defects responsible for the electrical deactivation of do- 
nors in CdS. Only for [In] > 1019/cm3-1027cm3, In 
starts to precipitate into other phases within CdS. 
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Abstract 

We have used spin-flip Raman scattering in magnetic fields up to 14T to investigate 3-factors and exchange constants 
of excitons related to a submonolayer insertion of CdSe in a ZnSe matrix. Sharp spectral signatures are obtained for 
excitation within the inhomogeneously broadened luminescence. The observed g factors are close to those of bulk ZnSe, 
a fact which is of particular relevance when considering the different models for the nature of excitons near submonolayer 
insertions and their microscopic structure (islands, homogeneous alloys, self-organized quantum dots). In measurements 
for different magnetic field directions we identify a "dark" (dipole-forbidden) exciton peak. Its exchange splitting from the 
dipole-allowed exciton increases linearly with the localization energy of the CdSe-related excitons. © 1999 Elsevier 
Science B.V. All rights reserved. 

Keywords: Spin-flip Raman scattering; CdSe/ZnSe heterostructures; Quantum dots; g factors; Exchange interaction 

1. Introduction 

Spin-flip Raman scattering (SFRS) has recently been 
applied intensively to investigate new materials, espe- 
cially quantum wells and quantum dots made from wide- 
gap semiconductors. The SFRS efficiency resonates 
strongly at electronic interband transitions. According to 
the excitation wavelength, it is thus sensitive either to 
intrinsic or extrinsic (defect) material properties. As a re- 
sult, the method possesses several unique features. For 
example, SFRS allows one to measure the g factors of 
excitons and their variation with the confinement condi- 
tions. In addition, by varying the angle between the 
quantum well planes and the magnetic field, the electron 
and hole g factors contributing to an exciton can be 
determined  separately,  unlike,  e.g.,  in  electron-spin 

»Corresponding author. Tel.: + 49-711-689-1735;fax: +49- 
711-689-1712. 

E-mail address: ruf@cardix.mpi-stuttgart.mpg.de (T. Ruf) 

resonance or photoluminescence (PL), where usually 
only one or a combination of these parameters is ob- 
tained. SFRS can also be applied to study excitons local- 
ized at defects, interface roughness or layer thickness 
fluctuations. Examples where these properties have been 
exploited include (i) studies of g factors, fundamental 
scattering mechanisms and selection rules for acceptor- 
bound excitons and excitons localized by interface 
disorder in GaAs/AlGaAs quantum wells [1,2], (ii) the 
determination of the electron g factor anisotropy and its 
variation with quantum well thickness in the GaAs/AlAs 
system [3], (iii) the identification of new defect states and 
the determination of the strain-spin Hamiltonian due to 
(nitrogen) doping in ZnSe [4,5], and (iv) a systematic 
study of exciton, electron, and hole g factors for quantum 
well excitons and different barrier materials in 
CdTe/CdMgTe quantum wells [6]. 

SFRS has recently been applied intensively also to 
study excitons in quantum dots formed by Stranski- 
Krastanov growth from thin (up to a few monolayers 
(ML) at most) layers of one material deposited between 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00552-9 
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much thicker sheets of another semiconductor (InAs/ 
GaAs [7], InP/InGaP [8]) or by diffusion-controlled 
phase decomposition of solid solutions while annealing 
in a glass matrix (CdS [9]). In the CdS/glass system, the 
observed variation of the exciton g factor with the quan- 
tum dot size, measured by size selective excitation at 
different laser energies, could be explained well with CdS 
parameters when confinement effects were taken into 
account by using the excitation energy instead of the bulk 
CdS band gap [9]. This behavior reflects the fact that the 
excitons are strongly confined in the CdS dots. In con- 
trast, g factors measured in the systems of Refs. [7,8] are 
rather close to those of the matrix surrounding the quan- 
tum dots. This indicates that the exciton wave function, 
e.g. in the submonolayer InAs/GaAs system, extends 
significantly into the barrier material and makes the 
correlation between SFRS data and the microscopic 
structure of these systems difficult. The wave function 
penetration could arise from weak exciton localization 
due either to a strong quantum confinement shift of the 
lowest quantum-dot state which is located near the bar- 
rier energy or to a dilute insertion. In such circumstances, 
SFRS cannot readily distinguish between several possible 
scenarios such as excitons localized at small InAs quan- 
tum dots, laterally extended islands with small thick- 
nesses of only a few ML, or a homogeneous (alloy) 
InGaAs quantum well with low In content [7]. 

Here we report on an SFRS study of the CdSe/ZnSe 
system which has recently become interesting in the con- 
text of obtaining improved properties of green/blue II-VI 
semiconductor lasers [10-15]. Similar to the InAs/GaAs 
system, submonolayer deposition of CdSe in a ZnSe 
matrix leads to the formation of nanoscale objects. Their 
microscopic structure varies with the thickness of the 
insertion and has been discussed intensively in the litera- 
ture. Deposition of more than 0.5 ML CdSe can lead to 
the formation of inhomogeneous (Zn, Cd)Se layers con- 
taining, e.g., two-dimensional (2D) islands acting as 
quantum dots or coexisting alloy and island phases 
[10,14,15]. For nominal CdSe compositions less than 
0.5 ML the formation of a homogeneous Zn^^Cd^Se 
quantum well layer has been observed [10,12,13]. In this 
SFRS study, we investigate a sample at the border-line 
content of 0.5 ML. 

2. Experiment 

SFRS experiments have been performed on a structure 
with a period of 5.4 nm containing eleven sheets of nom- 
inally 0.5 ML CdSe in ZnSe (specimen B1485). Details of 
the sample growth have been described elsewhere [10]. 
Two experimental set-ups have been used [4]: (i) a split- 
coil 6 T system with the sample at 1.5 K, and detection by 
a multichannel spectrometer equipped with a CCD 
(Bath), and (ii) a 14 T magnet with sample temperatures 

around 4 K and signal detection by conventional single- 
photon counting and a double monochromator (Stut- 
tgart). Tunable laser excitation was obtained from an 
Ar-ion laser pumped Stilbene 3 dye laser. 

3. Results and discussion 

Fig. 1 shows the PL and PL excitation (PLE) spectra 
of the 0.5 ML CdSe/ZnSe structure in the energy range of 
the CdSe-related emission. The peak position and the 
slight asymmetry of the PL spectrum towards lower 
energies are in good agreement with previous reports 
[10]. The location of the lowest-energy heavy-hole ex- 
citon Ehh, as determined from PLE measurements, is 
indicated. The light-hole exciton lies 40 meV higher in 
energy. Fig. 2 shows SFRS spectra in Voigt geometry for 
two different laser energies within the PL band. In this 
geometry, two types of lines appear on the Stokes (posit- 
ive Raman shifts) and anti-Stokes sides: a sharp line (E) 
for which the Raman shift does not depend on the laser 
energy and a broad peak (DE) for which the shift changes 
when the laser energy is varied. The resonance behavior 
of these peaks is shown in Fig. 1. The maximum intensity 
of line E occurs between the maxima of the PL and PLE 
spectra; that of line DE is shifted towards lower energies 
by about 2 meV, and its profile closely follows the PL 
spectrum. The variation of these SFRS line positions 
with magnetic field B is shown in Fig. 3. For the E 
line the shift depends linearly on B and, within our 
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Fig. 1. CdSe-related PL (solid line) and PLE (filled triangles) 
spectra of a 0.5 ML CdSe/ZnSe multiple quantum well structure 
(B = 6 T, £las„ = 2.88 eV). The dotted (dashed) lines connect 
measurements of the scattering intensity resonance profiles 
(open (filled) circles) for the electron (E) and dark exciton (DE) 
SFRS lines, respectively. 
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Fig. 2. SFRS spectra for laser energies within the broad PL 
band: (1) EUs„ = 2.7353 eV, (2) £las„ = 2.7248 eV. Both spectra 
were measured in the z(n,a)z polarization configuration with the 
magnetic field (B = 6T) parallel to the CdSe layer (Voigt ge- 
ometry). Spectrum 2 was magnified five times before plotting. 
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Fig. 3. Raman shifts of the SFRS lines E and DE vs. magnetic 
field. Line DE depends on the excitation energy as evidenced by 
measurements at £laser = 2.7338 eV (squares), 2.7248 eV (tri- 
angles), and 2.7129 eV (circles) across the broad PL band. The 
inset shows the linear increase of the zero-field DE energy when 
Elas„ becomes smaller than £hh. The solid lines are fits to the 
data of a linear form (E) and jA2„ + (gßBB)2 (DE) (see Eq. (3) of 
Ref. [19]). 

experimental accuracy, it vanishes at zero field. In con- 
trast, the shift for line DE shows a nonlinear dependence 
on B and, even more interestingly, it increases (indepen- 
dently of B) when £laser decreases. The inset of Fig. 3 
shows a linear dependence of the zero-field limit Aex of 

the DE line on the difference between the laser energy 
and Ehh. We have also performed SFRS measurements in 
which the direction of the field is varied and which will be 
discussed in detail elsewhere. Away from Voigt geometry, 
the DE line moves rapidly towards larger Raman shifts, 
and its intensity decreases strongly. In Faraday geometry 
(B perpendicular to the CdSe layer), this line is not 
observed. In addition to the E and DE lines, three other 
peaks appear for intermediate field directions. 

Due to the large splitting between the heavy- and 
light-hole excitons (caused by a combination of confine- 
ment and strain effects) it suffices to consider only the 
\J = i J* = + !> hole and the \S = I Sz = + i| elec- 
tron states in the data analysis. However, the exchange 
interaction between electrons and holes is known to play 
an important role in II-VI semiconductors. Its influence 
is even stronger in low-dimensional systems due to the 
larger wave function overlap compared to the bulk. This 
was already realized several years ago [17], and many 
theoretical and experimental investigations on quantum 
wells and quantum dots have been performed in the past 
few years [18]. In the above basis, the exchange interac- 
tion leads to the formation of two doublets with total 
angular momentum components of \FZ = ± 2> and 
\FZ = + 1>, which are dipole forbidden ("dark" excitons, 
DE) and allowed (bright excitons), respectively. Their 
separation is determined by the exchange coupling, 
which consists of two contributions, a short-range (ana- 
lytical) and a long-range (roughly speaking: nonanalyti- 
cal, see Ref. [18]) part, originating from contributions to 
the exchange integral within the same unit cell or from 
neighboring cells, respectively. For scattering geometries 
away from the Faraday configuration, the exciton wave 
functions in a magnetic field mix in a way similar to that 
caused by the application of a uniaxial stress. Dark 
exciton states may then become dipole-allowed and can 
be observed in optical experiments such as, e.g., the PL 
and SFRS study of Ref. [19] or the high-resolution SFRS 
data presented in Figs. 2 and 3. 

We use a model Hamiltonian based on Fig. 10 of Ref. 
[20] to fit our angle-dependent data and obtain values of 
Aex = 0.68 meV for the exchange splitting, an electron 
g factor of ge = 1.2, and a hole g factor of gb\\ = 2.7 
(under excitation at the maximum of the resonance pro- 
file of the DE line, Fig. 1). ge is isotropic, while gh vanish- 
es in Voigt geometry, thus exhibiting the well-known 
behavior for pure \JZ = +1> wave functions [1,2]. In 
the Voigt geometry only one SFRS line, involving dark 
exciton states, should occur according to our model. The 
observation of such transitions is possible in a magnetic 
field which mixes the \FZ = + 2> wave functions with 
the dipole-allowed \FZ = + 1> states. We therefore at- 
tribute the line marked DE (following the notation of Ref. 
[19]) in Figs. 2 and 3 to such a transition. 

In addition, line E corresponds to an electron spin-flip, 
its g value (gc = 1.15(3)) being very close to data for 
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donor-bound electrons [4] and calculations (gre = 1.19) 
for intrinsic electrons in bulk ZnSe [21]. It is also worth 
to note that the measured hole g factor coincides to 
within experimental error with that observed in nitro- 
gen-doped bulk ZnSe (gH = 2.5-2.7 [4,22]). Since the 
exciton radius in both, bulk CdSe (aB =44,4) and ZnSe 
(aB = 51 A) [16], is much larger than the maximum esti- 
mate for the thickness of the CdSe-related layer (about 
1 nm [14]), such a similarity in the g factors may result 
from strong penetration of the exciton wave function into 
the ZnSe barriers. 

Our results for the DE line are in many ways similar to 
those of Ref. [19]. However, in contrast to that work, we 
find a linear variation of the exchange splitting when 
Eiasel. is scanned across the CdSe-related PL band (ge, on 
the other hand, remains constant) and an almost two-fold 
increase of Aex at the lowest excitation energies. We 
attribute this enhancement to the larger wave function 
overlap for the more strongly localized excitons in the 
low-energy PL tail. Further work is required to decide 
whether this effect reflects a nonanalytical contribution 
to the (mostly analytical) exchange splitting, as one might 
conclude from the speculations in Ref. [19]. While it is 
qualitatively clear that the exchange splitting should vary 
strongly with the exciton radius (and thus the exciton 
localization energy) due to its strong sensitivity to cha- 
nges in the wave function overlap, the exact functional 
form for this relation cannot be easily obtained. Note 
that this increase of Aex for lower excitation energies is in 
contrast to the behavior of quantum dots with full three- 
dimensional confinement [14], where a decrease of the 
exchange splitting with increasing dot size, i.e., with 
lower exciton energy, is expected. Such an effect has been 
observed recently in pure CdSe dots [23]. The values of 
Aex found here are 5-10 times larger than in bulk CdSe 
and ZnSe [16]. 

The present data are not consistent with a two-phase 
scenario, reported previously for insertion layers thicker 
than 0.7 ML, in which relatively large CdSe islands co- 
exist with a homogeneous matrix (i.e., an alloy or, equiva- 
lent^, a high density of 2D CdSe islands smaller than the 
exciton Bohr radius) [11-13]. For such a system, one 
would expect a discontinuous dependence of Aex on the 
localization energy similar to Ref. [10] where two com- 
ponents in the PL decay curves have been observed for 
a 0.75 ML sample. Instead, the continuous, linear rela- 
tion shown in the inset of Fig. 3 suggests that the micro- 
scopic structure of our 0.5 ML CdSe/ZnSe sample does 
not differ significantly from that of an alloy in which the 
Cd is randomly distributed. This is consistent with earlier 
reports for insertion thicknesses less than about 0.5 ML 
[11,13,14]. 

4. Conclusions 

SFRS on a submonolayer CdSe/ZnSe multiple quan- 
tum well sample reveals g factors of electrons (presum- 
ably bound at donors) and of excitons localized at the 
CdSe-related insertion layer which are very close to the 
values for the surrounding ZnSe matrix. The exchange 
splitting between bright and dark excitons is enhanced 
and varies linearly with the exciton localization energy. 
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Abstract 

Positron annihilation experiments reveal an open-volume defect in the deep state atomic configurations of bistable 
donors In and Ga in CdF2. The size of the open volume is at least half of a monovacancy. The results are similar to those 
obtained previously for the DX centers in the covalent system Al^Gaj _xAs. It is therefore likely that the bond-breaking 
mechanism (substitutional to interstitial atomic motion) responsible for metastability of point defects in covalent 
semiconductors is more universal and its validity extends to even some highly ionic compounds, like CdF2. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Bistable centers; DX-like centers; CdF2 

1. Introduction 

Bistable centers are some of the most fascinating point 
defects in solids. The charge carriers are captured at these 
centers either on localized orbits or in effective mass 
bound states. The two types of states are separated by 
a vibronic barrier causing metastability of the shallower 
effective mass state at low temperature. Such defects are 
found from highly covalent (e.g., Si in AlxGa!_xAs [1]) 
to highly ionic crystals (e.g., Ga and In in CdF2 [2-4]). In 
spite of the very different nature of the bonds in these 
crystals, bistable defects exhibit largely similar proper- 
ties. The origin of the metastability is usually attributed 
to a large lattice relaxation taking place in the transition 
between the states [5]. In covalent hosts, the bond- 
breaking mechanism in which atoms change lattice posi- 
tion (e.g., from substitutional to interstitial) is responsible 
for the metastability [6]. In ionic hosts, such as CdF2, 

»Corresponding author. Tel.: + 358-9-451-5802; fax: + 358- 
9-451-3116. 
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a simple symmetric inward relaxation of the neighboring 
anions around the dopant atom was originally believed 
to be at the origin of the bistability [7-9]. Most surpris- 
ingly, recent experiments imply that the bistable centers 
in CdF2 are negative-U type defects and an exotic asym- 
metric relaxation may be responsible for the phenom- 
enon [10-14]. Interestingly, most recent theoretical 
computations of the defect structure of donors in these 
crystals also suggest a possibility of negative-U [15,16] 
and non-symmetric lattice relaxation with even a substi- 
tutional to interstitial dopant motion [16]. Such a relax- 
ation would invariably produce a cation vacancy, which 
could possibly be observed by positron annihilation 
spectroscopy [17]. 

Positron annihilation is a well-established method to 
study vacancy-type defects in solids [18,19]. Positrons 
get trapped at negative and neutral vacancies due to the 
missing positive ion core. In a vacancy, the electron 
density is lower than in the lattice which leads to an 
increase in the positron lifetime and narrowing of the 
momentum distribution of the annihilating electron- 
positron pairs. Among the most exciting discoveries with 
this technique are the direct observations of vacancy-type 
defects related to the EL2 in GaAs and the DX center in 
Al^Ga^As [20,21]. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00553-0 
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2. Experimental 

The positron lifetime experiments were conducted in 
a conventional way [18,19]. Two identical sample pieces 
were sandwiched around a 22NaCl positron source of 
20-50 uCi. The lifetime spectra were measured with 
fast-fast spectrometers whose time resolutions were 
210-250 ps (FWHM). To be able to vary the state of the 
bistable defects the samples were mounted into an optical 
cryostat (T = 8-350 K). The sample illumination was 
performed with monochromatic light (hv = 1-4 eV, 
photon flux > 1012 cm"2 s_1) (for technical details, see 
Ref. [22]). 

The bulk CdF2 crystals were grown by the modified 
Bridgman method. Two of the samples (#1 and #2) 
were doped with Ga, one (#3) with In, and one (#4) 
with Y (concentrations were in the range 1018-1019 

cm"3). All of the samples were annealed in reducing Cd 
atmosphere to remove compensating F interstitials. 
Sample #2 was annealed more thoroughly than sample 
# 1 to vary the concentration of bistable defects in the 
samples. The Y doped sample was suitable as a reference 
since Y is a simple effective mass shallow donor in CdF2 

crystals [2-4]. 

3. Results and discussion 

The average positron lifetime results, measured in 
darkness from 10 to 300 K, are shown in Fig. 1. When 
positrons are trapped at open volume defects, the average 
lifetime rav increases compared with the value tbulk in the 
lattice. In all our samples, the lowest average lifetimes 
were measured at temperatures below 50 K. Raising the 
sample temperature towards room temperature leads to 
an increase of 5-15 ps in the lifetime values depending on 
the sample. The most natural explanation for this tem- 
perature dependence is positron trapping at two different 
types of point defects: some open-volume defects and 

1    '    1 

-   CdF2 

1    '    1 

1 
♦>**J 

_J&f~ 
• # 1 Ga doped 
0 # 2 Ga doped 

* o # 3 In doped  - 

' i    .    I 
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1      ,      1 

100 200 
TEMPERATURE (K) 

Fig. 1. The average positron lifetime in darkness as a function of 
the measurement temperature. The solid lines are guides to the 
eye. 

some negative centers without any open volume [18]. At 
low temperatures, a considerable fraction of positrons 
gets trapped at negative ion-type defects, which prevents 
them from getting trapped at vacancies. Above 60 K, 
positrons are able to escape from the shallow state 
around the negative ions, which enhances trapping at 
vacancies, i.e., increases the average lifetime. 

In a recent theoretical work, Mattila et al. performed 
ab initio calculations on the formation energies of point 
defects in CdF2 [15]. They suggest that in n-type mater- 
ial the Cd vacancy is the most abundant vacancy defect. 
As shown, we observe native vacancies in Y, Ga and In 
doped material and it is thus natural to attribute them to 
Vcd. In addition, the calculations [15] confirm the tradi- 
tional assumption that F interstitials are abundantly 
formed as negatively charged compensating defects in 
n-type CdF2. The positron data indicates the presence of 
negative ions in Y, Ga and In doped crystals. These 
defects are most probably the F interstitials. 

The key experiment concerning defect bistability is to 
study whether illumination has an influence upon posit- 
ron trapping. Illumination is known to induce deep-shal- 
low transition of the bistable centers [2-4]. A most pro- 
nounced effect is observed in both In and Ga doped 
crystals at 15K: the mean positron lifetime decreases 
with increasing photon fluence and saturates to a value of 
1-4 ps lower than obtained before illumination. The data 
on samples #2 (Ga doped) and #3 (In doped) are 
presented in Fig. 2. The changes are persistent at 15 K 
based on the observation that after an illumination the 
average lifetime remains constant for days. In contrast to 
these effects, the illumination has no influence on the 
positron lifetime in the Y doped sample. 

To study the thermal stability of the observed persist- 
ent change in the average lifetime, we performed an 
isochronal annealing experiment (Fig. 3). The samples 

197 
» 2 Ga doped 

3.0 eV illumination 

J' 

0.0 0.5 1.0x10 

PHOTON FLUENCE (cm"2) 

Fig. 2. The average positron lifetime in darkness versus the 
illumination fluence. The solid lines are exponential fits to the 
data. 
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Fig. 3. The average positron lifetime measured at 15 K in dark- 
ness as a function of the annealing temperature. Before each 10 
min annealing the samples were illuminated at 15 K with 1.95 eV 
(In doped) or 3.0 eV (Ga doped) light. The illumination was long 
enough to saturate the change in the average positron lifetime 
(photon fluence 2xl017 cm"2). The open symbols and the 
dashed lines represent the lifetime levels before illumination. The 
solid lines are guides to the eye [17]. 

1.0 2.0 3.0 4.0 
PHOTON ENERGY (eV) 

Fig. 4. The absorption spectra and the average positron lifetime 
versus the photon energy. The absorption data show a typical 
result for In and Ga in the deep state. The positron measure- 
ments were performed in darkness at 15 K after illuminating the 
sample to a constant fluence (3.6x 1015cm~2 for sample #2 
and 8.0x 1016cm"2 for sample #3). After each measurement 
the samples were annealed at 300 K. The solid lines are guides to 
the eye [17]. 

were first illuminated with 1.95 eV (In doped) or 3.0 eV 
(Ga doped) photons whereafter the measurements and 
the heat treatments were performed in the dark. In In 
doped CdF2, annealing in the range from 60 to 75 K re- 
stores the lifetime at the initial level before illumination. 
In the case of the Ga doped CdF2, the recovery occurs 
between 200 and 250 K. These temperatures are the same 
at which the bistable centers make the transition from the 
shallow state to the deep state [2-4]. 

The positron lifetime can be directly correlated with 
the optical absorption of the bistable defects by perform- 
ing the experiment as a function of the photon energy. 
The absorption related to the deep states of Ga and In 
begins to increase at 2.5 and 1.5 eV, respectively (Fig. 4). 
In the positron experiment the samples were illuminated 
at 15 K to a constant photon fluence. The positron 
lifetime spectra were measured in the dark at 15 K after 
each illumination (Fig. 4). In the Ga and In doped sam- 
ples xav starts to decrease at about 2.7 and 1.5 eV, respec- 
tively. The average lifetime decreases with increasing 
absorption until the level corresponding to prolonged 
illumination (fully depleted deep state) is reached. The 
photon energy ranges at which rav decreases and the 
absorption increases match very well.1 

1 The minor differences in the absorption and positron data 
are due to different illumination conditions. The absorption 
data probes the deep state without effectively changing its elec- 
tron population whereas the positron data is measured after 
partially converting the deep state into the shallow state. 

The data in Figs. 2-4 show that the average positron 
lifetime is sensitive to the state of the bistable centers. 
Positron trapping at open-volume defects is enhanced, 
i.e. more vacancies are detected, when the deep state is 
occupied. Some vacancies (probably Vcd) are, however, 
observed also when the bistable centers are in the shallow 
state. This is obvious since the average lifetime after 
illumination (Fig. 3) is higher than the lowest value 183 
ps measured in the Y doped specimen (Fig. 1). A compari- 
son of Doppler broadening and positron lifetime data 
implies that when the deep state is occupied there are at 
least two different open-volume defects [17]. Besides the 
evident Vcd there is thus another vacancy which ceases 
trapping positrons when In and Ga are converted to the 
shallow state by illumination (Figs. 3 and 4). Hence, we 
infer that the vacancy defect is a constituent of the deep 
state atomic structure of the bistable centers in CdF2. 
A likely configuration is a pair of Vcd and Ga or In 
interstitial in its close vicinity. Such defect complex has 
an overall negative charge as In and Ga bistable donors 
form a negative-U system [10-13]. 

In sample # 2, xav at 15 K decreases from 198 to 195 ps 
when the bistable centers are converted from the deep to 
the shallow state (Fig. 3). This implies that the character- 
istic positron lifetime in the deep state related vacancy 
TDS ^ 198 ps. It is thus at least 15 ps longer than the 
lifetime in the lattice (Tbuik < 183 ps). On the other hand, 
the theoretical difference between ibulk and TVM is about 
35 ps ([23]; calculational scheme presented in Refs. 
[24,25]). Hence, we can deduce that the open volume in 
the deep state atomic configuration of the bistable 
centers is at least half of a Cd monovacancy. 
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The concentrations of different defects can be esti- 
mated based on the positron data [17]. As a result, we 
find that [Vcd] and [F;] are of the order of 
1017-1018cm~3 which are reasonable values in CdF2. 
Furthermore, the concentration of the deep states [DS] 
is about 1018 cm-3 which is the same order of magnitude 
as estimated from electrical and optical measurements. 
This supports quantitatively our identification of the 
vacancy defect in the atomic structure of the deep state of 
In and Ga in CdF2. 

Most excitingly, the positron annihilation results on 
the DX center in A^Ga^As [18,21] are qualitatively 
very similar to those in CdF2. In AlxGa! _xAs, the donor 
atom is believed to make a substitutional-interstitial 
jump leaving an open volume behind which positrons 
detect [18,21]. Recent calculations by Park and Chadi 
[16] suggest that also in CdF2 In and Ga atoms can 
move from the substitutional site to an interstitial site in 
the neighboring lattice cell. This model is fully compat- 
ible with our positron data and indicates unexpected 
universality of the bond-breaking mechanism of bistabil- 
ity of defects in semiconductors. 

4. Conclusions 

We have studied n-type CdF2 crystals doped with Y, 
Ga and In by positron annihilation spectroscopies. We 
found that an open-volume defect is included in the 
atomic configuration of the deep state of the bistable In 
and Ga related defects. Our data indicate that the size of 
the open volume is at least half a Cd monovacancy. The 
positron results imply that the bond-breaking mecha- 
nism resulting in asymmetric lattice relaxations is of 
more general validity than previously thought; it applies 
from covalent to predominantly ionic systems. 

Acknowledgements 

We are grateful to M.J. Puska, T. Mattila and S. 
Pöykko for invaluable discussions. We also acknowledge 

C.H. Park and D.J. Chadi for informing us of their results 
[16] before publication. 

References 

[1] P.M. Mooney, J. Appl. Phys. 67 (1990) Rl. 
[2] U. Piekara, J.M. Langer, B. Krukowska-Fulde, Solid State 

Commun. 23 (1977) 583. 
[3] J.E. Dmochowski, J.M. Langer, Z. Kalinski, Phys. Rev. 

Lett. 56 (1986) 1735. 
[4] J.E. Dmochowski, W. Jantsch, D. Dobosz, J.M. Langer, 

Acta Phys. Pol. A 73 (1988) 247. 
[5] J.M. Langer, in: Reviews of Solid State Science, Vol. 4, 

World Scientific, Singapore, 1990, p. 297. 
[6] D.J. Chadi, K.J. Chang, Phys. Rev. Lett. 61 (1988) 873. 
[7] J.M. Langer, J. Phys. Soc. Jpn. 49A (Suppl.) (1980) 207. 
[8] J.M. Langer, Radiat. Eff. 72 (1983) 55. 
[9] J.M. Langer, Inst. Phys. Conf. Ser. 135 (1994) 197. 

[10] A.S. Shcheulin, A.I. Ryskin, K. Swiatek, J.M. Langer, Phys. 
Lett. A 222 (1996) 107. 

[11] A.I. Ryskin, A.S. Shcheulin, D.E. Onopko, Phys. Rev. Lett. 
80 (1998) 2949. 

[12] J.M. Langer, A. Suchocki, R. Szymczak, M. Baran, in: G. 
Davies, M.H. Nazare (Eds.), Defects in Semiconductors, 
Materials Science Forum Vols. 258-263, Trans Tech 
Publications, Switzerland, 1997, p. 1449. 

[13] S.A. Kazanskii, A.I. Ryskin, V.V. Romanov, Appl. Phys. 
Lett. 70 (1997) 1272. 

[14] A. Suchocki, J. Rauluszkiewicz, J.M. Langer, Appl. Phys. 
Lett. 71 (1997) 1552. 

[15] T. Mattila, S. Pöykkö, R.M. Nieminen, Phys. Rev. B 56 
(1997)15665. 

[16] C.H. Park, D.J. Chadi, Phys. Rev. Lett. 82 (1999) 113. 
[17] J. Nissilä et al., Phys. Rev. Lett. 82 (1999) 3276. 
[18] K. Saarinen, P. Hautojarvi, C. Corbel, in: M. Stavola (Ed.), 

Identification of Defects in Semiconductors, Academic 
Press, New York, 1998, p. 209. 

[19] M.J. Puska, R.M. Nieminen, Rev. Mod. Phys. 66 (1994) 
841. 

[20] R. Krause et al, Phys. Rev. Lett. 65 (1990) 3329. 
[21] J. Mäkinen et al., Phys. Rev. Lett. 71 (1993) 3154. 
[22] S. Kuisma et al, Phys. Rev. B 53 (1996) 9814. 
[23] M.J. Puska, unpublished. 
[24] B. Barbiellini et al, Phys. Rev. B 51 (1995) 7341. 
[25] B. Barbiellini et al, Phys. Rev. B 53 (1996) 16201. 



Physica B 273-274 (1999) 919-922 
www.elsevier.com/locate/physb 

Analysis of secondary phases in InSbBi thin films 

M.C. Wagener*, R.E. Kroon, J.R. Botha, A.W.R. Leitch 
Department of Physics, University of Port Elizabeth, P.O. Box 1600, Port Elizabeth 6000, South Africa 

Abstract 

The secondary phases formed during the epitaxial growth of InSbBi by metal-organic vapor-phase epitaxy is reported. 
The material was grown on InSb and GaAs substrates at 455°C and was characterised using scanning electron 
microscopy (SEM), cross-sectional transmission electron microscopy (TEM) and X-ray diffraction. The formation of 
secondary phases was found to be critically dependent on the V/III ratio. A V/III ratio slightly below stoichiometry lead 
to InBi and In2Bi phases forming on the surface, whereas a V/III ratio slightly above stoichiometry produced BiSb 
phases. Cross-sectional TEM revealed the formation of large Bi inclusions within layers grown on InSb substrates. The Bi 
inclusions ranged in size from 0.5 to 1 um and were distributed throughout the epilayer. Bi-Ga inclusions were observed 
in the case of layers grown on GaAs substrates. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Indium antimonide bismuth MOVPE 

1. Introduction 

The III-V compound InSbi-^Bi* has received some 
attention in recent years [1-4] as a potential candidate 
for infrared applications in the 8-12 um range. The band 
gap of the material can in principle be reduced from that 
of InSb (0.167 eV at 300°C) to that of the semi-metal InBi 
(-1.5 eV at 300°C [5]). Although a small concentration 
of Bi is required to decrease the band gap into the desired 
8-12 urn range, the low solid solubility of 2.6 mol% InBi 
[6] in InSb has required the use of non-equilibrium 
growth techniques. Single-crystalline material has been 
grown by molecular beam epitaxy (MBE) [1] and metal- 
organic vapor phase epitaxy (MOVPE) [2,4]. Although 
the incorporation of Bi appeared to be enhanced, com- 
pared to equilibrium growth, the surface morphology 
was degraded by the formation of secondary condensed 
phases. Bi concentrations as high as 14 mol% InBi [2] 
have been measured by secondary ion mass spectrometry 
and energy dispersive X-ray spectroscopy (EDS), but no 
clear extension of the absorption edge to a longer 
wavelength was exhibited. The Bi was therefore most 

»Corresponding author. Tel.:  + 27-41504-2579; fax:   + 27- 
41504-2573. 
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likely not incorporated substitutionally, but rather as 
interstitials or precipitates. 

The range of group V to group III ratios giving fea- 
tureless surfaces is expected to be extremely narrow due 
to the low-vapor pressures of In, Sb and Bi. Growth at 
near stoichiometric conditions is therefore required to 
ensure that the group V elements are sufficiently depleted 
at the growth interface [7], thereby preventing the forma- 
tion of multiple phases. In order to deplete the group 
V elements at the growth front, these elements must 
incorporate efficiently into the lattice. However, in the 
case of Bi, this is complicated by the low activation 
energy of 0.2 eV [3] required for desorption from InSb. 
Hence, at sufficiently high growth temperatures (in 
MOVPE the minimum growth temperature is limited by 
the pyrolysis efficiency of the group V precursors), the 
formation of Bi related phases will be induced over the 
entire V/III range, thereby limiting the Bi content. In this 
paper, the secondary phases formed, and their depend- 
ence on the V/III ratio, are reported. The presence of 
precipitationally incorporated Bi is also shown. 

2. Experimental details 

A laboratory-scale horizontal MOVPE reactor was 
used   at   atmospheric   pressure.   Trimethylantimony 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Scanning electron micrographs of the surfaces of InSbBi 
layers grown under (a) In-rich and (b) Sb-rich growth conditions. 

(TMSb), trimethylindium (TMIn) and trimethylbismuth 
(TMBi) were used as precursors. Epitaxial layers were 
grown on both InSb and GaAs substrates (orientated 2° 
off the (100) towards [110]) at a temperature of 455°C. 
Layers grown on InSb substrates were grown at a rate of 
0.5 um/h, whereas layers grown on GaAs substrates were 
grown at 2 um/h. The epilayer thickness ranged from 1 to 
4 urn. The epilayers were characterized using X-ray dif- 
fraction (XRD), scanning electron microscopy and trans- 
mission electron microscopy (TEM). The XRD spectra 
were obtained using a Phillips PW 1840 diffractometer 
and Fe K-, radiation. 

3. Results and discussion 

Preliminary attempts to incorporate Bi into InSb re- 
sulted in the formation of polycrystalline phases on the 
surface. The layers grown under In-rich conditions had 
a lustrous gray appearance, whereas layers grown under 
Sb-rich conditions had a mat gray appearance. Fig. la is 
a SEM micrograph of an epilayer grown under In-rich 
growth conditions. The surface is covered in InBi and 

30 40 50 
29 (degrees) 

Fig. 2. X-ray diffraction spectra of InSbBi layers grown on InSb 
for different V/III ratios. The Bi/V ratio and TMIn flow rate 
were 0.01 and 1.4 umol/min, respectively. 

In2Bi droplets. These alloys are liquids at the growth 
temperature and do not appear to impede epitaxial 
growth. The surface distribution density increased signifi- 
cantly with larger InBi mole fractions. The BiSb alloys 
formed under Sb-rich growth conditions are shown in 
Fig. lb. The alloys are predominantly in the two-phase 
domain (45-85 at% Sb [9]) and consequently appear to 
impede epitaxial growth. This results in the crystallites 
becoming embedded in, and even covered by, the epi- 
taxial layer. The structure of the BiSb crystallites ranged 
from droplet like (0-45 at% Sb) to more faceted as the Sb 
composition increased. Layers grown near stoichiometry 
were covered in Bi droplets and were nearly specular. 

Fig. 2 shows the X-ray diffraction spectra of InSbBi 
layers grown at various V/III ratios. Diffraction peaks 
representing the phases InBi and In2Bi were observed for 
layers grown at a V/III ratio of 3. As the V/III ratio was 
increased, these phases were replaced by pure Bi droplets 
(V/III = 3.5). A further increase in the V/III ratio produc- 
ed BiSb alloys on the surface (V/III > 4). The (003) and 
(0 0 6) reflections of BiSb were seen to shift towards high- 
er angles as the V/III ratio was increased, indicating an 
increase in the Sb content (BiSb can form solutions of any 
composition, with the lattice spacing varying linearly 
with the Sb concentration [8]). The composition of the 
secondary phases was seen to vary significantly across 
each layer, with more Sb being available downstream in 
the reactor. The (0 0 6) reflection of the layer grown at a 
V/III ratio of 20 clearly consists of three peaks, indicating 
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Fig. 3. Cross-sectional two-beam bright-field image of a bis- 
muth inclusion in an InSbBi film grown on InSb. Beam direction 
along [HO]. s = 220, s > 0. 

BiSb compositions of 47, 63 and 95 at% Sb. All of the 
detected phases were verified by EDS. 

Fig. 3 shows a cross-sectional TEM image of an 
InSbBi layer grown with a V/III ratio of 5 and a Bi to 
group V ratio of 0.01. EDS measurements showed the 
elliptical feature to be an inclusion entirely composed of 
Bi. In Fig. 3, Moire fringes, with spacing D = 15.7nm 
occur on the border of the inclusion. These fringes occur 
almost perpendicular to the g vector and are character- 
istic of diffraction through two layers of material with 
slightly different interplanar spacings d1 and d2, where 
D = (d1d2)/\dl — d2\- Taking dx as the 220 interplanar 
spacing of InSb (0.2290 nm) gives d2 = 0.2257 nm. This 
corresponds closely to the 110 interplanar spacings of 
hexagonal Bi (0.2273 nm). Bi is liquid at the growth 
temperature and contracts upon cooling. Stress fractures 
(F) can be seen pointing radially outwards from the Bi 
inclusion. EDS of the material around the inclusion de- 
tected no Bi and X-ray diffraction of the epilayer in- 
dicated no dilation of the lattice. The inclusions ranged in 
size from 0.5 to 1 urn. In all cases where EDS suggested 
a high Bi concentration in an epilayer, it was in fact due 
to Bi inclusions just below the surface. 

In the case of layers grown on GaAs substrates, large 
Bi-Ga inclusions were observed along the interface. 
Fig. 4 shows an inclusion deep within the GaAs substra- 
te. The inclusion is thought to be part of a segment 
projected along the [lTO] direction which crystallized 
with facets corresponding to the {111} planes of the 
GaAs substrate. Although no crystalline Bi-Ga phase is 
known to exist, Bi appears to strongly interact with the 
GaAs substrate. It is though that the accompanying 

Fig. 4. Cross-sectional transmission electron micrograph of a 
Bi-Ga inclusion at the InSbBi/GaAs interface. Beam direction 
close to [110]. 

excess As is introduced into the epilayer, thereby causing 
lattice contraction and a reduction in the lattice mis- 
match. Selected area diffraction measurements of the 
lattice parameter in the epilayer indeed yielded^a reduced 
value (6.3 A) compared to that of InSb (6.48 Ä). 

4. Conclusions 

A preliminary study of the MOVPE growth of InSbBi 
has revealed the various surface phases, ranging from 
InBi and In2Bi formed under In-rich conditions, Bi drop- 
lets under stoichiometric growth conditions, to Bi-Sb 
alloys formed under Sb-rich conditions. X-ray diffraction 
indicated no measurable amount of substitutional Bi in 
the InSb matrix under any of the above growth condi- 
tions. Since the 0.2 eV desorption activation energy of Bi 
from InSb is significantly lower than the 1.8 eV activation 
energy for Bi evaporation, the formation of Bi-containing 
phases is thought to reduce the incorporation efficiency 
of Bi into InSb. The existence of large Bi inclusions was 
also shown. It is believed that this form of precipitational 
incorporation could explain reports of high Bi concentra- 
tions in InSbBi [2], coupled with no lattice dilation. Bi 
is also believed to adversely affect growth on GaAs 
substrates. 
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Abstract 

Conjugated organic semiconductors have been submitted to various electrical measurement techniques in order to 
reveal information about shallow levels and deep traps in the forbidden gap. The materials consisted of poly[2-methoxy, 
5 ethyl (2' hexyloxy) paraphenylenevinylene] (MEH-PPV), poly(3-methylthiophene) (PMeT), and a-sexithienyl (aT6) and 
the employed techniques were IV, CV, admittance spectroscopy, TSC, capacitance and current transients. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: Organic semiconductors; Electrical characterization 

1. Introduction 

Conjugated polymers have in common that you can 
locate a path with alternating single and double bonds 
somewhere in the molecule. The double bonds are made 
of overlapping p-orbitals which are relatively easily bro- 
ken up. This makes the material (semi)conducting if it is 
possible to swap the position of the single and double 
bonds. The electrons are then delocalized along the back- 
bone of the molecule. Furthermore, the n orbitals on neigh- 
boring molecules overlap with each other, especially 
when the molecular structures are flat, and therefore 
conduction can occur in three dimensions. 

One of the most promising applications lies in the 
active element in displays and sensors. Because of the vast 
number of possible organic materials, they can be made 
to meet any requirements. For example, MEH-PPV has 
a band gap of approximately 2.5 eV and blue LEDS and 

»Corresponding author. Tel: + 351-89-800-914; fax: + 351- 
89-818-560. 

E-mail address: pjotr@ualg.pt (P. Stallinga) 

detectors can be made from them. In fact, full-color 
displays, using three primary colors close to the CIE 
standards, and full-color scanners have already been 
made. They can also be used in for instance product 
tagging. In these low-end applications, silicon is over- 
qualified for the job and their production cost prohibi- 
tively expensive. The great advantage that polymers offer 
is that they are easy to fabricate directly from solution 
and in contrast to inorganic semiconductors do not need 
surfaces with regularity at the atomic level; they do not 
have dangling bonds. Compare for instance the fabrica- 
tion of our MEH-PPV devices, which were made by spin 
coating in ambient conditions (room temperature, room 
pressure and daylight) to the costly fabrication of GaN 
thin films or bulk crystals — a competitor for the blue 
LED. The thin GaN films require expensive MBE equip- 
ment running with ultra-high vacuum and well control- 
led environments, whereas the bulk materials require 
huge pressures. It is clear that the organic materials will 
be highly competitive in the consumer-electronics market 
of the future. 

Semiconductor polymers still suffer from some prob- 
lems. Most of these problems are caused by a lack of 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00555-4 
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CH2CH(Et)Bu , 

tals. In that case, gold electrodes were made on top of the 
semiconductor. Circular electrodes with diameters of 
1 and 2 mm were used. 

After fabrication, the devices were exposed to air for 
long times before they were put in the measurement 
vacuum chamber. Gold wires were glued with silver paint 
to the substrate and the top electrode of a device. The 
chamber was then evacuated to 10~5mbar so that it 
could be cooled or heated in the range 100-400 K. The 
temperature was measured with a thermocouple connec- 
ted to a Keithley 2000 multimeter or a platinum, 100-H- 
standard resistor connected to an Oxford ITC 601 tem- 
perature controller. In either case, the sensor was placed 
close to the device to ensure accurate reading. The DC 
measurements were made with a Keithley 487 voltage 
source/picoammeter and the AC measurements (con- 
ductance G and capacitance C) were done on a Fluke 
PM6306 RCL bridge. 

Fig. 1. The organic compounds studied in the current work. All 
contain a path along which the double and single bonds alter- 
nate. This causes delocalization of the charges and high conduct- 
ivity. 

understanding and control of the material properties. 
For instance, mid-gap states in wide-band-gap semicon- 
ductors have extremely long filling and emptying times. 
Hence, the understanding and possible elimination of 
these traps are mandatory for high-quality electronic 
devices. In the current work we review the possible ex- 
perimental tools useful for the characterization of these 
novel semiconductors, especially applied to the deep and 
shallow levels. We will show how we can apply most of 
the standard techniques when we use them with care. 
Some critical remarks are placed where necessary. 

The materials studied in the current work are PMeT 
(made by the Bangor group), MEH-PPV (made in Cam- 
bridge), and aT6 (made in Bologna). Fig. 1 summarizes 
these. Both PMeT and MEH-PPV are polymers with 
very long chains, while aT6 is an oligomer — a 'polymer' 
with constant, short chain length. These are just some 
examples of the vast number of possible structures. 

3. Results and discussion 

3.1.  Current-voltage measurements 

The IV curves of all the three materials show good 
rectification ratios up to 10000 at + 1 V. In most cases 
the ambient conditions have a huge effect on this. For 
one device of Si/MEH-PPV, for instance, we found how 
prolonged vacuum conditions can increase the rectifica- 
tion ratio from 16 (see Fig. 2) to 2600 [1]. For the 
heavily-doped PMeT devices hysteresis effects can be 
observed which are attributed to the normal (depletion) 
capacitance discharge currents, Jc = CdV/dt (with the 
term containing dC/dV ignored). This current is visible 
when it is large compared to the normal DC conduc- 
tance. 

The devices made from the hetero-junctions with sili- 
con all show a plateau in the IV curves — a range of 
reduced voltage dependence of the current. This we as- 
cribe to the presence of a substantial minority-carrier 

2. Experimental details 

The devices of the polymer PMeT were made by 
electro-polymerization, MEH-PPV by spin-coating the 
solution onto the substrates, and <xT6 was deposited by 
vacuum sublimation. For the semiconductor/Al Schot- 
tky barriers the substrates were gold-coated glass plates 
where the gold-semiconductor interfaces produce good 
ohmic contacts. The aluminum electrodes where then 
vacuum sublimated on top of the polymers. For the 
hetero-junctions of silicon and the semiconductors, the 
substrates were heavily doped, n-type silicon single crys- 

Ü 10'a 

-1 o 
Bias Voltage (V) 

Fig. 2. Some IV curves of the studied materials. For the PMeT 
device a full-loop was made at a scanning speed of 1 mV/s and 
the observed hysteresis indicates a DC capacitance of 18 nF. 
The IV curves of the hetero-junctions both show a kink in the 
forward-bias range which we attribute to minority-carrier cur- 
rents. 
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Fig. 3. Typical spectrum for a PMeT/Al Schottky barrier. The 
top trace shows the capacitance and the bottom trace shows the 
loss as a function of frequency. Up to the lowest frequencies the 
capacitance depends on the frequency indicating the presence of 
very deep level(s). 

-1 0 
Bias Voltage (V) 

Fig. 4. Typical Mott-Schottky plots for a PMeT/Al Schottky 
barrier (at 200 Hz) and an aT6/Si hetero junction (at 60 Hz). The 
slope of the former indicates very high acceptor densities (JVA = 
1017 cm-3). For reverse biases the slope changes slightly, indic- 
ating the presence of (a single) abundant deep level. For the 
hetero-junctions a peak is observed in forward bias, which can 
be assigned to minority-carrier currents. 

(electron) current injected by the n-type silicon near zero 
bias [1]. Such currents are needed for good light-emitting 
devices where both types of carriers have to be brought 
together in the active region. 

3.2. Admittance spectroscopy 

Evidence for deep levels can be found in the measured 
capacitance (C) and loss (G/co) as a function of the fre- 
quency. In the presence of only shallow levels, the 
measured capacitance should be flat up to a certain 
frequency, after which the measured capacitance switches 
to the much smaller value of the device-geometrical 
capacitance. In the presence of deep levels, the flat part of 
the C versus co plot changes to a sloped part because the 
deep levels increasingly contribute to the capacitance 
when the frequency is lowered. Fig. 3 shows a typical plot 
of C and G/co versus frequency for a PMeT/Al Schottky 
barrier. Up to the lowest frequencies the capacitance 
depends on the frequency, indicating deep levels present 
in the forbidden gap. For MEH-PPV and aT6 this effect 
is much smaller; the levels are more shallow here. 

Note that at the frequency where the capacitance cha- 
nges from the depletion value to the bulk value, the loss 
and the loss tangent G/Cco have a local maximum. The 
exact position of this peak depends reciprocally on the 
bulk resistance. Hence, from the temperature dependence 
of the value of this frequency we can determine the bulk 
activation energy [2]. For PMeT this energy was very 
high (0.47 eV) while for both MEH-PPV and «T6 this 
energy is 0.12 eV. The latter has to be placed in strong 
forward bias in order to be able to observe the peak. 

3.3. Capacitance-voltage measurements 

More evidence for deep levels can be found in the Mott- 
Schottky plots (1/C2 versus V). The slope in a Mott- 
Schottky plot reveals the acceptor concentration, NA. Note 
that in the presence of deep levels the slope can change with 

the bias, namely for voltages that put the Fermi level 
below the deep level somewhere in the depletion region. 
Fig. 4 shows such a plot with two different slopes for 
reverse and forward bias. This particular plot reveals 
a large acceptor concentration of 1-1.5 x 1017 cm-3. For 
both MEH-PPV and aT6 the plots are similar in shape, 
but the concentrations are typically an order of magni- 
tude lower. For PMeT we also found that the apparent 
concentrations change when the device is placed under 
strong biases. After placing the device in strong forward 
bias for 20 min the slopes decrease and the apparent 
concentrations increase [2,3]. This is contradicting the 
common belief that the dopant ions in electro-deposited 
polymers can move under strong electrical fields. In that 
case the slopes would change in the other direction. What 
the cause is for the change in apparent acceptor concen- 
tration is not clear at this moment. 

In the Mott-Schottky plots of the hetero-junctions 
(ocT6/Si and MEH-PPV/Si) we observe on top of the 
linear behavior as described above some peaked structure 
in the small-bias range. This reduced capacitance is ac- 
companied by an increased conductance and can be as- 
signed to inductive effects of minority-carrier currents [4]. 

3.4.  Transient spectroscopy 

In the transients we also find evidence for deep levels. 
We recorded transients of the capacitance or DC current 
after switching the light or changing the voltage. By the 
illumination or bias the deep traps can be filled with 
holes which are, after switching off the light or switching 
the voltage back to its original value, re-emitted. The 
characteristic decay times of the transients are the trap- 
emptying times and these are exponentially depending on 
the trap depth divided by the temperature. For PMeT we 
recorded the slowest response times. Even at room tem- 
perature we recorded decay times in the order of 400 s in 
the optical-capacitance transients. See Fig. 5 for an 
example of such a transient. 
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Fig. 5. Optical-capacitance transient for a PMeT/Al device. The 
extremely long decay time indicates a very large associated trap 
depth. 

ISO        200        250 
Temperature (K) 

300 

Fig. 6. TSC for aT6 (at 33 mK/s, cooled at + 3 V bias) and 
MEH-PPV (at ca. 6 mK/s, cooled at + 1 V). The peak in the 
former at 265 K can be related to a trap with depth 0.5 eV. 

For MEH-PPV we made an extensive voltaic-transi- 
ent-capacitance study and this revealed trap depths of 
0.3, 0.45, 1.0 and 1.3 eV. Because here we used the 
n+Si/MEH-PPV hetero junction we were able to observe 
both majority-carrier traps as well as minority-carrier 
traps [1,5]. By monitoring the transient amplitude as 
a function of the trap-filling time, we were able to deter- 
mine that the trap that is visible at room temperature has 
point defect nature, rather than extended nature [1,5]. 

3.5. Thermally stimulated current (TSQ 

For aT6 we did not find any transient response. This 
might be due to the fact that the cut-off frequency as 
described above for the loss tangents lies well below our 
measurement window (50 Hz-1 MHz) at 0 V and no 
response is expected from the interface. The best tech- 
nique in such cases is to employ TSC, in which case the 
measurement is done at DC. The sample is cooled down 
at strong forward bias, thus filling all the traps. When it is 
warmed up without bias, the holes will be emitted when 
the emission time becomes appreciable. These holes drift 
towards the anode and a current is observed that mimics 
a reverse-bias current. When all the levels are emptied the 
current disappears again. For MEH-PPV we found a 
negative peak, in line with the above theory of a deep 
trap, see Fig. 6. The aT6 has a large positive peak at high 
temperatures and for this material we used the temper- 
ature controller to study it in more detail. The scanning 

rate dependence and overall fitting of the peak revealed 
that the associated trap is 0.5 eV deep. 

In summary, the results presented here show that, in 
spite of the chemical differences between inorganic ma- 
terials and conjugated polymers, the standard character- 
ization techniques (CV, TSC and DLTS) can still be 
applied to these novel materials as long as care is taken. 
Polymers are low-mobility materials with large concen- 
trations of deep impurities. Therefore one should use 
low-frequency-probing signals when doing AC measure- 
ments and long time scales when measuring transients. 
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Abstract 

We investigate the electronic structures of n-type CuInS2 crystals in the chalcopyrite structure using Zn or Cd species, 
Cu-substituting species, as donor dopants, based on the results of ab initio electronic band structure calculations. We find 
the strongly localized impurity states for n-type CuInS2 doped with Zn, compared with that for n-type CuInS2 crystals 
doped with Cd species. For n-type CuInS2 doped with Zn species, total energy calculations show that the formation of 
a Cu vacancy in the vicinity of a Zn site, donor-impurity site, is energetically more favorable. From these findings for the 
electronic structure and the compensation mechanism, we predict that Cd species can be considered as suitable candi- 
dates for use as donor dopants. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Copper indium disulfide; Compensation; Electronic structures; n-type 

1. Introduction 

Polycrystalline CuInSe2 and CuInS2 in the chal- 
copyrite structure in thin film photovoltaic technology is 
fast becoming a viable alternative to conventional silicon 
solar cell technology. One of the critical elements of this 
technology is the junction formation step. A cell structure 
consists of vacuum-evaporated p-type CuInS(Se)2 in con- 
junction with chemical bath deposited (CBD) CdS layer 
and RF-sputtered ZnO. The quality of the CdS/CuInSe2 

or CuInS2 junction is a key factor for high-performance 
solar cells. The above junction has been treated as an 
abrupt heterojunction. Recently, Ramanathan et al., 
pointed out that the CBD process caused the formation 

»Corresponding author. Fax: + 81-88-757-2120. 
E-mail address: yamateko@ele.kochi-tech.ac.jp (T. Yamamoto) 

of both the Cd substituted CuInSe2 thin films and single 
crystals, resulting in an n-type region [1,2]. On the other 
hand, CuInSe2 homojunctions were obtained by con- 
verting the surface of p-type single crystals by extrinsic 
doping to n-type with Cd or Zn species [3]. Little is 
known about the electronic structures of Zn- or Cd- 
doped CuInS(Se)2 crystals. 

In our previous work, we studied the electronic struc- 
tures of p-type CuInS2 doped with the group V elements 
as acceptors using ab initio electronic structure calcu- 
lations [4,5]. The aim of this work is to understand the 
difference in the effects of Cd and Zn dopings in CuInS2 

crystals. The CuInS2 crystals have an energy band gap of 
almost 1.5 eV, close to the required value for achieving 
the optimum efficiency of solar photovoltaic conversion 
(approximately 1.5 eV). In addition, we propose a suit- 
able candidate for donors in the fabrication of n-type 
CuInS2 crystals. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00556-6 
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2. Methodology 

The results of our band structure calculations for 
CuInS2 doped with Cd or Zn are based on the local- 
density-functional approximation to the electronic ex- 
change and correlation potential [6-8] and on the aug- 
mented-spherical-wave (ASW) [9] formalism. The Bril- 
louin-zone integration was carried out using 14-fc points 
in an irreducible wedge. The Madelung energy, which 
reflects the long-range electrostatic interactions in the 
system, was assumed to be restricted to a sum over 
monopoles. For valence electrons, we employed 3d, 4s 
and 4p orbitals for the Cu and Zn atoms, 4d, 5s and 5p 
orbitals for the Cd atoms, and the outermost s and 
p orbitals for the other atoms. 

We studied the crystal structure of doped CuInS2 

under periodic boundary conditions by generating super- 
cells having 128 atoms, including 64 pseudoatoms with 
the atomic number Z = 0, that contain the object of 
interest: (1) for CuInS2 with a Cu vacancy (VCu), we 
replace one of the 16 Cu sites by a vacancy in the super- 
cell; (2) for Cd- or Zn-doped CuInS2, we replace the 
above VCu site by the Cd or Zn atom; (3) for 
CuInS2 : (Cd(Zn)Cu and VCu), we replace one of the 16 
sites of the Cu atoms by a Cd(Zn) site and one of the 
remaining Cu sites by the vacancy site. In each case, we 
optimized crystal structure, by minimizing the total en- 
ergy. 

3. Results and discussion 

We show the total density of states (DOS) of undoped 
CuInS2 in Fig. 1(a) and the total and site-decomposed 
DOSs of CuInS2 crystals doped with ZnCu in Figs. 1(b) 
and (c), and with CdCu in Figs. 1(d) and (e). We present 
the DOS of s- and p-states at the Zn and Cd sites in Figs. 
1(c) and (e), respectively. Energies are measured relative 
to the Fermi level (£F). The arrows in Figs. 1(c) and (e) 
indicate the d states at the impurity sites in n-type doped 
CuInS2. 

In Fig. 1(a), A-D refer to the Cu 3d(ds)-S 3p antibond- 
ing states with a high Cu 3d(ds) contribution, Cu 3d 
nonbonding states (Ay), Cu 3d(de)-S 3p bonding states 
with a high S 3p contribution, and In 5s-S 3p bonding 
states (the Cu 3d bands also have a small but finite 
intensity in this region), respectively. The S 3s states are 
not drawn in Fig. 1(a). More details are given elsewhere 
[10]. 

Figs. l(b)-(e) show that the conduction type of the two 
CuInS2 crystals doped with Zn or Cd species is n-type. 
For Zn-doped CuInS2 crystals (CuInS2 : Zn), we find 
that the strong attractive potential causes a shift in the 
weight of the impurity states, especially, the s states at the 
Zn sites, toward the lower-energy region, resulting in 
a sharp DOS peak near — 8.1 eV. 

-10      -5.0      0.0      5.0 

Energy (eV) 

Fig. 1. (a) Total DOS of undoped CuInS2, (b) total and 
(c) Zn-site decomposed DOS of CuInS2 : ZnCu, (d) total and 
(e) Cd-site decomposed DOS of CuInS2 : Cd. (c) and (e) show 
DOS of s and p states at the donor sites. 

This finding indicates a deep impurity level in the band 
gap for CuInS2 : Zn, which agrees well with experimental 
data [11]. This gives rise to localized impurity states at 
the Zn sites in Zn-doped CuInS2, compared with those at 
the Cd sites in Cd-doped crystals. From the analysis of 
the total and site-decomposed DOSs, we find that the 
energy differences between the bonding and antibonding 
states of S p-donor(Zn or Cd) s orbitals in Zn- and 
Cd-doped CuInS2 are 9.63 and 10.71 eV, respectively. In 
addition, we find that the Cd doping causes a 9.8 eV 
decrease in the Madelung energy, compared with the Zn 
doping. This result indicates that the Cd doping gives rise 
to a remarkable stabilization of the ionic charge distribu- 
tion in CuInS2 crystals. Thus, we suggest that Cd species 
are eminently suitable for donor dopants in the fabrica- 
tion of low-resistivity n-type CuInS2 crystals. 

In our previous work [5,10], we studied the electronic 
structures of undoped CuInS2 crystals and CuInS2 with 
intrinsic defects such as cation vacancy and antisite de- 
fects: CuInS2 crystals have two kinds of chemical bonds, 
the very weak Cu-S bonds and the strong In-S bonds. 
The reason why the Cu-S bonds are very weak is that the 
antibonding states of the Cu 3d(ds) and S 3p orbitals are 
not located in the conduction band but at the top of the 
valence band. Thus, we investigated the compensation 
mechanism by the Cu vacancy, acceptor, for Zn and Cd 
donors in CuInS2 crystals. 

First, we determined the crystal structure of p-type 
CuInS2   with two Cu vacancies using the supercell 
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Fig. 2. Chalcopyrite structure of CuInS2: with the ZnCu atoms 
at the body center, the Cu atoms (open circle), and the In 
(shaded circles). For Cu vacancy (Vc„) and S atoms, see the 
figure. 

method as a reference under the condition that the total 
energy is minimized. As a result, we find that the distance 
between the two Cu vacancies is 7.81 A. In this case, we 
call the above Cu vacancies intrinsic defects (Vcu) orig- 
inated from the instability of the Cu-S chemical bonds. 
Next, we determined the crystal structure of intrinsic 
CuInS2: (ZnCu, Vg,) crystals, where the letter Vg, means 
extrinsic Cu-vacancy defects induced by n-type doping 
using the Zn species. The total energy calculations show 
that the formation of the Cu vacancy whose site is 5.52 Ä 
away from the Zn, Cu-substitution species, sites is ener- 
getically favorable (see Fig. 2). On the other hand, for 
intrinsic CuInS2: (CdCu, Vcx

u) crystals, we find that the 
formation of the Cu vacancy whose site is within a dis- 
tance of 7.81 A from the Cd, Cu-substitution species, site 
is not energetically favorable from the results of total 
energy calculations. 

The total concentration of Cu vacancies, VCu, in 
CuInS2 is given by 

= Vg, + Vc (1) 

The above findings indicate that the concentration of 
Vcu in the vicinity of the Zn sites for Zn-doped CuInS2 is 
larger than that for Cd-doped CuInS2 crystals. In other 
words, n-type doping using the Zn species is easily com- 
pensated by the formation of the Vg, acceptors. We 
predict that for n-type CuInS2 : Zn, the additional energy 
such as that by light soaking to break the formation of 
the complex, ZnCu-Vcu, is necessary to generate free 
carriers. 

We have investigated the differences in the electronic 
structures and compensation mechanism between n-type 
Zn- and Cd-doped CuInS2 crystals. Our conclusions are 
as follows: (1) Cd species can be considered as suitable 
candidates for extrinsic n-type dopants because of the 
delocalization of its impurity states and the decrease of 
the Madelung energy; (2) Zn-doped CuInS2 crystals ex- 
hibit n-type high-resistivity caused by the localization of 
the impurity states and the compensation due to Cu- 
vacancy defects, acceptors, in the vicinity of the Zn sites. 
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Abstract 

Thin (~1 um) CuIn(Ga)Se2 layers were grown by the rapid thermal processing technique under In-rich conditions. 
The as-grown samples were slightly p-type but highly compensated. They showed strong positron trapping in vacancies, 
indicated by a large valence annihilation parameter S. In order to identify the vacancies, we applied a novel PAS-method. 
In that, we compare the element-specific high-momentum part of the annihilation momentum distribution f(p) in 
CuInSe2 with/(p) from the pure elements constituting the material (i.e. with Cu, In and Se). The results provide direct 
evidence that the vacancies in our as-grown CuInSe2 layers are related to Cu vacancies. Annealing under Ar atmosphere 
did not alter the annihilation characteristics, i.e. it did not affect the vacancies. However, after annealing in air the samples 
become more heavily p-type and less compensated, whereas S is drastically reduced. PAS measurements as a function of 
temperature revealed that this effect is not due to a reduction of the vacancy concentration but due to the additional 
presence of negatively charged ions introduced by the annealing process. According to recent results, these ions are 
attributed to oxygen acceptors 0Se. These new acceptors account for the increase of p-type conductivity after air 
annealing. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: CuInSe2; Cu vacancies; Post-growth annealing; Positron annihilation 

1. Introduction 

The chalcopyrite semiconductor CuInSe2 (CIS) is a 
promising material for high-efficiency photovoltaic ap- 
plications. The defect physics of that system is known to 
be complicated due to the large number of possible 
intrinsic defects and defect complexes. However, under- 
standing of the material requires knowledge about native 
defects which are expected to dominate its properties. 
Although much effort has been devoted to the investiga- 
tion of different electrical levels, little is known on the 

* Corresponding author. Tel: + 49-345-5525570; fax: + 49- 
345-5527160. 

E-mail address: boerner@physik.uni-halle.de (F. Börner) 

nature of the defects producing these levels. Recent theor- 
etical calculations indicate that Cu vacancies (VCu) 
should be the most abundant defect in CuInSe2 due to a 
low formation energy of VCu [1]- 

CIGS-layer grown under In-rich conditions are com- 
monly used for solar cell applications. Such layers are 
highly defective and heavily compensated as indicated 
by, e.g., photoluminescence (PL). Post-growth annealing 
of CIGS-layers in oxygen or air atmosphere at temper- 
atures of about 200-400°C is of great benefit to the solar 
cell efficiency [2,3]. However, the structural changes 
leading to this improvement are unknown. In this work 
we investigate CuIn(Ga)Se2 (CIGS) thin solar cell layers 
using the method of positron annihilation spectroscopy 
(PAS) which provides structural sensitivity especially for 
vacancies and negative ions. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00557-8 
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2. Experimental details 

The CIGS samples studied in this work were grown by 
the rapid thermal processing (RTP) technique. The first 
step consists of a deposition of Cu, Ga, In and Se on a 
soda-lime glass substrate by sputtering and evaporation. 
The precursor was then annealed in a RTP-furnace at 
about 500°C. The Ga/Cu ratio was fixed at 10%. The 
final thickness of the CIGS-layer was about 1 um. Details 
about the growth process can be found elsewhere [4]. 
Annealing was carried out in a conventional furnace at 
400°C under air or Ar atmosphere. 

The positron annihilation experiments were done with 
the slow positron beam system (POSSY) and the Dop- 
pler-coincidence setup in Halle. The POSSY consists of 
a 22NaCl positron source (0.5 GBq), a linear accelerator 
(up to 40 keV) and a Ge-y-detector. The resolution of the 
detector is 1.5 keV FHWM at 514 keV (85Sr). The sample 
temperature could be varied from 20 to 600 K. The Dop- 
pler coincidence setup consists of two Ge-y-detectors. 
The resolution of the system is 1.15 keV with a peak to 
background ratio of 105. Details about both setups can 
be found elsewhere [5]. 

During diffusion in a crystal a positron can be trapped 
by a vacancy. This results in a narrowing of the 511 keV 
annihilation line compared to defect free material. Ex- 
perimentally, the annihilation line is characterized by the 
line shape parameters S and W. S is the relative fraction 
of counts in the center of the Doppler broadened annihi- 
lation spectrum (511 + 0.8 keV), W is the relative frac- 
tion of counts in the wings of the spectrum (2.76 keV < 
|£T-511 keV| < 3.96 keV). Positron trapping at vacancy 
defects results in an increase (decrease) of S (W) since 
annihilation at defects occurs mainly with low mo- 
mentum electrons. Every kind of annihilation site, e.g. 
bulk, surface, different defects, yields characteristic (W, S) 
values. 

Positrons are sensitive for negative or neutral open- 
volume defects (vacancies, complexes containing va- 
cancies, etc.). Vacancies were found in CIS bulk crystals 
by positron lifetime spectroscopy [7]. However, the iden- 
tification was difficult due to the large number of possible 
vacancy defects and the insensitivity of positron lifetime 
spectroscopy to the chemical surrounding of a vacancy. 

Fig. 1 shows the S parameter as a function of incident 
positron energy for the as-grown CIGS layer and the 
layers annealed in Ar atmosphere at 400°C or in air at 
300°C and 400°C. S is normalized to the value we assign 
to bulk CIGS (see below). The S parameter profile reflects 
the structure of the layered CIGS/Mo/glass solar cell 
system. Up to positron energies of 18 keV (corresponding 
to about 1 um mean implantation depth) the S parameter 
can be assigned to the CIGS layer. The variation of S at 
low energies (E < 5 keV) is due to positron trapping at 
the surface. For higher incident energies, S is due to 
annihilation in the Mo/glass substrate and is therefore 
not relevant for this study. 

Annealing in air at 400°C distinctly reduces the S para- 
meter of the CIGS layer. This decrease can only be 
explained as a lost of positron trapping at vacancies. This 
implies that the as-grown CIGS layer contains a high 
density of vacancy defects. The relative change of S is in 
the order 2%. However, annealing under Ar at 400°C or 
under air below T = 400°C did not change the annihila- 
tion signal in the CIGS layer at all. This indicates that 
a reaction with oxygen at higher temperatures is respon- 
sible for the change of the annihilation parameter. 
A S versus W analysis [8] showed that the defect distri- 
bution within all CIGS-layers is homogeneous for the 
high-temperature air-annealed sample this means espe- 
cially that the oxygen reacts throughout the whole layer. 
This fact is also indicated by the constant S parameter 
(Fig. 1). This is in agreement with the results of Niki et al. 
[9], who detected Oxygen by SIMS throughout a CIS 
layer after similar air annealing. Moreover, the vacancy 

3. Results and discussion 

The annealing of In-rich CIGS layer in air atmosphere 
reduces the high compensation of the charge carriers in 
the In-rich CIGS layers. This effect can be observed by 
PL. The dependence on the excitation power of the PL 
peak energy was reduced from 10 to 1 meV/dekade after 
annealing at 400°C in air [6]. This effect was not seen 
after annealing the layers in Ar atmosphere. The reduc- 
tion of compensation is confirmed by Hall-measure- 
ments. The hole concentration of the as-grown In-rich 
layers is in the order of 1016 cm-3. After annealing the 
layer in air this concentration increases to 5 x 1018 cm"3. 
A more effective p-doping of the sample can be caused by 
an increasing number of acceptors or by a reduction of 
donors. The effect of the air annealing was interpreted as 
being likely due to a reduction of the donor density [6]. 
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Fig. 1. The S parameter is shown as a function of the incident 
positron energy for the CuIn(Ga)Se2/Mo/glass solar-cell layer 
structure in the as-grown state (■), annealed in air at 300°C (A) 
and at 400°C (•) and annealed in Ar at 400°C (O). 
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type is the same in the as-grown, Ar-annealed and low- 
temperature air-annealed layers. Niki et al. [9] found 
a very similar effect, i.e. the average positron lifetime 
decreases in CIS-layers after annealing at 400°C under 
air. It was concluded that a structural change happens, 
i.e. the divacancies postulated to exist in as-grown CIS 
would change to monovacancy-oxygen complexes 
(e.g. VCu-VSe -> VCu-0Se) now dominating positron 
trapping. 

In order to get further information about the charge 
state of the defects detected by positrons and the whole 
defect structure in the CIGS-layers we performed mea- 
surements as a function of temperature from 20-600 K 
(Fig. 2). In the as-grown layer, S decreases only very 
slightly as a function of temperature. This increase can be 
explained by thermal lattice expansion. There are two 
possibilities to explain this behavior. First, the vacancy 
defects obviously present are neutrally charged, thus 
positron trapping at vacancies would be independent of 
temperature. Secondly, the vacancies are negatively 
charged but their density is so large that all positrons are 
trapped. Than, the S parameter is independent of temper- 
ature too although positron trapping at negative va- 
cancies is expected to increase strongly with decreasing 
temperature. 

In contrast to as-grown material, the S parameter 
shows a distinct dependence on temperature in annealed 
CIGS. S is almost constant at T < 300 K and increases 
strongly when the temperature is further increased. This 
behavior can only be explained if a second defect is 
present which traps positrons only at low temperatures 
but with a S parameter much lower than that of the 
vacancies. Such defects are commonly attributed to ion- 
type acceptors which trap positrons in their attractive, 
shallow potential only at low temperatures. Since these 
defects do not have an open volume, the annihilation 
parameter are similar to the values found in defect-free 
material. Therefore, we attribute the S parameter at low 
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sample temperature 
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Fig. 2. (a) S parameter of the CIGS layers as a function of the 
measurement temperature for as-grown (■) and air-annealed 
(•) CIGS. (b) S parameter versus the W parameter for as grown 
and air annealed CIGS. The S parameters are the same ones as 
in part (a). 

temperatures (T < 200 K) to the bulk value, used also for 
the normalization of the data. 

The strong increase of S at higher temperatures shows 
that vacancies are still present after annealing. The S ver- 
sus W plot on the right-hand side of Fig. 2 shows that the 
vacancy type is similar to in as-grown and annealed 
CIGS since the data fall on a similar linear variation. The 
S parameter for the vacancies in as-grown CIGS must be 
at least 3% larger than the bulk value (Fig. 2). This is in 
the upper range expected for a monovacancy according 
to general knowledge. Indeed, Niki et al. [9] interpreted 
their lifetime results in as-grown CIS as being due to 
divacancies. However, the S parameter is not only depen- 
dent upon the open volume like the positron lifetime, i.e. 
it depends also on the chemical environment. Thus, we 
cannot definitely discriminate between mono- and di- 
vacancies in our samples. 

The behavior of the S parameter in annealed CIGS is 
typical when positrons are trapped at neutral vacancies 
and negative ions. An according fit to the data (solid line 
in Fig. 2a) yields a binding energy to the negative ions of 
93 + 20 meV, in agreement to the value 88 + 5 meV 
found in electron irradiated CIS bulk material [7]. 

A natural question is then the nature of the negative 
ions. Because the ions appear only after annealing in air 
they must be related to the oxygen known to penetrate 
the layer. In a recent work, Su-Huai Wei et al. [10] 
showed by theoretical calculations that oxygen on a Se 
site acts as deep acceptor although oxygen is formally 
isoelectronic. Thus, oxygen on a Se site is a perfect 
candidate for the negative ions detected by positrons. We 
conclude that the change in compensation ratio after air 
annealing is probably not alone due to a reduction of the 
donor concentration (e.g. VSe) but rather due to an in- 
crease of the 0Se acceptor density. 

The remaining problem is the nature of the vacancy 
defects which could not be addressed by the measure- 
ments above. For this reason we performed meas- 
urements with the Doppler broadening coincidence 
technique. With that technique, the annihilation mo- 
mentum distribution can be measured up to rather high 
momenta due to a strong reduction of the background. It 
is known that the shape of the annihilation momentum 
distribution at high momenta (pL ^ 12 x 10~3m0c) de- 
pends only on the chemical nature of the annihilation site 
because high-momentum core electrons retain their ele- 
ment specific properties even when atoms form a solid. In 
Fig. 3, the annihilation momentum distribution mea- 
sured at room temperature is shown for as-grown and 
air-annealed CIGS and several reference samples. The 
spectra are normalized by taking the ratio to a GaAs : Zn 
reference sample free from positron trapping. 

As references for the chemical environment we mea- 
sured the single components of the chalcopyrite com- 
pound, i.e. Cu, In and Se. The references were annealed 
prior   to   the   measurements,   conventional   positron 
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Fig. 3. Annihilation momentum distribution of the single ele- 
ments Cu (♦), In (A), Se (T) and the chalcopyrite CuInSe2 

compound in the as-grown (G) and the annealed (O) state. The 
data are normalized by taking the ratio to a GaAs: Zn reference 
sample free from positron trapping. 

4. Conclusions 

Native defects in CuIn(Ga)Se2 were observed by 
means of positron annihilation. As grown samples are 
characterized by a high density of vacancy defects which 
are shown to be related to Cu vacancies. After annealing 
under air at 400°C negative ions acting as shallow posit- 
ron traps were found. These ions are most probably 
0Se acceptors. The decrease of compensation in 
CuIn(Ga)Se2 annealed under air can thus be explained as 
being due to an increasing density of acceptors making 
the material more p-type. 
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lifetime spectroscopy confirmed that they are free from 
positron trapping at vacancies. Provided that the high 
momentum distribution depends only on the chemical 
nature of the annihilation site, it should be possible to 
find contributions from the single elements also in the 
spectra from CIGS. Thus, a fit of the momentum distri- 
bution according to /CiGs (p) = ^Cu x/cu(p) + 'in x 
jin(p) + 7Se x/se(p) was done. Here,/i(p) is the normalized 
annihilation momentum distribution for material 
i whereas the /,- characterizes its weight (ZIt — 1). Indeed, 
the spectra for as-grown and annealed CIGS could be 
well composed of the single-element contributions as 
indicated by the solid lines (Fig. 3). The resulting weights 
are 7Cu = 0.079, 7In = 0.086 and 7Se = 0.835 for as grown 
CIGS and 7Cu = 0.205, 7In =0.132 and 7Se = 0.663 for 
annealed material. Note that absolute values of these 
weight factors are meaningless because they depend on 
the intensity of the spectra which is not only a function of 
the chemical environment but depends also on the lattice 
structure and interatomic distances. Only relative cha- 
nges between different samples can be interpreted. In our 
data, obviously the fraction of Cu and, less distinctly, of 
In increases in annealed CIGS whereas the contribution 
from Se decreases. According to the results above, the 
annihilation momentum distribution in annealed CIGS 
should be close to that of the bulk. Thus, at the vacancy 
in as-grown CIGS annihilation takes place in a Cu-defi- 
cient environment, i.e. the vacancies should be related to 
VCu- This is in accordance with the theoretical calcu- 
lations of Zhang et al. [1]. 
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Abstract 

We report on the time development of EPR signals (g = 2.0026 + 0.0002) from C60 films with various crystalline 
structure under air/light exposure. The time development consists of two clearly distinguished regions of fast and slow 
growth. Improvement of the film structure, and in particular the increase in grain size, leads to a deceleration of the "fast" 
growth. The results are explained assuming that EPR signal growth is controlled by oxygen diffusion, along grain 
boundaries and into grains, during the "fast" and "slow" periods, respectively. Fast decrease of the EPR signal as a result 
of in situ pumping strongly supports this model and indicates a correlation between crystalline structure and oxygen 
diffusion in C60 films. Such correlation is considered as one of the possible mechanisms which govern the semiconducting 
properties of the material. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Fullerene; Paramagnetic centers; Grain boundaries; Recombination 

1. Introduction 

The discovery of C60 [1], the first of an entire class of 
fully conjugated, all-carbon molecules — the fullerenes 
(C60, C70, C82,...), has generated considerable interest 
in many areas of science and technology. There is a seri- 
ous expectation that fullerenes will find practical use in 
electronics, electrooptics and photovoltaics [2]. How- 
ever, even in the case of C60, the simplest member of the 
fullerene family, many questions remain open at the most 
fundamental level. 

Solid C60 is a molecular crystal with C60 molecules 
occupying, at room temperature, the sites of a face- 
centered cubic (FCC) lattice [3]. While the carbon atoms 
within each C60 molecule are held together by strong 

»Corresponding author. Tel.: + 972-7-6555057; fax: +972- 
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covalent bonding, weak van der Waals interactions are 
the dominant intermolecular forces [4]. Now crystals 
and thin films of pristine C60 are found to exhibit semi- 
conductor-like behavior in their optical and electronic 
properties while, at the same time, retaining their molecu- 
lar character [5]. One of the central issues that needs 
clarification concerns the effect of crystalline structure on 
the semiconducting properties of C60 thin films. Litera- 
ture on this problem are fragmentary and often contra- 
dictory. One group of results indicates that the solid state 
packing has minimal effect on the optical [6], photoemis- 
sion [7] and Raman [6] spectra of the material. Another 
research direction has recently demonstrated an influ- 
ence of the crystalline structure of C60 films on electronic 
transport [8,9], optical absorption [10], photolumines- 
cence [8], electron paramagnetic resonance (EPR) [11] 
and surface photovoltage (SPV) [12] spectra. 

At the same time, a variety of experiments [9,12-17] 
has strongly suggested that oxygen affects properties 
of C60 films. Among them some studies [14,15] have 
revealed a drastic but reversible reduction of dark and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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photo-conductivity in C60 films upon their exposure to 
air. Given the large amount of interstitial volume in the 
C60 crystal molecular oxygen from the air readily diffuses 
into this solid [16]. It quenches the conductivity but does 
not react chemically with the C60 molecules. On the 
other hand, illumination of C60 films in air causes larger 
and irreversible changes in conductivity [9,14]. It has 
been suggested [14] that air/light exposure promotes 
C-O binding that damages the C60 molecules, producing 
dangling bonds or other defects with deep levels in the 
gap. Furthermore, a redistribution between fast and slow 
components of photoconductivity under the air/light 
exposure of C60 films [17] also points to a generation of 
recombination centers with deep levels. In a joint 
EPR/SPV experiment we demonstrated recently [12] 
that the air/light exposure of C60 films leads to the 
generation of the Cgo paramagnetic centers and deep 
acceptor states at Ev + 1.3 eV. These acceptors act as 
recombination and/or scattering centers. The paramag- 
netic and recombination/scattering centers were sug- 
gested to have the same origin. Thus, we believe that 
monitoring the evolution of this EPR signal may be a 
relevant probe for studying the interaction of C60 films 
with oxygen and the corresponding effects on the mater- 
ial properties. 

In this paper we vary the deposition conditions to 
produce C60 films with different crystalline structure and 
use X-ray diffraction and atomic force microscopy 
(AFM) for structural characterization as well as EPR 
spectroscopy to study its oxygen content. We present the 
first experimental evidence for the effect of crystalline 
structure on the rate of oxygen diffusion. The influence of 
this phenomenon on the semiconducting properties of 
the material is discussed. 

2. Experimental 

C60 thin films with a thickness of about 200 nm were 
grown on optical glass substrates of 3.5 x 20.0 mm2 area 
predeposited with an Ag layer using vacuum evaporation 
of C60 powder (Hoechst AG 'Super Gold Grade', 
> 99.9%). The vacuum chamber pressure was main- 

tained at about 8x 10 ~7 Torr. The temperature of the 
substrates was varied from 300 to 523 K. 

Immediately after the end of vacuum deposition, the 
film samples were placed in EPR signalless Wilmad 
quartz tubes (5 mm o.d.). The tubes were then filled with 
Ar gas and sealed. It should be noted, however, that the 
samples were exposed to air and room light during this 
procedure (about 3 min). By room light we mean a com- 
bination of daylight and fluorescent room light. Finally, 
the tubes were kept in the dark till the beginning of the 
EPR measurements which were performed with a Bruker 
EMX-220 X-band digital spectrometer. An amplitude of 
100 kHz modulation and a microwave power level were 

chosen as 1 G and 0.2 mW, respectively, to prevent satu- 
ration and to obtain good signal-to-noise ratio. 

Crystalline structure of the C60 films was character- 
ized by X-ray diffraction. Morphology of the front sur- 
face of the films, and in particular grain sizes, was studied 
by AFM. 

3. Results and discussion 

Sample 1 was grown on a substrate held at 473 K, 
using special conditions of C60 evaporation [18]. The 
X-ray diffraction pattern for this film is very similar to 
that shown in Fig. 2a in Ref. [19]. Only a narrow and 
intense Bragg peak (1 1 1) and its higher harmonics: 
(2 2 2) and (3 3 3) are observed, i.e. this film has a <1 1 1>- 
texture. The sizes of crystalline domains are relatively 
high: AFM revealed grain size in the sample surface of 
about 200 nm. Sample 2 was grown by the same depos- 
ition process but on a substrate held at 300 K. The X-ray 
diffraction pattern for sample 2 is similar to that shown 
in Fig. 2b in Ref. [19]. The intensities of the broad peaks 
(1 1 1), (2 2 0) and (3 1 1) were almost the same but con- 
siderably lower than that of the (1 1 l)-peak for sample 1. 
This result corresponds to a lower grain size value, of 
about 20 nm, as recorded by AFM. These two samples 
are used as bench marks in the EPR study presented 
here. However, several other films with intermediate 
grain size values, grown by varying the deposition condi- 
tions, were also studied. 

As we reported recently [11,12], well-structured C60 

thin films in their as-grown state are practically EPR 
silent and only air/light exposure leads to the appearance 
of a sharp (AHPP = 0.124 + 0.005 mT) Lorentzian EPR 
signal with g-factor g = 2.0026 + 0.0002. Meanwhile no 
other EPR signals were observed. The signal is attributed 
to Cßo centers which are located in the bulk of the film 
and generated due to oxygen diffusion into the C60 film 
and, presumably, formation of C-O chemical bonds [12]. 
In the present paper we study the time development of 
this signal air/room light exposure for C60 films with 
different crystalline structure. Since both line shape and 
line width of the EPR signal are found to remain the 
same during the exposure, the peak-to-peak intensity of 
the EPR signal is proportional to the total amount of 
paramagnetic centers. Fig. 1 displays peak-to-peak inten- 
sity of the EPR signal as a function of the light/air 
exposure time for samples 1 and 2. The first experimental 
point (at time, t = 0) was measured for the samples sealed 
in the Ar-filled tube. It is clearly seen that sample 2 
(small-grain polycrystalline film) exhibits strong EPR 
signal with an intensity of about 150 a.u., while the initial 
signal for sample 1 «1 1 l>-textured film with the higher 
grain size) is very weak, with the intensity only slightly 
above the noise level (Fig. 1, inset). The Ar was then 
removed from the tubes and both samples were opened 
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Fig. 1. Peak-to-peak intensity of the EPR signal as a function of 
the air/light exposure time for samples 1 and 2. Inset shows 
a zoom for the first 6 h of the exposure. 

to the air. Starting from this point the signal in both 
samples begins to grow, but in essentially different 
ways. The time-dependent signal growth may be divided 
into at least two clearly distinguished regions of fast 
(0 < t < 24 h) and slow (t > 24 h) growth. For sample 2, 
one can observe a sharp increase in the signal intensity 
for about 140 a.u. during the first period followed by 
a slow growth for about 260 a.u. during the following two 
weeks of the exposure. On the contrary, for sample 1 the 
"sharp" component of the increase in the signal intensity 
was only 80 a.u. while the "slow" growth was much 
stronger (about 360 a.u.). It should be emphasized here 
that the difference in the behavior of the two samples 
during the first minutes of the exposure is found to be 
even more significant. For example, the signal intensity 
for sample 2 jumps in about 30% of its initial value 
immediately after the sample is exposed to air (first two 
experimental points in the inset in Fig. 1) while for 
sample 1 the initial signal remains relatively constant. 

These results indicate that the improvement of the 
crystalline structure of C60 films, and in particular the 
increase in grain size, leads to a deceleration of the EPR 
signal growth in the "fast" period of the exposure and 
vice versa. Although, the time dependencies for the sam- 
ples with intermediate grain size value are not shown in 
Fig. 1, all of them showed a similar tendency. 

Studying conductivity of C60 films, Pevzner et al. [13] 
suggested that oxygen diffuses in fullerene films in two 
distinct ways. In the first few minutes of exposure oxygen 
diffuses along the grain boundaries (GB) rapidly decreas- 
ing conductivity by an order of magnitude. Then, in a 
slow process, that can run for days, oxygen diffuses into 
the grains, lowering conductivity by about two more 
orders of magnitude. Using this hypothesis and assuming 
that the observed evolution of the EPR signal is control- 
led by a change in oxygen content we can understand our 
results. Indeed, sample 2 has a higher area of GB surfaces 
than sample 1. This explains a higher rate of the EPR 
signal growth in sample 2 during the "GB diffusion" 

period. On the contrary, the signal growth in the "slow" 
period is higher in sample 1, which has a higher value 
of grain size. This model and the character of the signal 
change at the beginning of the exposure allow us to 
explain the difference in the initial signals (for t = 0) for 
the two samples by different amounts of oxygen diffused 
during the short period after the end of vacuum depos- 
ition until the filling of the sample tube by Ar. 

In order to check the role of oxygen we performed 
the following experiment. Samples 1 and 2 exposed to 
air/light for 10 d were placed in quartz tubes connected 
to a rotary pump (10"2 Torr). The kinetics of the EPR 
signal intensity was recorded before, during and after the 
in situ pumping (Fig. 2). For this purpose the DC mag- 
netic field was fixed at the maximum of the EPR signal 
and then the time scan was run. The figure clearly shows 
the moments, when the pump was turned on and off. The 
EPR signal intensity in both samples decreases when the 
pumping proceeds. After the samples were opened to air, 
the signals returned to their initial values, i.e. the process 
is fully reversible. It is worthwhile to note that all pro- 
cesses in sample 1 are characterized by longer times, than 
in sample 2. Since such a soft pumping may change only 
the amount of non-bound oxygen in the C60 host, 
these results strongly support our model. The removal of 
oxygen in sample 1 proceeds for 200 s, in comparison 
with 12 s in sample 2. The inverse process of oxygen 
embedding in sample 1 takes ~ 50 s versus 8 s in sample 2. 
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Fig. 2. Kinetics of changes in the EPR signal intensity in sample 
2(a) and 1(b) before, during and after in situ pumping of the 
sample tube (see the text). The arrows point to the moments, 
when the pump was turned on and when the samples were 
opened to air. 



E.A. Katz et al. /Physica B 273-274 (1999) 934-937 937 

In this manner, we present experimental evidence for 
the effect of crystalline structure on oxygen diffusion in 
C60 films. As already mentioned, oxygen affects the 
optical and electronic properties of this new semiconduc- 
tor [12-17]. Hence, the reported influence of crystal- 
line structure on C60 semiconducting properties which 
were measured in air [8-11] may originate, to a large 
extent, from the variation in oxygen content due to GB 
diffusion. 

4. Conclusion 

The time development of the EPR signal (g = 
2.0026 + 0.0002) under air/light exposure of C60 films 
with various crystalline structure is presented. The time 
development consists of two clearly distinguished re- 
gions, of fast and slow growth. Improvement of the film 
structure leads to a deceleration of the "fast" growth. The 
results are explained assuming that the EPR signal 
growth is controlled by oxygen diffusion, along grain 
boundaries and into grains, during the "fast" and "slow" 
periods, respectively. An EPR experiment on in situ 
pumping strongly supports this model and also indicates 
a correlation between crystalline structure and oxygen 
diffusion in the C60 films. The influence of this phenom- 
enon on the semiconducting properties of the material is 
discussed. 
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Abstract 

Magnetic resonance of shallow donor center phosphorus is used to track size-related changes of energy band structure 
in silicon powders. Small conduction band upshifts of several meV are determined for nanocrystals of approximately 
d — 100 nm diameter and smaller. These are interpreted as the onset of the quantum confinement-induced variations of 
silicon band structure. The conduction band upshift is experimentally found to follow the 1/d1-2 dependence in the 
investigated size range. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon nanocrystals; Electron paramagnetic resonance; Quantum confinement 

1. Introduction 

Silicon low-dimensional structures possess a variety of 
interesting electronic properties. It has been shown [1] 
that the decreasing size of crystallites leads to quantum 
confinement effect which enlarges the band-gap energy 
[2,3], and which can possibly also lead to change of its 
character from indirect to direct [4]. Both effects should 
be detectable by optical methods due to an increased 
efficiency of the emission and its gradual shift to higher 
energies upon size reduction. In line with that expecta- 
tion visible luminescence in specially prepared silicon 
nanocrystal structures has been reported [5,6]. Unfortu- 
nately, low-dimensional structures are also characterized 
by a large surface-to-volume ratio. Surface-related effects 
obscure observation and conclusive identification of 
quantum-confinement-related effects. Consequently, to 
our knowledge, the onset of the size-induced changes of 
the energetic structure of silicon has been traced experi- 
mentally. 

In this study we present experimental evidence of band 
structure changes in the relatively 'large' crystallites for 

which the theory-predicted conduction band upshift 
should be of the order of a few meV only. The experiment 
has been conducted on silicon nanocrystals prepared by 
mechanical milling. The size confinement is monitored by 
its effect on the electronic structure of phosphorus impu- 
rity as monitored by electron paramagnetic resonance 
(EPR). Substitutional phosphorus in silicon forms an 
effective-mass-theory (EMT) donor center; the extended 
character of its electronic wave function renders this 
center sensitive to variations of electronic structure of the 
conduction band minimum. Phosphorus donor in silicon 
is paramagnetic in its neutral charge state P° and is 
well-studied by EPR. It has cubic symmetry which is 
advantageous for randomly oriented grains. From the 
EPR spectrum the details of the wave function — spin 
localization on the phosphorus nucleus and mutual over- 
lap of neighboring donors can be concluded. At the same 
time the observed spectrum is exclusive for a substitu- 
tional donor and therefore only the bulk of the nanocrys- 
tal is monitored. In this way, the volume and the surface 
effects can be separated. This in a clear advantage to 
other less discriminative techniques. 

* Corresponding author. Tel.:  + 31-20-525-5793; fax:  +31- 
20-525-5788. 

E-mail address: bartek@wins.uva.nl (B.J. Pawlak) 

2. Silicon powders 

For  the  current  experiment  two  kinds  of phos- 
phorus-doped silicon have been used: Czochralski (CZ) 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Scanning electron microscopy picture of Si-powder be- 
fore oxidation. 

200 400 
Grain size diameter [nm] 

Fig. 2. Grain size distribution of one of the smallest powders 
obtained by ball milling, sedimentation, ultrasonic vibration 
and centrifuged sedimentation. The maximum of grain size 
distribution peaks at 60 nm. Almost no grains are bigger than 
300 nm. 

[P] « 5 x 1015 cm"3 and float-zoned (FZ) [P] « 1.5 x 
1017 cm-3. Nanocrystals have been prepared by mechan- 
ical ball milling for 1 h in ethanol (Zr02 balls and 
crucible). The milling step was followed by sedimentation 
of 15 h in order to remove the largest silicon grains. After 
that centrifuged sedimentation has been applied for size 
segregation. The actual size distribution was directly 
measured by scanning electron microscopy (SEM) (Figs. 
1 and 2) and fitted with usual function exp( - \n2(d/x)/ 
2w2). For the particular set of powders investigated in 
this study the maxima of size distributions were deter- 
mined at xB = 200 nm for big, xMB = 110 nm for medium 
big, xMS = 100 nm for medium small and xs = 60 nm for 
small nanocrystals. Further size reduction was achieved 
by oxidation; the powders were annealed at 1000°C in 
open air for time duration from 5 min to 3 h. By such 
a procedure the silicon core size was reduced by the 
formation of a Si02 layer. At the same time silicon 
surface was replaced by Si/Si02 interface. 

The crystallinity of silicon powders was controlled by 
X-ray diffraction. Characteristic diffraction patterns of 
silicon crystal were clear and strong for as-milled and 
oxidized nanocrystals. Their intensity gradually de- 
creased upon heat-treatment indicating the size reduc- 
tion of the silicon core. After prolonged oxidation the 
X-ray pattern vanished completely as all the silicon has 
been transformed into Si02. 

In addition to Röntgen diffraction, grain crystallinity 
was confirmed by other experiments. Raman spectro- 
scopy revealed a strong first-order Stokes peak around 
521 cm" *. The line at 480 cm"1 which is characteristic of 
amorphous Si [7] was not observed. Also from transmis- 
sion electron microscopy (TEM) related techniques of 
bright field/dark field (BF/DF) and selected area diffrac- 
tion pattern (SADP) we obtained clear support that both 
as-milled and oxidized silicon grains retain their crystal 
structure. A TEM image of an oxidized silicon grain used 

Fig. 3. Transmission electron microscopy picture of Si-grain 
after 1 h of oxidation at 1000°C. The Si02 thickness around the 
silicon core corresponds to approximately 80 nm. Evidence of 
crystallinity of the entire grain core is manifested by diffraction 
fringes in bright field/dark field method. The surrounding Si02 

is amorphous. 

in the present study is shown in Fig. 3; both the crystal- 
line Si core and the external layer of Si02 developed by 
oxidation can be readily seen. By TEM we could also 
monitor how fast the Si02 layer develops at the surface 
of silicon grains. We conclude that the growth process 
proceeds according to the well-established formula 

dsiQi = 10.78 x yft, where dsio2 is the oxide layer thick- 
ness (in nanometers) and t is the oxidation time (in min) 
[8]. From BF/DF and SADP we learn also that the Si02 

layer is amorphous. 

3. Experimental results 

The EPR measurements were performed at a temper- 
ature of T - 4.2 K in a superheterodyne EPR spectrom- 
eter operating at 23 GHz in the K-microwave band and 
tuned to detect the dispersive part of the signal. The EPR 
of P donor in bulk Si has been extensively investigated 
[9]. The spectrum consists of 2 lines separated due to the 
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hyperfine interaction. The hyperfine constant A, which is 
equal to the separation between the two resonance lines, 
is proportional to the localization of electron wave func- 
tion on phosphorus nucleus and is given by the Fermi 
contact term: A = OV^ejUB^N^Nl^O)!2. For P in bulk 
silicon it has A = 4.2 mT value. At higher doping levels 
an exchange interaction between individual P impurities 
appears. This shows in the EPR spectrum as components 
developing between the hyperfine lines at moderate con- 
centrations ([P] < 1016 cm"3) and originating from do- 
nor pairs and larger clusters [10]. The spin Hamiltonian 
appropriate for a pair of donor atoms can be written as 
[11] 

je = gfiBB(Sl +S2)+A(I1S1 +I2S2) + J(S1S2),      (1) 

where St, S2 and Ii,I2 are the electron and nuclear spins 
of the two donors, respectively, A is the hyperfine interac- 
tion constant, and J is the exchange coupling. At high 
concentrations ([P] > 1017cm"3) the two-lines spec- 
trum characteristic for an isolated donor decreases con- 
siderably and a strong Lorentzian-shaped line appears in 
the center of the spectrum. It exhibits exchange narrow- 
ing and evidences the donor-impurity band formation. 
The EPR spectrum of the bulk CZ-Si: P material used to 
prepare powders for this study is presented in Fig. 4. 
Also, EPR spectrum measured for powder sample pre- 
pared from this material is shown. As can be seen, in the 
EPR spectra of Si nanocrystals the lines originating from 
isolated donors are shifted towards the center and have a 
clearly asymmetric form, with the broadening also 
towards the center. This indicates a smaller hyperfine 
interaction for P donors embedded in the nanocrystals 
when compared to those in the bulk, and, also, size 
distribution within a given powder. Systematic EPR 
measurements of oxidized samples showed that a clear 
dependence exists between the value of the hyperfine 
splitting parameter A and an average volume of the 
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Fig. 5. Hyperfine splitting parameter for four different powders 
after oxidation versus average grain volume. For bulk silicon 
A = 4.2 mT. For powders the hyperfine parameter decreases 
with diminishing grain size. Oxidized powders has been marked 
with x-big; (*)-medium big; ( + )-medium small and (o)-small 
ones. 

silicon grain — see Fig. 5. A decrease of up to 6.5% for 
the smallest grains has been observed. 

By inspecting the EPR spectra of the nanocrystals we 
also note that the central lines originating from mutual 
interaction between donors have a slightly higher inten- 
sity than in the bulk material used for preparation of the 
powders. For the smallest nanocrystals the exchange 
interaction becomes very strong. An increased mutual 
interaction and a decreased hyperfine constant were ob- 
served consistently in all the nanocrystals investigated in 
the current study. For nanocrystals prepared from FZ-Si 
with a higher P-concentration ([P] = 1.5 x 1017cm"3), 
the signal from the isolated donors disappeared com- 
pletely upon oxidation and a single central line, with 
a strong exchange narrowing dominated the spectrum. 

4. Discussion 

824 826 828 
Magnetic field [mT] 

Fig. 4. EPR spectrum of the CZ-Si : P ([P] = 5 x 1015cm"3) 
bulk and nanocrystal sample. The hyperfine lines in powder 
sample are moved to the middle manifesting lowering of hyper- 
fine splitting. The maximum of grain size distribution of powder 
before oxidation is d m 200 nm. Microwave frequency is v = 
23.11997 GHz. 

Before we assign the observed changes of the EPR 
spectrum of silicon powders (lowering of the hyperfine 
and increase of the exchange interactions) to the quan- 
tum confinement-induced perturbation of the ground 
state of P donor, we will first consider alternative me- 
chanisms that could possibly account for the observed 
effects. The enhanced mutual interaction between phos- 
phorus atoms could also be explained by an increase of 
P concentration caused by diffusion and the strain fields 
generated during mechanical milling, annealing and/or 
oxidation. In order to check this possibility non-oxidized 
silicon grains were heat-treated in argon atmosphere. In 
this way, grain reduction by oxidation is excluded, but 
thermal migration is allowed. No effect of heat treatment 
in an argon atmosphere on the EPR spectrum has been 
found. Also devoted measurements of oxidized silicon 
wafers by secondary ion mass spectroscopy (SIMS) 
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[12,13] showed that P indiffusion into silicon grain due 
to impurity pile-up at the Si-Si02 interface is negligible 
and cannot account for the effects observed here. Addi- 
tional verification of importance of pile-up has been 
performed by oxidation of much bigger grains for times 
exceeding up to 100 h. In these powders the evaluated 
pile-up to grain core volume ratio is larger in comparison 
to samples used in our experiment. No traces of enhanced 
mutual interaction has been found by EPR. 

Yet another possible explanation which has to be 
considered is the hydrogen passivation which could 
change the initial ratio between the isolated P impurities 
and their complexes. Hydrogen can easily be introduced 
into Si grains during oxidation, and passivation of do- 
nors renders them non-paramagnetic and non-detectable 
by EPR. We have made computer simulation of this 
process. The basic assumption of the program algorithm 
was to keep equal probability of passivation of all do- 
nors, the isolated ones and the ones forming pairs or 
larger aggregates. The simulation showed that the rela- 
tive number of interacting donors would drop upon 
passivation, in contrary to experimental observation. 

Based on the above, we conclude that the observed 
decrease of the hyperfine and increase of the exchange 
interactions of P donors in silicon nanocrystals reflects 
changes of the electronic structure of the donor centers, 
which appear upon grain size reduction. 

Following the observation that the hyperfine splitting 
depends on the average volume of the grain, we attempt 
to analyze the effect in terms of the size confinement. 
Since P donor is well described by EMT we apply this 
formalism in our analysis of the effect. We describe the 
shallow donor electron wave function as a linear combi- 
nation of envelope function, which is the solution of 
hydrogen-like Schrödinger equation, and propagating 
wave through the crystal modulated by Bloch function: 

W(r)= £  a(i)Fu\r)uu\r)e ifcSV (2) 

|a0)|2 is the probability of finding an electron in the jth 
valley j = 1,..., 6, as a consequence of the six-fold CB 
degeneracy in silicon. The Is donor ground state is split 
by the cubic crystal field into the symmetric-singlet 
Ai and asymmetric doublet E and triplet T2. The separ- 
ations of these energy levels have been directly measured 
by optical spectroscopy [14]. 

On basis of the EMT formalism we will derive an 
expression for the lowering of the hyperfine splitting and 
explain qualitatively the increased mutual interaction 
between donors. The ground state At is symmetric with 
equal probability of finding the electron in all the 6 CB 
minima a = ~/g(l, 1,1,1,1,1)- It is the only state that 
has non-vanishing localization on the nucleus and, con- 
sequently, the only one contributing to the hyperfine 
interaction. The increased mutual interaction can be ex- 

plained on the basis of admixing higher lying states 
which are anisotropic and are characterized by a more 
extended character. For simplicity we consider a tetrag- 
onal perturbation which can be characterized by a single 
parameter. Such a situation is similar to the symmetry 
perturbation induced in bulk Si: P by an application of 
a uniaxial stress along <100> [15]. The interaction term 
of donor electron Hamiltonian with respect to the center 
of gravity has the form of the so-called valley-orbit 
matrix (6 x 6): 

Hv„ = 

-2x l+<5 1 1 1 1 

1 + Ö — 2x 1 1 1 1 

1 1 X 1 + 5 1 1 

1 1 1+Ö X 1 1 

1 1 1 1 X 1 + 5 

1 1 1 1 1+5 X 

(3) 

The six-fold degeneracy of the CB is now lifted and we get 
2 eigenvalues of the states, one corresponding to the 
ground state At: 

EAl = A2{_ - (2 + 5) + ix - Vx2+fx + 4] (4) 

and the second to one of the admixed excited states E: 

EE = A2{_ - (2 + 5) + ix + Vx2 + fx + 4]. (5) 

The hyperfine splitting is given by the expression: 
A ~ \Fu)(0)\z\uu\0)\2\YJ=i a(j>|2. If we consider that CB 
degeneracy lifting affects only electron probability in the 
valleys then the reduction of hyperfine interaction can be 
expressed in terms of the a01 and the perturbation para- 
meter xE = A2x (meV) (A2 =2.17 meV). We get then, for 
7 = 1,2: 

U)\2 (a°»): 1 
xE + 2/3 

Vxl + (4/3)xE + 4. 

and for j = 3,4,5,6: 

(j)\2 _ i 
(a(J)): 1 + 

xE + 2/3 

7x| + (4/3)xE + 4. 

(6) 

(7) 

For the hyperfine splitting reduction we obtain the fol- 
lowing dependence on the perturbation parameter: 

A     1 
T=<H> ■0)|2 _ 1 + 

2 + 3*E 

Jx\ + fxE + 4. 
(8) 

In our interpretation the perturbation of valley-orbit 
matrix is due to quantum confinement combined with 
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shape asymmetry of small grains. We assume further that 
the grains have shapes of cigars {d± xd± xd^). From 
SEM pictures of the powders we calculate the average 
asymmetry parameter defined as ratio of the shorter side 
to the longer side of grain y0 = d±/d\\ is y0 « 0.6. 

Many experimental and theoretical publications de- 
rive expressions for enlarging the energy band gap 
[16-18,20] when diminishing grain size. The enlargement 
is made up of a downshift of the VB and an upshift of CB 
[2]. Since in our study we are dealing with EMT shallow 
donor, then only the upshift of CB will affect electronic 
structure of phosphorus. For the assumed cigar-shaped 
grains, the upshift in perpendicular directions will exceed 
that one along the axis. In our analysis we take the 
general expression for CB upshift to be A£CB = a/dß 

[17]. In line with the tetragonal perturbation we assume 
further that the grains are oriented in such a way that 
their longitudinal axis coincides with one of the <100> 
crystallographic directions. The correlation between the 
tetragonal perturbation in the valley-orbit matrix and 
the perturbation induced by quantum confinement takes 
the form: 3xE = AE(d±) - AE(dt) = (1 - y>//4. 
Knowing now the expression for the perturbation and for 
the hyperfine splitting, we can simulate our experimental 
results using a and ß as fitting parameters, keeping the 
asymmetry parameter y = 0.6. We find that the ß para- 
meter derived from fittings is not sensitive to the particu- 
lar choice of y. For all the powders; small, medium (big 
and small) and big, we get consistent results for ß which 
are collected in the Table 1. Since homogeneity of grains 
was best for smallest powder, we consider the result 
ß = 1.2 to be the most reliable. The a parameter changed 
from powder to powder and showed dependence on y. 
For the fitting obtained for the smallest grains with 
y taken from SEM pictures the explicit upshift of CB has 
the form A£CB[meV] = 800/J12[nm]. This is far less 
rapid than expected from a simple EMT approximation. 
Expression for CB upshift is experimental result obtained 
for larger grains with broader size distributions than the 
theoretical calculations has been performed. Extrapola- 
tion of band-gap behaviour from small nanocrystals up 
to bulk material has been postulated by Delley et al. [19]. 
Our result is similar to that which has been calculated by 
pseudo-potential method by Ögüt et al. [1] for few nm Si 
grains. We note that our approximation holds for rela- 
tively small perturbations only, i.e., for relatively large 
grains. For large perturbations — x $> 1 the 2 CB valleys 
distinguished by the perturbation become fully popu- 
lated and the hyperfine splitting approaches in its limit- 
ing value A' -> §A Any further upshift of CB, and thus an 
increased non-equivalence of the 6 CB minima, will not 
affect the hyperfine splitting A. Therefore for still smaller 
grains another experimental techniques should be more 
appropriate [20]. 

Finally we note that the second effect, an increased 
mutual interaction between donors, can be elucidated in 

Table 1 
Fitting parameters ß(AECB oc l/dß) for different silicon nano- 
crystals 

Powder type Parameter ß 

Big 
Medium big 
Medium small 
Small 

1.17 
1.17 
1.27 
1.2 

terms of the admixing of the exited states E. The overlap 
between electron wave functions increases then due to 
the extended p-like character of the state E. 

5. Summary 

We show experimental evidence that the electronic 
structure of a shallow donor center phosphorus in silicon 
is changed when placed in a nanocrystal environment. 
The observed effects can be understood within the EMT 
by the ground state perturbation induced by the size 
confinement when combined with the asymmetry of the 
grains. The use of surface insensitive monitoring allows 
thus to observe the onset of the quantum confinement; it 
is shown to take place for relatively large grains of 
approximately 50-100 nm size. We conclude that in this 
range the confinement-induced CB upshift follows 
A£CB ccd'1'2 dependence. 
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Abstract 

The spin resonance of conduction electrons in modulation-doped quantum wells is utilized to determine the density of 
states. The latter exhibits band tails resulting from potential fluctuations caused mainly by the distribution of charged 
impurities. Assuming a Gaussian distribution, we determine the fluctuation amplitude as a function of carrier density. 
For low-density screening becomes ineffective and we find a rapid increase of these fluctuations corresponding to the 
Anderson transition in two dimensions. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Conduction electron spin resonance; Potential fluctuations; Two-dimensional conductance 

The mobility of a two-dimensional (2D), modulation- 
doped quantum well is an essential parameter for many 
types of phenomena and investigations in basic science 
but also for the high-frequency behavior of high-mobility 
field effect transistors. The mobility depends on many ex- 
trinsic parameters, like fluctuations in the well width and 
height (alloy composition of the barriers), residual defects 
and impurities, fluctuations in the density and distance of 
the doping layer, etc. The mobility alone, being an inte- 
gral quantity, does not permit to disentangle these differ- 
ent mechanisms for a given sample. 

In this paper we invoke the recently observed conduc- 
tion electron spin resonance (CESR) in SiGe or SiC 
quantum well structures [1-5] to derive information on 
the potential fluctuations and to evaluate them quantit- 
atively as a function of carrier concentration. The latter 
can be conveniently derived from cyclotron resonance 
(CR) or the Shubnikov-de Haas effect seen frequently in 
the same type of experiment [6]. The fluctuations mani- 

* Corresponding   author:   Tel:    +43-732-2468-9641;   fax: 
+ 43-732-2468-9696. 

E-mail address: wolfgang.jantsch@jk.uni-linz.ac.at 
(W. Jantsch) 

fest themselves in the density of states, DOS, of the 2D 
electron gas, causing smooth bandtails extending below 
the ideal subband-edges instead of the sharp step-like 
DOS function expected for an ideal 2DEG. The CESR 
amplitude permits to investigate the DOS at the Fermi 
energy, eF, since the free carriers constitute a Pauli system 
rather than Curie behavior of independent paramagnetic 
spins of defects seen normally in ESR. The Pauli suscepti- 
bility is proportional to the DOS (sF) which can be thus 
determined from the integral CESR absorption. 

CESR was recently identified as an outstandingly nar- 
row line with a line width of 40 mG in a two-dimensional 
Si (or SiC) quantum well embedded between SiGe (Si) 
barriers [1-5]. Only this narrow line width allows its 
observation since the sensitivity of a conventional ESR 
instrument increases inversely proportional to the line 
width, thus allowing detection in this case starting from 
109 electrons. 

Typical spectra observed on an MBE grown modu- 
lation-doped Si quantum well are given in Fig. 1. The 
narrow CESR is superimposed on a broad background 
which was identified as CR of the 2DEG in the well. Since 
the CR signal is proportional to the total carrier density, 
ns, rather than the DOS (eF), it allows independent deter- 
mination of ns. The Fermi level can be varied in our 
moderately   modulation-doped   samples   since   these 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00560-8 
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Fig. 1. First derivative of the microwave absorption signal with 
respect to magnetic field as a function of magnetic field obtained 
on the SiGe quantum well sample. 

0,1 0,2 0,3 

Electron Density, Ns  [1012 cm"2] 

Fig. 3. Amplitude of potential fluctuations as obtained from 
CESR for two different samples as a function of the carrier 
density. 
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Fig. 2. (a) Cyclotron line width; (b) integrated cyclotron absorp- 
tion and (c) integrated ESR absorption as a function of illumina- 
tion dose after cooling the SiGe quantum well sample in dark- 
ness. The two sets of data were obtained after different surface 
cleaning. 

exhibit persistent photoconductivity: after cooling in 
darkness, the samples are insulators and become grad- 
ually conducting with increasing illumination dose. The 
observed gradual increase of the CESR (see. Fig. 2b) and 
the integral CR amplitude (Fig. 2c) as a function of dose 
reflect the deviations from the sharp band edge and the 
constant DOS expected for a perfect two-dimensional 
electron gas. Finally, assuming a Gaussian distribution of 
the fluctuations we can evaluate their amplitude from the 
dependence of the DOS at the Fermi level as a function of 
the Fermi level. 

In Fig. 3 we plot results for the fluctuation amplitude 
versus. ns. After long illumination, the carrier concentra- 
tion saturates, the mobility is high and the fluctuation 

amplitude is the lowest. In the opposite limit (after short 
illumination), the concentration of mobile carriers and 
their mobility are low and the fluctuation amplitude (see 
Fig. 3) has a tendency to diverge. In order to understand 
this behavior we consider the effect of screening of poten- 
tial fluctuations. The potential fluctuations are caused by 
fluctuations in the dimensions (well and spacer width), in 
the alloy composition x of the Sii-^Ge* barriers, and, 
most important in our samples, by the distribution of 
ionized donors in the doping layer. For our weekly 
doped sample, the self-consistent calculation shows that 
the Fermi level is always below the donor states in the 
doping layer. Therefore this source (and all the others) of 
potential fluctuations are not affected by the population 
of the 2D channel and thus we can concentrate on the 
discussion of screening of the potential fluctuations by 
the 2DEG. 

The simplest ansatz to discuss screening by the 2DEG 
is the Thomas-Fermi approach for the 2DEG in which 
the screening efficiency is given by: qs = i/Xs = 4/aB, 
where aB = 32 A is the Bohr radius. This expression is 
valid if the Fermi energy E° is above the band edge and 
bigger than 5V. Since the screening length in this case is 
very short, ls = 8 A, screening is very efficient and the 
resulting fluctuations are small in amplitude. 

In the opposite limit, when the Fermi level is below the 
unperturbed band edge, the screening efficiency vanishes 
and the fluctuations caused by the quasi-2D doping layer 
diverge. In the transition regime the screening efficiency 
is proportional to the density of states at the Fermi level. 
The latter is a function of the potential fluctuations since 
the fluctuations are superimposed on the band structure 
of the idealized host. Now an increase in potential fluctu- 
ations causes additional states below the band edge and 
thus the Fermi level is lowered. This effect constitutes a 
positive feed-back mechanism: the lower Fermi level 
implies also a lower density of states and thus lower 
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(Fluct. Amplitude)    [meV2] 

Fig. 4. Cyclotron resonance line width plotted as a function of 
the squared fluctuation amplitude. 

screening efficiency. The latter, in turn, causes larger 
potential fluctuations, etc. Therefore we expect a highly 
non-linear dependence of the fluctuation amplitude on 
the 2D carrier concentration, or even a phase transition. 
Such behavior is seen in our experimental data (see 
Fig. 3) for low carrier concentration where the fluctu- 
ation amplitude öV increases drastically when the Fermi 
level becomes lower than 8V. 

Finally, we can also draw a conclusion on the effect of 
ÖV on the mobility. In Fig. 4, we plot the CR line width, 
which is proportional to the momentum scattering rate, 
as a function of {8V)2. The linear dependence demon- 
strates that under all circumstances this type of sample 
scattering is dominated by the potential fluctuations, no 
matter whether we are in the metallic (high mobility) or 
nearly isolating case with low mobility. 

In summary, we have demonstrated that the investi- 
gation of the 2DEG by ESR can yield information on the 

carrier density, the density of states, potential fluctuations, 
and the scattering rate in a single experiment. We obtained 
evidence for the divergence of the amplitude of potential 
fluctuations at low carrier density and an insulator-metal 
transition ruled by the density of the 2DEG via screening. 
At the same time, these potential fluctuations also consti- 
tute the main scattering mechanism for the 2DEG. This 
kind of transition is strongly reminiscent of the localiza- 
tion discussed by Anderson for the 3D case which should 
not exist in 2D [7] but whose existence has been demon- 
strated already by a number of other experiments [8]. 
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Abstract 

An influence of electron-phonon coupling and electron confinement on optical spectra is studied for donors in 
semiconductor quantum wells. A binding and ls-2p transition energies have been calculated by the optimized canonical 
transformation method for GaAs/AlGaAs, CdTe/CdZnTe, and CdF2/CaF2 quantum wells. We have found that — in the 
quantum wells made from the ionic semiconductors — the ls-2p transition energy exceeds the LO-phonon energy and 
the phonon resonances can appear in the optical spectra of donors. We have estimated the parameters of quantum wells, 
for which the phonon resonances can be detected in the absence of external magnetic field. © 1999 Elsevier Science B.V. 
All rights reserved. 
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Properties of donors substituting host-crystal atoms in 
a semiconductor quantum well (QW) are modified due to 
an electron confinement in the QW region. If the QW 
heterostructure is made from ionic materials, the elec- 
tron-phonon coupling additionally modifies the donor 
spectra due to polaron effects. In semiconductor hetero- 
structures, the polaron effects are more complicated than 
those in bulk semiconductors due to the occurrence of 
interface and confined phonon modes [1]. The polaron 
effects, which result by the presence of these phonon 
modes, were studied by Mori and Ando [1]. In the 
present paper, we study the QW-induced polaron effects 
of different nature, namely, the modification of donor 
spectra resulting from the electron-phonon interaction, 
that is changed due to the localization of the electron in 
the confinement potential of the QW. 

A system under consideration consists of a single- 
electron donor impurity located at a center of the QW 
and interacting with LO phonons. It was shown [1] that 
electron-phonon interaction amplitudes for different 
phonon modes satisfy the sum rule. If dielectric proper- 
ties of materials forming the heterostructure are similar, 
i.e., we can neglect the difference in coupling constants of 
phonon modes, then — according to the sum rule [1] 
— the Fröhlich interaction amplitude for bulk LO 
phonons can be used as an average amplitude of interac- 
tion between electrons and phonons in the QW. There- 
fore, we take on the electron-LO phonon coupling in the 
Fröhlich form. The Hamiltonian of the system after the 
Platzmann transformation [2] has the form 

H = 
2m» 

.r/2_. 
4ra0er 

^conf(z) + L hcokatak 

»Corresponding author. Tel.: + 4812-6172974; fax: + 4812- 
6340010. 
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X (ifca.e"' + h.c), (1) 

where me is the conduction band mass of the electron in 
the QW, s is the static dielectric constant of the QW, 
^conf(z) is the potential energy of electron confined in the 
QW, which is assumed to be a rectangular potential well 
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of finite depth (V0) and thickness (L) measured in the 
growth (z) direction, at (ak) is the LO-phonon creation 
(annihilation) operator, a>k = m is the frequency of the 
LO phonon in the QW, and vk is the Fröhlich interaction 
amplitude for the QW. 

We solve the eigenvalue problem by a method of 
optimized canonical transformation [3,4], which has 
been adapted to the bound polarons in the QWs. Accord- 
ing to this approach [3,4], the trial state of the electron- 
phonon system is taken on in the form 

\<F) = U<p{r)\Q\ ph, (2) 

where U is the unitary operator of the canonical trans- 
formation, q>(r) is the electronic trial wave function, and 
|0>ph is the phonon vacuum state. We take on the oper- 
ator V in the form 

U = exp £ (Fh(r)at - h.c.) (3) 

where Ft(r) is the displacement amplitude. In the first 
step of calculations, we transform Hamiltonian (1) with 
the help of U. Next, we solve the eigenequation obtained 
in the first step using the variational method with elec- 
tronic trial wave function q>(r), which has been expanded 
in the Gaussian basis exp[ - a„(x2 + y2) - ß„z2~], where 
a„ and ß„ are nonlinear variational parameters. Test 
calculations of the lattice relaxation energy has been 
performed with one-element basis (n = 1) and calcu- 
lations of energy spectra — with 15-element basis 
(n = 1,..., 15). For the 2p states, the Gaussians were 
multiplied by (x, y, 0) and properly symmetrized. 

We have performed a systematic search for the opti- 
mum displacement amplitude. In Fig. 1, we plot the 
results of test calculations obtained with the following 
displacement amplitudes: 

Fk
2\r)=fk^exp(-ik-r), 

Fk
3)(r)=f™exp(-ik±-r), 

n4V)=/f4)exp(-i*rr), 

(4a) 

(4b) 

(4c) 

(4d) 

and their linear combinations of the forms, e.g., F(
k
12) = 

ft» + Fi2) and Fi123> = F[» + H2) + Fk
3\ where k± and 

*H denote the in-plane and z wave-vector components, 
respectively. Phonon amplitudes fk

(i) have been deter- 
mined from minimum conditions for an expectation 
value of the Hamiltonian, i.e., 

<5 (V\H\V) 
= 0. (5) 

Amplitudes F[l) and Fk
2) are appropriate for the strong 

and weak electron-phonon coupling, respectively, in 
bulk crystals, and Fk

3) and F[4) enable us to reproduce the 

~~\—i—i i 11 HI "I—I    I   I  I I III 100 

CdTe/Cd   Zn   Te 
0.7      0.3 

 1 '    '    I i      i    ' -I  " 20 
1000 

Fig. 1. Lattice relaxation energy W for the donor ground state 
as a function of QW thickness L for CdTe/Cd0.7Zn0.3Te. Solid 
curves display the results obtained with different displacement 
amplitudes and their linear combinations (see text), dashed 
curve shows the square-root mean value of z coordinate of 
electron. 

lattice deformation, which results from the breaking of 
the crystal symmetry due to the presence of the QW. 

Using the optimized phonon amplitudes, we have cal- 
culated the lattice relaxation energy, i.e., expectation 
value of the last two terms of Hamiltonian (1) represent- 
ing the phonon field and electron-phonon interaction. 
The lattice relaxation energy W calculated with ampli- 
tude F[123) is given by 

W = ■EN2 

k 

IP|||2d 

(1-|P|||2)2 

IPxl2)2 

+ 

■Ml 

\P\2 

IPI
2
)(1-IPIII

2
) 

Tx +M1-|P±|2)     ha 
(6) 

where p = <^> | exp(i*:-r)|<p>, pn = <<p]exp(iA|| -r)\(p}, 
pL = <(p|exp(i*1 -r)\q>\ T = h2k2/2me, T± = h2k2

±/2me. 
Analyzing Eq. (6), we can trace a mechanism of influence 
of the QW on the lattice relaxation energy. The QW 
confinement potential causes a stronger localization of 
electron in the z direction, which leads to an increase of 
absolute value of electron probability density \p^\. This 
results in an enlarged absolute value of the lattice relax- 
ation energy. Since the lattice relaxation energy is nega- 
tive, this gives rise to a lowering of the total energy of the 
bound polaron. This effect is shown in Fig. 1, which 
displays the results of the test calculations for the ground 
state of the donor in the ionic QW heterostructure 
CdTe/Cd0.7Zn0.3Te. The larger estimated absolute 
values of the lattice relaxation energy correspond to 
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the improved variational upper bounds on the ground- 
state energy. The absolute value of the lattice relaxation 
energy takes its maximum for the QW thickness ~ 30A, 
which corresponds to the largest electron localization in 
the z direction, i.e., minimum square-root mean value of 
the electron z coordinate (cf. Fig. 1). The best estimates 
have been obtained with the linear combination of all the 
four displacement amplitudes. Nevertheless, the results 
obtained with the use of the three amplitudes, i.e., Fjs123), 
almost indistinguishable from these best estimates. 
Therefore, we have used the amplitude F(

k
l23) in order to 

calculate the ground-state energies of the donor and 
polaron confined in the QW as well as the energy of the 
first excited state (2p) of the donor in the QW. The 
lattice-relaxation contributions to the energy of the do- 
nor and polaron in CdTe/Cdo.7Zno.3Te QW are dis- 
played in Fig. 2. We note that the lattice relaxation 
energies for the delocalized states: the first excited 2p of 
the donor and ground state of the confined polaron, are 
approximately equal to each other and considerably dif- 
ferent from this energy for the localized Is donor ground 
state. In GaAs/AlGaAs QWs, the Is and 2p donor states 
are weakly localized and the lattice relaxation energy is 
almost the same in both these states. 

We have also determined the binding energy £B and 
ls-2p transition energy £T for GaAs/AlGaAs, CdTe/ 
CdZnTe, and CdF2/CaF2 QWs, that are representative 
for the weak, intermediate, and strong electron-phonon 
coupling, respectively. The lattice-relaxation energy con- 
tributions for the initial and final states, that are used to 
calculate the binding and transition energies, cancel each 
other for the donors in the weakly ionic GaAs/AlGaAs 
heterostructure. Therefore, the polaron effects for donors 
in GaAs/AlGaAs QWs are negligibly small and are not 
shown in figures. The results for the CdTe/Cd0.7Zn0.3Te 
(V0 = 0.146eV) and CdF2/CaF2 (V0 = 3.0eV) hetero- 
structures are plotted in Fig. 3. 

In both the ionic heterostructures, the polaron effects 
are large and — together with the confinement of elec- 
trons — lead to a considerable enlargement of donor 
binding energy. The Is binding energy and ls-2p 
transition energy exhibit maxima for the QW thickness, 
that corresponds to the largest localization of electron in 
the z direction. According to Fig. 3, the ls-2p transition 
energy exceeds the LO-phonon energy. This means that 
one can observe phonon resonances in optical spectra of 
the donors in these QWs. An appearance of the reson- 
ance corresponds to a crossing of the energy levels of 
states 2p and Is + N phonons, where N is the number of 
phonons. Fig. 3 shows that in CdF2/CaF2 one can detect 
the phonon resonances involving N = 2, 3, and 4 pho- 
nons for the QWs with L = ~ 60, ~ 25 and ~ 15 A, and 
for the energies 100,150, and 200 meV, respectively. The 
four-phonon resonance at L < ~ 2 A corresponds to the 
potential-well width smaller than the distance bet- 
ween the nearest-neighbor atoms in the fluorites. In 

E.     6.5 

Fig. 2. Lattice relaxation energy W for Is and 2p donor states 
(solid curves) and ground state of confined polaron (dashed 
curve) for CdTe/Cdo.7Zn0.3Te QWs as a function of thick- 
ness L. 
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Fig. 3. Calculated Is binding energy (£B) and ls-2p transition 
energy (£T) as a function of QW thickness L for 
CdTe/Cd0.7Zn0.3Te (solid curves, right energy scale) and 
CdF2/CaF2 (dashed curves, left energy scale) QWs. Short hori- 
zontal lines show the positions of phonon resonances. 

CdTe/Cd0.7Zn0.3Te, the one-phonon resonances with 
the energy 21 meV are expected for L= ~15 and 
~65A. A peak corresponding to the ls-2p transition 

should be splitted in the close vicinity of the resonance. 
The present variational approach does not allow us to 
calculate a magnitude of this splitting. However, we 
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provide the values of the QW parameters, for which this 
splitting can occur. The similar phonon resonances were 
observed for polarons in GaAs/AlGaAs multiple QW 
structures in magnetic field [5]. The results of the present 
paper show that in the ionic QW heterostructures, the 
phonon resonances can be detected in the donor spectra 
even without the external magnetic field. For this pur- 
pose, one can either use several QWs of different thick- 
nesses or a single wedge QW doped at the center. Re- 
cently, the impurity-related visible and ultraviolet 
luminescence was measured for Eu donors in 
CdF2/CaF2 superlattices [6]. The phonon resonances 
predicted in the present paper should be detected by the 
infrared spectroscopy. 

In summary, we have shown that the joint effect of the 
electron-phonon coupling and electron confinement 
leads to the considerable increase of the binding energy 
and dipole transition energy for donors in QWs. In the 
ionic heterostructures, the appearance of phonon reson- 
ances in donor spectra is predicted. 
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Abstract 

Highly-doped p-type Si is electrochemically etched in an HF-based electrolyte to produce mesoporous surface layers. 
Using both elastic-recoil detection analysis and secondary ion mass spectroscopy it is concluded that B atoms are not 
removed from the porous layer. Crystallite size for the most porous samples is related to the average dopant spacing. It is 
argued that the electrolytic erosion of Si stops when B is in the surface layer and passivated. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Porous silicon; Impurity concentration; Nanocrystals 

1. Introduction and motivation 

Porous Si is prepared from single-crystal wafers by 
electrochemical dissolution in an HF-based electrolyte. 
The surface layer formed in the process has a porosity 
ranging typically from a few tens of % to as much as 
95%. Si atoms are removed from the crystalline lattice by 
an electrolytic process that involves a transfer of charge 
in the form of holes from the substrate to the electrolyte. 
It is for this reason that in the absence of illumination 
p-type material is etched, while the respective n-doped Si 
is not attacked by the electrolytic process. 

The strong and visible luminescence (PL) of various 
forms of porous Si has attracted considerable attention 
and the phenomenon has been extensively, but not con- 
clusively, researched by many groups. The PL has been 
found to depend greatly on the conditions of the etching 
process. The concentration and type of dopants, the exact 
composition of the electrolyte bath, the current density, 
the type and even polarization of the illumination during 
the processing all play a role. Under appropriate condi- 
tions the process is self-limiting with the remaining Si 

»Corresponding  author.   Tel.:   + + 49-89-289-12346;  fax: 
+ +49-89-289-12317. 

E-mail address: gpolissk@physik.tu-muenchen.de 
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skeleton unable to support the flow of holes from the 
p-doped substrate. The original papers [1,2] on visibly 
luminescing porous Si formed from p~ material {NB ~ 
1015-1016cm"3) argued that quantum-confinement ef- 
fects along the current path blocked the movement of 
charge. This served at once to explain an enhanced ban- 
dgap with a PL in the yellow-red part of the spectrum 
(1.5-2.0 eV) and that the erosion of the Si would stop 
when the Si particles in the skeletal remains had reached 
sizes in the 2-3 nm range. The material thus formed is 
termed microporous Si. 

By contrast, the mesoporous Si that is the subject of 
this report, is made from highly doped p+-type Si with 
the B-acceptor density in the 1 x 1019 cm"3 range. Resis- 
tivities are typically in the mfi cm range. The resulting 
pores and Si skeletal remains are between 6-20 nm. The 
material normally luminesces only weakly and with peak 
energies starting at the band gap of Si and increasing to 
about 1.4 eV depending on the preparation conditions. 
We have paid particular attention to the evolution of the 
PL starting at Si band gap and increasing in very small 
and controlled steps. In Ref. [3,4] has been demonstrated 
both a chemical layer-by-layer post-etching treatment 
and an electrochemical fine-tuning procedure which pro- 
duced mesoporous Si whose PL covers the 1.1-1.4 eV 
range in arbitrarily small steps. 

We show in Fig. 1, a set of luminescence spectra that 
are typical for the materials examined here. The PL-peak 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Normalized PL spectra of mesoporous layers in the near 
band gap limit. 

energies evolve from the Si band-edge value to about 
1.2 eV. All the spectra were obtained at 1.5 K. The re- 
maining small peak fixed at the 1.056 eV position is from 
the substrate and not from macrocrystalline inclusions in 
the porous layer. The spectra are normalized, but the 
porous film PL exceeds the substrate contribution by 1-2 
orders of magnitude in the intensity. The PL lifetimes 
measured for the porous layer and substrate contribu- 
tions differ greatly. It is ns for the substrate and up to ms 
for the porous layers. Details of these studies can be 
found elsewhere [5]. The exhibit in Fig. 1 is intended to 
make clear that the PL in mesoporous Si is related to the 
luminescence of crystalline Si. The energy shifts are so 
small that it is clear that quantum size effect blockade of 
the hole current cannot be the reason for self-limiting of 
the electrolytic process. 

Porous Si layers, micro- or mesoporous, are always 
highly insulating. For the micro-type with an average 
dopant spacing of ~ 50 nm for p" material (JVB ~lx 
1016 cm"3) it is unlikely that B-acceptors are in a given 
2-3 nm particle. In addition, the large surface area cre- 
ated by the electrolytic process provides a number of 
dangling bond sufficient to ionize the B-acceptor. We 
cannot expect free holes from these. The existence of an 
ESR signal [6] is an additional proof of the depletion. 

The scenario for mesoporous Si is very different. The 
average dopant spacing for p + -Si {NB ~ 1 x 1019 cm"3) 
is 5 nm. The particle size is on the average bigger than 
this. Moreover, there is growing experimental evidence 
that the electrochemical etching procedure actually en- 
hances the B concentration. The electrochemical dissolu- 
tion proceeds in a way that leaves the dopant impurities 
in the remaining Si skeleton. We will examine this aspects 
in the following Section 2. 

In spite of the fact that each and every crystallite 
should have several impurity atoms, all the experiments 
point to a depletion of the holes in the mesoporous layer. 
After viewing the experimental evidence for this deple- 
tion of carriers in Section 3 we are left with the disturbing 
question: Where have all the carriers gone? 

In the final Section 4 we will try to provide an answer 
to this challenging question by invoking the special role 
of the near-surface B-impurities. 

2. ERDA and SIMS analytics. Where is the boron? 

The mesoporous layers are prepared from (1 0 0) Si 
wafers with a resistivity specified as 5-15 mQ cm. The 
electrochemical etching procedure is that described in 
Ref. [4]. Samples are typically 50 urn thick. The layers 
are freestanding to allow more precise porosity deter- 
mination when this is of concern. For ease of handling in 
the SIMS/ERDA investigations the layers are kept on 
the wafer substrate. 

In a brief report [7], the use of elastic-recoil detection 
analysis (ERDA), was introduced for the elemental com- 
position analysis of the porous layer. It was shown that 
the H/Si and B/Si atomic ratios could be determined with 
good accuracy. The unexpected and remarkable result 
was that the B/Si ratio was increasing with the degree of 
porosity. While earlier secondary ion mass spectroscopy 
(SIMS) data had been inconclusive on this point [8,9], 
there was nuclear reaction data that pointed out such a 
possibility [10]. Because one is dealing with highly doped 
Si, it was unlikely that B-enhancement was the result of 
contamination and sample storage as reported in [11]. 
That ERDA data in Ref. [7] contained some error in 
plotting and also needed corrections for more precise 
porosity determination. This did not question the overall 
conclusion that there is B-enhancement in the remaining 
Si skeleton, but left open a precise quantitative statement. 
In a reanalysis of the original data in Fig. 2 we come to 
understand that the density increase is precisely such as 
to leave the original B-concentration intact. The electro- 
chemical etching and post treatment that we use leaves 
all the B in the surface layer in spite of the very significant 
removal of Si (porosity up to 80%). 
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Fig. 2. B content in mesoporous Si from elastic-recoil detection 
analysis. I" ions with energy more than 160 MeV have been 
used. Note that the volume concentration of B atoms remains 
constant if the porosity of the layer is taken into consideration. 
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Fig. 3. B content in mesoporous Si from SIMS. The sputter 
source is OJ with the energy E ~ 11 eV. 

occupied. For a granular, highly insulating material the 
existence of a spin resonance is not definitive proof of 
depletion, but together with the other observations it fits 
the pattern. 

The same can be argued for the existence of PL. For 
particles containing a dopant impurity, the decay of the 
acceptor bound exciton is overwhelmingly nonradiative. 
Again this is only circumstantial evidence because of the 
discontinuous nature of the porous medium. 

Taken together the observations leave no doubt that 
the high resistivity of porous Si is the result of carrier 
depletion. There are no free holes in the structure in spite 
of the high density of B atoms. 

4. Conclusions — surface passivation of boron 

From a new series of mesoporous Si layers we have 
obtained SIMS data. After extensive calibrations and 
scaling the atomic ratios to account for differences in the 
primary ion current from porous and solid materials, we 
reach with the data in Fig. 3 exactly the same conclusion. 
Also for the SIMS data the B/Si increases with porosity 
in such a way to keep all the B in the skeletal layer. B 
atoms are not removed with the electrolytic erosion in Si. 
This remarkable result applies for the processing details 
employed here. Different post-etching steps, such as the 
exact washing procedure, do not affect this conclusion. 

3. Carrier depletion in mesoporous Si 

The porous layer that is formed by the electrolytic 
processing is always highly insulating. The prima facie 
evidence for this is that it resists further erosion. Trans- 
port in mesoporous Si has been studied in many reports 
[12]. The charge transport is nonlinear and sensitive 
to adsorbed gases. The resistivity is roughly in the 
1-10 Mfi cm range. Thus the electrochemical treatment 
has transformed mti cm wafer material into a MÜ cm 
skeleton. The resistivity is changed by a factor of 109 or 
more. 

The lack of electrical conduction is not simply the 
result of the complicated topology of isolated nanocrys- 
tal segments, the lack of a continuos path for the current 
along the network of undulating columns. Microwave 
and far-infrared investigations show no significant free 
carrier contribution to the absorption. There is no evid- 
ence for infrared excitation of intraband resonant 
transitions that are expected for isolated particles which 
contain free charges. 

Further evidence that the mesoporous layer is depleted 
comes from the existence of a spin resonance signal. Both 
Refs. [6,13] report for the porous layer on ESR signal of 
surface defects on Si even though it has been prepared 
from p+-wafer. The dangling bond state apparently is 

The evidence of the previous two Sections is clear. There 
is an enhanced B concentration in the porous layers, 
reaching values of (2-3) x 1019 cm"3. In spite of this the 
material is highly depleted. There are no free holes! 

The peculiarity of electrochemical erosion has been to 
leave all the B atoms in the remnant skeleton. This means 
that the etching process has selectively evolved around 
the impurities, removing Si atoms between and around 
the dopants. An interesting and relevant observation can 
be made from a study of the topological features and the 
sizes of the nanoparticles in the porous layer. For the 
wafer doping with JVB ~ 4 x 1018 cm"3 the average im- 
purity spacing is 6.2 nm. In Ref. [7] we had measured 
along with the B concentration, the hydrogen contained 
in the sample in terms of H/Si atomic ratio. For the 5 
mesoporous layers in Fig. 2, the concentration values 
ranged from 13% to 21%. If one assumes a certain 
particle shape and a surface coverage with H atoms/cm2, 
then this measurement provides a linear dimension for 
the particles that have formed. This approach was first 
applied in Ref. [14] and subsequently refined in Ref. [15]. 

From infrared spectroscopy of Si-H vibration modes 
on the surface of the Si particles it is of hydrided surface 
to the volume of an Si cube and taking into account the 
measured value of H/Si one arrives at the size given in 
Fig. 4. The porosity ranges from about 60% to 80% with 
the increasing ratio of H/Si. This determination of sizes 
has uncertainties related to shape, connectivity of the 
particles and the details of the H-bonding at the Si- 
surface but it does give a reliable estimate. We note that 
the limiting size in the most porous of the samples is 
6.5 nm, nearly identical with the estimated average spac- 
ing of the B atoms. Further electroetching will not reduce 
this size or shift the PL to significantly higher values. We 
suggest that for this mode of electrolytic formation of 
porous Si, the ultimate particle size relates to the dopant 
density. The implication of not loosing B atoms from the 
Si matrix is that the removal of Si proceeds until B ap- 
pears in a near-surface position. The dissolution of Si 



954 G. Polisski et al. /Physica B 273-274 (1999) 951-954 

n
m

) 

\ 
S    io ■ 4v 

■1     9 "-K 
Q-      8 . 
0 
o        7 
N 

■ 

^ 
0>         6 - 

12 14 16 18 20 

NH/NSi(%) 
22 

Fig. 4. Estimate of particle size from the atomic ratio of H to Si. 

atoms requires the exchange of holes between the sub- 
strate and the electrolyte. Evidently these are not avail- 
able with B at or near the surface. 

In looking for reasons why the surface B atoms may be 
passivated, we could cite the well studied B-H complex 
[16]. After all the surface is covered with H both during 
the electrolytic treatment in HF and after drying. The 
problem with this explanation is that the B-H infrared 
local mode vibration is generally not seen in the porous 
layer, at least not with the appropriate signal strength. 

Alternatively, one can think of passivation of the B ac- 
ceptor by a nearby dangling bond defect. The transfer of 
charge, however, can take place over distances like a de- 
pletion layer width. Also there are not enough such 
defects to passivate more than 1019 cm-3 dopants. This 
process is not specific to B in a near surface layer position 
and could not explain the particle sizes. 

We suggest that the passivation of B acceptors when 
these are at a distance of less than the impurity Bohr 
radius from a surface (in Si that is only 1-3 atomic 
layers!) is a very general result. At the surface itself, a 
B atom has the reduced coordination that is required. In 
a near surface position, the extra bonding charge is 
provided from Si orbitals in a way similar to how the 

dangling bond state ionizes the B acceptor in a depletion 
layer. In summary, the experiments show that B which 
is closer than a Bohr radius to a Si surface is not an 
acceptor. 
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Abstract 

Photoluminescence and excitation spectra measurements as well as SIMS and FTIR techniques were used to 
investigate the photoluminescence excitation mechanism of porous silicon. It is shown that there are two types of 
photoluminescence excitation spectra which consist either of two, visible and ultraviolet, or one, only ultraviolet, bands. 
The dependence of photoluminescence excitation spectra upon the various treatment (aging in vacuum, in air and in 
liquids) indicates that the excitation in the visible range occurs via light absorption of some species on the porous Si 
surface. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Porous silicon; Photoluminescence; Photoluminescence excitation 

1. Introduction 

In spite of numerous investigations of the photolumin- 
escence, PL, of porous Si, PS, the origin of the visible 
emission and the mechanism of its excitation are still 
unknown. The current point of view on PL are as follows: 
quantum confinement effects in the silicon wires [1]; light 
emission of silicon clusters [2]; luminescence of poly- 
silans [3]; siloxen [4] or silicon oxide [5]. In this paper 
these phenomena were studied by measurements of the 
PL and PL excitation, PLE, spectra, as well as SIMS and 
FTIR spectra and their variation during aging, in air, 
vacuum and liquids. 

It should been noted that the PLE data are not numer- 
ous [2,6-8] and a systematic research of the dependence 
of the PLE spectra upon the preparation regimes and 
aging conditions have not been reported so far. All 
authors supposed that the luminescence and light ab- 
sorption processes occurs in the same substance. Thus 
the light-emitting material was identified either as quan- 
tum confined silicon [2,7], silicon oxide [5] or siloxene 

* Corresponding author. 
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[6]. But such assumption has no experimental confirma- 
tion or reasonable theoretical consideration. 

2. Experimental results and discussion 

The PS samples were prepared from p-type, B-doped, 
(1 0 0) oriented silicon wafers of 4.5 Cl cm resistivity. The 
porous layers were obtained by anodization in a solution 
of HF : H20 : C2H5OH (1:1: 2). Several groups of 5-10 
samples prepared at anodization current density 20- 
150 mA/cm2 and anodization time 2-20 min were inves- 
tigated. PL have been excited by a xenon-150 lamp with 
a grating monochromator MDR-23 and dispersed with 
a infrared spectrometer IKS-12 and photomultiplier 
FEU-79. PLE spectra were measured at 300 K for three 
wavelength values of the PL band: at the maximum, 
645 nm, at the short wavelength side, 560 nm, and long 
wavelength side, 750 nm. PLE spectra were normalized 
to equal number of exited light quanta for different wave- 
lengths. 

Fig. 1 shows the PL spectra for PS samples obtained at 
the different anodization regimes. The PLE spectra, pre- 
sented in Fig. 2, consist of two overlapping bands. One in 
the visible spectral range, 350-550 nm, VPLE-band, has a 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. PL spectra of as-prepared PS samples. The parameters of 
the different anodization regimes are shown in figures. The 
excitation wavelength was 330 nm. 
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Fig. 2. PLE spectra for PS samples obtained at the shown 
anodization regimes, a, and detected at the different shown 
wavelength, b. 

broad maximum and the other in the ultraviolet, UVPLE- 
band, exhibits a plateau towards shorter wavelengths. 

An increase of the anodization current density, leads to 
a decrease of the visible band magnitude in the PLE 
spectrum and for 150 mA/cm2 this band practically dis- 
appears (Fig. 2a). At the same time, there is a decrease of 
the PL intensity and its full-width on half-maximum 
(FWHM), as well as a blue shift of the PL peak position 
(Fig. la). Increasing the anodization time, on the other 
hand, results in an increase of the VPLE-band intensity. In 
parallel, there is an enhancement of the PL intensity and 
its FWHM, as well as a small red shift of the PL peak 
position (Fig. lb). Transformations of PL and PLE 
spectra during the PS aging process in air are shown in 
Fig. 3. The character of the PL variation is different for 
the various excitation light-wavelengths: the PL intensity 
excited by light in the VPLE-band (A = 480 nm), Wv, 
drops monotonously with time (Fig. 3). 

The PL intensity excited by light in the UVPLE-band 
(I = 330 nm), Wuv, decreases insignificantly at first and 

Fig. 3. The PL spectra, measured at the Xcxc = 330 nm (1, 3, 5) 
and 480 nm (2,4, 6) for as-prepared (1,2) and stored 7 days (3,4) 
as well as 30 days (5, 6) at the air at 300 K PS samples, and the 
PLE spectra detected at 685 nm for as-prepared (7) and aged 
7 days (8) PS samples. 
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Fig. 4. The PL spectra, measured at the Xcsc = 330 nm (1, 3) and 
480 nm (2, 4) for as-prepared (1, 2) and kept in vacuum during 
2 h at 300 K (3, 4) PS samples, and the PLE spectra detected at 
685 nm for as-prepared (6) and kept in vacuum (7) PS samples. 
Curve 5 represents the subtraction of curve 2 from curve 1. 

then rises. It appears, that two processes during aging 
take place and they are characterized by the different 
excitation bands. The overlap of PLE bands is rather 
large (see Fig. 2). Thus, the non-monotony of PL vari- 
ation at UV-excitation may be due to a competition 
between the two processes. 

We have also studied the effect of keeping the samples 
in vacuum and in liquids. As liquids we used water and 
an aqueous solution of NaCl. The latter is often 
employed in electroluminescence studies. It turned out 
that in both cases keeping the samples in vacuum and 
liquids leads to a reduction in the PL intensity. The 
results for vacuum are plotted in Fig. 4. We see that 
Wv, Wuv, and the VPLE-band intensity decrease. The 
shape of the PL spectra transforms similarly to the case 
of aging in air. It is noteworthy that the short-wavelength 
edges of the PL spectra before and after keeping in 
vacuum coincide. This fact means that the PL intensity 
reduction is mainly connected with the drop of the long- 
wavelength component. A similar PL behavior has been 
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observed when the PS samples were kept in a NaCl 
solution, Fig. 5. 

Analysis of PL spectra (Fig. 4) shows that after keeping 
the samples in vacuum the peak positions of Wuv and 
Wv coincide with the peaks of as-prepared PS samples. It 
follows that after this process the contribution of the 
long-wavelength part becomes negligible. This can be 
seen clearly by subtracting curve 2 from curve 1. The 
result (Fig. 4 curve 5) shows that PL band is complete 
and the reduction in the PL intensity is due to the 
reduction in the long-wavelength band component. 

The simultaneous decrease of long-wavelength PL 
band component and VPLE-band in PLE spectra is the 
evidence that this PL band component excited by the 
V-band light mainly (Fig. 2b). 

The PL variation after keeping the samples in the 
vacuum indicates that the decrease of PL intensity during 
aging is connected with the desorption of the some spe- 
cies from the Si wire surface. This may be the reason for 
the shift of the Wv and Wuv peak positions after aging. 
Because of the overlapping of the two excitation bands, 
the PL spectra excited by the light from both PLE bands 
may contain the long-wavelength component. Taking 
into account that PL long-wavelength band and VPLE- 
band in PLE spectra decrease simultaneously it may be 
supposed that the excitation and recombination take 
place in the same object-adsorbed species on the Si wire 
surface, or that adsorbed species could transfer excitation 
to some other luminescent centers. If this center cannot 
be excited by another way the desorption of the species 
will lead to same experimental results. 

In order to determine what species are present at the 
PS surface, we have measured the infrared absorption 
spectrum of a PS sample during aging (Fig. 6) as well as 
SIMS during desorption in vacuum. The FTIR-spectra 
of as-prepared samples exhibit a number of features that 
can be assigned to Si-H2 and Si-O-Si bonds. It is seen 
that after 3 days storing in air the Si-H2 band intensity 
decreases slightly probably due to H desorption and the 
Si-O-Si one rises due to oxidation. As SIMS measure- 
ments show the desorption takes place during 2 h. The 
majority of desorbing ions were H, OH and H20. 

It thus appears that the surface channel of the PL 
excitation may be connected with H, OH or water mol- 
ecules. The next facts allow to prefer OH groups or water 
moleculs: (i) the small value (~0.5 eV) [9] of activation 
energy for decreasing of PL intensity during desorption is 
of the same order as the activation energy of H20 mol- 
ecules desorption from silicon oxide surface; (ii) conse- 
quent aqueous vapor treatment leads to the restoration 
of the PL [10]. Based on these results we can suggest that 
the long-wavelength part of PL band is not caused by 
emission from nanocrystallites, but rather by some sur- 
face emitting centers. As to water, it is known that water 
molecules do not have a light absorption band in the 
visible range (350-500 nm). However, water molecule 

550 600 650 700 750 800 850 900 

Wavelength, nm 

Fig. 5. PL spectra of as-prepared (curve 1) and after keeping in 
a NaCl solution (curve 2) of the PS samples. 

600   700   800   900  1000 1100 1200 
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Fig. 6. FTIR spectra of as-prepared PS sample (curve 1) and 
after aging at 300 K for 3 days (curve 2). 

complexes containing some impurities (Li, Na, K, H, 
CH3 and, possibly, F and B) exhibit photoluminescence 
in this wavelength range [11]. This may suggest that the 
visible PL excitation involves water complexes with im- 
purities. 
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Abstract 

Hole and electron traps at a p-n heterostructure with InGaAs/GaAs quantum dots (QD) grown by metal organic 
chemical vapor deposition (MOCVD) are investigated by capacitance-voltage (C-V) and deep level transient spectro- 
scopy (DLTS). The C-V and DLTS measurements allowed to detect that the region of the accumulation of the electron 
concentration is characterized by the presence of hole and electron traps. We have observed by means of deep level 
defects, the population of the energy states of InGaAs quantum dots as a function of temperature of isochronous 
annealing as well as under bias-on-bias-off cooling conditions and white light illumination. © 1999 Elsevier Science 
B.V. All rights reserved. 

Keywords: Gallium arsenide; Quantum dot; Heterostructures 

1. Introduction 

Controlled tuning of height of electronic barriers [1] 
and population of quantum states [2,3] becomes an 
essential element in semiconductor technology. Capasso 
has proposed [1] the idea of change of height of band 
discontinuity at the heterointerface with the help of 
built-in potential of the doping interface dipole, created 
by placing equal numbers of donor and acceptor im- 
purities on the two sides of the interface. It has recently 
been reported that the dipole formation occurs and in 
InAs/GaAs heterostructures with quantum dots (QD), 
produced by a method of a self-organized growth, when 
density of defects close with QD is comparable to density 
of dots [4,5]. There have also been some studies on 
controllable and reversible metastable population of 
the energy states of QD as a function of temperature of 
isochronous annealing as well as under bias-on-bias-off 
cooling conditions and light illumination [3,4]. It would 
be expected that effect of the controllable population of 

* Corresponding author. 
E-mail address: m.sobolev@pop.ioffe.rssi.ru (M.M. Sobolev) 

the energy states of QD occurs in structures containing 
the electron and hole traps with a concentration compa- 
rable to the carrier concentration in GaAs matrix, which 
embeds the QDs. In this case the optical and electrical 
recharge of deep levels will control the position of the 
Fermi level and the population of the energy states of 
QD. In this paper, effects of the population control of the 
energy states of InGaAs/GaAs quantum dots from de- 
fects with deep levels, and Coulomb interaction between 
carriers localized in QDs and ionized deep level defects 
are studied by C-V and DLTS methods. 

2. Results and discussion 

The structures under investigation were grown by 
MOCVD using an equipment with a horizontal, resis- 
tively, heated reactor at low pressure (76 Torr). The 
growth temperature was 480°C. After deposition on n+- 
GaAs substrate of 0.5-um-thick GaAs buffer undoped 
layer (n = 3 x 1015 cm"3) QD layer of InGaAs was de- 
posited. Thereafter 1.0-um-thick n-GaAs undoped layer 
and the top layer 0.3-am-thick p-GaAs were grown. 
DLTS and C-V investigations were carried out by using 
a BIO-RAD DL4600 spectrometer. Prior to each C-V 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. C-V characteristic of the p-n heterostructure with In- 
GaAs/GaAs quantum dots measured after previous isochronous 
annealing at Ta = 450 K and cooling down to T = 80 K wih- 
tout illumination by white light and under: (1) applied reverse 
bias U„ < 0, (2) zero bias U„ = 0, and under illumination by 
white light: (3) - U„ < 0, and cooling down to T = 240K 
under (4) (7ra < 0. 

Fig. 2. DLTS spectra of the p-n heterostructure with In- 
GaAs/GaAs quantum dots measured under various reverse bias 
V, and filling pulse bias Up, and a constant biad difference 
AU = (V, - Up) = 0.5 V (V„ V: (1) 0.5, (2) 1.0, (3) 1.5, (4) 2.0, (5) 
3.5, (6) 4.0, (7) 4.5, (8) 8.0). All the spectra were taken for the rate 
window of 200 s"1 and the filling pulse duration was 5 ms. 

and DLTS measurement the sample was subjected to 
isochronous annealing for 1 min at a fixed temperature 
under either of the three conditions: (i) reverse bias 
[7ra < 0, (ii) zero bias (t/ra = 0) and applied forward bias 
(t/fa > 0). The annealing temperature was varied in the 
80-450 K range. After this was cooled down to T = 80 K, 
the thermal activation energy £a associated with the 
carrier emission from traps and their capture cross sec- 
tions dPt„ were determined from Arrhenius plots. The 
results obtained by transmission electron microscopy 
(TEM) reveals that in the InGaAs/GaAs p-n heterostruc- 
ture the formation of three-dimensional islands with 
misfit dislocation occurs. Fig. 1 shows the C-V charac- 
teristics of p-n InGaAs/GaAs structures measured at 
various temperatures and depending on conditions of 
isochronous annealing (Ura = 0 and l/ra < 0) at light 
illumination. 

The observed behavior of the C-V characteristics (ex- 
tended plateau at low temperatures, as well as rise in 
capacitance in the region of the plateau at increasing of 
the temperatures and under white light illumination) 
reveals, that in this structure there are spatially localized 
states as well as electron and hole traps, on which accu- 
mulation of electrons occur. Moreover, concentrations of 
the traps in the GaAs layer are comparable to the con- 
centration of shallow donors (Nd), and concentration of 
the hole traps (iV,a) exceeded that of the electron traps 
(JVld). When the measurement temperature is decreasing 
the rate of the electron emission from near-mid-gap traps 
is extremely small and the observed plateau of the C-V 

characteristics is defined by QD states. Width of this 
plateau depends on the population QD states at given 
temperatures. When the temperature rises the rate of the 
electron emission from deep levels is incresed and it 
becomes comparable to the emission rate from the QDs. 
This results in a substantial rise in the capacitance and in 
a deviation of the plateau from horizontal (Fig. 1). In the 
GaAs matrix the electron concentrations n*(x) was in- 
creased from 2x 1015 at 77K up to 3.4x 1016cm"3 at 
300 K. The subsequent measurements were performed 
varying the filling pulse bias Up and detection reverse 
bias Ur and under the constant bias difference 
AU = (I7r - 17,) = 0.5 V to determine the spatial local- 
ization of DLTS signals. The DLTS spectra (Fig. 2) were 
characterized with the presence of five peaks connected 
to emission of the electrons from traps. 

Nothing unusual was observed in the behavior of the 
ED4 and ED5 peaks that obviously belong to well- 
known defects GaAs: E4 [7] and EL2 [6]. The maximal 
concentration of the ED4, ED5 and ED3 electron traps 
adjacent to QDs varies between 1.2 and 2.2 x 1015cm"3. 
In order to study hole traps we carried out the measure- 
ment of the DLTS spectrum at the various filling pulse 
bias Up applied to a forward bias. We observed four hole 
traps (Fig. 3) three from which HD2, HD3 and HD4 are 
identified with well-known defects: HL3 [8], HS2 [8] and 
H5 [9]. 

The concentration hole traps were, approximately, ten 
times more, than electron traps. DLTS measurements 
demonstrate that the amplitudes of the EDI, ED2 ED3 
peaks depend on temperature and conditions of the pre- 
vious annealing (C/fa > 0, Um < 0, and £7ra = 0), cooling 
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Fig. 3. DLTS spectra measured under Ur, V: (1) - 2.5, (2 3 and 
4) — 2.0, and filling pulse bias applied to forward bias Up, V: (1, 
3) - 1.84, (2) - 1.4 and (4) - 4.65. 
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Fig. 4. DLTS spectra measured under U, = —1.5V and 
Up = — 1.0 V after previous isochronous annealing at 
Ta = 450 K and cooling down to 80 K without light illumina- 
tion and under: (1) Ura = 0, (2) Un < 0, (3) C/fa = 1.9 V, and at 
light illumination at different intensity of light Jn under U„ < 0: 
(4)I4,(5)/5,(6)/6(/4</5</6). 

and optical illumination during measuring the DLTS 
spectra (Fig. 4). The parameters of the EDI level are 
£a = 165 meV, and a„ = 6.5 x 10"14cm2, and that of the 
ED2 level are varied in the ranges of £a = 287-252 meV, 
and <7n = 1.1-0.24 x 10"16 m2. The EDI and ED2 peaks 
practically disappeared after annealing at J7ra = 0. The 
peak ED2 was designated after annealing at (Jra < 0. 
After annealing at J7fa > 0 amplitudes of the peak ED2 
were increased and there appeared the EDI peak. They 
became even more significant, when the measurements of 
DLTS spectra were carried out at illumination by white 
light. The amplitudes of both peaks rise with increasing 

a intensity of light. Simultaneously, we observed the 
change of the capacitance of the sample (Fig. 1). Earlier 
we established [3,4], that for the spatially localized states 
the amplitude of a DLTS signal AC depends on the 
change of the Fermi level position and populations of 
spatially localized states, and is defined by the relation 
AC/C « ndL, where nd is the electron density trapped in 
the spatially localized quantum state, L is the distance 
between the dot plane and p-n junction. The dependence 
is the distinctive characteristic for the spatially localized 
state. The obsevable variation of the amplitudes of the 
EDI and ED2 peaks depending on the conditions of the 
previous annealing and the optical illumination are con- 
nected with recharge of the electron and hole traps in the 
GaAs. From the above results, it follows that EDI and 
ED2 peaks can be identified as spatially localized states. 
The region of the spatially localization EDI and ED2 
states coincides with the peak of the electron accumula- 
tion and position of the QDs determined from the TEM 
data. The HD1 and ED3 levels also revealed character- 
istic attributes of the spatially localized states, as well as 
they show a shift in the position of the DLTS peak 
maximum when Vt and Up are varying (Figs. 2-4). 
Earlier [3,4] we have already observed similar depend- 
encies for quantum and heterointerface state. The para- 
meters of the ED3 level are changed in the ranges of 
£a = 347-530meV and <r„ = 0.019-3.4 x 10"14cm2. 
There is good reason to think that it represents the 
heterointerface state of the InGaAs/GaAs and coincide 
with the parameters of the EL3 [6]. The reasons for the 
observed change of activation energy can be attributed to 
the Coulomb interaction of carriers localized in the 
quantum well of the wetting layer with ionized interface 
defect. The built-in field of the dipole will be in opposi- 
tion to a field of p-n junction, reducing an effective 
electrostatic field. The parameters of the HD1 level are 
varied in the ranges of £a = 126-199 meV, and 
crp =0.16-4.7 x 10"16cm2. The hole localized in the 
HD1 level, appear to be connected with the hole state of 
the InGaAs QD, is also formed from the electrostatic 
dipole with the deep acceptor-like levels of the GaAs. The 
electrostatic field of this dipole will be directed along the 
field of p-n junction. All changes of activation energy for 
the hole emission from HD1 state will be opposite to that 
observed for the ED3 level. Thus, we have established 
that the hole and electron traps are formed in a p-n 
heterostructure with InGaAs/GaAs quantum dots grown 
by MOCVD. The electron concentration in 
InGaAs/GaAs layer was comparable to the concentra- 
tion of the electron traps, whereas that of the hole traps 
exceeded it. It is revealed that the filling of the EDI and 
ED2 electron states of the QD and EL3 defect, localized 
in the InGaAs/GaAs heterointerface, is controlled by 
recharge electron and hole traps by isochronous anneal- 
ing (j/ra = 0, Fra < 0 and 7ta > 0) and white light. The 
behavior of the hole state of the QD in the structure at 
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isochronous annealing is defined by the formation of the 
electrostatic dipole and effect of the Coulomb interaction 
of carriers localized in the QD with ionized deep-level 
defects located close to QD. 
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Abstract 

The diffusion of electron-hole plasma in an intrinsic Ino.53Gao.47 As single quantum well (SQW) was investigated by 
measurements of the PL intensity profile around the illuminated area. We found that the carrier diffusion length increases 
with the temperature, from 85 to 300 K, according to a defect-limited carrier diffusion. A change in the carrier expansion 
is observed at about 200 K, which appears to be correlated with the thermal activation of a defect center with activation 
energy of 120 meV. An Arrhenius function of the PL emission intensity confirms that a nonradiative recombination 
channel becomes visible with an energy of about 120 meV. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Photoluminescence; Quantum wells; Defects 

1. Introduction 

Photocarrier transport properties in two-dimensional 
heterostructures have a great deal of interest, for they 
play a central role in the design and operation of photo- 
voltaic devices. Lateral transport of electron-hole plasma 
in these structures is still a rather complex problem, since 
strong variations of the carrier density and strong tem- 
perature gradients must be placed together to render 
quantitative results [1]. This problem has been extensive- 
ly studied in GaAs/AlGaAs systems [1-3], and experi- 
mental techniques, which incorporate spatial resolution 
capabilities, have been developed to investigate the phys- 
ical processes of light emission and photocarrier dynam- 
ics in quantum wells (QW's). Cathodoluminescence (CL) 
[4,5] and optical beam-induced current (OBIC) [6] have 
been currently used to measure the carrier diffusion 
length. With a different configuration we have used the 
micro-luminescence surface scan technique (MSST) [7,8] 
to  study  the  photocarrier  transport  mechanism  in 
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Ino.53Gao.47As epilayers. In this technique, a tightly 
focused laser beam is used to excite the sample, and the 
lateral spread of electron-hole pairs is observed by 
scanning the microluminescence image at the system's 
image plane. The luminescent region was observed to 
broaden as a result of carrier diffusive processes, and to 
attenuate as a result of recombination processes. How- 
ever, the temperature-dependent measurements indicate 
that charge traps may play a prominent role in the 
diffusion of the carriers. The investigation of the carrier 
trapping processes may be of use in the analysis of 
transport in QW heterostructures. A significant residual 
photoconductivity has been observed in low-temper- 
ature-grown InGaAs epilayers [9]. This residual 
conductivity may have significant consequences for de- 
vice performance. Dislocations and interface defects 
may act as traps, and when this occurs the carrier 
diffusion length can be limited by nonradiative recombi- 
nation at these traps [10,11]. In the present work, 
we have measured the temperature and excitation de- 
pendence of the photoluminescence (PL) signal and 
its spatial distribution. The results are consistent with 
a thermally activated diffusion process, where trapping 
and detrapping as well as radiative recombination play 
a significant role. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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2. Experiment 

The lattice-matched InGaAs-InP single QW used in 
this study was grown by vapor levitation epitaxy (VLE) 
[12]. The nominally undoped sample consists of a 0.6 um 
InP buffer layer epitaxially grown on top of an InP 
substrate, followed by a 110 A thick InGaAs layer and 
covered with a 600 A InP cap-layer. The sample was 
mounted in a temperature-controlled optical cryostat 
and was optically excited using an Ar+-ion laser tuned at 
514 nm, which provided energy excitation above the InP 
band gap. The laser beam was focused down to a spot of 
4 urn in diameter, thus allowing lateral PL measurements 
with very good resolution. Photoexcitation creates elec- 
tron-hole pairs, which are quickly captured by the In- 
GaAs single QW. The source of photoluminescence is the 
Ei-HH! transition of the QW. Lateral diffusion is ob- 
served by monitoring the luminescence region around 
the excitation spot. The luminescence is collected from 
the sample surface, through the cryostat window, and 
imaged at the plane of a scanning pinhole coupled to 
a liquid Nitrogen-cooled Germanium detector, as de- 
scribed elsewhere [7]. The laser line and the QW 
luminescence are separated through bandpass filters. The 
optical excitation intensity was set at a level strong 
enough to produce carrier density in the range of 1 — 5 x 
lO^cm"2. 

3. Results and discussions 

A spatial profile of the PL emission intensity (7PL) is 
plotted in the inset of Fig. 1. The observed PL distribu- 
tion gives the measurement of the local carrier density («), 
considering that IPL is proportional to the square of the 
density, 7PL cc n2. Beside this, important information can 
be obtained from the temperature dependence of the 
carrier expansion. Fig. 1 shows the variation of the 
carrier diffusion length at different temperatures, the data 
show a decrease in L with the inverse of temperature. In 
fact an increase of the carrier diffusion length at higher 
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temperatures suggests that the in-plane carrier diffusion 
process is not a result of a purely free carrier motion, but 
it is some sort of thermally activated process. Since 
photocarriers are mainly confined in the InGaAs layer, 
carrier transport can be well described by the two-dimen- 
sional diffusion equation. In the steady-state regime, we 
have 

r dr 
D- 

8n 

dr 
G(r) Bn2 

(1) 

Fig. 1. Temperature dependence of the carrier diffusion length 
for a 110 A In0.53Ga0.47As SQW, revealing that carrier diffu- 
sion along the QW is thermally activated. 

where D is the effective carrier diffusion coefficient, x is 
the effective carrier lifetime, and B is the bimolecular 
recombination coefficient. G(r) is the photocarrier gen- 
eration term provided by a Gaussian-shaped laser spot, 
depending only upon the optical excitation intensity (I) 
and the laser spot size (A0). The linear term — n/t de- 
pends on recombination losses due to material quality 
factors, such as recombination at dislocations, and impu- 
rity sites and surface. As long as both the linear and 
quadratic terms are kept on the right-hand side of Eq. (1), 
numerical simulation shows that a Gaussian function 
represents a good solution for n(r). Carriers are photo- 
generated in the laser spot with width A0, and can be 
observed in a region of final width A. The carrier diffu- 
sion length, L = yJDx, is then obtained from the spatial 
PL profile and is estimated from L = (A — A0)/2. 

Different mechanisms can account for the carrier scat- 
tering rate and, consequently, for the carrier diffusion 
length, including phonon scattering, interface roughness, 
and surface recombination [1,5,11,13,14]. The increase in 
the effective diffusion length with increasing temperature 
is not characteristic of the carrier acoustic-phonon scat- 
tering mechanism in two dimensions [15]. The mecha- 
nism of surface recombination can be disregarded either, 
since the sample is protected by a cap-layer. In 
Ino.53Gao.47As the drift mobility at 77 K is lower than 
that of GaAs because of the increasing effect of alloy 
scattering at lower temperature [1]. As the temperature 
increases from 200 to 300 K, the diffusion length mea- 
sured along the QW practically doubles (see Fig. 1). The 
change in the slope of the curve around 200 K suggests 
that a trap is involved in capturing the electrons, or holes, 
as the temperature is decreased, and then releasing them 
as the temperature is increased. The presence of such 
defects is expected to cause local potential fluctuations 
which could impede the diffusive transport and cause an 
increase in the recombination rate. For low carrier dens- 
ities (far from the excitation spot) the quadratic recombi- 
nation term is negligible, and we recover the linear 
equation whose asymptotic solution is exponential. We 
therefore assume that the decay is most likely due to 
falling into trap states, i.e., nonradiative recombination. 
In the laser spot, however, Coulomb interaction between 
carriers does not allow spatial charge separation, and 
carrier density reduction is dominated by ambipolar 
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carrier recombination B(T)np. One physical mechanism 
for the trapping of the electrons was developed by On- 
gstad [16], who assumed that the mechanism of Schock- 
ley-Read (SR) is trapping of electrons from the 
conduction band by empty acceptor ions in the band gap. 
As the temperature is decreased, the SR recombination 
rate increases, and the reduction in electron momentum 
increases the effectiveness of the acceptor ions as traps, 
consequently reducing the nonradiative lifetime. 

One possible explanation for our data is to assume that 
the diffusion coefficient D is temperature dependent, and 
has the form D ~ e*"^1171, where k is the Boltzmann con- 
stant and £a is the energy difference between the trap states 
and the free carrier band [13]. We also put the carrier 
lifetime in the form x ~ Tm, so that the diffusion length 
must be written as L ~ Tm'2e(-E'l2kT). Best fits to the 
experimental data, present in Fig. 1, give £a = 120 meV, 
and m = 1.5 for I = 1 mW and m = 1.9 for J = 4 mW. 

Fig. 2 shows that the diffusion length decreases with 
increasing excitation laser intensity (J). To discuss the 
reasons for this intensity dependence, it is more conve- 
nient to use the carrier lifetime. The bimolecular recom- 
bination term renders a density-dependent carrier 
lifetime which is given by x = 1/Bn. Since the carrier 
density is proportional to the excitation intensity, ncc I, 
the diffusion length reads 

L = 
D 

'B(T)I0I 
(2) 

Hence, as we increase the intensity the diffusion length 
reduces. Saturation behavior occurs when the diffusion 
length becomes constant, and can be accounted for by 
the carrier lifetime saturation. The data also show that 
the diffusion length is higher at 300 K than 85 K, because 
of the high-temperature dependence of B(T). 

In agreement with other reports [17,18], we find 
a strong thermal quenching of the PL efficiency, again 
denoting the relevance of the nonradiative losses at high 
temperature. In Fig. 3 the temperature dependence of the 
PL emission intensity (JPL) is otherwise showing the 
strong influence of thermally activated nonradiative re- 
combination. The origin of nonradiative recombination 
can be inferred from the activation energy of the non- 
radiative channel. Usually, the activation energy is evalu- 
ated from the slope of the Arrhenius plot, In JPL =/(l/T). 
In this model, the competing nonradiative process has an 
exponential dependence on temperature relative to some 
activation energy. The value of the activation energy is 
given by the slope, (EJkT), of the exponential quenching 
curve at the highest temperatures. Although we varied 
the power by four orders of magnitude, the activation 
energy did not show any power dependence, its value was 
about 120 meV. In summary, the PL quenching data are 
consistent with the value inferred previously from the 
temperature dependence of the diffusion length. 

0.1 1 
Excitation Intensity / (KW/cm2) 

Fig. 2. Diffusion length as a function of the excitation intensity. 
Lines are only guide for the eyes. 
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Fig. 3. Photoluminescence emission intensity as a function of 
the temperature. The fitting curves correspond to the Arrhenius 
plot and is a measure of the activation energy £a. 

The atomic structure of the trap detected in this work 
is not known at present. Because of heteroepitaxy, lattice 
mismatch and difference of thermal expansion coefficient 
between the substrate InP and Ino.53Gao.47As would 
affect the mobility and its temperature dependence. The 
lattice thermal expansion characteristic for the ternary 
alloy Ino.53Gao.47As is considerably larger than that for 
InP [19]. So, the nonradiative recombination process 
might be due to dislocations originating from the sub- 
strate and extending into the epitaxial layer. In fact, 
carrier trapping at the QW interfaces is reported to be 
the main mechanism reducing the efficiency of the radi- 
ative recombination [3,20]. More recently, a deep trap in 
Ino.53Gao.47As grown by gas source molecular beam 
epitaxy was observed, although its origin is unknown, 
and it is not observed on material grown by conventional 
MBE method [21]. The effect of trapping of the two- 
dimensional electron gas is not only a property of 
the dislocations; trapping has also being observed at 
irradiation-induced defects [22]. It appears that the qual- 
ity of the interface is a primordial factor for the carrier 
diffusion. It is also confirmed by Dosluoglu [14], who 
observed that electrons in InGaAs epilayers grown on 
semi-insulating InP substrates without any InP buffer 
layer had a lower mobility than those grown with an 
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undoped InP buffer layer. Hence, the inferior carrier 
transport properties are due to an enhanced scattering, 
most probably caused by a deep-level defect originating 
from the substrate epilayer interface. 

4. Conclusions 

In summary, the ambipolar diffusion length of carriers in 
the Ino.53Gao.47As single QW was determined as a func- 
tion of both temperature and optical excitation. We found 
that the carrier diffusion length increases with the temper- 
ature. A change in slope is observed at about 200 K, 
indicating a likely change of the dominant carrier scattering 
mechanism, and appears to be correlated with the thermal 
activation of a defect center with an activation energy of 
about 120 meV. The Arrhenius plot of the photolumines- 
cence intensity confirms that the trap is indeed activated 
with the previous value of activation energy. 
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Abstract 

We present the first findings of a highly efficient Er3+-related electroluminescence (*I13/2) -»(4Ii 5/2) from self-assembly 
silicon nanostructures with sizes varying from 1.0 to 10 nm that are naturally formed as a subsequence of quantum-size 
n+-p junctions. The built-in electric field induced by these n+-p junctions is found to result in the Stark effect that 
perturbs strong sp-f mixing due to the electron-hole localization on the Er3 + ions incorporated into nanostructures. This 
spatial confinement is shown to cause ultrafast energy transfer to the erbium-related centres which increases with 
decreasing size of nanostructures thereby enhancing the electroluminescent efficiency. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Self-assembly quantum wells; Erbium-related centres; Electroluminescence 

1. Introduction 

The preparation of erbium-doped semiconductor ma- 
terials in the nanometer scale is in progress to yield both 
high-efficiency and high-speed light emitters based on the 
electroluminescence induced by the Er3+ intra-4f-shell 
transition, (4113/2 )-+(4115/2), near the wavelength equal 
to 1.54 urn that corresponds to minimal losses in optical 
fibers. Porous Si [1] and self-assembly quantum dots 
obtained within the framework of planar silicon techno- 
logy [2] are of interest for the Er doping to provide 
a spatial confinement of non-equilibrium electrons and 
holes near the erbium-related centres in order to enhance 
the excitation of the Er3+ ions. Here we report on highly 
efficient and fast electroluminescence from quantum-size 
silicon n+-p junctions doped with erbium which seems 

»Corresponding author. Tel.: 007-812-247-9311;fax: 007-812- 
247-1017. 

E-mail address: impurity.dipole@pop.ioffe.rssi.ru 
(N.T. Bagraev) 

to be caused by strong interaction between the Er3 + ion 
f-electron states and the s-p electronic states of the host 
nanostructure. 

2. Methods 

The silicon (100) wafers of the p-type were doped with 
erbium in the process of long-time diffusion accompanied 
by surface injection of vacancies. The working and back 
sides of the wafers were previously oxidized. Erbium 
doping was done on the working side of the wafers after 
covering the oxide overlayer with a mask and subse- 
quently performing the photolithography. Then, short- 
time phosphorus diffusion was performed at the diffusion 
temperature of 1100°C from gas phase into the same 
window on the working side under fine surface injection 
of self-interstitials which leads to the ultra-shallow n+-p 
junctions (^ 10 nm) controlled using the SIMS and STM 
techniques. The cyclotron resonance (CR) angular de- 
pendencies and current-voltage (CV) characteristics 
which brought about the deflection of the bias voltage 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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from the normal to the n+-p junction plane show that 
the n+-diffusion profiles doped preliminarily with erbium 
consist of both self-assembly longitudinal and lateral 
quantum wells (SQW) [2]. By varying the parameters of 
surface oxide overlayer, it was possible to change the 
dimensions of the nanostructures occurring near the 
SQW crossing points in the range from 1.0 to 10 nm. 
Here, the Er-doped nanostructures studied using the 
magnetic susceptibility and FIR electroluminescence 
techniques were shown to exhibit the quantum confine- 
ment phenomena in the Er3"""-related electrolumines- 
cence due to the intra-4f-shell transitions. 

3. Results 

160 
100" 

T,(K)       60~v^- 02 

0     0 

Fig. 2. The temperature-magnetic field diagram of the magnetic 
susceptibility revealed by studying the ultra-shallow silicon 
n+-p junction that contains the self-assembly nanostructures 
doped with erbium. 

The erbium-related centres introduced into the silicon 
wafers in the process of the crystal growth or impurity 
diffusion have been shown to predominantly represent 
the trigonal molecular defects, in which the antiferromag- 
netic erbium pairs are bound by the exchange interaction 
through the action of valence electrons from three 
oxygen atoms (Fig. 1) [3]. The temperature and mag- 
netic-field dependencies of the magnetic susceptibility 
demonstrate that the antiferromagnetic erbium pairs be- 
ing incorporated into SQW exhibit enhanced Van-Fleck 
paramagnetism as a result of the interplay between the 
spin correlations and the electron-vibration interaction 
(Fig. 2). The Er3+ ion f-states that belong to these mo- 
lecular defects are found to act as efficient luminescent 
centres owing to strong interaction with s-p states of the 
host nanostructure (Fig. 3). The electron-hole localiza- 
tion due to such a spatial confinement increases with 
decreasing size of the nanostructures that leads to high- 
luminescent efficiency at room temperature without any 
quenching which is a direct consequence of the enlarged 
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Fig. 1. A complex of two erbium atoms with bridge oxygen in 
silicon. The erbium atom is denoted by a hatched circle, silicon 
by black circles, and oxygen by a hollow circle. 
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Fig. 3. The EL spectra from the ultra-shallow silicon p+-n 
junction that consists of the self-assembly nanostructures con- 
taining trigonal erbium-related centres. 

nanostructure's bandgap [4]. The maximum effective 
energy transfer is observed by studying the nanostruc- 
tures with sizes lower than 2nm, when the sp-electron 
bandgap value is found as being equal to 2.6 eV, that 
allows to determine the Er3 + multiplet structure (Fig. 4). 
The number of observed EL lines corresponds to the 
trigonal symmetry of the Er-related centre [5] as pro- 
posed preliminarly in Ref. [3] (Fig. 1) which is also 
revealed by the Stark effect induced by the built-in elec- 
tric field of the quantum-size silicon n+-p junctions 
(Figs. 5 and 6). Besides, owing to the quantum-confine- 
ment effect on the electron-hole energy spectra in the 
quantum-size n+-p junctions, the Er3+-related emission 
demonstrates an oscillating character as a function of the 
electric field value (Figs. 5 and 7) that is capable of 
accounting for, within the framework of the 
(4Ii5/2)^-(4Ii3/2), excitation induced by intraband 
transitions and/or the Auger recombination of non-equi- 
librium carriers tunnelling across the SQW planes (Fig. 
8). The oscillations in the Er3+-related electrolumines- 
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Fig. 4. Energy level diagram for the trigonal erbium-related 
centres incorporated into the self-assembly silicon nanostruc- 
tures. 
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Fig. 5. The EL spectra obtained with increasing current densit- 
ies through the ultra-shallow silicon n+-p junction that consists 
of the self-assembly nanostructures containing trigonal erbium- 
related centres. The absence of the line's broadering is evidence 
of homogenius electric field in the dot system. 

Fig. 6. The energy splitting revealed by EL spectral lines versus 
electric field applied to the self-assembly silicon nanostructures 
containing the erbium-related centres exhibiting a trigonal sym- 
metry. 

E-10", (V/cm) 

Fig. 7. The EL intensity of the 1639.5 nm spectral line versus 
electric field applied to the self-assembly nanostructures con- 
taining trigonal erbium-related centres. 

cence are followed by the e-h quantum confinement 
determined by the dimensions of the silicon nanostruc- 
tures (Fig. 8). The decay time of the enhanced 
(4Ii3/2) ->(4Ii5/2) transition and the energy-transfer time 
from recombined carriers to the Er-related centres 
should be decreased because of strong spatial overlap of 
the s-p states and the localized f-electron states in order 
to substantiate the high EL efficiency from the nanos- 
tructures forming near the SQW crossing points [4]. 
Ultra-shallow silicon n+-p junctions that consist of the 
Er-doped nanostructures with sizes varying from 1 to 
2 nm are observed to reveal an electroluminescent decay 
6 orders of magnitude faster than the corresponding 
Er3+ transition in the bulk silicon crystals doped with 
erbium. Finally, the highly efficient electroluminescence 

Fig. 8. The energy band diagram of quantum-size silicon n+-p 
junctions. 

found in the Er-doped silicon nanostructures seems to be 
due to a fast energy transfer into the Er3+ ions as well as 
fast radiative intra-4f-shell transitions induced by strong 
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sp-f mixing which are caused by the e-h localization at 
the nanostructures with size lower than 2 nm. 
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Abstract 

InAs quantum dots grown in a GaAs matrix are investigated using capacitance transient spectroscopy and transmis- 
sion electron microscopy (TEM). Trap states are measured which are associated with the presence of the quantum dots 
but are too deep to be interpreted as the intrinsic electronic levels of the quantum dots. TEM allows us to rule out traps 
caused by threading dislocations in the GaAs matrix. The trap occupation measured from capture data is a highly 
non-exponential function of the filling pulse duration and, together with double DLTS measurements, indicate that the 
traps are electrically coupled in two dimensions and located in the plane of the dots. We propose that the measured deep 
levels are due to point defects in or near the quantum dots. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: InAs quantum dots; DLTS 

1. Introduction 

Reduced dimensional semiconductor heterostructures 
such as quantum wells and quantum dots may be expect- 
ed to be viewed as spatially extended electron traps and 
to be characterized using transient capacitive measure- 
ments such as deep level transient spectroscopy (DLTS). 
In the case of quantum wells, early DLTS investigations 
had difficulty measuring the quantum well depth [1], 
more recent studies have been able to accurately deter- 
mine the conduction band offset, A£c, using this tech- 
nique [2-4]. Quantum dots are quasi-zero-dimensional 
structures and should behave more like conventional 
point defects than do quantum wells. Some results have 
been presented which appear to directly measure the 
energy difference between the matrix conduction band 
edge and the minimum electronic energy inside the 
dot [5-7]. Other studies have not presented such a 
straightforward picture [8,9]. 

This paper presents DLTS data analyzing trap levels 
in or near InAs quantum dots in a GaAs matrix. The 
thermal activation energy appears too deep to be ex- 
plained as the quantum-confined electronic ground state 
within the dot. Additionally, the measured density is an 
order of magnitude lower than the dot density. Detailed 
line shape analysis of the non-exponential capture behav- 
ior indicate that the trap level is due to defects coupled in 
two dimensions, and in contrast to the one-dimensional 
coupling characteristic of dislocated material. We explain 
this behavior as being due to the Coulomb interaction of 
filled traps in the plane containing the quantum dots; to 
our knowledge, such a two-dimensional Coulomb coup- 
ling has not been previously reported. Furthermore, nei- 
ther propagating dislocations nor in-plane dislocations 
could be detected by high-resolution transmission elec- 
tron microscopy (TEM). It thus appears that the mea- 
sured traps are point defects inside or very near the dots. 

»Correspondingauthor. Tel.: + 49-30-2093-7650; fax: + 49- 
30-2093-7659. 

E-mail address: massel@physik.hu-berlin.de (W.T. Masselink) 

2. Growth and structural characterization 

The structures investigated here consist of 1, 3, or 
7 layers of InAs quantum dots embedded in a matrix of 
n-doped GaAs, vertically correlated in the cases of 3 and 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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Fig. 1. Typical cross-section weak beam TEM image taken 
along [110] azimuth of a 3 layer stack of InAs quantum dots in 
GaAs grown by GSMBE. Below it is a cartoon showing the 
correlation of the dots in the multiple layers. 

7 layers. They were grown by gas-source molecular beam 
epitaxy (GSMBE) on n-doped GaAs substrates. After 
a 500 nm n+ GaAs buffer followed by 60 nm of n" GaAs 
(n = 3 x 1016 cm"3) is a 5-nm n+ GaAs (2 x 1018 cm"3) 
electron supply layer and 2.5 nm of undoped GaAs. Then 
the growth temperature was lowered to 500°C and an- 
other 10 monolayers (ML) of undoped GaAs were depos- 
ited followed by the InAs. The InAs coverage consists of 
1, 3, or 7 repeated layers of 1.5-3.0 ML of InAs separated 
by 21 ML of GaAs. After that sequence the 10 ML and 
2.5 nm of undoped GaAs and the 5 nm of n+ GaAs were 
repeated, followed by 350 nm of n" GaAs. We will 
concentrate on the 3-layer samples with 1.8 ML of InAs 
coverage per layer because the vertical correlation in the 
multi-layer samples results in more uniform dot size than 
in the single-layer samples. Further, the 7-layer samples 
contained dislocations due to excessive strain. 

The samples were structurally characterized using in 
situ RHEED, double-crystal X-ray diffraction studies, 
and cross-section TEM. From the RHEED together with 
previous measurements using atomic force microscopy, 
we know that in all of the samples investigated, the InAs 
is contained in a thin wetting layer together with quan- 
tum dots. Fig. 1 depicts a 0 0 2 weak beam TEM image 
of a sample with three quantum dot layers taken using 
a Hitachi H-8110 200 keV microscope. The lateral exten- 
sion of the dots is about 15-20nm and the height is 
between 3 and 5 nm. The dots in the multiply repeated 
layers are vertically correlated, an effect which results in 
a more uniform size distribution [10-12]. The dot den- 
sity is about lxl0locm~2 per layer. This density is also 
consistent with measurements of comparable samples 

using atomic force microscopy. Micro-twins and misfit 
dislocations were not found by TEM; 90° dislocations 
arising from Frank partial dislocations [13] were also 
not observed. Based on the area sampled, the density of 
threading dislocations is definitely < 106cm"2 and the 
density of 90° dislocations definitely < 103cm_1. Sim- 
ilar samples with 7 layers of dots contained threading 
misfit dislocations which were clearly identified by TEM. 
X-ray analysis of the samples also shows that while the 
single layers and 3-layer samples appear to be fully 
strained, the InAs in the samples with 7 layers is relaxed 
by approximately 10%. 

3. DLTS emission results 

The samples have been further processed for electrical 
measurements by evaporating AuGe back contacts and 
TiAu Schottky front contacts in a set of circles with 
sub-millimeter diameter. The resulting Schottky diodes 
have excellent I-V characteristics with ideality factor of 
1.019 and typical reverse saturation current densities of 
15uA/cm"2 at 77 K. C-V measurements have been per- 
formed using a HP 4285A LCR meter at 1 and 5 MHz 
and show three well-resolved free electron peaks at 77 K. 
These peaks correspond to the two n+ GaAs electron 
supply layers, each with free electron concentration n = 
4.5 x 1011 cm"2, and a two-dimensional electron gas con- 
fined to the potential well associated with the In-contain- 
ing region with n = 5.5 x 1011 cm"2. 

The DLTS measurements were carried out using a 
special DLTS system based on a fast capacitance meter 
with a signal frequency of 5 MHz and a modified lock-in 
filtering method. The emission rates detectable are within 
the range 10_1-105 s"1. Filling pulse durations as short 
as 10 ns are possible. The emission rate of electrons may 
be expressed as 

en = o-na<^Cr)>iVc(r)exp(-£na/feBr), (1) 

where crna is the apparent trap cross section for electrons, 
<un(r)> and NQ{T) are the electron thermal velocity and 
the effective density of states of the conduction band, and 
£na is the activation energy of the thermal emission rate. 
Fig. 2 shows the reciprocal emission rates for the two 
detected peaks in a sample with 3 layers of InAs as 
a function of temperature and the raw DLTS signal in the 
insert. To extract £na, the temperature dependence of the 
pre-factor a„a(va(T)}Nc(T) is taken as T2. The resulting 
activation energies £na are found to be 400 and 322 meV 
and the values <rna 3.2 and 10.7 x 10"15 cm2 for the levels 
A and B, respectively. Similar results are found for the 
single layer sample with 2.4 ML InAs coverage. No 
DLTS signal was detected in samples with smaller InAs 
coverage (including no InAs at all) or heavy n-doping in 
the dots. 
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Fig. 2. Arrhenius plots of the two deep levels present in a sample 
with 3-layers of correlated InAs dots. In the inset the DLTS 
spectrum for a rate window of 20 ms is given. 

We also used the double DLTS [15] technique to 
profile the position of the deep levels. The signal arises 
from the difference of two capacitance transients with 
different filling pulse heights. We find that the trap- 
related peak is localized at the InAs-containing layer as 
are the free electrons measured seen in the C-V profile. 
The measured concentration of the inhomogeneously 
distributed deep levels iVT(x) never gets greater than 
0.003n, where n is the free electron concentration. Fur- 
thermore, the total trap density is determined to be 
approximately 4xl09cm"2, an order of magnitude 
smaller than the total dot density. This result suggests 
that the dots are not acting as traps themselves and that 
the traps are something other than the electronic sub- 
band in the dots. Small peak B is not so well localized 
and appears to have another physical origin, although its 
appearance coincides with that of peak A. For the rest of 
this study, we restrict our comments to the large peak of 
samples with 3 layers of 1.7 ML InAs shown in Figs. 
1 and 2 and a sample with a single layer of 2.4 ML of 
InAs. 

Using Ref. [14] to estimate the band gap of the 
strained InAs and its conduction and valence band off- 
sets with respect to GaAs, along with an estimate of the 
subband energies in the quantum dot due to size quantiz- 
ation effects, the energy difference between the conduc- 
tion band of GaAs and the lowest quantized subband in 
the InAs quantum dot is estimated as approximately 
200 meV. We have measured the low-temperature photo- 
luminescence spectrum from these samples and find two 
peaks at 1.13 and 1.16eV with full-width at half-max- 
imum (FWHM) of 29 and 40meV from the 3-layer 
sample. This recombination energy is consistent with the 
band picture described above. The value Ec — ET of 
200 meV is significantly smaller than the activation en- 
ergy of the thermal emission rate measured using DLTS 
and further suggests that the measured trap levels are not 
the electronic levels of the dots. 

The activation energy for the thermal emission rate 
£na is generally larger than £, = Ec — ET, the optical 
trapping energy, because of the temperature effects of the 
change in entropy when the occupation of the trap is 
changed and due to the temperature dependence of the 
band gap. This change in entropy AS can be obtained 
from the relationship between the true capture cross 
section an measured from capture data and the apparent 
one obtained from the Arrhenius plot, AS = kB 

ln(erna/(7n). 

4. Non-exponential capture 

We have measured the capture behavior of electrons 
into the trap states by varying the filling pulse fp over 
a wide range. The experiment shows a strong deviation 
from the exponential capturing behavior characteristic of 
isolated traps. In Fig. 3, the relative trap occupation 
)j = nT(tp)/Nr is plotted as a function of the filling pulse 
duration tp for a rate window of 2 ms at 245 K; nT and 
NT are the occupied and total areal trap densities, respec- 
tively. Isolated trap states result in an exponential behav- 
ior given by r\ = 1 — exp^/i^) [16]; this relationship is 
represented in Fig. 3 as the dashed line. Because of the 
large range of filling pulse durations needed to measure 
r\ in the entire range of 0-1, we were unable to vary the 
temperature significantly. The limited data which we do 
have, however, indicate that the capture cross section is 
relatively independent of temperature. 

Non-exponential trapping behavior is indicative of 
extended defects [16-18]. When trap states are strongly 
coupled with their neighbors, a logarithmic behavior 
typically results in which r\ ~ ln(tp) [16]. For Coulomb 
coupling in d dimensions, a potential caused by neigh- 
boring occupied traps hinders electron capture by the 

-i—i—r 
10*   10"7   10*   10"*   10"1   10"3 

filling pulse duration (s) 

Fig. 3. Measurement of the relative trap occupation r\ at a rate 
window of 2 ms and a temperature of 245 K. The dashed line is 
for isolated traps (E1 = 0) and the full line is a best fit assuming 
Coulomb coupling in two dimensions with Ex = 225 meV and 
Ti =2.4xl(T8sinEq. (3). 
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Fig. 4. Cartoon diagram of the potential near the plane of the 
traps due to the Coulomb field when they are charged. 

seen with TEM, we could still have 4 x 109 traps/cm2 

with an inter-trap distance of 2.5 nm. Thus, the trap 
density together with the TEM data allows us to rule out 
threading dislocations as the source of the traps, but not 
in-plane dislocations [13]. To fit the capture data to 1-d 
coupling, however, requires that an = 1.5 x 10"18cm2, 
a value 20 times smaller than fit for 2-d coupling and, we 
believe, unrealistically small compared to ffna. 

next unoccupied trap through a potential change given 
by 

*-^r (2) 

where e is the electronic charge and Et/e is the potential 
when all traps are occupied (see Fig. 4). The rate equation 
for electron capture in the presence of a d-dimensional 
aggregate of traps is given by [17] 

di; 

dt„ 
-exp (3) 

We have numerically fit our data to Eq. (3) for d = 1, 2, 
and 3. The best fit for the 3-layer sample has been 
obtained for d = 2,E1= 225 meV and tx = 2.4 x 10"8 s. 
In particular, the d = 2 fit and the measured data differ 
from the previously reported d = 1 solution [18] in its 
second derivative, d2^/dln(tp)

2, which over four decades 
is positive for d = 2 (and for our data) but negative for 
d = 1. We interpret the apparent two-dimensionality of 
the coupling as an indication that the traps are not 
coupled along dislocations (consistent with the TEM 
results), but are relatively symmetrically coupled in 
a plane. The measured value of xx for the 3-layer sample 
gives a true capture cross-section of <xn = 3 x 10"17 cm2, 
which in turn implies a change in entropy AS = 4.6fcB. 

The relationship between the distance separating 
neighboring traps a, and the coupling energy £x depends 
critically on the screening, which again depends on the 
electronic configuration of the traps. Coupling in 1-d has 
typically resulted from inter-trap spacing a, of several nm 
[16,18], while a homogeneous distribution of our 4 x 109 

traps/cm2 implies a much larger spacing. While a dif- 
ferent screening could allow a large a, to result in the 
measured Elt it is also possible that the traps are in- 
homogeneously clustered. 

The TEM result that the threading dislocation density 
is < 106 cm-2 allows us to rule out traps coupled along 
such dislocations because 4 x 109 traps/cm2 would re- 
quire a distance between the traps of only 0.1 Ä since the 
traps are confined to a region < 400 A thick. On the 
other hand, if we indeed have the maximum density of 
90° or loop dislocations consistent with their not being 

5. Conclusions 

To conclude, we have characterized deep levels asso- 
ciated with InAs quantum dots in a GaAs matrix. 
Through C-V and double DLTS, we are able to ascertain 
that the DLTS signal is located at precisely the depth of 
the quantum dots. The measured activation energy is 
400 meV, significantly deeper than the 200 meV expected 
energy difference between the ground state of the quan- 
tum dot and the GaAs conduction band edge. No other 
states are measurable in the energy range of 
100-700 meV below the GaAs conduction band edge and 
no signal is measured in samples with a thin 2-d InAs 
layer, but without dots. Detailed TEM investigations 
allow us to rule out propagating dislocations or stacking 
faults in the samples and also give no evidence for in- 
plane dislocations. The non-exponential capture behav- 
ior of the traps is consistent with a coupling in two 
dimensions, again inconsistent with traps along disloca- 
tions, but consistent with traps distributed in the plane of 
the quantum dots. We propose that these measurements 
indicate point defects inside (or within a couple of nm of) 
the quantum dots producing deep levels. 
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Abstract 

There often exist strong doping bottlenecks that may severely restrict potential applications of semiconductors, 
especially in wide-band-gap materials where bipolar doping is impossible. Recent rapid progress in semiconductor 
research has reached a point where these doping limitations must be overcome in order to tune semiconductors for 
precisely required properties. Here, we discuss how to find out what causes the doping bottlenecks. We based our 
discussion on a set of recent, novel developments regarding the doping limitations: the "doping limit rule" distilled from 
both phenomenological studies and from first-principles calculations. The thermodynamic doping bottlenecks are 
identified as due mainly to the formation of intrinsic defects whose formation enthalpies depend on the Fermi energy, and 
always act to negate the effect of doping. © 1999 Elsevier Science B.V. All rights reserved. 

Keymords: Doping; Defect compensation; Wide-gap materials; Semiconductors 

1. Introduction 

Semiconductor-based high-tech owes its existence, in 
large part, to the fact that semiconductors can be doped. 
Materials that cannot be doped are useless for most 
electronic and optoelectronic applications. Indeed, fail- 
ure-to-dope a class of materials is often the single most 
important bottleneck for advancing a semiconductor 
technology based on these materials. Overcoming this 
bottleneck can enable a whole new technology. Examples 
of past and present doping roadblocks include (i) p-type 
doping of wide-gap II-VI compounds for blue lasers, (ii) 
p-type doping of nitrides, (iii) the elusive n-type doping of 
diamond, (iv) p-type doping of (transparent conducting) 
oxides for displays, and (v) doping of alkali halides, 
wide-gap carbides and fluorides. Case (i) has been re- 
cently solved for ZnSe alone [1,2] and case (ii) for GaN 
alone [3,4]. All other cases remain unsolved. 

"Corresponding author. Tel.: 303-384-6622; fax: 303-384- 
6531. 
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The vast experimental literature on doping shows that 
there are three main modes of failure-to-dope: 

(i) Insoluble dopants: The desired impurity atom cannot 
be introduced into the appropriate host crystal site be- 
cause of limited solubility. This includes cases of forma- 
tion of competing compound phases (e.g., Zn3N2 in 
ZnSe : N [5]), impurity segregation or precipitation (e.g., 
large impurity atoms such as Ba, Hg in III-V com- 
pounds), and substitution on the "wrong site" (e.g., the 
amphoteric center where the dopant may occupy differ- 
ent sites, thus being either a donor or an acceptor [6]). 

(ii) Deep-level dopants: The desired dopant is soluble in 
the host, but it produces a deep, rather than shallow level, 
so the impurity remains un-ionized at normal temper- 
atures. Examples of such "localized centers" include 
CdS : Cu, ZwSe : Cu [7], or Diamond: P [8], in which the 
impurity substitutes the underlining atoms. 

(iii) Compensated dopants: The impurity atom is both 
soluble and ionizable, but as it produces free carriers, 
a spontaneous-generated, opposite-charged native defect 
forms, which compensates and negates the effect of the 
intentional dopant. Examples include the DX center in 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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977 S.B. Zhang et al. /Physica B 273-274 (1999) 976-980 

Si-doped GaAlAs [9,10], and the AX center in N-doped 
ZnSe[ll]. 

Categories (i) and (ii) of failure-to-dope can sometimes 
be circumvented by changing the dopant or by co-dop- 
ing. For example, (i) If Ba is insoluble in III-V com- 
pounds, one can attain p-doping by using instead a 
smaller divalent cation such as Zn. (ii) If Cu creates a 
deep level in ZnSe, one can use N that forms a shallower 
level [11]. If P in diamond is too deep, 2P + H can create 
a shallower center [12]. However, category (iii) of fail- 
ure-to-dope is terminal, since it is not the chemical impu- 
rity that causes the failure-to-dope, but the free carriers. 
Thus, category (iii) represents the true "doping limit" of 
a material. For example, no impurity or chemical treat- 
ment has so far resulted in any p-doping of main group 
oxides (e.g., ZnO, CaO, MgO), or n-doping of alkali 
halides or stable n-doping of diamond. Also, GaAs can- 
not be doped p-type in excess of 1019 cm"3 [13] (while it 
can be doped n-type in excess of 1021 cm-3 [14]) inde- 
pendent of the impurity and chemical treatment. Thus, 
there must be a yet unknown intrinsic and fundamental 
doping-limiting process. We will thus focus our attention 
on this intrinsic limit. 

In olden days, it was believed that such "doping limits" 
are caused by the very existence of a large band gap [15]. 
As evidence, it was customary to cite the fact that large 
gap materials cannot be doped, e.g., GaN, diamond, and 
oxides. Today, it is clear that this is not the case. We 
know that some large gap materials can be doped, e.g., 
n-ZnO [16], n-CdS [17], p-diamond [18] and n-GaN 
[19]. Surprisingly, however, doping can be strongly 
asymmetric with respect to holes and electrons. These 
"doping anomalies" include [20] the facts that (i) ZnO, 
ZnS, and CdS can be doped only n-type, while ZnTe can 
be doped only p-type. (ii) CuAlSe2 cannot be doped 
either p- or n-type, while CuGaSe2 can be doped p-type 
only, and CuInSe2 can be doped both p- and n-type, and 
(iii) Si, Ge can be doped both p- and n-type while dia- 
mond can be doped only p-type. The existence of such 
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Fig. 1. Calculated point defect formation enthalpy in GaAs as 
a function of /iGa. 

a pronounced asymmetry between n-type and p-type 
dopability cannot be explained simply by the existence of 
a large gap. We need another explanation. 

In the past, each case of failure-to-dope in semiconduc- 
tors and insulators was treated surprisingly as an isolated 
issue. Thus, the literature on the failure to p-dope ZnSe is 
divorced from the literature on the failure to n-dope 
diamond or from the literature on doping difficulties in 
nitrides and carbides. It appears that there is a need to 
study the "science of failure-to-dope" as a generic disci- 
pline to frog-leap in this important field because as we 
will show, there is a common phenomenon that underlies 
to all of these failures. 

2. Thermodynamics of doping 

A key realization regarding doping is that the forma- 
tion enthalpy of a charged defect A in a solid often 
depends on the atomic chemical potential, fiA, and al- 
ways depends on the electron Fermi level, sF, as de- 
scribed below. This holds the key to understand, and 
overcome, doping compensation. 

2.1. Dependence of formation enthalpy on chemical 
potentials 

The formation enthalpy of a charge-neutral intrinsic 
defect A0 often depends on the atomic chemical poten- 
tials of the host atoms. For example, to form a cation 
vacancy in a binary compound, one cation atom is re- 
moved from the host and is placed in the atomic "reser- 
voir" of energy, [iA. The formation enthalpy is thus 

AH(A°) = £lot(A°) - £tot(0) + fiK, (1) 

where £,„,(A°) is the total energy of the host crystal 
having a neutral defect A, £tot(0) is the total energy of the 
host without any defect. Fig. 1 shows [21] a few cal- 
culated formation enthalpies of native defects in p-type 
GaAs as a function of the Ga chemical potential. We see 
that the Ga-on-As antisite (GaAs) and the As vacancy 
(VAS) 

are easier to form in Ga-rich conditions, while in 
As-rich conditions, As-on-Ga antisite (AsGa) and Ga va- 
cancy (VGa) are instead easier to form. To suppress com- 
pensation by intrinsic defect formation, it is always 
advantageous to prepare materials at the chemical po- 
tentials that maximize the formation enthalpy of the 
specific defect. 

2.2. Dependence of defect formation enthalpy on the Fermi 
level 

The formation enthalpy of a neutral defect A0 does not 
depend on the Fermi energy, sF- However, the formation 
enthalpy of a charged defect does. For example, the 
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Fig. 2. Schematic change of the defect formation enthalpies 
(AH), as a function of the Fermi energy (sF). 

formation enthalpy of a positively charged defect A+ is 
equal to the energy of a neutral defect A0, minus the 
energy e(0/ + ) needed to ionize A0 to form A+, plus the 
energy of the ionized electron. Since this electron resides 
in the Fermi reservoir, its energy is sF: 

AH(A+) = AH(A°) - £(0/ + ) + 8F. (2) 

For a double donor we will have + 2eF, etc. Thus, as 
shown in Fig. 2, the higher the Fermi energy, the larger 
the energy needed to form A+. So donors (that produce 
electrons in the reaction A0 -»A+ + e") are more diffi- 
cult to form in electron-rich (n-type) materials. Similarly, 
for acceptors, the formation energy decreases as £F in- 
creases: 

AH(A") = AH(A°) + £( - /0) - eF. (3) 

So acceptors (that produce holes in the reaction A" + 
h+ -*• A0) are more difficult to form in hole-rich (p-type) 
materials. 

These simple considerations show that 

(a) If we dope a material intentionally n-type via some 
donor impurity, as £F moves up in the gap, the formation 
energy of native-acceptors AH(A~) decreases. At some 
points, the formation energy is so low that such native 
acceptors (e.g., cation vacancy or DX centers) could form 
spontaneously, thus negating the effect of the intention- 
ally introduced donors. 

(b) If we dope a material intentionally p-type via some 
acceptor impurity, as £F moves down in the gap, the 
formation energy of native donors AH(A+) decreases. At 
some point the formation energy is so low that such 
native donors (e.g., the AX center) could form spontan- 
eously, thus negating the effects of the intentionally intro- 
duced acceptors. 

Thus, the spontaneous formation of native defects de- 
termines the maximum and minimum pinning energy 
positions over which the Fermi energy can vary. 

3. The phenomenological "doping limit rule" 

Based on an earlier "vacuum pinning rule" [22] (that 
established the universality of the energetic positions of 

deep, transition-metal-impurity levels in semiconduc- 
tors), Walukiewicz [23-25] studied the trends in doping 
limits in many semiconductors. This study and the fol- 
low-on studies by Tokumitsu [26], Ferreira et al. [27], 
and more recently by Zhang et al. [20] established a re- 
markable "phenomenological doping limit rule". It 
showed that there are common and surprisingly simple 
principles that cut across failure to dope in different 
material classes. Failure-to-dope is not related to the size 
of the band gap per-se, but rather to the position of the 
valence band maximum (VBM) with respect to the p-like 
pinning energy £$,, and the position of the conduction 
band minimum (CBM) with respect to the n-like pinning 
energy e%. 

From the discussion in Section 2, doping stops when 
there are too many spontaneously generated defects that 
compensate the intentional dopants. The net concentra- 
tion iV(n/p)(r, £F) of free carriers (electrons or holes) in 
a semiconductor is determined, in the single, parabolic 
band approximation, by the position of the pinning 
Fermi energy, 

JV<»/P>[T, Bi?/!"] = -r-Xln .*,(n/p)-]3/2 
]3 

1/2d£ 

0expG3(£-££">»)]+ 1' (4) 

where ß = 1/kT is the temperature factor, and m* is the 
appropriate effective mass. If we know the measured 
maximum electron or hole concentration, JVjJ*', we may 
obtain e<,fn and e{gli simply by inverting Eq. (4). 

Fig. 3 shows the values of egj'n and s^ obtained from 
measured maximum doping in all the III-V compounds. 
In this figure, the VBMs were aligned. While the data for 
4PJ, are scattered within a relatively small range of 0.5 eV, 
the data for e$„ are scattered over a wide range of 1.2 eV, 
showing no emerging trend. 

A similar problem of absence of apparent trends in 
energy levels existed in another field, namely that of 

AIP     GaP      InP     AlAs   GaAs    InAs    AlSb   GaSb   InSb 

Fig. 3. Calculated pinning energies, by inverting Eq. (4), for 
conventional III-V compounds. The valence band maxima are 
lined up in the plot, without any absolute energy scale. Not large 
scatter near the conduction band. 
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I *mZ 

Experimental ( ) and ab-initio (  ) 
pinning energies relative to lll-V CBM's 

BN      GaN     AIP      InP    GaAs   AlSb    InSb 
AIN      InN      GaP    AlAs    InAs    GaSb 

Fig. 4. Phenomenological pinning energies in III-V compounds 
(solid bars) obtained by inverting Eq. (4). The bands were alig- 
ned with calculated valence band offsets on an absolute energy 
scale. The heavy lines denote the average pinning energies. The 
energy zero is the VBM of GaAs. 

I-III-VI2 Ternaries 

:JJ 
.•«: 

t , 

1.17 
1 >; 

1.19 

      I 

ZnO ZnS ZfiSe ZnTe CdS CdSe CdTe CulnSi     T      CulnTe2     1       CuGaSs       I 
CulnS62 CuAISei CulnjSes 

Fig. 5. Phenomenological pinning energies in II-VI and 
I-III-VI2 compounds. The legend is the same as in Fig. 4. The 
energy zero is the VBM of ZnS. 

transition metal impurities in semiconductors. However, 
Caldas et al. [22] showed that if one refers the impurity 
levels to the vacuum level, the states of a given impurity 
in different hosts all line up. 

Thus, following Walukiewicz [23-25] we will do the 
same for our calculated p- and n-type Fermi energy 
pinning levels. However, now we will use modern, cal- 
culated values of unstrained band offsets [28] that are 
believed to have correct chemical trends. This is shown in 
Fig. 4 for III-V compounds. The scatter in ejjij, is approx^ 

AIN  GaN AIP   GaP InP AlAs GaAs 

Fig. 6. LDA (solid lines) vs. the experimental (dashed lines) 
n-type pinning energies in seven III-V compounds. The energy 
zero is the VBM of GaAs. 

referred to an absolute energy scale, all ejjjj, and separate- 
ly all 4m tend to align for each class of materials. The 
emerging "doping limit rule" is: 

(a) A material for which 4l!i <^ £CBM cannot be doped 
n-type. 

(b) A material for which s{,pm ^> 8VBM cannot be doped 
p-type. 

This remarkable rule permits one to guess rather accu- 
rately if a material can be doped or not merely by 
positioning its band-edge energies on a diagram such as 
Figs. 4 and 5. This phenomenological rule explains all the 
"doping anomalies" noted in Section 1. However, the 
microscopic origin of this generally successful rule, i.e., 
the identity of the compensating defects, remains unclear. 

4. First-principles study of the n-doping limit 
in III-V compounds 

Our recent first-principles pseudopotential total en- 
ergy calculations reveal that for n-doping of III-V com- 
pounds, the spontaneously-formed acceptor "killer 
defects" are indeed the microscopic origin of failure-to- 
dope. These defects are the cation vacancies and the DX 
centers depending on host materials. For the cation va- 

imately 0.5 eV while the scatter in £$, is somewhat larger, cancies, the pinning energy s% is defined as the Fermi 
most noticeably for p-type GaN. Results for II-VI and 
I-III-VI2 ternary compounds are shown in Fig. 5. This 
newly discovered doping limit rule tells us that when 

energy at which the vacancy formation enthalpy is zero, 

Aff(eF = e<p
n
m) = 0. (5) 
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For the DX centers, e$n is defined as the defect transition 
energy £( + / — ) at which the donor to acceptor 
transition takes place, 

«F 
P(n) öpin = £( + /-)- (6) 

Fig. 6 compares the ab initio e$n values in seven III-V 
materials whose band diagram is aligned with ab initio 
band offsets [28]. The dashed lines give the experimental 
pinning energies. Fig. 6 shows a clear tendency of line-up 
of e^'n with respect to the vacuum level. In the case of the 
cation vacancy, the scatter among 7 calculated 4"n is less 
than 0.4 eV. This scatter would, however, be an order of 
magnitude larger (3.3 eV), should one line up, as in Fig. 3 
the valence band edges without the band offsets. 

5. Strategies to suppress the "killer defects" 

The understanding in (a) the identity of the "killer 
defects" and in (b) the microscopic meaning of the phe- 
nomenological doping limit rule in a series of key mater- 
ials enables new ways of overcoming the doping limit. 
For example, a long-standing problem in the field of 
oxides is that while they can be made n-type, they cannot 
be made p-type. It will be a great success to be able to 
make a "p-type transparent conductor". Doping of car- 
bides and fluorides poses another outstanding milestone 
challenge — so far, most experimental attempts at dop- 
ing had failed (except, in part, SiC [29] and CdF2 [30]) 
for reasons that remain a rather mysterious puzzle. Suc- 
cess here will open a hitherto unexplored future class of 
electronic materials and possibly pave the way for new 
technologies. How could this study lead to new design 
principles to overcome such doping roadblocks? 

(i) Work within the bulk defect thermodynamics. One 
may design new dopable materials by adjusting the band 
edges with respect to the pinning energies. Suppose that 
the pinning energy gW is too high relative to the VBM so 
the material cannot be made p-type. Since e^J, is fixed, one 
may consider increasing eVBM, as an alternative. Thus, one 
strategy to suppress the killer defect would be to modify 
the host material so that its VBM will be higher with 
respect to the vacuum level (i.e., reduce the work function). 

(ii) "Defeat" bulk defect thermodynamics. An example 
is [31-33] the co-doping of GaN by Mg and H. Mg is 
a substitutional acceptor while H is an interstitial donor. 
The two forms a charge neutral defect pair [33], thus the 
Fermi energy is not moved away from near the midgap 
during the growth and the formation enthalpy of the 
killer defect (according to Eq. (1)) remains to be high. 
After growth, the H atoms can be removed at low- 
enough temperatures at which no killer defect can form, 
thus freeing the Mg as acceptors. This may explain the 
apparent discrepancy of the p-type GaN from the "dop- 
ing limit rule" in Fig. 4. 
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Abstract 

Isotopically controlled heterostructures of 28Si/natSi and Al71GaAs/Al69GaAs/71GaAs have been used to study the 
self-diffusion process in this elemental and compound semiconductor material. The directly measured Si self-diffusion 
coefficient is compared with the self-interstitial and vacancy contribution to self-diffusion which were deduced from metal 
diffusion experiments. The remarkable agreement between the Si self-diffusion coefficients and the individual contribu- 
tions to self-diffusion shows that both self-interstitials and vacancies mediate Si self-diffusion. The Ga self-diffusion in 
undoped AlGaAs was found to decrease with increasing Al concentration. The activation enthalpy of Ga and Al diffusion 
in GaAs and of Ga diffusion in AlGaAs all lie in the range of (3.6 + 0.1) eV, but with different pre-exponential factors. The 
doping dependence of Ga self-diffusion reveals a retardation (enhancement) of Ga diffusion under p-type (n-type) doping 
compared to intrinsic conditions. All experimental results on the group-Ill atom diffusion are accurately described if 
vacancies on the group-Ill sublattice are assumed to mediate the Ga self- and Al-Ga interdiffusion in undoped AlGaAs 
and the Ga self-diffusion in Be- and Si-doped GaAs with an active dopant concentration of 3 x 1018 cm-3. The doping 
dependence of Ga self-diffusion in GaAs provides strong evidence that neutral, singly and doubly charged Ga vacancies 
govern the self-diffusion process. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Aluminum-gallium arsenic; Self-diffusion; Isotope heterostructures 

1. Introduction 

Self-diffusion studies in solids are of fundamental sig- 
nificance for obtaining information about the properties 
of native defects in the material under investigation. 
Self-diffusion with radioactive isotopes has proven to be 
a powerful technique but it also bears some disadvan- 
tages. Radiotracer self-diffusion experiments are often 
limited with respect to the activity and half-life of the 
radiotracer and special safety requirements are necessary. 
Self-diffusion studies in compound materials can be affec- 
ted by the deposition of the radiotracer through altering 
the composition near the surface. These disadvantages 
can be overcome by self-diffusion studies with isotopi- 
cally controlled materials if at least two stable isotopes of 
the element of interest exist. 

Tel.: + 49-251-833-9004; fax: +49-251-833-8346. 
E-mail address: bracht@nwz.uni-muenster.de (H. Bracht) 

This paper summarizes results of recently performed 
self-diffusion experiments with 28Si/natSi [1] and 
Al71GaAs/Al69GaAs/71GaAs/natGaAs isotope hetero- 
structures [2] and includes new data on the effect of 
doping on Ga self-diffusion in GaAs. In Section 2.1 
directly measured Si self-diffusion coefficients are com- 
pared with the self-interstitial and vacancy contribution 
to Si self-diffusion which were extracted from Zn diffu- 
sion profiles in Si. The thermodynamic properties of 
native defects in Si which are considered to be most 
reliable are given in Section 2.2. 

Results on Ga self- and Al-Ga interdiffusion in un- 
doped AlGaAs/GaAs isotope heterostructures are sum- 
marized in Section 3.1. In Section 3.2 new experimental 
data of the effect of doping on Ga self-diffusion in Si- and 
Be-doped 71GaAs/natGaAs isotope heterostructures are 
presented. Neutral, singly and doubly negatively charged 
Ga vacancies are concluded to mainly determine the 
self-diffusion under the particular doping levels with rela- 
tive contributions which change with temperature and 
doping. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00606-7 
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T(°C) 

1400 1200 1000 

Fig. 1. Temperature dependence of Si self-diffusion coefficients 
DSD (symbols) [1,5] compared to 0.73CfqD, + 0.5CfDv (solid 
line). 0.73CfqD, (finely dashed line) and 0.5C?DV (dashed line) 
were deduced from Zn in-diffusion [8] and out-diffusion experi- 
ments [10], respectively. 

2. Silicon self-diffusion in isotope heterostructures 

Earlier self-diffusion experiments which utilize either 
the short-lived radiotracer 31Si or the stable isotope 30Si 
in the presence of a high 30Si background were limited to 
a narrow temperature range [3,4]. Using isotopically 
enriched 28Si layers grown on natural Si, self-diffusion 
experiments could be performed over a wide temperature 
range [1]. After annealing the distribution of 30Si which 
is diffused from the natural Si into the 28Si layer was 
followed with the help of secondary ion mass spectro- 
metry (SIMS). Details about the Si isotope heterostruc- 
ture and the diffusion experiments have already been 
published [1,5]. The Si self-diffusion coefficients DSD ob- 
tained from the analysis of all experimental profiles mea- 
sured after annealing at temperatures between 855°C and 
1388°C are shown in Fig. 1. The temperature dependence 
of Si self-diffusion is accurately described by an Arr- 
henius equation with one single activation enthalpy Q = 
4.76eV and a pre-exponential factor D0 = 560 cm2 s"1 

[1,5]. 

2.1. Self-interstitial and vacancy contribution 

Taking into account all possible contributions to Si 
self-diffusion, the self-diffusion coefficient is given by 

D^^CfA+ZvC^Dv+D., (1) 

The first two terms represent the self-interstitial and the 
vacancy contribution to Si self-diffusion where C\% and 
DY_y are the equilibrium concentrations in atomic frac- 
tions (unitless) and diffusion coefficients of I and V, 
respectively. /IjV denote the correlation factors for the 
corresponding diffusion mechanism, which were cal- 
culated to beü = 0.73 [6] and/v = 0.5 [7] for the inter- 
stitialcy and vacancy mechanism in the diamond lattice. 

The last term accounts for a direct exchange between two 
adjacent lattice atoms or an exchange between lattice 
sites via a ring mechanism. Eq. (1) shows that self-diffu- 
sion experiments cannot determine the relative contribu- 
tion of each individual self-diffusion mechanism. How- 
ever, information about the transport coefficients C'^Di 
and Cv

qI>v can be deduced from Au, Pt, and Zn diffusion 
profiles in Si whose diffusion behavior is governed by the 
kick-out and dissociative diffusion mechanisms [3]. 
Analysis of Zn in-diffusion in Si yielded the following 
temperature dependence of the transport coefficient of Si 
self-interstitials [8] 

C^Dt =3000exp 
4.95 eV 

(2) 

In comparison to the in-diffusion of Zn, out-diffusion of 
Zn from homogenously Zn-doped Si samples provides 
data for Cv

qZ>v which are best reproduced by [9,10] 

4 24 eV 
C^Dy = 2.1 exp( -   " ) cm2 s"1 

fin 1 
(3) 

Fig. 1 illustrates the temperature dependence of CfD, 
and Cy'Dy according to Eqs. (2) and (3) in comparison to 
the Si self-diffusion data. The sum of the self-interstitial 
and vacancy contribution to Si self-diffusion determined 
independently from the metal diffusion experiments is in 
remarkable agreement with the direct Si self-diffusion 
data taking into account fx = 0.73, f, = 0.5 and Z)ex = 0. 
This implies that Si self-diffusion is mediated by va- 
cancies and self-interstitials with their individual contri- 
butions given by Eqs. (2) and (3). 

Recently Ural et al. [11] have analysed the effect of 
both vacancy- and self-interstitial injection on Si self- 
diffusion at 1000°C and 1100°C. The relative contribu- 
tions of vacancies and self-interstitials to Si self-diffusion 
reported by these authors are in good agreement with the 
results deduced from the Zn diffusion experiments. 

2.2. Formation and migration enthalpies of vacancies 
and self-interstitials 

The activation enthalpy of self-diffusion via self-inter- 
stitials and vacancies given by Eqs. (2) and (3) equals the 
sum of the enthalpy of formation and migration of the 
particular native defect. The pre-exponential factor is 
correlated with the corresponding entropy. The activa- 
tion enthalpy H$% and entropy Sf,v of I- and V-mediated 
self-diffusion which were deduced from Eqs. (2) and (3) 
are listed in Table 1. These values are considered to be 
fairly reliable since the Si self-diffusion coefficients cal- 
culated with Eq. (1) are in excellent agreement with the 
directly measured self-diffusion data. The individual 
values for the formation enthalpy H[v and migration 
enthalpy ff™v of the native defects are not as accurately 
known as the sum of the individual quantities. Recently, 
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Table 1 
Thermodynamic properties of Si self-interstitials I and vacancies V obtained from experimental and theoretical studies (see Ref. [4] and 
references therein) 

X Hf (eV) sW (*„) H5t(eV) S'x (feB) m (eV) S£ (fc„) 

I 
V 

4.95 
4.24 

13.2 
6.3 

3.2-3.5 
2.0-4.0 

4-6 
1-6 

1.4-1.8 
0.2-2.2 

7-9 
0-6 

the present author has reviewed data for H\y 
and H™v reported in the literature [4]. It has been con- 
cluded that the properties of self-interstitials in Si extrac- 
ted experimentally and calculated theoretically are in 
good agreement. Values for H{, H™, S\ and Sf which are 
considered to be fairly reliable are given in Table 1. The 
corresponding data reported for the vacancies are also 
given in this table. The migration enthalpy of vacancies 
in different charge states was found to be between 
0.18 -0.45 eV [12] at cryogenic temperature. However, 
some experimental results point to a higher migration 
enthalpy at higher temperatures [4]. More reliable in- 
formation about the thermodynamic properties of va- 
cancies at high temperatures are required in order to 
clarify whether the properties of this defect depend on 
temperature or not. In the case the vacancy in Si is spread 
out over several atomic volumes, a temperature depend- 
ence can be expected. This concept of extended native 
point defects was first proposed by Seeger and Chik [13] 
and explains the high pre-exponential factor which is 
observed in the temperature dependence of Si self-diffu- 
sion. 

3. Diffusion of group-Ill atoms in III-V compound 
semiconductors 

3.1.  Ga self- and Al-Ga interdiffusion in AlGaAs/GaAs 
isotope heterostructures 

The Ga self-diffusion in AlxGai-.xAs with x between 
0 and 1 and the Al-Ga interdiffusion at AlGaAs/GaAs 
interfaces has been investigated with the help of 
Al71GaAs/Al69GaAs/71GaAs/na,GaAs isotope hetero- 
structures. Details about the structure of the isotope 
samples and the diffusion experiments have been pub- 
lished recently [2]. The experimental results of the diffu- 
sion study are explained if vacancies on the Ga sublattice 
are assumed to mediate the Ga self- and Al-Ga interdif- 
fusion under intrinsic conditions and are summarized in 
the following: (i) Ga diffusion in AlGaAs decreases with 
increasing Al concentration. This is explained with a 
lower thermal equilibrium concentration of vacancies in 
AlAs as compared to GaAs which is caused by the 

different locations of the intrinsic Fermi energy level 
£fn with respect to the vacancy charge transition state 
[2]. Different positions of Ef in GaAs and AlAs are ex- 
pected since the effective density of state masses for holes 
and electrons are different in these materials, (ii) The 
experimentally observed higher Al diffusivity in GaAs as 
compared to Ga self-diffusion is attributed to the higher 
jump frequency of 27A1 as compared to 71Ga which is 
caused by the differences in their masses, (iii) The activa- 
tion enthalpy of Al diffusion in GaAs and of Ga diffusion 
in AlxGa! _xAs with x between 0 and 1 is in the range of 
(3.6 + 0.1) eV. This value represents the sum of the va- 
cancy formation and migration enthalpy and is consis- 
tent with recent theoretical calculations which yield 
about 4 e V for the activation enthalpy of Ga self-diffusion 
[14]. (iv) The Al-Ga interdiffusion is described by a con- 
centration-dependent interdiffusion coefficient taking 
into account the individual diffusion coefficients of Ga 
and Al in AlAs and GaAs, respectively. 

3.2. Ga self-diffusion in Si- and Be-doped GaAs 

In addition to our group-Ill atom diffusion experi- 
ments in undoped AlGaAs/GaAs isotope heterostruc- 
tures the doping dependence of Ga self-diffusion in GaAs 
was investigated with Si- and Be-doped samples. Details 
about the isotope structures used for the diffusion experi- 
ments and about the analysis of the doping dependence 
of Ga self-diffusion are published elsewhere [15]. The 
doping levels of the n- and p-type structures were deter- 
mined by electrochemical capacitance voltage (C-V) pro- 
filing to be 3 x 1018 cm"3 for each structure. The self- 
diffusion coefficients DGa which were extracted from Ga 
diffusion profiles measured with SIMS on undoped, Si- 
and Be-doped isotope samples are shown in Fig. 2. Solid 
lines in Fig. 2 represent the best fit to the experimental 
data assuming that vacancies govern the Ga diffusion 
under the present doping conditions. This assumption is 
consistent with data for the self-interstitial contribution 
to Ga self-diffusion [16] showing that the IQI contribu- 
tion to Ga diffusion for a p-doping level of 3 x 1018 cm-3 

is still smaller than the measured Ga self-diffusion coeffi- 
cient at this doping level (see Fig. 2). Fitting of the doping 



984 H. Bracht I Physica B 273-274 (1999) 981-986 

T(°C) 

1200   1100    1000       900 

S   10 

0.7 0.8 0.9 1.0 

10J/T(K"') 

Fig. 2. Temperature dependence of the Ga self-diffusion coeffi- 
cient DGa in undoped (x), Si-doped (■), and Be-doped (•) 
GaAs for PAS4 = 1 atm. Solid lines represent the best fit to the 
experimental data which yields that neutral, singly and doubly 
charged Ga vacancies govern the Ga self-diffusion under the 
particular doping conditions. Finely dashed lines represent the 
contribution of the doubly positively charged Ga self-interstitial 
let to Ga self-diffusion. Lower dashed line: 7Ga" contribution for 
intrinsic conditions and PAst = 1 atm [16]; upper dashed line: 
let contribution calculated for a hole concentration of 3 x 
1018 cm"3. 

Fig. 3. Ga self-diffusion coefficients DGa versus the ratio n/ri; 
between the free carrier concentration under extrinsic and in- 
trinsic doping conditions for PAs4 = 1 atm and different temper- 
atures as indicated. Solid lines were calculated via Eq. (4) taking 
into account the vacancy related energy levels 
Er- -Ev = 0.42 eV and E^- - Ev = 0.60 eV which were de- 
duced from fitting the doping dependence of Ga self-diffusion. 
The dashed line shows the doping dependence of DGa for 872°C 
which was calculated for £v;, — £„ «; 0.20 eV, 
£va- - E„ « 0.52 eV and £v»- - £„ « 0.72 eV given by Baraff 
and Schlüter [20], 

dependence of Ga self-diffusion is based on [15] 

DaAn) 

DGM) 

1+1 
3 
m=l exp(mEf-X;„3,=1£FSr)//cBr 

1 + X„3, = 1exp(mEf - X3 = 1£FS,-)//cBr 
(4) 

and the neutrality equation which is used to calculate the 
free electron concentration n. A compensation of Si do- 
nors by negatively charged vacancies was included in the 
neutrality equation. Both equations were solved simulta- 
neously in order to extract the vacancy-related energy 
levels Ev~: with m e {1,2,3} from the ratio DGa(n)/DGa(rii) 
between the experimental Ga self-diffusion coefficients in 
doped and undoped GaAs. In Eq. (4) nt and E\ denote the 
free electron concentration and Fermi level position, re- 
spectively, in intrinsic GaAs. Values reported by Blake- 
more [17] were used for these quantities. In the case that 
only one charge state dominates Ga self-diffusion, Eq. (4) 
is reduced to 

DaAnd     V"; 
(5) 

This simplified relationship has been generally used to 
analyze the doping dependence of Ga self- and Al-Ga 
interdiffusion [18]. Here the more general Eq. (4) is 
preferred, since this equation takes into account that the 
charge state of the vacancy mediating Ga self-diffusion 
may change with doping and temperature. 

A representation of the Ga self-diffusion data versus 
the ratio n/n; is given by Fig. 3. Again the solid lines 
represent the best fit of the doping dependence of Ga 
self-diffusion. This fit yields that neutral, singly and 
doubly negatively charged Ga vacancies govern the self- 
diffusion. The energy levels Ev— Ev = 0.42 eV and 
£V

2— Ev = 0.60 eV for the singly and doubly charged 
vacancy have been extracted from the doping depend- 
ence of Ga self-diffusion [15]. No significant contribu- 
tion from the triply charged vacancy was found. In con- 
trast to this finding, Tan and Gösele [18] have proposed 
that triply negatively charged vacancies govern Ga self- 
diffusion under intrinsic and n-type background doping 
[18]. These authors have analyzed data given by Mei et 
al. [19] for Al-Ga interdiffusion in Si-doped AlAs/GaAs 
superlattices. According to Tan and Gösele, the doping 
dependence of interdiffusion is representative for Ga 
self-diffusion DGJji) in n-type GaAs and accurately re- 
produced by Eq. (5) with r = 3. At first sight their analy- 
sis appears to be correct, but a closer inspection reveals 
that their interpretation is not conclusive. More specifi- 
cally, Tan and Gösele have determined via Eq. (5) and 
Mei's interdiffusion data both the exponent r and DG^(n{). 
Since different choices for £>Ga(n.-) also change r, their 
analysis is not unambigous. In this context, the activation 
enthalpy of 6 eV reported by Tan and Gösele [18] for the 
Ga self-diffusion in GaAs under intrinsic conditions also 
appears to be questionable. Our investigation of Ga 
self-diffusion in undoped isotope heterostructures yielded 
a much lower activation enthalpy of 3.71 eV [2]. With 
these results for DGa(ni) [2], the former interdiffusion 



H. Bracht I Physica B 273-274 (1999) 981-986 985 

Fig. 4. Al-Ga interdiffusion coefficients ÖAi-GaM of Mei et al. 
[19] normalized by DGa(".) [2] as a function of n/nt. The solid 
line represents the best fit which is reproduced by 
OAI-G»(«)/BG.(»,-) = 3.4(rc/n,.)2'3. 

data of Mei et al. [19] were reanalysed. Since the Al-Ga 
interdiffusion experiments of Mei et al. were performed 
under As poor conditions, the diffusion data were re- 
duced to an arsenic pressure of PAS4 = 1 atm using the 
As4 vapor pressure data reported by Arthur [21]. Fig. 4 
illustrates the ratio between the Al-Ga interdiffusion 
coefficient of Mei et al. and our data for £>Ga(";) as 
a function of n/n:. In this double logarithmic representa- 
tion the slope of the experimental data equals the expo- 
nent r. The best fit yields r = 2.3 showing that VQ~ rather 
than VQ~ mediate the Al-Ga interdiffusion in agreement 
with the results of the present work. The earlier con- 
clusions of Tan and Gösele [18] that VQI mediates the 
self- and interdiffusion in n-type GaAs and that the Ga 
self-diffusion under intrinsic conditions is described by 
an activation enthalpy of 6 eV, mainly suffers from the 
fact that no reliable Ga self-diffusion data were available 
at that time. It should be noted that for n/n; = 1 the fit 
illustrated in Fig. 4 yields ßGa(")/ßGa(«.) = 3.4 instead 
of 1.0. This indicates that the As4 pressure during the 
Al-Ga interdiffusion experiments was most probably 
higher than the values given by Arthur for As poor 
conditions. Indeed this is expected since Mei's diffusion 
experiments were performed with the superlattice struc- 
ture in close contact to a GaAs wafer. 

Further seemingly inconsistent literature data on the 
doping dependence of group-Ill atom diffusion in GaAs 
can be described consistently on the basis of the vacancy 
energy levels reported in this paper. This is shown in 
a more comprehensive paper [15]. 

half-life of radiotracers generally used for self-diffusion 
studies. Self-diffusion experiments with 28Si/natSi and 
Al71GaAs/Al69GaAs/71GaAs isotope structures yield re- 
liable information about the native point defects medi- 
ating the self-diffusion process in these materials. 

Comparison of the direct Si self-diffusion data with 
the self-interstitial and vacancy contribution to Si self- 
diffusion, which were deduced from Zn diffusion experi- 
ments, shows that Si self-diffusion is mediated by both 
native defects with relative contributions given by Eqs. 
(2) and (3). The thermodynamic properties of self-inter- 
stitials and vacancies are summarized in Table 1 which 
are considered to be fairly reliable. 

The activation enthalpies of Ga diffusion in undoped 
AlGaAs with different Al concentrations and of Al diffu- 
sion in undoped GaAs all lie in the range of 
(3.6 + 0.14) eV, but with different pre-exponential factors 
[2]. An enhanced (retarded) Ga diffusion in Si-doped 
(Be-doped) GaAs with an active dopant concentration of 
3 x 1018 cm-3 was observed and attributed to the effect 
of the Fermi level on the concentration of charged native 
point defects. All experimental results on the group-Ill 
atom diffusion are accurately described if Ga vacancies 
are assumed to govern the self-diffusion under the pres- 
ent doping conditions. The doping dependence of Ga 
self-diffusion provides strong evidence that neutral, sing- 
ly and doubly negatively charged Ga vacancies mediate 
the self-diffusion process in intrinsic, Si- and Be-doped 
GaAs with relative contributions of the various charged 
vacancies which change with temperature and doping. 
The energy levels Ev- - E„ = 0.42 eV and Ev*- - 
Ev = 0.60 eV for the singly and doubly charged vacancy 
were deduced from the doping dependence of Ga self- 
diffusion. 
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Abstract 

Calculations of the optical properties of defects in semiconductors or multiphonon transition rates presently make far 
more severe approximations than standard electronic structure calculations. One major challenge is how one can handle 
realistically the lattice vibrations, including quantum nuclear dynamics when those are necessary. The semi-classical 
frozen Gaussian technique allows us to calculate the line shapes of electronic transitions at defects using molecular 
dynamic simulation data from the initial and final states. Approximate nuclear wave functions are constructed from 
classical trajectories on nuclear potential energy surfaces for the two states. The method expands the system initial and 
final states (functions of position and momentum), as a sum of Gaussians, whose centres evolve classically on the relevant 
potential surface. An expression for the transition probability is then derived from the time-dependent overlap of the two 
wave functions. The frozen Gaussian method has been tested on the core exciton in diamond. The potential energy 
surfaces are calculated using an approximate but self-consistent molecular orbital technique, while simultaneously 
performing molecular dynamics. The results of our calculations show a Stokes shift of 3.64 eV, similar to the value of "up 
to 5 eV" obtained experimentally. We predict a fine structure with much narrower lines than those observable in the 
(low-resolution) experimental spectra. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Transitions; Line shapes; Defects; Diamond; Core exciton 

1. Introduction 

The advances made in computational modelling of 
condensed matter systems in the last decade make it 
possible to predict many quantities, such as electronic 
energy levels, wave functions, charge densities and vibra- 
tional modes of defects in crystals, reliably and accurate- 
ly. Yet, while there is much experimental data available 
for optical line shapes and non-radiative transitions, it 
can only currently be compared with the most approxim- 
ate theoretical models (typically single-frequency models 
or weak coupling models). For these line shapes and 
rates, a key quantity is the line-shape function. 

* Corresponding author. Tel.:   + 44-(0)-171-848-2044; fax: 
+ 44_(0)-l71-848-2420. 

E-mail address: alison.mainwood@kcl.ac.uk (A. Mainwood) 

Here, a new method is proposed to calculate the 
line-shape function, namely the frozen Gaussian approxi- 
mation [1,2]. The approach does not make the usual 
analysis of the motion into normal modes, and can ex- 
ploit the more flexible tool of molecular dynamics. The 
frozen Gaussian approximation (FGA) is a mathematical 
device whereby an approximate nuclear wave function is 
constructed from ensembles of classical nuclear trajecto- 
ries on excited and ground state electronic potential 
energy surfaces (PES). The line-shape function is given by 
the Fourier transform of the time-dependent overlap of 
the excited and ground state phonon wave functions. The 
method is described in detail in Section 2. The principal 
advantage of the method over previous techniques is that 
it is not limited to a harmonic description of the nuclear 
motion, nor to one or just a few phonon modes. The 
problems encountered when applying this technique are 
discussed in Section 3, and a simple illustration of the 
method shown in Section 4. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00607-9 
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2. The calculation of transition rates 

A transition between two states can be described to 
first order in time-dependent perturbation theory, using 
Fermi's Golden Rule. The initial and final states of the 
system, f; and W( (with energies Et and Et, respectively), 
are assumed to be eigenstates of the system Hamiltonian 
H0. The transition is driven by the perturbation 
Hi which can impart energy E to the system. The result- 
ant expression for the transition rate is 

W« 
2K. 

-KlPilH,!^)!2^, - E; - E). (1) 

In the Born Oppenheimer approximation, the eigenstates 
of H0, Wifl are separated into products of electronic states 
i/'i and phonon states X\^ where the electronic states are 
eigenstates of the Hamiltonian for a given instantaneous 
nuclear configuration and the phonon states are eigen- 
states of the nuclear kinetic energy operator and the 
potential field provided by the electrons. To evaluate the 
transition between electronic levels i and f it is therefore 
necessary to average over the initial distribution of 
phonon states and sum over all final phonon states, 
arriving at the following expression for the rate: 

2TI„ e~ßE" w-nl— 
xKfelffiliAfXfv)!2^, 

where 

E*\n E), (2) 

Z = £e" ßE„, 

For allowed optical transitions, we make the standard 
Condon approximation that the transition operator Hi is 
independent of the nuclear configuration [3]. Eq. (2) is 
then simplified by replacing the delta function by its 
Fourier transform, expressing the phonon state x*i at 
time t propagated on potential energy surface i as 
e~lH'l/''\Xn(tyy = IZ/iW>i» ar,d replacing the complete sum 
over final phonon states by unity. Hence the transition 
rate reduces to thermal average of the Fourier transform 
of the overlap of the phonon state Xn propagated on the 
initial, i, and final, f, potential energy surfaces: 

WU(E) ■■ 
K<Af|tf#i>l2 

-ßE„, 

dre^fcWMO),. (3) 

Eq. (3) is still difficult to evaluate because it depends upon 
the phonon state as a function of time. The frozen Gaus- 
sian approach can be used to construct an approximate 

nuclear wave function rendering the above expression 
tractable. The mathematical derivation of the method is 
given elsewhere [4-8], but the essentials for its use on 
condensed matter systems follow. 

The initial state of the system is approximated by a 
product of Gaussians, each one describing one of the 3N 
coordinates of the system, whether normal modes or 
components of individual atomic displacements. 

3JV  /2   \  1/4 

X(0,R) = Yl(i)    exp(-yOR-i?,.) 

+ iPj(R - Rj)), (4) 

where Rj and Pj are the initial positions and momenta of 
the atoms (or normal mode coordinates). The product is 
over the 3iV atom coordinates (or normal modes) of a 
system containing N atoms, and y is the Gaussian width, 
which will be discussed later. Then it can be shown that 
at later times, t, the nuclear wave function becomes: 

x(t,R) = exp(iS(t)/h)Yl > 1/4 

x exp( - y(R - Rj(t))2 + iPj(t)(R - Rj(t))\    (5) 

where S(t) = \'0L dt, where L closely related to the Lag- 
rangian of the system: L = KE — PE + zero point 
energy for the oscillators. The expressions for the absorp- 
tion and emission spectra for the transition are propor- 
tional to the line-shape function Gi((E) [3]: 

Gif(£) = I 
exp( - ßEiß) 

6t^<xMxM>i- (6) 

The sum is over all possible starting configurations, 
p.. The sum is approximated by selecting a number of 
starting configurations with random displacements 
of the atoms about their initial state equilibrium 
positions. 

This treatment has made a number of assumptions, 
which have been explored in more detail elsewhere 
[4-10]: 

1. The expansion of each degree of freedom in the exact 
wave function into an overcomplete set of Gaussians 
is replaced by a single Gaussian per degree of freedom 
[7,8,10]. 

2. The nuclear overlap is independent of the Gaussian's 
width, y [9]. There proves to be a weak dependence, 
because of the finite number of starting configurations, 
but the results are largely independent of y. 

3. A complex function of the momenta and positions of 
the atoms (or normal modes) (C(JRI-, P;, t) of Ref. [9]) 
arising in the exact propagation of the Gaussians has 
been approximated by a constant. This is examined 
and partially justified in Refs. [2,7,10]. 
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To summarise, one must calculate the positions and 
momenta of the atoms near the excitation position, both 
in the excited state of the transition and in its ground 
state, as functions of time. For each pair of dynamic runs, 
which start with the same initial positions, the overlap 
between the Gaussians is calculated as a function of time. 
For finite temperatures, either the normal mode phonons 
of the atoms concerned are excited, or sufficient different 
random displacements of the atoms around their equilib- 
rium positions are included. The number of dynamic 
runs required before the line-shape function converges 
depends upon the system. In this case less than ten runs 
were required. 

3. Using the frozen Gaussian method 

In the past, the frozen Gaussian method has only been 
used for a very limited set of systems, but it has huge 
potential in the field of condensed matter physics. Much 
information on the structure and properties of defects is 
contained in the vibronic line shapes of their transitions, 
and they have only been interpreted by simple weak- 
coupling or single-frequency models. 

Blake and Metiu [8] have studied the absorption 
lineshape for electrons solvated in halo-sodalites. A mix- 
ture of the more sophisticated Herman and Kluk ap- 
proach [2] and the original frozen Gaussian method [1] 
has been implemented by Ovchinnikov and Apkarian 
[10] to study Cl2 in solid Ar clusters. 

The implementation of the method has the following 
requirements: 

• A number of long dynamic runs (of the order of 
picoseconds) is required to obtain sufficient resolution 
in the spectra, 

• short time steps must be used in the dynamics, to 
obtain sufficient accuracy in the numerical integration 
of the action, S, 

• reasonably accurate electronic and vibrational states 
must be modelled, 

• the ground state and the excited state must be 
modelled simultaneously, 

• neither calculation must diverge (many methods that 
force convergence also damp the nuclear motion, and 
this would not be acceptable). 

Many of the familiar state-of-the-art methods are unsuit- 
able for these calculations. Any of the calculation 
methods based on density functional theory (DFT) can 
calculate the properties of the ground state, but they are 
not designed for excited state calculations. Many of the 
calculation methods based on Hartree-Fock (HF) ap- 
proximations, although capable in principle of calculat- 
ing excited states, have severe convergence problems 
when these are attempted. At present, these consider- 

ations severely limit the classes of problems and the 
methods of calculation that can be treated by this theory. 
Fortunately, it is possible to use simpler self-consistent 
methods based on HF and LDA approaches. 

4. An illustration of the use of the frozen Gaussian method 

A core exciton is created in diamond when an X-ray of 
approximately 285 eV is absorbed by a 1 s electron, pro- 
moting it to the conduction band [11]. The excited state 
is therefore very similar to a nitrogen substitutional atom 
in diamond [12] — a very deep donor which has a very 
large trigonal distortion. Hence, one would expect the 
core exciton to have a substantial Stokes shift; it is 
estimated to be as large as 5 eV [13]. 

The core exciton in diamond has been modelled using 
the molecular dynamics code CHEMOS [14] in which 
the nuclei follow classical trajectories on adiabatic poten- 
tial energy surfaces calculated self-consistently within the 
CNDO approximation. The diamond cluster we use con- 
sists of 65 carbon atoms of which the central 29 are free to 
move and the outer 36 are fixed. The creation of the core 
exciton is modelled by introducing an extra electron into 
the conduction band and replacing the C core by N. The 
runs were started from different initial nuclear configura- 
tions in order to perform the classical average over nu- 
clear phase space. 

An approximate nuclear wave function x(t, R) was 
constructed consisting of the product of Gaussians of the 
form of Eq. (5). We used one Gaussian per atomic degree 
of freedom. The sum over starting configurations was 
made by selecting a number of sets of atomic positions. 
For the absorption spectra, these configurations were 
produced by displacing each atom a random, but small 
distance from its equilibrium in the ground state and 
introducing a small random momentum to each atom. 
For the emission spectra the atoms were displaced from 
their excited state equilibrium positions. 

The time dependence of the overlap of the Gaussian 
wave functions on the initial and final state potential 
energy surfaces depends upon the widths of the Gaus- 
sians and the relaxation of the system upon excitation. 
We have chosen a width consistent with the frequency of 
the dominant mode in the cluster namely 60 meV for 
both the ground and excited states. We selected several 
values for the Gaussian width to verify that this choice 
has little effect upon the lineshape function. 

To obtain an accurate Fourier transform of the cor- 
relation function care must be taken to have a sufficiently 
long simulation. In this work the period of the oscillatory 
component was about 60 fs, whereas data was collected 
every 0.25 fs so that the numerical integration of the 
action integral was sufficiently accurate. The simulations 
ran for 0.5 ps, to give a resolution in the Fourier trans- 
form, and hence in the spectra, of 8.3 meV. 



990 B. McKinnon et al. / Physica B 273-274 (1999) 987-990 

-*J) 

Emission 
spectrum 

*v^- 

Absorption 
spectrum 

J L* 
-2.5 -1.5 -0.5 0.5 

Energy (eV) 
1.5 2.5 

Fig. 1. The spectra calculated by the FGA technique, associated 
with the creation and destruction of a core exciton in diamond. 

5. Results 

Fig. 1 illustrates the spectrum corresponding to (a) the 
creation and (b) subsequent destruction of a core exciton. 
The absorption peak is obtained from the average over 
five runs and the emission peak from the average over 
four runs, where each run has a different set of initial 
positions and momenta. 

The important features of the spectrum are the separ- 
ation of the absorption and emission spectrum, the exist- 
ence and position of the side bands on each peak and the 
origin of the finite width of the peaks. The separation of 
the peaks should correspond to the Stokes' shift, which is 
defined as the difference between the absorption and 
emission energies from the relaxed ground and excited 
states, respectively. The Stokes' shift as measured from 
the simulation data is 3.64 eV. This is in fully satisfactory 
accord with experimental estimates of "up to 5 eV" [13]. 
The spacing of the side bands seen in Fig. 1 correspond to 
about 70 meV and are the harmonic overtones associated 
with the breathing mode-like vibration. Experimentally, 
these would need special methods to detect. 

6. Discussion and conclusion 

The frozen Gaussian technique has been applied to 
obtain the line shapes corresponding to the creation and 

destruction of the core exciton in diamond. To judge the 
quality of the result it is necessary to compare it with 
experimental spectra. However, the experimental spectra 
have insufficient resolution for any but the most crude 
comparisons to be possible. The Stokes shift agrees well, 
but the finer structure that are predicted by this simula- 
tion are not resolved in the experimental spectra. 

There are no numerical difficulties in implementing the 
FGA for a system of this size; it should prove to be 
extremely suitable for application to condensed matter 
problems. The problem is that most of the methods of 
calculating PES are not, at present, suitable for dynamic 
runs on excited states. The method used here, based on 
a particular form of self-consistent molecular dynamics, 
is fully adequate for demonstration purposes, or for scop- 
ing a problem, but does not achieve the accuracy of 
which the frozen Gaussian method is capable. 
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Abstract 

We investigated the influence of electronic excitation on reactivation of H-passivated impurities in GaAs. By applying 
the recently developed scheme for the first-principles molecular dynamics coupled with the real-time electron dynamics, 
the electronic excitation that significantly reduces the dissociation barrier heights of a SiGa-H complex in GaAs was 
found. This fact indicates strong enhancement of H-dissociation upon the excitation and subsequent reactivation of the Si 
donors. Moreover, the reactivation mechanisms of the C acceptor are partially reviewed. © 1999 Elsevier Science B.V. 
All rights reserved. 

Keywords: Impurity reactivation; First-principles MD; Electron dynamics 

1. Introduction 

Since hydrogen is inevitably or intentionally contained 
in semiconductors during the device-fabrication pro- 
cesses, formation of hydrogen-impurity complexes often 
occurs and neutralizes the impurities [1]. Reactivation 
of the H-passivated impurities is an important technique 
for achieving high device performance, so microscopic 
understanding of the reactivation is of great importance. 
In the case of Si donors in GaAs, the SiGa-H complex 
was identified by measuring the corresponding vibra- 
tional mode by infrared (IR) spectroscopy [2,3]. Reacti- 
vation of these Si donors can be achieved by thermal 
annealing [4] or by applying an electric field [5]. Very 
recently, disappearance of the SiGa-H vibrational 
mode coupled with recovery of n-carrier density upon 
laser illumination has been reported [6]. This experiment 
suggests that an electronic excitation assists the H-dis- 
sociation. The threshold of the optical excitation energy 

♦Corresponding author. Tel: + 81-298-50-1586; fax:  +81- 
298-50-2647. 

E-mail address: miyamoto@frl.cl.nec.co.jp (Y. Miyamoto) 

was 3.5 eV, exceeding the band gap of GaAs (about 
1.5 eV). This fact indicates that the excitation corres- 
ponds to the resonance of the GaAs band structures, so 
the nonradiative decay of the excited state can occur. If 
this decay occurs, the direct H-dissociation should be 
disturbed. 

Besides the Si donors, considerable attention has been 
paid to C acceptors because of their potential for heavy 
doping ((5-doping) when metalorganic molecular (MO) 
beam epitaxy is applied [7,8]. H-incorporation may oc- 
cur during the MO epitaxy, and postannealing is neces- 
sary for the reactivation [9]. The existence of the CAs-H 
complexes was confirmed by IR spectroscopy [10], and 
this bond was found to be broken during minority carrier 
injection [11] in which electronic excitations may play 
a key role. 

In this paper, we demonstrate that an electronic ex- 
citation in the SiGa-H complexes indeed assists H-disso- 
ciation. We performed the first-principles molecular 
dynamics (MD) simulation, within the framework of the 
density functional theory, using the local density approx- 
imation (LDA) and the pseudopotentials. In order to 
examine the nonradiative decay of the excited state, the 
electron dynamics must be explicitly treated by solving 
the time-dependent Schrödinger equation during the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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classical MD simulation for ions. This time-dependent 
calculation was very difficult when the self-consistent 
field (SCF) remained between the Hartree-exchange-cor- 
relation potentials and the charge densities. We have 
recently developed an efficient and numerically stable 
scheme for solving the time-dependent Schrödinger 
equation within the framework of the SCF-LD A and the 
nonlocal pseudopotentials [12]. By applying this scheme, 
we found that the dissociation barrier height of the 
SiGa-H can be reduced upon electronic excitation. On 
the other hand, the mechanisms of the CAs-H bond 
breaking were only partially revealed from conventional 
LDA-pseudopotential calculations. 

2. Computational methods 

The present MD simulations under electronic excita- 
tion were performed by the following procedures with 
LDA, the pseudopotentials, and the plane-wave basis 
sets. First, we compute the relaxed atomic geometry with 
the electronic ground state by using the total-energy 
band structure and force calculations. Then, electronic 
occupation is promoted to mimic the electron-hole 
excitation pair, and the static SCF calculation is per- 
formed. Finally, the classical MD simulation (coupled 
with the real-time electron dynamics) for ions is run 
until the system significantly deviates from the adiabatic 
surface. All these procedures are done by using the 64- 
atom supercell of GaAs and the T sampling point. 
The exchange-correlation potential of the LDA is ex- 
pressed by an analytic form [13] fitted with the numer- 
ical results [14]. The soft pseudopotentials [15] in the 
separable forms [16] are used to express the effect of ions 
on valence electrons. And the Kohn-Sham Hamiltonian 
of the LDA (HKS) is used to express the time-evolution 
operator 

(1) 

for electronic wavefunctions, which is treated by the 
Suzuki-Trotter split-operator method [17]. Other de- 
tails of the computational methods are presented in Ref. 
[12]. Whether the simulation runs on the adiabatic po- 
tential energy surface (PES) can be judged by monitoring 
the matrix of HKS with respect to wavefunctions. (The 
present simulation for the excited SiGa-H complex 
showed no appearance of off-diagonal elements of the 
matrix. This means that the excited state survives during 
the present simulations.) The planewave basis set with 
kinetic energy cutoff of 8 Ry was used in the SiGa-H case, 
whereas, in the CAs-H case, only the static calculations 
were done since a higher cutoff energy of 40 Ry was 
necessary, making the present scheme of the dynamics 
very time consuming. 

3. Results — H-passivated Si donors in GaAs 

3.1. Electronic structure and vibrations 

Under the electronic ground states, the most stable 
geometry of the SiGa-H complex is shown in Fig. 1. This 
geometry has the H atom at the anti-bonding (AB) site 
which was established by former works [2,3,18-20]. We 
found an electron-hole pair localized around the SiGa-H 
complex by investigating the wavefunction character- 
istics of the states with their levels near the band edge. 
Then this pair was chosen to be a single excitation. 
Fig. 2 illustrates the pair obtained by the SCF static 
calculation when the electronic occupations are pro- 
moted to mimic this single excitation. Assuming no 
change in the atomic structure, we compared the total 
energies of this excited state with that of the ground state. 
The calculated difference in energy was 4.0 eV, which 
reasonably agrees with but slightly overestimates the 
experimental threshold of 3.5 eV [6]. The neglect of 
contributions from the Franck-Condon lattice relax- 
ation and from the zero-point vibrational energy in the 
present calculation may be the origin of the overestima- 
tion which overcomes the LDA underestimation. At this 
atomic geometry, the Hellmann-Feynman forces were 
found in the directions of the SiGa-H elongation and the 
SiGa-As shortening upon this electronic excitation. These 
forces triggered coupled vibrations of SiGa-H and 
SiGa-As bonds. During these vibrations, no off-diagonal 
element was observed in the matrix element, meaning the 
survival of the excited state. Since the SiGa-H vibrations 
can be a considerable perturbation on the excited state, 
the survival of the excited state for several periods of 

Fig. 1. Stable atomic geometry of the SiGa-H complex in GaAs. 
H, Si, Ga, and As atoms are indicated by arrows. 
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Fig. 2. One-electron energy levels (with the atomic geometry of 
Fig. 1) obtained with a promotion of electronic occupations. 
Solid and dotted bars denote occupied and empty states. Longer 
dotted bars are (upper) electron and (lower) hole states for the 
considered excitation. Schematic pictures of the wavefunction 
characteristics of the electron-hole pair are shown in the right 
panel. ("VBM" denotes the valence band maximum.) 
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Fig. 3. Time evolution of the potential energies for the ground 
state (dotted) and the excited state (solid). The OeV of the 
potential was chosen arbitrarily. Two vertical arrows denote the 
existence of the potential barrier for breaking the SiGa-H bond. 
Two insets are atomic structures near the dissociation barriers 
for the excited state (upper) and for the ground state (lower). 

these vibrations suggests that the excited state can hold 
till the time of the onset of the H-dissociation in the 
thermal equilibrium condition. 

3.2. Electron-ion dynamics of H-dissociation 

We compared the SiGa-H dissociation barrier heights 
between the ground state and the excited state. That is, 
MD simulations giving initial velocity to the H atom 
were performed in order to initiate breaking of the 
SiGa-H bond. In the case of the ground state, we gave the 
initial velocity corresponding to a kinetic energy of 4.50 
eV in the direction of the dissociation. Fig. 3 shows the 
plotted potentials during the MD simulation and indi- 
cates the barrier height of 1.79 eV. In the case of the 
excited state, on the other hand, the given initial kinetic 
energy of 0.45 eV was enough to ensure the dissociation 
and the computed barrier height was 0.23 eV (see Fig. 3 
again). The barrier height of 1.79 eV in the ground state 
shows reasonable agreement with the experimental value 
of 2.1 eV obtained by thermal annealing [4], indicating 
that the atomic trajectory of the present MD simulation 
passed near the point of a true transition state. Mean- 
while, the significantly reduced dissociation barrier 
height upon electronic excitation suggests that the 
SiGa-H bond breaking is strongly enhanced and, thus, 
well explains a recent experiment [6]. A more accurate 
barrier height can be computed when we use a scheme 
beyond LDA and obtain the true transition state, but this 
is an issue for later works. We should mention here that 
the true time constant for H-dissociation should be the 
time needed for initiating H-dissociation with the aid of 
the thermal motion rather than the time scale illustrated 
in Fig. 3. During the dissociation, no-growth of the 
off-diagonal elements in the matrix of HKS was seen, 

denoting the survival of the excited state. Since the sur- 
vival of the excited state was seen in simulations of both 
SiGa-H vibration and bond breaking, we suppose the 
lifetime of the present excitation is long enough for 
H-dissociation. The lifetime can be more accurately esti- 
mated by performing a longer MD simulation account- 
ing for the temperature effect instead of giving artificial 
velocities, but this simulation is beyond the scope of our 
present work. 

4. Results — H-passivated C-acceptors in GaAs 

The location of the H atom in the CAs-H complex was 
determined to be the bond-center (BC) site [10] (Fig. 
4(a)). This geometry was optimized in the electronic 
ground state. We did not consider heavy-doping, i.e., the 
aligned defect complex CAs-H-Ga-CAs [21]. Contrary 
to that in the SiGa-H complex, the <111> direction in 
the CAs-H complex is unlikely to be a trajectory of 
the dissociation even when an electronic excitation to the 
CAs-H antibonding orbital occurs. This is because the 
CAs-H stretching is blocked by the adjacent Ga atom. 
On the other hand, when the H atom diffuses from the 
BC site to the AB site with the aid of thermal activation, 
it can be easily imagined that possible dissociation occurs 
along another <111> direction. Fig. 4(b) shows the AB 
site, which was also determined in the electronic ground 
state.1 With this geometry, a single electron-hole excita- 

1 The present calculated total energy of the AB site is lower 
than that of the BC site, but only by 51 meV. The higher cutoff 
energy or an approach beyond LDA might be necessary to 
determine the most stable site theoretically. 
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Fig. 4. Atomic structures of the CAs-H complex in GaAs with 
(a) H atom located at the bond-center site and (b) at the anti- 
bonding site. 

Fig. 5. One-electron energy levels for the CAs-H complex with 
the H atom at the anti-bonding site. The two right panels are the 
charge densities of the electron-hole pairs (two longer dotted 
bars in the left panel) for the considered excitations of the excited 
electron (upper) and the hole (lower). The contour maps are 
drawn along the <110> plane including the H-CAs-Ga line 
(common minimum value used for the charge densities). 

tion pair was found to push the H atom away from the 
C atom with a force of 0.10 Hartree/(Bohr radius). Fig. 5 
shows the one-electron energy levels and the correspond- 
ing charge densities of the excitation pair obtained by the 
present static SCF calculation. The computed vertical 
excitation energy was 4.30 eV in the LDA level. We 
suppose that carrier injection can cause this excitation. 
Indeed, H-emission from the CAs-H complexes in GaAs 
induced by minority carrier injection has been reported 
[9]. Since this complex system requires a higher cutoff 
energy when using the planewave basis sets and a very 
long CPU time, the MD simulation coupled with the 
time-dependent Schrödinger equation has not been done. 
The length of the lifetime of this excited state therefore 
remains an open question. 

5. Summary 

We have investigated the mechanisms of the reactiva- 
tion of H-passivated impurities in GaAs. In the case of 
SiGa-H complexes, we found an electron-hole excitation 
pair whose excitation energy reasonably agrees with the 
experimental one [5]. The MD simulation coupled with 
the time-dependent Schrödinger equation showed that 
this electronic excitation assists H-dissociation by lower- 
ing the activation barrier height. In the case of CAs-H, we 
proposed possible mechanisms of the reactivation; that 
is, a combination of thermal diffusion of the H atom and 
electronic excitation. 
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Abstract 

It is assumed that the dislocation binding potential issues from their strain field through the deformation potential and 
the piezoelectric coupling. Dislocation states are then determined by solving the envelop function Schrödinger equation 
by means of a standard numerical method which consists in making a plane wave decomposition of the components of 
the spinor wave function. Numerical results give relatively strong binding energies and large ID effective masses, in the 
case of the valence band, leading probably to large effects on the doping possibilities for large dislocation densit- 
ies. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Untill now, the theoretical determination of disloca- 
tion states has been mainly undertaken by means of 
cluster ab initio calculations in the local density approxi- 
mation [1-4]. Such approaches have systematically 
shown that the dislocation core structure is strongly 
reconstructed and indicate that only shallow bound 
states may be associated with dislocations (we exclude 
from this conclusion possible "extrinsic" states bound by 
reconstruction defects or impurities of the Cottrell atmo- 
sphere). Thus, dislocation "intrinsic" states originate only 
from the long-range potentials generated by the disloca- 
tion strain fields, we have undertaken their determination 
in the effective mass approximation which is particularly 
well designed for the description of shallow states. 

2. Background of the numerical method 

It is straightforward to show that shallow states bound 
by a weak potential V(r) are described, in the effective 
mass approximation, by the solution of the envelop 

* Corresponding author. 

function Schrödinger equation whose general form is 
(T + V)q> — Ecp. The operator T represents the kinetic 
energy term. It is obtained by making the subsitution 
k — — i/j V in the dispersion relation E(k) found in the 
effective mass approximation. V is the operator asso- 
ciated with the binding potential. In the case of band 
degeneracy (generally the valence bands), cp is a spinor 
wave function whose dimension corresponds to the band 
degeneracy p. The kinetic energy operator takes a matri- 
cial form as for instance the 4 x 4 Luttinger hamiltonian 
[5] when the large spin orbit coupling allows to forget 
about the third valence band. The binding potential V 
has also to be expressed under a matricial form. For 
a nondegenerated band (generally the conduction band), 
the Schrödinger equation simplifies into a scalar equa- 
tion where the kinetic energy operator is expressed in 
terms of the conduction band effective mass. 

We now consider a straight dislocation whose line is 
along the Oz-axis. Obviously its binding potential will be 
of the form V(x, y) and the wave function may then be 
written in the form cp(x,y,z) = F(x, y)exp(ikzz). The com- 
ponent kz remains a good quantum number, so that all 
happens as if it was sufficient to make in the kinetic 
operators the following substitution — ihd/dz -> kz 

for obtaining the Schrödinger equation verified by 
the spinor F(x,y). Then, the various solutions of the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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energy E become kz dependent and describe the one- 
dimensional energy bands associated with the dislocation. 

The binding potentials associated with the dislocation 
strain field turn out to be complicated spatial functions. 
This rules out the possibility to find any reliable analyti- 
cal solution of the corresponding envelop Schrödinger 
equation. However, the present dislocation problem is 
exactly identical to the case of quantum wires for which 
various and now standard numerical methods have been 
developed as for instance the plane wave (PW) decompo- 
sition of the various spinor components which we now 
briefly recall. Since the binding potential results into 
localized states (at least in the Oxy plane for disloca- 
tions), it is expected that the various components of the 
spinor vanish at a given distance of the defect. We then 
localize the defect at the center of a square whose width 
L is chosen in such a way that the wave function vanishes 
at the square boundaries. This allows to define a infinite 
set of G reciprocal vectors of the form 2n{nx/L, ny/L} and 
to express each spinor component as a Fourier series. 
Inserted into the Schrödinger equation, the problem is 
then transformed into the search of the eigen-elements of 
an infinite matrix in which the kinetic energy contribu- 
tion is now obtained by making the substitution 
- id/dx -> Gx and — id/dy -> Gy. Its general element is 

Hmn(G, G) = HHS\Gx,Gy,k,)Sea- + VUG' - G)/L2, 

(2.1) 

where Vmn(G' - G) is the Fourier transform of the bind- 
ing potential. It is not numerically possible to determine 
the eigen-elements of an infinite matrix and therefore to 
consider an infinite set of G vectors to express the wave 
functions. In practice, a maximum number of G vectors 
are selected so that G2/2m* is lower than a given energy 
cutoff £cut. This limitation leads to an approximated 
representation of the real function which may be con- 
sidered as a trial function depending on the choice of the 
square width L. The eigen-energies also depend on L and 
this "variational" parameter is finally adjusted in order to 
minimize the ground state energy E(L, kz). 

3. Dislocation binding potentials 

In the case of the diamond or the sphalerite structures, 
the Burgers vectors are of <1 1 0 > a/2 type. Peierls for- 
ces tend to maintain the dislocation lines in the <1 1 0> 
lattice directions. Thus, for these materials, two kinds of 
straight dislocations are generally considered: the 60° 
dislocation whose line and Burgers vector make a 60° 
angle and the screw dislocation whose line and Burgers 
vectors are parallel. Obviously, the orientation of dislo- 
cation lines does not coincide with the choice of the 
x — ,y — ,z-axis (the <0 0 1> directions) used to express 
the Luttinger hamiltonian. Thus, prior to any calcu- 

lation, it is necessary to rewrite the Luttinger operator in 
the natural dislocation reference system. 

The binding potentials associated with dislocations are 
connected with their strain field through the deformation 
potential and the piezoelectric coupling (in polar materials). 

For the nondegenerated conduction band and in the 
case of direct band-gap semiconductors, the scalar defor- 
mation potential VDP(r) = E: s(r) is characterized by a 
S tensor which reduces to a constant Ex times a 3 x 3 
identity matrix. For the degenerated valence bands, the 
deformation potential coupling is expressed by Bir and 
Pikus hamiltonians [6] which have the same symmetries 
than Luttinger ones, since they are written in the same 
spinor basis. Their shape are identical but each of the 
components are now function of the deformation tensor 
components H™„ = Cllnk;kj Here again, the Bir and 
Pikus hamiltonian must be rewritten in the natural refer- 
ence system of the dislocation. 

In the case of noncentrosymmetric crystals, the piezo- 
electric potential may be deduced from the second Voigt 
equation which gives: D = xE + e : e where s is the strain 
tensor, e the piezoelectric tensor, E the electric field, D the 
displacement vector and % the dielectric constant. Since 
no net charge may be introduced by the dislocation 
strain field, div(D) = 0 so that the Fourier transform 
of the piezoelectric potential is given by Vpz(q) = 
\q-{t:e{q)}le0e,q2. For the conduction band the 
piezoelectric potential is directly used as a scalar poten- 
tial. For the valence band it is necessary to give it a matri- 
cial form by multiplying it by the 4 x 4 identity matrix. 

4. Numerical results, discussion and conclusion 

The shallow states bound to the conduction band have 
been computed for various III-V and II-VI semiconduc- 
tors of the sphalerite structure. For GaN, the study is 
restricted to conduction band bound states, using the 
cubic approximation. The various coefficients used in the 
calculation correspond to standard values found in the 
literature. 

Table 1 shows the values of the 2 "deeper" bound 
states. Generally, larger binding energies are found for 
larger gap semiconductor like GaN, ZnSe or ZnS: a con- 
sequence of larger effective masses and lower dielectric 
constants. It is worth noting that the dislocation binding 
energies are found to be systematically much larger than 
impurity binding energies calculated in the hydrogen 
model and whose values are also recalled in Table 1. 

Numerical results show that generally the piezoelectric 
potential contribute slightly to the binding energy and 
a discrete set of bound states are found as it is illustrated 
by the difference between the first and the secondary 
bound state. The square modulus of the wave functions 
associated with the two first fundamental dislocation 
ground states are shown in Figs. 1 and 2 in the case of 
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Table 1 
The 2 first bound states below the conduction band calculated using 841 waves. The second line indicates the shallow impurity ground 
state calculated in the hydrogenoid model 

MeV GaN GaAs InP InSb ZnSe ZnS(ß) CdTe 

Imp. level 
Ground state 
Dislo level 2 

37 
103.3 

11.72 

5.43 
47.90 
28.17 

7.08 
22.04 

5.87 

0.60 
23.49 
10.35 

31.10 
131.55 

19.60 

54.6 
104.75 
49.46 

13.91 
61.77 

9.08 

Burgets vectoi 

Fig. 1. Squared modulus of the wave function of the ground 
energy state bound to the conduction band. 

Burgers vector 

Fig. 2. Squared modulus of the wave function of the second 
energy state bound to the conduction band. 

GaAs. It is worth noting that the actual shape of the 
second wave function is strongly determined by the 
piezoelectric contribution even if it does not drastically 
modify the binding energy. This fact is illustrated in 
Fig. 3 which represents the wave function obtained, in- 
stead of Fig. 2, when the piezoelectric coupling has been 
neglected. 

Table 2 gives the values of the two first bound states at 
kz = 0 bound above the valence band. Similarly to the 
case of quantum lines along <1 1 0> directions, these 

Burgers vector 

Fig. 3. Squared modulus of the wave function of the second 
energy state bound to the conduction band calculated without 
the piezoelectric coupling. 

Table 2 
The two first shallow energy states bound to the valence bands 
and their associated ID effective masses 

MeV GaAs InP InSb ZnSe ZnS CdTe 
m*/m0 

mm 0.074 0.046 0.015 0.149 0.23 0.103 
mhh 0.62 0.49 9.47 1.44 1.76 1.38 
ml 0.514 0.624 0.203 1.214 1.531 1.30 

£i 93.45 62.27 33.64 72.42 87.18 100.84 
m2 0.526 0.630 0.226 1.247 1.560 1.25 
m3 0.73 0.69 0.25 1.45 1.70 0.69 
E7 36.39 35.75 18.12 30.95 39.38 67.36 
m4 0.80 0.68 0.23 1.53 1.73 0.67 

levels split into 4 distinct bands shown in Fig. 4 and lead 
to heavy ID effective masses. 

In conclusion, using numerical techniques previously 
developed for the determination of quantum wires energy 
states, we have found exact numerical solutions of the 
one-dimensional energy bands associated with the dislo- 
cation strain fields. Ground states are found systemati- 
cally deeper than those associated with impurities. They 
are expected to play a signifiant role on the doping 
possibilities for large dislocation densities (case of the 
actual bulk GaN). 
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Fig. 4. ID valence bands associated with dislocation in the case 
of GaAs. 
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Abstract 

We study theoretically the dynamics of the transient lattice vibrations induced by successive carrier captures by a 
deep-level defect. After each carrier capture, the interaction mode Q^t) coupled to the defect level shows a damping 
oscillation in a period ~2n/Aco, where Aco is the width of the phonon frequency distribution. The induced vibration in 
turn enhances the next carrier capture. The induced lattice vibration energy induced by a nonradiative recombination of 
an electron-hole pair is larger for shorter time interval between two captures. The possibility of defect reaction is 
discussed in connection with the coherence in successive captures and the induced vibration, which depend on the carrier 
densities, ne(h), the capture cross sections, <re(h), the activation energies, E"y and Aco. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Deep level; Multiphonon recombination; Coherent capture; Defect reaction 

1. Introduction 

The nonradiative multiphonon recombination in semi- 
conductors takes place as successive captures of an elec- 
tron and a hole by a deep-level defect. After an electron 
(hole) capture, the lattice relaxation takes place around 
the defect and an electronic energy equal to the thermal 
depth £*(£*) °f an electron (hole) is converted into 
phonon energies. The whole process of nonradiative 
multiphonon recombination can be described consis- 
tently only by using a proper configuration coordinate 
diagram with many electron representation [1,2]. It has 
been suggested that the transient vibration induced by a 
carrier capture enhances a following capture of the oppo- 
site carrier [1-4]. These coherent captures are considered 
as a key mechanism for recombination-enhanced defect 
reactions, which are observed in many optical semicon- 
ductor devices [5]. The purpose of the present paper is to 
study theoretically the dynamics of the transient lattice 

* Corresponding author. Tel:  + 81-734-57-8236; fax:  + 81- 
734-57-8237. 
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vibration induced by successive carrier captures by 
a deep-level defect [6-8]. The induced lattice vibration 
energy induced by a nonradiative recombination of an 
electron-hole pair is larger for shorter time interval be- 
tween the two captures. Possibility of defect reaction is 
discussed in connection with the coherence in successive 
captures and the induced vibration, which depend on the 
carrier densities, ne(h), the capture cross sections, o-e(h), the 
activation energies, £;'(,, and the width of the phonon 
frequency distribution Aco. 

2. Model Hamiltonian 

A classical treatment of the transient lattice vibrations 
induced by successive carrier captures at a deep-level 
defect in a semiconductor has been developed in the 
preceding paper [6]. Here we briefly summarize the re- 
sults. Let qk denote the normal mode of the lattice vibra- 
tion and pk its conjugate momentum with an angular 
frequency cok. The suffix k stands for the wave numbers 
and the modes. Without loss of generality, we assume 
that the equilibrium positions of lattice modes are qk — 0 
when the defect is neutral (D°) and qk = qk when the 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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ßh     a 

Fig. 1. The configuration coordinate model for a deep-level 
defect with many carriers. 

defect is occupied by an electron (D"). The Hamiltonian 
of the system for D° with ne free electrons in the conduc- 
tion band and nh free holes in the valence band is written 
as 

1 ne nh 

Hn„«, = zl (pi + a#ql) + neEg + £ e? + £ «J (1) 

The origin of the total energy is measured from that for 
D° with (nh — ne) free holes and no electron. Here, Eg is 
the band gap energy, sf and e) are the kinetic energy of rth 
electron and jth hole, respectively. The Hamiltonian for 
D~ where one of the electrons is captured is written as 

H„,-Um = -£ [pi + a>l(qk - qkf~\ + ne£g - Ef 
1 k 

i=l        }=1 

(2) 

Here, £e
h presents the thermal depth of a bound electron. 

The quantity £hh = £g — £* presents the thermal depth 
of a bound hole assuming that a hole is bound in D°. The 
interaction between free carriers and the lattice is neglect- 
ed, for simplicity and the phonon modes a>k are assumed 
to be unchanged for D° and D". 

Let us introduce an orthogonal transformation from 
{(Oklk} to {Qi}, in which the interaction mode Qy is taken 
as 

Ui k 
(3) 

Here Qi denotes its equilibrium position. The effect of 
the lattice distortions to the electron-hole system ap- 
pears only through 2i (Fig- 1)- The lattice relaxation 
energy is given by £LR = i£tft)

2g2 = \Q{. 

3. Transient lattice vibration 

If an electron is captured by D° at time ie, the time 
evolution of the interaction mode is given by 

ßiW = TTZ °>Mk{q™°"(t) + «*[i- cos mk(t - Tej-)]} 
ül k 

for T. < t. (4a) 

Here qk
et0"{t) is the time dependence of the fcth lattice 

mode before the electron capture. Next, a hole is cap- 
tured at time rh( > te), it is given by 

ßi W = 7TI> riikfak"0"® + &[ - cos cok(t - Tej) 
Y.\ k 

+ cos a>k(t - Thj)]} for th < t. (4b) 

If N pairs of electrons and holes have been captured, each 
occurred at tel < thl < te2 < Th2 < •■• < Tejv < TWV> 

the time evolution of Qi(0 is given by 

ßi« = 65efore(r) 

f       N 

+ öl ■{ 1 - E eXPC ~ Affl2(f ~ Tej)2/4]C0S C00(t - Tej) 

(5a) 

£ exp[ - Aco2(r - xhJ)
2/4]cos ft)0(t - ThJ-) 

for xeN <t< ThN, 

+ OH  _ E eXP[ " A(°2(t - T=j)2/4]COS W0(t - Tej) 

+ Z eXP[ - Aft)2(f - ^OVflCOS CB0(t - Thj) >, 

for ThN < t (5b) 

for a system whose phonon frequency cok distribution is 
given by a Gaussian with the central frequency co0 and 
the width Aco. Here öiefore(r) is the time dependence 
before the captures of N pairs. Thus, ßi(t) is shown to be 
a linear combination of damping oscillations, each starts 
at time rej or ihj and lasts in the common period ~ 2K/ 

Aco. It should be reminded here that the nonradiative 
capture time TCJ and Thj cannot take an arbitrary value 
but should obey a probability process which takes place 
only when Qi(f) crosses a critical point Qe or Qh, the 
intersection of two adiabatic potentials (Fig. 1). 

4. Correlation between two captures 

Next, let us discuss the possibility of coherent captures 
of an electron and a hole, starting from the first electron 
capture which takes place by  a thermal activation 
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Fig. 2. How many times 2iW can cross at Qh after an electron 
capture, as a function of Aw/a>0 and the relative positions of 
Qt, Qh and 2i- Each number denotes the number of crossing 
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ßi => 6e- After the electron capture, Qi(t) shows a damp- 
ing oscillation around Qi and may cross a point Qb, at 
which a nonradiative capture of a hole can take place 
[3,4]. It should be noted that only when ßi(f) is decreas- 
ing the level crossings correspond the real capture pro- 
cess: transition from one of the free continuum states to 
a bound state. Fig. 2 shows how many times Qi(t) can 
cross at ßh after an electron capture, as a function of 
Aa>/a>0 and the relative positions of ße, ßh and öi • When 
the parameters allow ßi(£) to cross Qh Nb -times, a non- 
radiative coherent capture of a hole, which does not need 
the activation energy Elc\ is probable for a case 
PhNh/2 ~ 1. Here the capture rate pt (i = e, h) is related 
with the capture cross section a' = cr'K)exp( — Efct/kBT) 
as Pi =niV\ah

m, where nf is the carrier density, v'T the 
thermal carrier velocity. 

Fig. 3 shows the maximum lattice vibration energy 
£™bx = Maxfg^t)2^] induced after a set of coherent 
captures of an electron and a hole. It is readily seen that 
an enhancement of the lattice vibration is more remark- 
able for quicker hole capture, i.e., at earlier crossing of 
6i(t) at oh- If-Ewb" exceeds the activation energy Ef for 
an electron capture, the second electron capture will also 
be enhanced and a coherent capture may take place for 
a case peJVe/2 ~ 1 where Ne is the number of crossing 
times at ße. 

5. Coherent captures and the effect on defect reaction 

Finally, we will simulate the dynamics of the transient 
vibration and a series of coherent captures. We will use 
the following assumptions: 

(1) The first electron capture takes place by a thermal 
activation 2i =* ße with an activation energy Elct. 

Fig. 3. The maximum lattice vibration energy generated after 
a pair of coherent captures of an electron and a hole for 
Aco/coo = 0.1. 

Fig. 4. The probability P„aCtion of a defect reaction as a function 
of Qji, i.e., the strength of the electron-lattice interaction, for 
a case where ps = 0.05 and ph = 0.1, £? = EJ2, and gj?/2 = Ee. 

(2) If Qi(f) crosses the point öe(Qh) of the adiabatic 
potentials, there is a probability pe(ph) per time to 
capture an electron (hole) nonradiatively. 

(3) If the vibration ßi(t) is damped out so that it is not 
enough to reach ße(ßh) before the next carrier cap- 
ture, the coherence in successive captures will be lost. 
The next capture is again a thermally activated pro- 
cess. 

(4) If the induced lattice vibration enables ßj(t) to over- 
come the critical point ßi(t) => ßc, the defect reaction 
takes place. 

Fig. 4 shows a typical example of the simulation for the 
probability Preaction of a defect reaction per set of coher- 
ent captures as a function of ß1; i.e., the strength of the 
electron-lattice interaction. The values of parameters are: 
pe = 0.05, ph = 0.1, the energy of defect reaction is ß^/2 = 
Eg and the localized electron level is fixed at the middle of 
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the gap (Ef = EJ2). The regions of Qt < 2 and Qx > 6 
are not probable because a large activation energy £ect is 
necessary for the first capture (see the above assumption 
1). In the region 2 < <2i < 6 the probability of the defect 
reaction is very sensitive to Aco/co0. Details of the result 
of the simulation will be shown elsewhere. 

interaction mode Qi{t) increases remarkably, and it may 
overcome the potential barrier for a defect reaction [5]. 
More than the band gap energy, E% = Ef + £* can be 
transformed into the lattice vibration energy by a series 
of coherent carrier captures, and will be used for the 
phonon kick mechanism. 

6. Summary 

We have studied theoretically the dynamics of the 
transient lattice vibrations induced by successive carrier 
captures by a deep-level defect. After each carrier cap- 
ture, the interaction mode Qi{t) coupled to the defect- 
level shows a damping oscillation in a period ~ 2iz/Aa>, 
where Am is the width of the phonon frequency distribu- 
tion. The induced vibration in turn enhances the next 
carrier capture. The induced lattice vibration energy in- 
duced by a nonradiative recombination of an electron- 
hole pair is larger for shorter time interval between two 
captures. The possibility of defect reaction is discussed in 
connection with the values of the capture rates, pe and ph, 
the activation energies, El" and EJct, and Acu. In the 
diabatic limit it is theoretically shown that pe(h) ~ co0/2TC 

[3,4]. Then the condition for the coherent captures turns 
out to be pet ~ pht ~ m0/Aa> > 1. The details also de- 
pend on the parameters: ge, Qh, Qlt.... 

If several pairs of electrons and holes are captured 
within a short period   ~ 2n/'Am, the amplitude of the 
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Abstract 

We present an efficient real-space multigrid method for first-principles electronic structure calculations, based on the 
pseudopotential method within the local-density-functional approximation. The Poisson and Kohn-Sham equations are 
accurately discretized by a higher-order finite difference method, and solved efficiently by a multigrid technique, which 
uses different relaxations for different sets of real-space grids. Testing various systems, we find the convergence to be 
nearly independent of the number of real-space grids. We demonstrate that our method is very useful for charged clusters 
and defects in localized bulk systems. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Multigrid; Real space; Cluster; Defect 

1. Introduction 

Real-space electronic structure calculations [1-7] have 
several advantages over the conventional method using 
a plane wave basis. Periodic boundary conditions which 
are commonly used in the plane wave method are not 
necessary in real-space techniques, and thereby total en- 
ergies especially for charged clusters can be accurately 
calculated. Other advantage is that the local potential 
has only diagonal elements and the kinetic operator is 
sparse if a finite difference method is used. In addition, 
the real-space method can maintain the sparsity of the 
Hamiltonian, in conjunction with the multigrid tech- 
nique [8] as a preconditioner, which accelerate the con- 
vergence by varying the resolution of grids. The conver- 
gence is nearly independent of the length scale of systems 
and the number of grids. Successful applications of the 
multigrid method for condense matter systems have been 
demonstrated by Briggs and coworkers [6,7]. 

In this work, we present an efficient real-space multi- 
grid method for first-principles electronic structure calcu- 

* Corresponding author. Tel.: + 82-42-869-2531; fax:  +82- 
42-869-2510. 

E-mail address: kchang@hanbit.kaist.ac.kr (K.J. Chang) 

lations. Our techniques used for the discretization of the 
kinetic operator and the diagonalization of the Hamil- 
tonian are different from those of Briggs et al. [6,7]. 
A higher-order finite difference method [9] is used to 
discretize the Laplacian and gradient operators. The 
Poisson and Kohn-Sham equations are solved by 
a multigrid method using different relaxations for differ- 
ent sets of real-space grids. We use the V-cycle of multi- 
grids. Introducing an energy shift parameter in the 
Kohn-Sham equation, we are able to accelerate greatly 
the convergence without using complicated algorithms 
such as a full multigrid (FMG) method. For charged Si 
clusters, we calculate the total energies with and without 
periodic boundary conditions and examine the effect of 
the periodic boundary conditions on the energies. We 
also test several charged defects such as N-vacancy, hy- 
drogen-N-vacancy pair, and Mg-interstitial-N-vacancy 
complex in GaN, including the localized Ga 3d electrons 
in the valence states. 

2. Calculational method 

Using a higher-order finite difference method, 
the Laplacian and gradient operators are expanded 
up to the 12th order on fine grids. Norm-conserving 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00619-5 



1004 Y.-G. Jin et al. /Physica B 273-274 (1999) 1003-1006 

pseudopotentials are generated by the scheme of Troul- 
lier and Martins [10] and transformed into the Klein- 
man-Bylander separable form [11]. We employ the 
Ceperley and Alder form of the exchange-correlation 
potential within the local-density-functional approxima- 
tion (LDA) [12-15]. The Kohn-Sham and Poisson equa- 
tions are solved very efficiently in real space, using the 
V-cycle of multigrids, which spans from coarse grids to 
fine grids back and forth. We also test other complicated 
cycles of multigrids that give better convergence, but find 
their computational costs much higher. 

For a given electron charge density p, the Hamiltonian 
made of p satisfies the following equation: 

#Ks[p]iA; =<#.-• (1) 

Instead of solving directly Eq. (1), we use an inverse 
iteration method to obtain £; and i/^-. For trial wave 
functions ifo, a relaxation step of the wave functions is 
made as follows. We first calculate the estimated eigen- 
value S; and residual vector r, 

e, = <&|HKS[P]|&>, 

r = (li -i?Ks[p])i?i- 

(2) 

(3) 

Then, we obtain a correction At//; to i/f; from the equa- 
tion, 

(HKSlp2-h+ö)Aij/i=r. (4) 

In this case, At^,- is calculated using the multigrid method 
with one V-cycle. Here 5 denotes a deviation of s; from 
£j and decreases as $■,- becomes close to \j/t. When i^ is 
sufficiently close to i/^-, <5 is approximately proportional 
to the magnitude of the residual vector, 

: £,-  — 6; CC ■N/W- (5) 

With a proper choice of 5, the residual vector can be 
reduced very rapidly and thereby the fast convergence 
can be achieved. Adding Aij/i to rpi, we obtain new wave 
functions, which are orthonormalized to each other. To 
maintain the numerical stability, on the coarse grids, the 
ionic potential is taken as purely local, i.e., the «-compon- 
ent in angular momentum, and a larger value of <5 is used, 
as compared to the fine grids. 

After each V-cycle, i.e., one self-consistent loop, the 
charge density and the Hamiltonian are updated for 
self-consistency using new wave functions. A subspace 
diagonalization with the wave functions tfo as a basis set 
is performed every five self-consistent steps, so that the 
eigenstates close in energy are unmixed, improving the 
numerical convergence. We point out that this procedure 
should be performed more frequently for large metallic 
systems, which have many electrons thereby the eigen- 
states close in energy. 

1 1      1      '      1      '      '      1       '      ' 

bulk Si 

0 8-atom cell 

D 64-atom cell 

A 216-atomcell   ~ 

l|% 

- l§k. 

- 

r      1      i      i 

ST* \ \ vv 
1      i      ,      1      .      i      1      r      i 

0 3 6 9 12 15 

number of self-consistent steps 

Fig. 1. Total energy convergence for the 8-, 64-, and 216-atom 
supercells of bulk Si. Here A£,ot represents the energy difference 
from the converged value. 

3. Results and discussion 

The test of the total energy convergence for bulk Si is 
drawn in Fig. 1. The energy converges almost linearly 
with increasing the number of self-consistent interations. 
Since the number of iterations required for self-consist- 
ency is independent of the supercell size, the total com- 
putational cost is nearly proportional to 0(N2), where 
N is the number of atoms in the supercell. Although the 
orthogonalization procedure requires the computational 
cost of 0{N3), it is negligible for supercells containing up 
to 216 atoms in bulk Si. 

In the calculations with nonperiodic boundary condi- 
tions, the calculated total energies of charged clusters or 
defects are considered to be exact. Since supercells are 
commonly used in the plane-wave method, periodic 
boundary conditions are intrinsic and a neutralizing 
background charge is inevitably required for charged 
clusters or defects in materials. In supercell calculations, 
if the supercell size is sufficiently large, the total energies 
can be accurately calculated for neutral clusters or de- 
fects. However, for charged systems, considerable and 
spurious interactions between the neutralizing back- 
ground and the lattice of excess or deficit charges from 
the neutral system are induced. Fig. 2(a) shows the total 
energies calculated for neutral and charged Si atoms with 
nonperiodic and periodic boundary conditions, as a func- 
tion of the cell size. The energies are well converged with 
nonperiodic boundary conditions, while the calculations 
with periodic boundary conditions need large supercells 
to obtain the convergenece, as expected. It is interesting 
to note that the errors of the energies caused by the use of 
supercells become significant as the deficit charge Q from 
the neutral state increases. For a cubic supercell with 
a length L, we find that these errors are due to the 
Coulomb energy between the charged cells, wich is sim- 
ply expressed as A£ « aQ2/2L, where a is the Madelung 
constant. In Fig. 2(b), we also compare the total energies 
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Fig. 2. Total energy convergence for (a) Si atom and (b) Si13 

cluster in different charge states. The energies calculated with 
nonperiodic periodic boundary conditions (cluster-type calcu- 
lation) are compared with those from periodic supercell calcu- 
lations. 
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Fig. 3. The formation energies calculated in real space (a) with 
only the partial core corrections and (b) with the Ga 3d electrons 
in the valence shell are compared for various defects in GaN 
under Ga-rich conditions. 

calculated with periodic and nonperiodic boundary con- 
ditions for charged Si13 clusters in the surface-like 
icosahedron structure [16]. In the cluster-type calcu- 
lations which use nonperiodic boundary conditions, the 
total energies are well converged for the cell size of 40 a.u. 
Compared with the exact energies calculated with non- 
periodic boundary conditions, the supercell calculations 
underestimate the total energies of charged clusters; the 
error increases as Q increases. With the Madelung cor- 
rection, the total energies can be improved, lying close 
to the exact values. For clusters, however, since excess or 
deficit charges cannot be simply expressed by a mono- 
pole interaction, higher-order (Makov-Payne) correction 
terms [17] are needed for better comparison. 

Similarly, the total energies of charged defects in bulk 
materials can be improved by including the Madelung 
and Makov-Payne corrections with the dielectric con- 
stant, which represents the screening effect between the 
charged defects in supercells. However, if defect charges 
are not well localized and supercells are not sufficiently 
large, these corrections cannot be accurately estimated. 
Moreover, the accurate evaluation of the dielectric con- 
stant is computationally very difficult. As an alternative 
way, the Slater-Janak transition-state theorem [18,19] 
can be used efficiently in practical calculations. 

We test various charged defects such as N-vacancy, 
Mg-interstitial-N-vacancy complex, and H-N-vacancy 
pair in wurtzite GaN. Including the Ga 3d electrons in 
the valence states, the total energy for each defect is 
calculated in real space, while in previous plane-wave- 
basis calculations [21-24] the Ga 3d electrons were 
treated as the core shell, with partial core corrections [20] 
in the exchange-correlation potential. We use a super- 
cell containing 64 atoms for charged defects. For the 
summation of the charge density in the Brillouin zone, 
only the f-point is used over the irreducible sector of the 

supercell Brillouin zone. The Slater-Janak transition- 
state theory is used to calculate the total energies for 
different charged states, and the resulting formation ener- 
gies are plotted as a function of the Fermi level in Fig. 3. 
Our real-space calculations with the Ga 3d electrons in 
the core shell but with the partial core corrections are in 
good agreement with the previous plane-wave-basis cal- 
culations [21-24]. Including the 3d electrons in the val- 
ence shell, the formation energy of the N-vacancy in- 
creases by about 0.6 eV mainly due to the extra cost to 
remove interactions between the Ga 3d and N orbitals 
[22,23]. Similar behavior is also found in the Mg-inter- 
stitial-N-vacancy complex, which was suggested to be the 
origin of the red shift of luminescence in heavily Mg- 
doped GaN [25]. For all the defects considered, the 
atomic relaxations are generally reduced by including 
the Ga 3d electrons in the valence shell. For the H-N- 
vacancy complex, because of the repulsive interactions 
between the H atom and the neighboring Ga 3d elec- 
trons, the increase in the formation energy is much 
higher, about 2eV. Our results demonstrate that the 
real-space technique is very powerful for future calcu- 
lations of defects in localized or large systems. 

4. Summary 

In summary, we have demonstrated that the real-space 
multigrid method is a very powerful technique for the 
electronic structure calculations of defects in localized or 
large systems. The total energies of charged clusters cal- 
culated within this scheme are exact, as compared to 
the plane-wave-basis supercell calculations. For charged 
defects in bulk materials, the error caused by the use of 
the periodic boundary conditions may be enlarged as the 
defect charge increases. 
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Abstract 

The probability of electron tunneling from a bound to a free state in an alternating electric and a constant magnetic 
field is calculated in the quasiclassical approximation. It is shown that the magnetic field reduces the probability of 
electron tunneling. The application of the external magnetic field perpendicular to the electric field reduces the ionization 
probability at high magnetic fields, when cyclotron resonance frequency becomes larger than reciprocal tunneling time. 
The increase of electric field frequency to values larger than the same reciprocal tunneling time enhances the influence of 
magnetic field. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Magnetic field; Far infrared; Ionization rate; Deep centers 

1. Introduction 

Recently, it has been demonstrated theoretically and 
experimentally that the ionization of deep impurities in 
semiconductors in the presence of static as well as high- 
frequency electric fields occurs via the multiphonon- 
assisted tunneling Refs. [1-4]. In contrast to tunneling 
ionization of atoms, where only electron tunneling takes 
place, ionization of impurities in solids is accomplished 
by two simultaneous processes: electron tunneling and 
the redistribution of the vibrational system by defect 
tunneling [1,4]. Recently, using results [5] for the prob- 
ability of electron tunneling, it has been shown that an 
external magnetic field applied perpendicular to the elec- 
tric field, suppresses the multiphonon-assisted tunneling 
in a static electric field at cocr2 > 1, where coc is the 
cyclotron frequency and z2 the defect tunneling time [6]. 

In this work we study theoretically the influence of an 
external magnetic field on the thermally activated ion- 

* Corresponding author. Tel.:  + 7-812-247-93-80; fax:  + 7- 
812-247-10-17. 

E-mail address: perel@vipl.ioffe.rssi.ru (V.l. Perel) 

ization of impurities in the presence of an alternating 
electric field. The interest to this problem is caused by the 
observation of an enhancement of multiphonon-assisted 
tunnel ionization of deep impurities in various semicon- 
ductors in terahertz electric fields as compared to static 
fields [3]. As shown in Ref. [3], this process is also 
controlled by the defect tunneling time T2. At Qx2 > 1, 
where Q is the frequency of electric field the probability of 
tunnel ionization increases drastically with rising fre- 
quency. 

The work consists of two parts. In the first part an 
expression for the probability of tunneling of an electron 
through an alternating barrier is obtained. In this part we 
use the method similar to used in Ref. [8]. In the second 
part we study the thermally activated tunneling in the 
presence of an alternating electric field and an external 
magnetic field in semiclassical approximation and neg- 
lecting preexponential factors. We show that in this ap- 
proximation the logarithm of the ionization rate linearly 
depends on the square of the electric field amplitude, as it 
has already been obtained for phonon-assisted tunneling 
without magnetic field [7,3]. The application of the ex- 
ternal magnetic field perpendicular to the electric 
field reduces the ionization probability at COCT2 > 1. At 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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frequencies of the electric field high enough to achieve the 

regime Q-z2 > 1, the influence of the magnetic field drasti- 
cally increases. 
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be complex. Using equation of Ref. [9] 

2. Quasiclassical wave function of tunneling electron 

The quasiclassical wave function in quasiclassical ap- 

proximation and neglecting preexponential factors is 
given by the expression 

W{r,t) ~ eiill,ySM, (1) 

where the action S(r,t) must confirm to the Hamil- 
ton-Jacobi equations 

dS 

dt 
= -J^(P,r,t),    VS = P (2) 

with the boundary condition S(r, t) = — et at r = 0, 
where e is the energy of an electron bound to the center 
(s < 0). In Eq. (2) Jf is the Hamilton function, P is the 
generalized momentum. In our case 

3V(P,r,t) = 
(P - e/cAf 

2m 
■ZF(t),   P = mr + -A,        (3) 

c 

where F{t) = F cos Qt is the force applied to an electron 
from an electric field of a wave, F = eE. We consider that 
the electric field E is directed along the axis Z, and a 
constant magnetic field H along the axis Z. Below we use 
the calibration Ax = Az = 0; Ay = - Hz. 

The action S, which confirms to required conditions 
can be written 

o — OQ       £^0)     <^o — £e{r',r',t')&t', 

where if is the Lagrange function 

2{J,¥tf) = - 
mV2 eH 

—y - F(t') 
c 

(4) 

(5) 

The radius-vector r'(t') confirms to the motion laws 

0, y =mQz, z' = —cosßt' — wcy 
m 

with conditions 

/(t0) = 0,   r'(t) = r. 

(6) 

(7) 

In Eq. (4) t0 is a function r and t determined by the 
condition 

\dt0 )r,, 
(8) 

We want to emphasize that due to the sense of wave 
functions values of r and t are real, while r', t' and t0 can 

dV 
dt0 /r,t 

and the first boundary condition of Eqs. (7) and (8) can be 
written as 

m 
{vox + vly + vlz) = 8, (9) 

where «0 = ¥{t0) is the velocity at the beginning of 

motion t0. The value of this velocity is purely imaginary 

due to the condition £ < 0 in Eq. (9). This is natural 
because an electron is under the barrier. 

3. Probability of direct electron tunneling 

After solving of the motion equation (6) with condi- 
tions (7), it is possible to get i>0 as a function of r, t, t0. 
Then Eq. (9) determines t0 as a function of r, t. Finally, 
we find the action S as a function r, t, and therefore wave 
function W(r, t). 

To find the density current from the center, which is 
proportional to \<F\2, it is enough to find ImSin the area 
of space, where it reaches its maximum, e.g. with the 
values of r, where PlrnS = 0. The probability of ioniz- 
ation P. can be written as 

Pe ~ exp[ - 2S,(8)], (10) 

where Se(e) = ImS/h in the area of space, which deter- 
mines the result of tunneling. Then Se(g) can be found as 

(11) SM = 
m 
2h% 

V-y2)dr-^, 
o                            h 

where ze is defined by the equation 

sh2ßre t1-(*-"«*) (*"*•- 
Q 

~F 

2 

22n llfil> 

ß 

and 

y = 
Fwa 

m(Q2 -co: 

Fco, 

m(Q2 

, „          CO, Shßle     , 
chßr + — — ch(BcT 

ß sha>cTe 

ß CO, Shßle     , 
— snßr —— — shw,z 
coc ß shffi(rT. 

(12) 

(13a) 

(13b) 

Thus, the probability of ionization, neglecting pre-ex- 
ponential factors, is given by Eq. (10), where S,(e) and 
Te(s) are defined by Eqs. (11) and(12). Note that the 
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parameter: 

dSe 
-ti- 

de 
(14) 

and thus can be named as time of electron tunneling. 
Without magnetic field (with a>c = 0) Eqs. (10)-(13) co- 
incide with the result of Ref. [8] for the tunnel ionization 
in an alternating electric field and when ß = 0 with the 
result of Ref. [5] for the tunnel ionization in a constant 
electric field in the presence of the magnetic field. 

The probability of the ionization decreases and tunnel- 
ing time increases when the magnetic field increases. 

4. Thermally activated tunnel ionization of deep center 

The probability of tunnel ionization with participation 
of phonons can be considered as a result of three pro- 
cesses: (i) thermal excitation of the system to a vibrational 
level 8X in the adiabatic potential Ux{x), corresponding 
to an electron bound to the center (x is the vibrational 
coordinate), (ii) tunnel transition of the vibrational sys- 
tem to the adiabatic potential U2s(x), corresponding to 
free electron with potential energy e and (iii) tunnel tran- 
sition of an electron under influence of an electric field 
out of the well to the free state with negative energy e. 

In quasiclassical approximation the probability of 
ionization with fixed 6 and Sx is proportional to the 
expression: 

expi 
kT 

exp[- 2(S2c - Su)l exp[- 2Se(s)], (15) 

where the three factors are probabilities of the three 
processes enumerated above, 

SXt h 

2M 

N/f71(x)-<fdx,   S = Sx-ej,     (16a) 

Ju2e(x)-£dx,    U2B(x) = U2(x) + s, 
£ 

(16b) 

where M is a mass, corresponding to the vibrational 
mode, which plays the main role in the process. S and 
gx are local vibration energies, counted from the bottom 
of potentials U2 and Ux, respectively. The scheme of 
adiabatic potentials and the tunneling trajectories are 
shown in Fig. 1. 

The total probability of ionization is obtained by in- 
tegrating product (15) over Sx and e. Calculation of this 
integral by the saddle-point method yields two equations 
for the optimal values SXm and em: 

Fig. 1. Adiabatic potential configurations for: (a) weak elec- 
tron-phonon coupling and (b) strong electron-phonon coupling 
(autolocalization). Potentials plotted in broken lines correspond 
to the electron with negative kinetic energy tunneling in electric 
fields of two different strengths. Solid arrows show the tunneling 
trajectories of vibrational system. 

where the "tunneling times" of the vibrational system 
T„£ are determined by the expression 

,9S„E 
T„, =  — n——. 

a<? 

For sufficiently weak fields the value of sm is small and 
in the first Eq. (17) we can consider 8 = 0. Then it deter- 
mines the energy SXm, which does not depend on the 
electric field. In Eq. (15) the difference S2e - Su can be 
expanded in a power series of e and only the first term in 
the expansion need be retained 

$2E — "le ~S1+ h' 
(18) 

where S2, Sx, x2 are the values of S2e, Su and T2E at 
£ = 0. Then using Eq. (11) at te = T2 we can get for the 
ionization probability e(F): 

F2 

e(F) = e(0)exp-^, 

where it is convenient to write 

3mh 

3co? 

F*2 

(19) 

(20a) 

if = (Q2-mlf}0 H 
ß 

coc shQx2   , 
chßr + ——: chco^T 

Q sha>cT2 

+ cuc shßr2 
shßt sh(BcT 

a)c ß shü)cT2 

•dt. (20b) 

T2£ = tu + hßkT,   T2E = Te, (17) 

The dependence of TJ on the magnetic field is illustrated 
in Fig. 2. 

Without magnetic field (coc -► 0) Eqs. (19) and (20) 
coincide with expression for the probability of multi- 
phonon thermally activated tunneling under the influ- 
ence of an alternating electric field obtained in Ref. [3], 
and at ß -> 0 with results of Ref. [6]. 
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Fig. 2. The ratio (Tf3(0,fl) - zf(a>c,Q))hl versus CUCT2 cal- 
culated after Eq. (20b) for various values of the Q%2. Note, that 
the only parameter in Eq. (20b) which determines a scale for the 
frequency is the tunneling time T2. 

the application of the external magnetic field perpendicu- 
lar to the electric field declines carriers which increases 
the tunneling trajectory. Thus, magnetic field reduces the 
ionization probability at cact2 > 1. This effect is en- 
hanced at frequencies, when Qx2 becomes larger than 
unity. 
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Note, that we can use Eqs. (19) and (20) when F g> F* 
and |s„,| -4 eT, where |EJ is determined by Eq. (12) at 
Te = T2. Corresponding to the first formula (17) at 6 = 0 

x2 = Tj + h/2kT, (21) 

where TX practically does not depend on temperature. At 
adiabatic potentials (autolocalization) xy < 0 (Fig. lb). 

5. Summary 

In this work an expression for the probability of elec- 
tron tunneling from a bound to a free state under an 
alternating electric field in the presence of constant mag- 
netic field is obtained. The result is used for the calcu- 
lation of the rate of thermally activated ionization of 
impurities by alternating electric fields. It is shown that 
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Abstract 

Photothermal ionisation spectroscopy (PTIS) has been used for many years to study the electronic structure of 
dopants in semiconductors, but to our knowledge it has been applied only once to the study of isoelectronic bound 
exciton (BE) states. The absence of any substantial literature on the subject raises the question as to whether some 
fundamental factors preclude the observation of the sharp line transitions from the exciton excited states. We have 
attempted to measure PTIS effects in a range of BE systems in silicon, but only certain systems prove amenable to the 
technique. In addition to data on the C-line (which has been reported in another study), PTIS spectra of BE complexes at 
two other well-studied centres in silicon are reported, which are generally comparable to published photoluminescence 
excitation (PLE) and absorption spectra. The intensities of the lines do not show, in all cases, the expected systematic 
temperature dependence, demonstrating extreme temperature sensitivity, with thermal activation energies different to 
those obtained from photoluminescence (PL) temperature dependence data. Finally, we comment on the potential of the 
technique for the study of excited states of BE in silicon. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Photothermal; Spectroscopy; Defect; Exciton 

1. Introduction 

The study of bound exciton (BE) excited state structure 
provides a valuable source of information on the detailed 
nature of the particle binding mechanisms at a defect site, 
and about the nature of the underlying defect. The major- 
ity of optical measurements on defect BE systems utilise 
the technique of photoluminescence (PL), which, in com- 
bination with perturbative mechanisms such as uniaxial 
stress and magnetic fields, can provide much information 
on the physical and chemical nature of the defect [1]. 
However, by the virtue of thermalisation effects at low 
temperatures, PL mainly probes the first few excited 
states of the exciton system, and information obtained on 
higher states is very limited. 

The main technique used to study the full BE excited 
state spectrum is that of photoluminescence excitation 

* Corresponding author. Tel: 353-1-704-5730; fax: 353-1-704- 
5384. 

E-mail address: mdg@alice.physics.dcu.ie (M. Gibson) 

(PLE), and this has been applied to a number of the 
common BE systems in silicon, for example [2,3]. For the 
particular case of defects in silicon, the poor optical 
efficiency of the material means that a tunable laser is 
generally required to obtain good signal levels. However, 
a number of workers have also successfully applied 
simple Fourier transform (FT)-based techniques (with 
the associated advantage of high system throughput), 
including photo-thermal ionisation spectroscopy (PTIS), 
to the study of the excited state structure of the well- 
known C-line centre (PL photon energy ~790meV) in 
silicon [4,5]. PTIS is a hybrid electro-optical technique, 
utilising a photon to excite a particle from a low-lying 
energy state up to a state close to the ionisation edge. The 
particle is then ionised into the continuum by a phonon, 
contributing to an increase in sample conductivity, as 
shown in Fig. 1. This technique is well established for the 
study of donor and acceptor levels in the far-infra red (IR) 
as described in the review articles [6,7], and in principle 
should allow the study of BE states in the near-IR. The 
PTIS technique in the far-IR allows measurement of 
extremely low-defect concentrations (< 1010cm"3) [6,7], 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00626-2 
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Fig. 1. Schematic diagram of photothermal ionisation process 
for a defect. (See text.) 

which has prompted us to examine the possible advant- 
ages it may offer in the near-IR. To the best of our know- 
ledge however, there have been no published reports on 
the observation of the excited state spectrum of BE in 
silicon other than the C-centre [4] using PTIS. 

It is the purpose of this report to outline the results 
of our first investigations of the use of FT-based PTIS to 
the study of a number of BE systems in silicon, and to 
comment on the potential of the technique for such 
measurements in general. 

2. Experimental 

A variety of samples of silicon were used in an attempt 
to study various BE systems. For the three centres which 
proved amenable to the PTIS technique the following 
sample types and preparation were used. 

The samples used for the C- and P-line centres were 
nominally intrinsic high-purity CZ bulk silicon. To pro- 
duce the C-line centre these samples were irradiated with 
2 MeV electrons to a dose of 5 x 1017 cm"2 [1,4]. C-line 
spectra were obtained from these samples with no further 
treatment. P-line spectra were obtained from the same 
samples after further annealing at 450°C for 2 h [2]. The 
samples used in the Beryllium measurements were p-type 
high-resistivity FZ silicon doped with Be by diffusion. In 
all cases the sample were RCA cleaned before prepara- 
tion. 

We have examined two simple methods of making 
ohmic contacts to the samples. Either by pressing a mix- 
ture of indium and gallium on to the samples [8] or by 
scratching the silicon surface with an aluminium bar 
coated with gallium [4,9]. For most of the results pre- 
sented in this paper the latter was used. 

The PTIS measurements were carried out using the 
internal quartz halogen source of a BOMEM DA8 
Fourier transform spectrometer with a Stanford Model 
DR570 low-noise current preamplifier and home made 

amplifier combination. The internal light source was 
suitably filtered to match the photon energy range of 
interest, which optimised the PTIS signals. It was also 
ensured that no above band-gap radiation was incident on 
the sample, eliminating band-to-band excitations which 
would completely obscure the PTIS signals. 

The prepared samples were placed in a Janis model 
CCS-500 closed cycle refrigeration cryostat and an Ox- 
ford instruments automatic temperature controller ITC4 
was used to control the temperature. For most of our 
measurements sample voltages in the range 0-5 V were 
applied using a high stability power supply. 

3. Results and discussion 

As mentioned above, two different methods of making 
ohmic contacts to the samples were examined; In-Ga 
and Al-Ga. Fig. 2 shows a comparison of the PTIS 
spectra of the C-line centre after initial contact. In the 
inset a plot of the signal-to-noise ratio (SNR) taken over 
a number of days (with the samples being cycled to room 
temperature a number of times during the period) is 
shown. As can be seen from the plot the Al-Ga contacts, 
while having a poorer SNR initially, show improved 
behaviour over a longer period of time, while the In-Ga 
contacts appear to degrade quite considerably over the 
same period. For this reason we have used the Al-Ga 
contacts for all further spectra shown in this report. 

A range of excitonic systems seen in PL were investi- 
gated including the 983 meV Cd-related defect [10], the 
1138 meV Be-related defect [11], the 1078 meV Be-Be 
defect [12] and the 790 meV C-line [1,2] and 767 meV 
P-line [1,3] centres. A PTIS signal corresponding to the 
BE was seen only for three of these systems, specifically 
the C-line and the P-line (Both of which have also been 
seen by Klevermann) [4,9] and the Be-Be centre. These 
spectra are shown in Fig. 3 with the C-line centre show- 
ing the best SNR and the Be-Be system the worst. In all 
cases, the features observed in PTIS are in good agree- 
ment with those obtained in either PLE [2,3] or absorp- 
tion [13] measurements. 

Because of the thermal ionisation stage of the PTIS 
process, the line intensities are expected to show a char- 
acteristic variation with temperature related by a Boltz- 
mann factor to their particle ionisation energies. This 
effect was examined in depth by other workers for the 
C-line [4] and good agreement with experiment was 
found for this system. We have performed similar tem- 
perature dependence measurements on our C-line, P-line, 
and Be-Be samples. For the C-line sample we find results 
in general agreement with Klevermann et al. [4], giving 
reasonable estimates of the particle ionisation energy, 
albeit over a narrower temperature range (~15K) for 
our study (Fig. 4) compared to agreement over a range 
> 30 K in Ref. [4]. We feel that the one cause of this 
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Fig. 2. PTIS spectra of the same sample using the two contact methods discussed above. The inset shows signal-to-noise ratio measured 
over a period of days using both contacting methods. 
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Fig. 3. Measured PTIS spectra of the three defect centres which 
proved amenable to the technique. 
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Fig. 4. Measured PTIS spectra of C-line centre in temperature 
range 25-35 K. 

difference may be in our use of nominally undoped high 
purity starting material compared to the use of starting 
material of higher conductivity. A theoretical analysis 
[4,9] predicts a simple thermal behaviour in the cases 
where the thermally ionised particles are either a small 
fraction of the total number of carriers in the band or are 
the sole source of carriers in the band, but the intermedi- 
ate case yields more complicated behaviour. The use of 
nominally undoped high purity starting material, which 
may have small residual doping of either type, may have 
placed our samples in this intermediate regime. Our 
attempts to measure the C-line PTIS signal in the start- 
ing material of higher conductivities (both n- and p-type) 
which received identical sample treatments have been 
unsuccessful, in spite of the fact that strong C-line PL was 
observed in these samples. Thus, the choice of starting 

material appears to be crucial for observing the PTIS 
signal. 

In the case of both the P-line and the Be-Be pair 
systems, attempts to study temperature dependence were 
unsuccessful, with the spectra being observable over an 
extremely limited range of ~5K. This precludes any 
study of the relation of thermal to spectral ionisation 
energies, and shows that the theories applied to temper- 
ature-dependent PTIS in the far-IR [14,15] do not fully 
account for the behaviour when applied to the study of 
BE systems. 

Finally, we note that the thermal activation energy 
obtained from temperature dependence studies of PL 
data from the same C-line sample (shown in Fig. 5) is 
24 meV which does not agree with the ionisation energy 
from the ls(Ax) to continuum value obtained from PTIS 
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Fig. 5. Plot of PL intensity as a function of temperature, and 
calculated thermal activation energy. 

and PLE of ~ 32 meV. This is most probably due to the 
dissociation of the free exciton as a limiting process in 
PL, and indicates the difficulty in drawing any firm 
conclusions about the exciton binding energy from PL 
temperature dependence measurements. 

Our results demonstrate the difficulty of using the 
PTIS technique for the study of BE systems in general in 
the near-IR in silicon. Of the range of samples we have 
attempted to measure using the technique, only the 
aforementioned three systems have been observed. It is 
interesting to examine these three systems more closely in 
an attempt to discern some common features which may 
explain this behaviour. 

One significant point may be the fact that all three are 
either so-called pseudo-donor BE (in the case of the 
C- and P-line centres [1]) or pseudo-acceptor BE (in the 
case of the Be-Be centre [12]). Such centres consist of one 
tightly bound particle, with the other in an effective mass 
orbit around it. The crucial step in the PTIS process is 
the optical absorption transition from the ground state 
into the higher excited states. For most BE systems in 
silicon, the indirect gap means that such an absorption is 
weak, making it difficult to measure excitonic absorption 
spectra. In the case of some pseudo-donor/acceptor sys- 
tems, however, the tightly bound particle state localised 
in space spreads in k-space and relaxes this selection rule, 
allowing reasonably strong absorption. The fact that the 
three defects mentioned above are some of the relatively 
few excitonic systems in silicon studied by absorption 
[1,13] supports this point. We intend to further examine 
this aspect by making measurements on excitonic sys- 
tems in a direct gap material such as GaAs. 

4. Conclusions 

We have examined the potential of the PTIS technique 
for the study of BE systems in silicon generally and have 
found that only a limited number of systems yield sharp 
line BE spectra. These systems have a similar electronic 
structure of the pseudo-donor/acceptor type. It appears 
from our measurements that PTIS offers no advantage 
for the measurement of BE excited state structure over 
conventional optical absorption, with the weakness of 
the oscillator strength between the ground and excited 
states fundamentally limiting both processes. Additional 
complications are introduced by both the contact-mak- 
ing process and the observed sensitivity to starting ma- 
terial type. Temperature-dependence measurements on 
these systems indicate that in two of the cases the ex- 
pected Boltzmann dependence is not observed and a 
more complicated behaviour is seen. 

Further work, including study of direct gap materials 
such as GaAs is required and study of temperature- 
dependent behaviour in starting material of different 
conductivity types, is needed to clarify some of the issues 
raised by our measurements. 
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of hydrogen with the (1 1 l)Si/Si02 interface: 

Pb-hydrogen interaction kinetics 
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Abstract 

The thermal interaction kinetics of interfacial Si dangling bond Pb defects (Si3 = Si-) in (1 1 l)Si/Si02, including 
passivation in molecular hydrogen (pictured as PbH formation) and dissociation in vacuum, is readdressed. An initial 
simple thermal model had concluded simple exponential decay for both processes characterised by single-valued 
activation energies Ef and Ed, respectively. The picture, however, is found inadequate. In the first part, the results are 
reviewed of a previous expanded electron spin resonance (ESR) study of the passivation step, leading to a consistent 
model for passivation, in which the existence of a significant spread aE, in Ef was exposed. In the present work, the results 
are presented of a similar study on the dissociation kinetics, providing distinct extension of the data set based on 
proper ESR defect density probing. Unlike previous conclusion, manifest non-simple exponential decay is exposed, which 
within the simple thermal model reveals the existence of a distinct spread aEi in £d. Incorporation of this results in 
a consistent generalised thermal model, the solid set of data enabling unbiased extraction of the pertinent physical 
parameters, such as the attempt frequency kd0 = (1.6 + 0.5) x 1013 s" \ close to the Si-H bending mode. The spreads in 
Ed and Ef are the natural manifestation of the stress-induced non-uniformity in atomic Pb morphology. The combination 
of both studies leads to a consistent unified picture of the Pb-(molecular) hydrogen interaction kinetics that matches 
underlying physical insight, based on the rate limiting reactions Pb + H2 -> Pb + H and PbH -»■ Pb + H. It is evidenced 
that the model also applies to the interfacial Si dangling bond defects in (1 0 0)Si/SiO2. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: Defects; Si/Si02 interface; Silicon; Magnetic resonance 

1. Introduction 

The presence of electrically active centers at the 
Si/Si02 interface has early on been recognized as a major 
obstacle in metal-oxide-semiconductor device techno- 
logy. Later, it was realised that hydrogen plays an impor- 
tant role in this matter as it turned out, at least for some 
types of defects, chemical reaction with hydrogen is 

*Tel.:  + 32-16-327179; fax: +32-16-327987. 
E-mail address: andre.stesmans@fys.kuleuven.ac.be (A. Stes- 

mans) 

a prime means of inactivation [1]. Hydrogen is always 
found to be present in Si/Si02 entities because of its 
universal presence during fabrication. 

The subject is encountered in numerous studies 
[1-11]. Yet, only few works have aimed at inferring the 
specific trap-hydrogen interaction kinetics [12,13]. 
Techniques used are electrical current-voltage (CV) 
measurements and positron annihilation spectro- 
scopy [14,15], albeit restricted to passivation and dis- 
sociation, respectively. However, these techniques, 
inherently lacking atomic discriminative power, have 
appeared little decisive in model assessment. As 
known, there exist various types of interface traps 
[16,17]. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00627-4 
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When it concerns paramagnetic traps, a most adequate 
technique that may be applied is the defect-type-specific 
electron spin resonance (ESR). Yet, only few ESR-based 
works have been carried out [18-24], exclusively dealing 
with Pb-type defects. The latter is the generic ESR name 
for the particular class of paramagnetic coordination 
point defects [2], inherently generated at the interface as 
a result of mismatch [25,26]. Their appearance depends 
on the crystallographic interface orientation. At the 
(11 l)Si/Si02 interface, only one type is generally ob- 
served — specifically termed Pb —, identified as trivalent 
interfacial Si, denoted Si3 = Si-. The (1 0 0)Si/SiO2 ex- 
hibits two prominent types, termed Pb0 and Pbl. For 
standard oxidation temperatures (800-950°C), intrinsic 
(]Vj) areal densities of physical defect sites (including both 
ESR active and inactivated ones) of [Pb] ~ 5 x 
1012 cm"2 [25] and [Pb0], [Pbl] ~ 1 x 1012 cm"2 [27] 
are naturally incorporated. All three Pb variants were 
shown to be trivalent Si centers, where the consensus 
is that Pb0 is the equivalent of Pb, but now residing at 
(imperfections of) a macroscopic (10 0) oriented 
Si/Si02 interface. Pbl is hinted [28] to be a distorted 
defected interfacial Si dimer. For this important 
class of Si dangling bond centers, electrical inactivation is 
generally pictured as chemical saturation of the failing 
bond by hydrogen, symbolized as SiH formation 
[2-4,18]. 

2. Pb-molecular hydrogen interaction 

2.1. Initial canonical picture 

Some preliminary atomic insight on Pb-hydrogen 
bonding, albeit somewhat scattered, was provided by 
initial ESR work [29-32], some in combination with an 
electrical technique. In pioneering ESR work [18,19], 
Brower was the first to fully quantify the hydrogen inter- 
action kinetics of Pbs with molecular H2. His model, 
henceforth called the simple thermal (ST) scheme, con- 
cerns a least-complications scheme, the red wire being 
that the key interactions are simply rate limited by the 
availability of'reactive' Pb sites, i.e., [Pb] and [Pb H] for 
passivation and dissociation, respectively. The Pb pas- 
sivation in molecular H2 and dissociation in vacuum 
[studied in the temperature (Tan) ranges 230-260 and 
500-590°C, respectively] is modelled by the simple chem- 
ical reactions 

k&(N0 — [Pb])> with solutions 

[Pb]/iV0 = exp( - kt [H2]t), 

[Pb]/JV0 = 1 - exp( - kit), 

(3) 

(4) 

Pb+H2^Pb + H, 

PbH-+Pb+H, 

(1) 

(2) 

leading to the respective first-order differential rate 
equations d[Pb]/dt = -fef[H2][Pb]  and d[Pb]/df = 

where the rate constants are given by the Arrhenius 
equations k{ = k!0 exp(— Ef/kT) and kd = 
fed0 exp(— Ed/kT). Here, JV0 is the initial density of Pb 

and HPb (maximum number of recoverable ESR-active 
Pb centers) entities, respectively, [H2] the volume con- 
centration of H2 at the interface, and k Boltzmann's 
constant. The inferred parameters were Ec = 1.66 + 
0.06 eV, Ed = 2.56 + 0.06, and preexponential factors 
kt0 = 1.94 ( + 2/ - 1) x 10"6 cm3/s, kd0 ~ 1.2 x 1012 s_1. 

The sequence of the Eqs. (1) and (2) is equivalent to the 
dissociation of the H2 molecule (at the Si/Si02 interface), 
with a net energy ~ 4.2 eV, close to the value of 4.52 eV 
for dissociation in vacuo. It exposes Pb as a catalyst for 
cracking H2. 

Regarding passivation, basic ingredients of the ST 
model include: (i) H2 is physically absorbed into the 
Si02 layer and diffuses molecularly among the accessible 
interstices of the Si02 network, including the reaction 
site at the Pb center; (ii) Rather than diffusion, the pas- 
sivation is limited by direct Pb-H2 reaction at the 
Pb reaction site; (iii) there is no preliminary cracking at 
internal sites in the Si02 on their way towards the 
interface; (iv) The interfacial concentration of H2 is as- 
sumed equal to the physical solubility of H2 in bulk 
vitreous silica, and the supply of H2 considered un- 
limited, (v) For both the passivation and dissociation 
steps, single-valued activation energies (Ef and Ed) are 
presumed, (v) It was argued that the deduced activation 
energies for Eqs. (1) and (2) are equal or only slightly 
larger than the energy difference between the respective 
initial and final constituents. Hence, the reverse passiva- 
tion and dissociation reactions would proceed essentially 
spontaneously (little or no barrier) in the presence of 
atomic hydrogen. 

The ST model enjoyed theoretical support [33] from 
semiempirical spin-unrestricted molecular orbital cluster 
calculations on Pb. The values Et = 1.32 eV and Ed = 
2.7 eV were reported, in fair agreement with Brower's 
data [18,19] (1.66 and 2.56 eV, respectively). Also of 
interest may be the theoretical results [34] for the case of 
the Si-H bond placed in bulk Si. The work reports an 
Ed = 2.5 eV for removing H to a position 'far' away from 
the dangling bond, while a value Ed = 1.5 eV is found for 
moving the H atom to a neighboring Si-Si bond-center 
site. A more recent ESR study [23] of Pb H dissociation 
utilizing isochronal (2h) annealing, when interpreted 
within the ST model, largely affirmed Brower's results 
[19]. However, the interpretation was carried out assum- 
ing first-order kinetics, whereby an appropriate value for 
fed0 was postulated — it could not be inferred indepen- 
dently. The intertwined effect of Ed and fcd0 in Eq. (4), in 
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conjunction with the limitation in data, resulted in 
equally 'good' fits for a broad range of kd0-Ed values, i.e., 
£d= 2.4-2.9 eV for kd0 varying from lxlO11 to 
1 x 1014 s"1, a broad range indeed, of little decisive use. 

values, respectively, Et = 1.51 + 0.04 and 1.57 + 0.04 eV, 
and revealing for both defects (similar as for Pb) a spread 
cr£f = 0.15 + 0.03 eV. Thus, identical Et values are found 
for Pb and Pb0 passivation (cf. Table 1). 

2.2. Revised passivation scheme 

Although the ST model was soon accepted as definitive 
upon disclosure, it later on appeared to be based on 
indequate data [21,22], of insufficient extent. In a recent 
extensive ESR work [21], the passivation model, as 
embraced by Eq. (3), dramatically fell short in accounting 
for expanded sets of data. In that ESR work, revisiting 
the interaction kinetics, a consistent passivation scheme 
for Pbs was attained — termed the generalised simple 
thermal (GST) model —, also based on the chemical 
pathway represented by Eq. (1). Within the GST model, 
a major finding was the demonstration of the existence of 
a significant spread <rBr in the activation energy Ef for 
passivation. Without this recognition, no consistent de- 
scription could be attained. As outlined there, the infer- 
red values of physical parameters, in particular the aver- 
age activation energy and preexponential factor, now 
match the underlying physical insight. 

The kinetics of passivation as a function of time t was 
found reliably described by the convolution 

[Pb] 
N0 

1 

2lKTEt 

e-[(E„ -&)2/(2^) + *o[H2]exp(-E„/tr)] £g /j\ 

It accounts for all experimental data, the inferred 
values of the pertinent physical parameters being sur- 
veyed in Table 1. As explained, the spread just traces 
back to the stress-induced variations in the Pb atomic 
morphology over the various sites. 

The passivation of Pb0 and Pbl has also been exten- 
sively studied [22] (isothermally) by ESR, giving as mean 

Table 1 
Results within the generalized simple thermal (GST) model for 
the kinetics of thermal passivation in H2 and dissociation in 
vacuum of Pb (PbH) defects at the interface of standard 
(1 1 l)Si/Si02 (oxidation temperature >800°C) 

Dissociation 
Ed (eV) ** (eV) /cacaoes'1) 
2.83 + 0.02 0.08 + 0.03 1.6 + 0.5 

Passivation3 

Ef (eV) OE< (eV) fcfo (10-"cnT's-1) 
1.51 + 0.04 0.06 + 0.004 9.8 ( + 8/ - 5) 

aRef. [21]. 

3. Revisiting Pb-hydrogen dissociation kinetics 

Clearly, there are various reasons to readdress the ST 
model for Pb passivation in H2. These include the neces- 
sary alleviation of a previous [18,19] inadvertent flaw in 
ESR experimenting regarding the monitoring of the 
Pb defect density and the above-mentioned inadequacy 
of the ST model to account for experimental data. With 
the unveiled intrinsic spread aEt in Ef, it is then conceiv- 
able to expect a correlated analogous spread in the ac- 
tivation energy Ed for PbH dissociation. Three, the 
previously inferred fed0 value appears unrealistically low 
(vide infra). The present work intends to thoroughly 
verify the ST model, and if applicable, to determine 
Ed and kd0 independently. This is realized through pro- 
viding broad data ranges, combination of both isother- 
mal and isochronal annealing, enhanced ESR sensitivity, 
and extension to enhanced Pb density. In combination 
with the previous consolidated passivation picture, it will 
be outlined that an overall consistent model for the 
Pb-H2 interaction is attained, matching underlying 
physical insight. 

3.1. Experimental details 

Slices of 2 x 9 mm2 main face, appropriate fore ESR, 
were cut from 2-in-diameter float zone (11 1) Si wafers 
(>100ßcm, p-type, two side polished) of thickness 
~ 70 urn. Their 9-mm edge was a <1 1 0> direction. After 

wet cleaning, multiple samples (each comprising ~ 10 
slices) were submitted to various thermal steps in a high- 
vacuum laboratory set up, as described elsewhere 
[21,25]. 

Briefly, samples were first oxidised at ~ 970°C 
(1.1 atm dry 02; 99.9995%; oxide thickness doyi ~ 42 nm), 
terminated by rapid cooling to room temperature in 02. 
It was standardly followed by a ~ 40-min treatment in 
H2 (1.1 atm; 99.9999%) at 405°C in order to passivate 
[18,21,35] all Pbs, as affirmed by ESR. This then 
establishes the starting condition for the dissociation 
study. Samples were heated for appropriate times and at 
desired temperatures in the range 480-970°C, either 
isochronically or isothermally. The isochronal mode im- 
plied two types of investigations: In a first one, a freshly 
oxidized and subsequently fully passivated sample was 
used for each isochronal (62 min) vacuum annealing step 
— henceforth referred to as the fresh-oxide samples set. 
In a second type, physically only two specimens were 
used. Upon oxidation, each was first submitted to a post 
oxidation anneal (POA) in high vacuum at 968 or 
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~ 1000°C for 1 h, in order to increase the Pb density 
(different for the two temperatures) through the creation 
mechanism [35]. These are referred to as POA samples. 
They were then repeatedly submitted to alternately 
isochronal annealing and exhaustive repassivation. The 
dissociation results of both procedures are found to co- 
incide. 

Conventional absorption mode ESR (~ 20.6 GHz) 
measurements were carried out at 4.3 K, with the applied 
microwave power levels P„ (<0.3 nW) and modulation 
amplitude (~0.25 G) restricted to linear signal response 
levels [21]. Spin densities were determined by regular 
double numerical integration of the dP^/dß spectra rela- 
tive to that of a comounted isotropic spin standard 
recorded in one trace. This contrasts with the previous 
work [18,19], which rather used the peak-to-peak 
height 2VD of the derivative-absorption signal to moni- 
tor [Pb.]- But as noticed [21] that procedure is spectro- 
scopically justified only if both the line width and shape 
remain unchanged — neither of which holds as later on 
manifestly exposed by analysing dipolar interactions 
[36]. 

E    5 

< 

'fresh oxide' set 

400 500 600 700 

Anneal Temperature (°C) 

800 

Fig. 1. Recovery of paramagnetic Pb defects (PbH dissociation) 
by isochronal annealing in vacuum of as-oxidized (1 1 l)Si/Si02 

('fresh oxide' sample set): for each data point, a freshly oxidized 
specimen is used, subsequently exhaustively passivated in H2 

(405°C). The solid curve represents an optimised fit of the 
generalized simple thermal model [Eq. (6)], with the inferred 
parameters collected in Table 1. The dotted curve corresponds 
to an 'optimized' fit for the ST model [Eq. (4)] using the 
same parameter values as listed in Table 1, but with spread 
oE, = 0. 

3.2. Experimental results and interpretation 

Three sets of isochronal (~ 62 min) data on depassiva- 
tion of Pb defects by vacuum annealing were measured. 
Fig. 1 represents the fresh oxide set, characterised by 
No = (4.7±0.2)xl012cm~2, the intrinsic Pb density. 
The two sets of data shown in Fig. 2, by contrast, were 
each obtained on one state-of-the-art oxidized sample, 
first submitted after the oxidation to a high-temperature 
vacuum anneal for ~ 1 h at ~ 967 [Fig. 2(a)] or 
~ 1000°C [Fig. 2(b)], resulting in N0 = (12.2 + 0.2) and 

(14.0 + 0.2) x 1012 cm-2, respectively. Within a set, each 
data point is thus obtained by repeated desorption and 
exhaustive repassivation. 

According to the ST model, the data should check with 
the first-order kinetics Eq. (4). However, fitting this equa- 
tion faces two major obstacles. First, with fcd0 and £d as 
fitting parameters, no satisfactory fit can be attained. The 
failure is blatently exposed in Fig. 1 by the dotted curve, 
representing a 'best' fit obtained with £d = 2.83 eV for 
a postulated value kd0 = 1.6 x 1013 s~x. The major short- 
coming is clear: the dissociation behavior as a function of 
Tan prescribed by Eq. (4) appears far too abrupt for the 
more stretched out data. The same conclusion applies for 
the high-JV0 samples. For comparison, also shown in Fig. 
2(a) (dashed line) is the prescribed dissociation behavior 
[Eq. (4)] using the previous values [19] (kd0 = 
1.2 x 1012 s~x; Ed = 2.56 eV), exposing the inadequacy of 
the initial model. Second, with respect to the aimed 
inference of fcd0 and Ed, the fitting to the isochronal data 
is far from unique — not even with a much improved set 
of data as shown — due to the strong correlation of these 
parameters in Eq. (4). 

400   500   600   700   800   900   1000 

Anneal Temperature ("C) 

Fig. 2. Recovery of Pb defects by isochronal annealing in vac- 
uum of (1 1 l)Si/Si02 structures initially 'degraded' by POA at 
968 (a) and ~ 1000°C (b), resulting in JV0 = (12.2 + 0.2) and 
(14 + 0.2) x 1012 cm-2, respectively. Solid curves are fits of the 
GST model [Eq. (6)] using the data in Table 1. The dashed curve 
is calculated from Eq. (4) (the ST model) using Brower's para- 
meters (Ref. [19]): Ed = 2.56 eV; kd0 = 1.2 x 1012 cm-2. 

Improvement of fitting significance is achieved by 
resorting to isothermal study. The results, obtained for 
T = 538, 561, and 592°C on one sample of 
N0 = (14.0 + 0.2) x 1012 cm"2 are assembled in Fig. 3(a). 
According to Eq. (4) (the ST model), the data, when 
plotted as log of the fraction of Pb H centers ( = 1 — [Pb]/ 
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0  100 200 300 400 500 600 700 800 900 1000 

Anneal time (min) 

Fig. 3. (a) Isothermal recovery of Pb centers in the degraded 
(1 1 l)Si/SiOz sample of N0 ~ 14 x 1012cm"2. The curves rep- 
resent a global fit of the GST model [Eq. (6)], giving the 
parameters collected in Table 1; (b) same data plotted 
semilogarithmically in terms of [PbH]. Curves guide the eye. 

JV0) versus time, should exhibit a linear behavior. Such 
a plot is shown in Fig. 3(b), from where, quite in contrast, 
there is little evidence for straight lines, exposing an alarm- 
ing discrepancy. Here, it should be recalled that in a 
similar semilogarithmic plot using the relative Pb signal 
heights (1 — VD/VD) versus t, Brower [19] could fit his 
data with straight lines, which suggested true exponential 
decay of [Pb] versus t. It was this apparent simple ex- 
ponential decay that was taken as proof for the first-order 
kinetics [Eq. (4)]. Apparently then, the prime motive for 
the simple model embraced by Eqs. (2) and (4) is invali- 
dated. Rather, main observations are: (i) as most promin- 
ent from the highest ran data, an initial steep drop in 
PbH density over about the first hour of dissociation; (ii) a 
gradual curving down with increasing t, without, however, 
much linear trend. 

One could then conclude the deduced PbH dissociation 
model to be plainly incorrect. Yet, with the GST passiva- 
tion model as backdrop, where the existence of aEs was 
demonstrated, one might expect a similar, correlated 
spread aEi in Ed. Including this might improve the model. 
The existance of such spread is also hinted by the current 
data. For one, there is the remarkable observation of the 
steep drop in [PbH] over the first period of dissociation 
[cf. Fig. 3(a)]. In one opinion, this may indeed be reminis- 
cent of a nonuniformity of Ed within the Pb system, i.e., the 
existence of a spread. Also, regarding the isochronal data 

shown in Figs. 1 and 2, as already mentioned, the experi- 
mental dissociation is pertinently more stretched out than 
predicted by the ST model [Eq. (4)], which may be ac- 
counted for by a spread in Ed; It would provide a direct 
experimental evidence for the existence of such spread. 

Accordingly, the ST model is amended for the existence 
of a spread in Ed, henceforth also referred to as part of the 
GST model. This is simply accomplished starting from Eq. 
(4), by assuming, as a first approach, a Gaussian distribu- 
tion in Ed of standard deviation aEd, leading to the gener- 
alized dissociation formula 

[Pb] 
iV0 

1- 
1 

2naEa 

e-[(£ai -£d)2/(2<) + <*do expt-Eii/fcr)] £g (6) 

where Ed now represents the mean activation energy and 
where the integration extends over all possible Ed values. 
Clearly, a pay off is that the much enhanced complexity of 
this model [Eq. (6)] hampers data interpretation; one can 
no longer resort to the simple fitting of straight lines, 
enabling straightforward extraction of Ed and kd0. In- 
stead, all data must be self-consistantly fitted together. Yet, 
though interpretatively more cumbersome than Eq. (4), 
a successful fit is readily obtained, as illustrated by the 
solid lines in Fig. 3(a). The deduced parameters are listed 
in Table 1, revealing a spread aEd = 0.08 + 0.03 eV. An 
equally satisfactory fit (solid lines) is obtained for the 
isochronal data displayed in Figs. 1 and 2, with the same 
values of the parameters as given in Table 1. 

4. Discussion 

We first comment on the inferred existence of the pre- 
viously unrecognized spread aEi in Ed. As to its physical 
origin, one may refer to a pertinent aspect of Pb 

defects, i.e., their interfacial location. The Pbs, as arche- 
type interface defects, reside in the non-ideal transition 
region between c-Si and a-Si02, dispersed by interface 
strain as a result of crystal-network mismatch. Hence, 
unlike the case of a defect system embedded in a bulk 
single crystal, the physical environment over the indi- 
vidual Pb sites will not be non-uniform. This must reflect 
back as a variation in defect bonding configuration, hence 
also in PbH bond strength, and a fortiori Ed and E(. In 
this view, the existence of the spread in Ed appears just 
natural. 

There exist other evidences for the existence of <r£a from 
at least three sides. First, as mentioned, there is the 
previous ESR work [25] on the relationship between 
Pb and strain, providing direct evidence for the existence 
of a spread in the Pb defect configuration over the various 
sites. Second, perhaps most convincing, there is the long 
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known electrical fact that the Pb energy levels in the band 
gap exhibit a significant distribution [2,30,31] (several 
tenths of eV). 

Next, the derived value for ki0 is addressed. As outlined, 
fitting of the GST model to all data sets globally very 
convincingly gives kd0 = (1.6 + 0.5) x 1013 s"1, thus dif- 
fering significantly from the previously suggested low 
value [19] of ~1.2x 1012s_1. The latter may appear 
inconsistently low. Within the simple reaction rate theory, 
the preexponential factor ki0 represents an attempt fre- 
quency, which for the current Si-hydrogen interaction 
case should be accounted for by an appropriate Si-H 
vibrational mode. The ki0 value inferred here within the 
GST model is now found to be reassuringly close to the 
known low-frequency (Si3 = )Si-H bending mode [37] at 
1.86 x 1013 Hz, in agreement with theoretical expectations 
[34]. It thus appears that with the GST scheme, fitting all 
available experimental data, a truly consistent interpreta- 
tive model has been attained. The fact, now, that the 
inferred kd0 value is in accordance with a consolidated 
vibration frequency (bending mode) of the Si-H bond 
strongly suggests its underlaying basis also constituting 
the correct physical picture. 

The results may be put in the perspective of the techno- 
logically dominant (1 0 0)Si/SiO2 interface. A major result 
of the present study in conjunction with previous work 
[21] carried out along the same lines (extended sets of 
data, proper ESR signal intensity probing) is the demon- 
stration of the existence of distinct spreads in both E( 

and £d for Pb. Interestingly, similar work [22] on passiva- 
tion in H2 for (1 0 0)Si/SiO2 has also revealed signi- 
ficant spreads in E{ for both Pb0 and Pbl: ff£,(Pb0), 
«a(Pbi) ~0.15eV. Hence, when transposing from the 
Pb case, the activation energy for dissociation of inac- 
tivated Pb0 and Pbl centers is also expected to exhibit 
noticeable spreads. This is more so for Pb0, pictured as the 
equivalent of Pb at the (1 0 0)Si/SiO2 interface. Among 
others, the existence of spreads in activation energies has 
repercussions for technological interface defect control. 
For one, the existence of <r£f(Pb0, Pbl) reduces the passiva- 
tion efficiency of these defects in a typical H2 ( ~ 400°C; 
30') treatment. 

5. Concluding remarks 

The dissociation kinetics of the Pb interface defects in 
standard thermal (1 1 l)Si/Si02 has been extensively 
studied with particular attention to correct ESR spec- 
troscopy, providing a sufficiently broad set of data, 
both isothermally and isochronically, so as to enable con- 
clusive model verification and decisive objective para- 
meter determination. The isothermal dissociation data 
[PbH] versus time is found to exhibit a manifest non- 
simple exponential decay. Within the ST model, this re- 
veals the existence of a spread aEa (~0.08 eV) around the 

mean activation energy £d (2.83 + 0.03 eV). Such spread is 
the natural result of the interfacial position of the Pbs, that 
is, a nonuniform strained environment. The attractive ST 
model for Pb recovery has been upgraded to a consistent 
model by incorporation of the spread aEl. The inferred 
Arrhenius preexponential factor (attempt frequency) kM is 
found close to Si-H wagging mode frequency. While re- 
flecting the self-consistency of the underlying dissociation 
model, it suggests that the wagging vibration provides the 
relevant attempt frequency. 

Recent extensive ESR work on passivation kinetics of 
Pb in H2 has also demonstrated the presence of a spread 
<ja in Ef, which when taken into account, led to a consis- 
tent picture in compliance with underlying physics. Hence, 
when combined with the present results, it appears a truly 
unified consistent picture of the Pb-H2 interaction kinet- 
ics has been attained, that matches physical insight. The 
attained model also applies to the trivalent Si Pb0 and 
Pbl defects in (1 0 0)Si/SiO2. 
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Abstract 

Defects in silica related to hydrogen and oxygen vacancies have been analyzed using first principles density functional 
calculations. The hydrogen bridge has been identified as the defect responsible for the stress-induced leakage current, 
a forerunner of dielectric breakdown. The question of Joule heating of the oxide as a result of dielectric breakdown is 
discussed. A classification scheme for defects in the short-range structure of silica is presented. © 1999 Elsevier Science 
B.V. All rights reserved. 
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1. Introduction 

Recent extrapolations of the lifetime of metal-oxide- 
semiconductor field-effect transitors (MOSFETs) predict 
an early breakdown of gate oxides [1]. This obviously 
shortens the lifetime of semiconductor components. The 
stress-induced leakage current (SILC), a tunneling cur- 
rent through the oxide that increases during device op- 
eration, is considered a forerunner and possible cause of 
dielectric breakdown. The present understanding is that 
hot electrons crossing the oxide release hydrogen bound 
into the lattice near or in the gate electrode, or that hydro- 
gen is released by hot electrons in or near the channel 
[2-4]. We analyzed the defects related to hydrogen and 
oxygen vacancies. The latter must be considered because 
the thermal oxides used as gate oxides are oxygen-defi- 
cient. These studies allowed us to identify the hydrogen 
bridge, i.e. a complex of a hydrogen atom with an oxygen 
vacancy, as the defect responsible for SILC [5]. In this 
paper, we summarize the main results and discuss se- 
lected topics of interest related to dielectric breakdown. 

»Corresponding author. Tel: + 41-1-7248-656; fax: +41-1- 
7248-953. 

E-mail address: blo@zurich.ibm.com (P.E. Blöchl) 

We begin by presenting a classification scheme and a 
notation for the short-range order in silica. Then we 
discuss in some detail the definition of charge-state levels, 
which have been evaluated to determine the defect re- 
sponsible for SILC [5]. After a summary of the results 
that identify the hydrogen bridge as the defect respon- 
sible for SILC, we discuss the problem that the heat 
dissipation of the SILC is apparently insufficient to in- 
duce the catastrophic material failure observed during 
the dielectric breakdown of the oxide. 

2. Short-range order defects 

The short-range order of silica is determined by each 
silicon atom being bonded to four oxygen neighbors and 
each oxygen being bonded to two silicon neighbors. Any 
network of this type will be called an ideal, i.e. a defect- 
free, silica framework. This framework can be classified 
further for example by its ring size distribution. Defects 
of the short-range structure can be over- or under-coor- 
dinated atoms,"wrong bonds" such as Si-Si or O-O 
bonds, and impurities. Hydrogen is an impurity that is so 
common in silica that it is often considered an intrinsic 
rather than an extrinsic defect. 

In the following, a defect notation is proposed that we 
found convenient and transparent. We found it useful to 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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denote an ill-coordinated atom by its element symbol 
followed by its coordination number, i.e. the number of 
bonds, in parentheses, such as [0(3)+] for an over-coor- 
dinated oxygen atom in the positive charge state. The 
preferred coordination of hydrogen is one. "Wrong 
bonds" are indicated by writing out the entire cluster 
participating in wrong bonds, such as [SiSi] for an oxy- 
gen vacancy. If a defect consists of parts that are connec- 
ted only by an ideal silica network, we connect the parts 
by a plus sign such as [Si(3) + 0(3)+] for the so-called 
E^ center, an oxygen vacancy where one of the silicon 
atoms is inverted and forms a bond with an oxygen 
bridge. 

For atoms that are connected as in the ideal silica 
network, the coordination number is omitted. 

With this classification of defect structures, it is 
straightforward to set up a hierarchy of intrinsic defects 
in silica: 

• Singly over-coordinated and under-coordinated de- 
fects 

O The classical silicon dangling bond center [Si(3)] gives 
rise to a suite of E' centers. The primitive defect is 
called E's or surface E' center [6]. 

O The over-coordinated oxygen atom [0(3)+] is the 
classical positive charge defect in silica and an impor- 
tant precursor of [Si(3)]. The dangling bond center 
[Si(3)] is obtained from [0(3)+] by adding an elec- 
tron and breaking one SiO bond. 

O The classical negative charge defect in silica is 
[Si(5)~], which is closely related to [O(l)"]. The 
latter is obtained from [Si(5)~] by breaking a Si-O 
bond. 

O The non-bridging oxygen hole center, i.e. the oxygen 
radical [O(l)], is obtained from the precursor [0(1)~] 
after hole capture [7]. It occurs predominantly in 
synthetic silica with excess oxygen. 

• "Wrong" bonds: 

O The oxygen vacancy [SiSi]. 
O The peroxy bridge [OO] [8] is closely related to 

[0(3)0(1)]. The latter is obtained by rotating the 
peroxy bond perpendicular to the line connecting the 
two silicon atoms it bridges. 

O The hydroxyl group [OH] attached to a silicon site 
is an important ingredient of the oxide framework. 
This defect is of particular importance in optical 
fibers because the first overtone of the OH stretch 
vibration lies close to the signal transmission window. 
Thus the hydroxyl group is an important source of the 
absorption losses in the signal transmission. Special 
care must be taken to remove hydroxyl groups, which 
are annealed out as water and oxygen bridges are 
formed. 

O The fragment [SiH]. This defect can also be detected 
by infrared (IR) absorption because the stretch vibra- 
tion gives rise to a characteristic band above the 
framework vibrations. 

• Interstitial hydrogen. 

O In the positive charge state, hydrogen binds to an 
oxygen bridge and forms a threefold coordinated oxy- 
gen atom [0(3)+H] [9]. 

O In the neutral charge state hydrogen is a clearly distin- 
guishable ESR (electron spin resonance) active defect 
[H(0)] that does not form bonds to the lattice but 
rather occupies the centers of the cages in silica [10]. 

O In the negative charge state, hydrogen forms bonds 
with a silicon atom, resulting in a defect [Si(5)H~] 

[9]- 

Increasingly more complex defects can be built up 
from the basic building blocks described here. It should 
be noted that this structural notation is not completely 
unambiguous because weak bonds may be considered in 
some cases or neglected in other cases, resulting in differ- 
ent (Table 1) notations for the same defect. 

The composite defects considered by us so far are the 
following: The metastable oxygen vacancy is called the 
E^ center in amorphous silica and E'i center in quartz 
[11,12]. This defect, the structure of which has the form 
[0(3)+ + Si(3)], has been widely studied. The E; or 
Ei center has a clear ESR spectrum resulting from the 
electron in the dangling bond of the under-coordinated 
silicon atom. We find this defect to be several electron 
volts less stable than the neutral oxygen vacancy assum- 
ing that the Fermi level is located near the mid-gap 
energy of silicon at the interface. It can, however, be 
created by avalanche hole injection, which substantially 
lowers the effective Fermi level, and thus stabilizes the 
positive charge states of the oxygen vacancy, namely 
[SiSi+] and [0(3)+ + Si(3)]. 

The oxygen vacancy can capture an interstitial hydro- 
gen atom and form a hydrogen bridge [SiH(2)Si], which 
exists in three charge states. The structures of the three 

Table 1 
Notation of the most common paramagnetic defects in amorph- 
ous silica (first column), quartz (second column), and the nota- 
tion proposed in this paper 

E; Ei [0(3)+ + Si(3)] 

Ep Ei [SiH + Si(3)] 
Ei [SiH(2)Si] 

EJ [SiSi+] 
[Si(3)] 

NBOHC [O(l)] 
Peroxy [00+] or [0(3)0(1)] 
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charge states — positive, neutral, and negative — have 
similar structures, the main difference being that the 
hydrogen atom localizes increasingly on one or the other 
silicon atom with increasing number of electrons. This 
defect has been observed sofar only in a-quartz [13], and 
our calculations [5] provide the first evidence of its 
existence in the amorphous matrix. 

The hydrogen bridge is not the most stable configura- 
tion, but transforms into [SiH + Si(3)], which is known 
as the Ep center in amorphous silica or as the E'2 center in 
quartz [12,14]. When an electron is removed from the 
paramagnetic [SiH + Si(3)] defect, the now-empty 
dangling bond on the silicon atom binds to an oxygen 
bridge, forming [SiH + 0(3)+]. If an electron is added to 
[SiH + Si(3)] the filled dangling attaches to a nearby 
silicon atom, forming [SiH + SiSi(5)"]. 

An important aspect of any defect is its stoichiometry. 
Local transformations of defects or defect reactions must 
conserve the stoichiometry. This results in selection rules 
for chemical transformations. 

The stoichiometry of a defect can be derived from the 
notation by the following steps: "Wrong" bonds are 
broken and the coordination number of the bond part- 
ners is reduced accordingly. The hydrogen content is thus 
readily obtained. The oxygen deficiency is obtained by 
adding any missing bond of a silicon atom and any addi- 
tional bond of an oxygen atom as one one-half oxygen 
vacancy each. 

3. Charge-state levels 

Owing to the flexible bond network, it is important to 
distinguish carefully among various definitions of charge- 
state levels. We will discuss here the thermodynamic and 
switching charge-state levels. 

The stability of the charge state of a defect as a func- 
tion of the Fermi level is what we call the thermodynamic 
charge-state level. In a typical experiment the Fermi level 
is determined by the Fermi levels of the contacts, which 
typically lie about 3 eV below the oxide conduction band 
edge. Using electron or avalanche hole injection it is 
possible to shift the Fermi level far from the position 
determined by the band offsets, and thus make charge 
states accessible that do not normally occur in the unper- 
turbed devices. 

The thermodynamic charge-state level can be regarded 
as a reaction energy where, for example, an electron 
moves from a reservoir, e.g. the contacts, onto an un- 
charged defect X° to charge it negatively, i.e. 

X° + e-*X-. 

The energy cost to add the electron to the defect is 

A£ = £[X-]-£[X°]-£F> 

where the Fermi energy eF  of the contacts defines 
the energy of the electron. The energies for both X° 

and X    are determined with the structure individually 
relaxed. 

The charge-state level is then defined as 

80/- =£[X-]-£[X0]. 

The physical significance of the charge-state level is that 
the corresponding orbital is occupied if the Fermi level 
lies above the charge-state level, and is unoccupied if the 
Fermi level lies below the charge-state level. 

A tunneling process proceeds far from thermal equilib- 
rium. It should be noted that the Fermi level itself is 
an ill-defined concept in the presence of a high applied 
voltage. 

We discuss here the switching charge-state level that is 
relevant for the two-step tunneling process. The tunnel- 
ing event of an electron from the cathode moving to an 
empty defect level in the oxide is a instantaneous process 
compared to the time scales of the atomic motion. Hence 
the electron encounters an essentially frozen atomic 
structure. The relevant charge-state level is that of adding 
an electron to the defect but now, in contrast to the 
calculation of the thermodynamic charge-state level, the 
atomic structure is held fixed in the structure obtained 
with the empty orbital. The lifetime of the electron on 
the defect is of the order of nanoseconds, which is long 
compared to the time scales of the atomic motion. 

The tunneling frequency on the other hand, being of 
the order of one electron per nanosecond, is low com- 
pared to the atomic motion. The defect will therefore 
relax in order to lower the energy of the additional 
electron. Silica is special in this regard, as it combines a 
large band gap of 8-9 eV with a soft lattice. The energy 
gain from lowering the defect level can therefore be large 
and the price paid to distort the lattice is relatively minor. 
During this process, which occurs on a sub-picosecond 
time scale, the energy level drops, in some cases by as 
much as 7 eV. 

If the energy relaxation is too large, larger than the 
applied voltage, it is impossible for the electron to pro- 
ceed to the anode. Hence the electron is trapped. Only 
electrons with relaxation energies lower than the applied 
voltage can proceed to the anode and contribute to the 
tunneling current. (We do not discuss here the resonant 
tunneling, which is the dominant defect mediated tunnel- 
ing mechanism, if the more efficient two-step tunnel pro- 
cesses are blocked.) 

This criterion provides us with a guideline for selecting 
the defects responsible for SILC. Candidates should have 
relaxation energies below about 3 eV, which is the volt- 
age above which electrons are injected into the oxide 
conduction band. 

4. Origin of stress-induced leakage current 

Gate oxides exposed to strong electric fields exhibit 
a tunneling current that increases with the amount of 
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charge transported through the oxide. This SILC is a 
forerunner of dielectric breakdown of gate oxides and is 
even considered a possible cause of it. The current under- 
standing is based on the hydrogen model of Griscom and 
DiMaria [2-4], who proposed that hydrogen bound into 
the lattice is released near or in the gate electrode by hot 
electrons. The released hydrogen diffuses into the oxide 
and induces defects. Electrons tunnel across the oxide 
preferentially using these defects as stepping stones. The 
nature of these defects has only been resolved recently 
[5]. 

Our identification of the defect responsible for SILC is 
based on the fact that most defects in silica trap electrons 
strongly, and thus do not contribute appreciably to the 
tunneling current. Only few defects bind the electron 
sufficiently loosely, for it to proceed towards the anode. 
The tendency towards strong electron trapping orig- 
inates from the significant structural relaxation that de- 
fects can undergo while capturing electrons or holes. 

The only defect for which electrons can pass at a volt- 
age lower than 3 eV is the hydrogen bridge, [SiH(2)Si], 
a complex between an oxygen vacancy and a hydrogen 
atom, where the hydrogen atom occupies the bond center 
of a SiSi bond similar to interstitial hydrogen in silica 
[15,16]. The relaxation energies of this defect are parti- 
cularly small because the electron enters a nonbonding 
orbital of the three-center bond formed by the dangling 
bonds on silicon with the hydrogen atom in the center. 

The prediction that the hydrogen bridge is responsible 
for SILC explains for the first time the electrically detec- 
ted magnetic resonance (EDMR) experiments of Stathis 
[17]. In this experiment, the result of which is displayed 
in Fig. 1, the shoulder at g = 2.0076 in the current in- 
duced by magnetic resonance could not be attributed to 
any of the known defects in amorphous silica. However, 
this shoulder is naturally explained by the hydrogen 
hyperfine splitting of the hydrogen bridge. The g-values 
and hyperfine parameters of the hydrogen bridge have 
been measured in quartz, where the hydrogen bridge is 
known as the E4 center [13]. Our own calculations for 
the hyperfine parameters of the E4 center reproduce the 
small hydrogen hyperfine parameter, whereas the asym- 
metry of the two participating silicon atoms is under- 
estimated. 

The central band of the EDMR spectra can be at- 
tributed to the stable partner of the hydrogen bridge, 
namely the Ep center, which according to our prediction 
contributes at voltages beyond 3 eV. The experiments 
have been done at this high voltage to optimize the 
signal-to-noise ratio. 

The energy loss during stress-induced tunneling has 
been measured by Takagi et al. [18] to be 1.5 eV, which 
agrees very well with our prediction of 1.7 eV for the 
relaxation energy of the hydrogen bridge. 

All other properties of the hydrogen bridge derived 
from electrical measurements [4], namely that the defect 

.0 
to 

EC 
2 
Q 
LU 

Magnetic Field (G) 

Fig. 1. Electrically detected magnetic resonance of stress- 
induced leakage current. The lower line refers to collinear 
magnetic field and current, whereas the upper line refers to 
perpendicular magnetic field and current. Thus the upper line 
describes in this case the equatorial components and the lower 
line describes the axial components of Zeemann and hyperfine 
splittings. The arrows indicate the Zeeman and hyperfine split- 
tings of the hydorgen bridge [SiH(2)Si] (outer arrows) and of the 
E'2 center (inner arrow). 

is related to hydrogen and is a neutral electron trap, are 
fulfilled by the hydrogen bridge. 

Our work is the first identification of the hydrogen 
bridge in amorphous silica. The defect is well character- 
ized in quartz, but has never been observed in amorph- 
ous silica. A possible reason may be that the hydrogen 
bridge is not thermodynamically stable, and therefore 
exists in small quantities. The EDMR experiment of the 
SILC, however, is only sensitive to the defects that con- 
tribute to the tunnel current irrespective of their relative 
concentrations, and therefore is selective to the hydrogen 
bridge. Another reason may be that the hydrogen bridge 
is created by the tunnel current from its stable partner. 
Our simulations indicate that the neutral [SiH + Si(3)] 
defect does not transform into [SiH + 0(3)+] under hole 
capture, but into the positive hydrogen bridge. Thus the 
precursor of the neutral hydrogen bridge is generated via 
the non-equilibrium tunneling process. It might be of 
interest to exploit this mechanism in ESR measurements 
to enhance the ESR signal of the hydrogen bridge. 

5. Joule heating due to SILC 

Estimates of the power dissipated by two step tunnel- 
ing processes appear to be too low for it to induce 
damage in the oxide. This indicates that SILC is not the 
cause of breakdown, but rather some other aspect of the 
material changes in the oxide that ultimately lead to 
breakdown. In this section we discuss the local Joule 
heating via the two-step tunneling processes. 
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We use a model where the power P is dissipated 
uniformly in a volume fl of radius r0. Let us consider the 
change of the thermal energy U under the influence of the 
power p(r) dissipated locally in Q and the thermal current 
;"Q that transports heat away from this region 

dlU(r)= -VjQ+p(r), (1) 

where p{r) is equal to p0 = 3P/(4nro) inside Q and zero 
otherwise. 

The heat current is related to the temperature gradient 

jo = - KVT, (2) 

where K is the thermal conductivity. 
By combining Eqs. (1) and (2) and assuming steady- 

state conditions, we obtain the differential equation for 
the temperature profile 

V2T = -p(r), 
K 

which has the solution 

T{r)-. Po 
AKKT 

for r > r0, 

T(r) = 
2W, 

Po 
for r < r0. 

4nKr0 

Thus the maximum temperature reached is 

3P 
Tv = 

87TKr0' 

(3) 

(4) 

(5) 

(6) 

Let us take representative data from Stathis and 
DiMaria [1]. The SILC Is at breakdown for a 3-nm- 
thick oxide and a gate area of 5 x 10"4 cm2 is Is = 5 nA 
at 2 V, resulting in a power dissipation of 10 ~8 W. If the 
power is generated at a single defect site, and if we assume 
a conservative estimate of r0 = 1 A radius as the region 
Q, we obtain 

T   =■ -1 x 
33xl(T8 W 

871x1.5 W/Km l(T10m 
10 K (7) 

for the maximum temperature. Here we used a value of 
K = 1.5 W/(Km) for the thermal conductivity of silica. 

Thus our estimate indicates that the Joule heating of 
SILC is insufficient to destroy the material thermally. 

The estimates are taken conservative and assume the 
validity of steady-state conditions, and that the SILC 

measured at sensing voltage of 2 eV is identical to that at 
breakdown voltage. It should be noted that the electrons 
crossing the oxide by direct tunneling dissipate their 
energy in the gate, the thermal conductivity of which is 
two orders of magnitude higher than that of silica. Thus 
most of the power dissipated due to tunneling electrons 
will not affect the oxide directly. 

This simple analysis indicates that the breakdown of 
the oxide is not yet fully understood, as the connection 
between leakage current and material damage remains 
unexplained. 
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Abstract 

In p-channel enhancement MOSFETs, a spin-dependent change of the drain-gate capacitance is observed at bias 
voltages near accumulation. Two resonances, with gx = 1.9979 and g{l = 2.008 as well as g « 4.9 are attributed to defects 
induced by processing as well as to transition metal impurities. The signal intensity of the capacitively detected magnetic 
resonance (CDMR) is approx. 30 aF, corresponding to about 400 electrons additionally trapped at the edge of the space- 
charge region under spin resonance conditions. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

Defects in metal-oxide-semiconductor field-effect tran- 
sistors (MOSFETs) continue to be of interest both from 
a fundamental and applied point of view. A notable 
example is the observation of an increased stability in 
deuterated MOSFETs compared to hydrogenated devi- 
ces [1]. The microscopic identification of such defects 
with conventional electron spin resonance (ESR) is diffi- 
cult due to the low defect concentration and the small 
size of the actual devices. However, the detection of the 
spin resonance of defects via the measurement of reson- 
antly induced changes of the conductivity (electrically 
detected magnetic resonance, EDMR) leads to a signifi- 
cant increase in the sensitivity. Spin-dependent recombi- 
nation both at E'-centers in the gate oxide as well as at 
Pb-centers at the Si/Si02 -interface have been observed in 
EDMR, as reviewed in Refs. [2,3]. In polycrystalline 
thin-film transistors, spin-dependent recombination at 
grain boundaries as well as spin-dependent hopping 
through the gate dielectric have been reported [4]. Sim- 
ilarly, Stathis has observed spin-dependent processes in 
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the tunneling current through a gate oxide which has 
been current stressed [5]. 

Electrically detected magnetic resonance is sensitive to 
changes of the resistance of the device investigated. The 
effects of spin-dependent transport processes on the 
capacitance of semiconductor structures have not been 
studied with a similar intensity as spin-dependent cha- 
nges of the resistance. In fact, a combination of capacitive 
methods like deep-level transient spectroscopy (DLTS) 
with ESR would lead to a spectroscopy which would 
have a high sensitivity as well as the ability to determine 
both the energy level of interface defects and their micro- 
scopic chemical identity. As first steps towards such an 
experimental method, Chen and Lang have shown that 
the current transient caused by thermal re-emission of 
charge carriers trapped at the Si/Si02 -interface is spin- 
dependent [6]. Later, Cavenett et al. [7] have reported that 
the capacitance of a crystalline Si pin-diode can be spin- 
dependent under large forward biases. Finally, Stathis 
and Nishikawa have successfully demonstrated spin-de- 
pendent charge pumping in MOSFETs [8]. Here, we 
present measurements of capacitively detected magnetic 
resonance (CDMR) on p-channel MOSFETs. We show 
that under bias voltages near accumulation, spin-dependent 
trapping of charge carriers by shallow defects at the edge 
of a space-charge region is observed as a resonant change 
of the capacitance. Two different defects, tentatively as- 
signed to a defect caused by processing and a transition 
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metal impurity, are resolved. In contrast to conventional 
EDMR, the method presented here has the potential to 
allow a quantitative estimation of the defect density. 

2. Experimental details 

Commercial p-channel enhancement MOSFETs have 
been used in this study. The device is a short-channel 
DMOS or DIMOS (double-diffused or double-im- 
planted MOS) field-effect transistor, with the drain con- 
tact at the back-side of the p"-doped substrate. 
Our original intention was to use the device as a simple 
MOS test structure on p-type Si for CDMR due to its 
comparatively large gate area and the resulting large 
capacitance. The room temperature CV-characteristic of 
the drain-gate and the source-gate capacitance of the 
device is shown in Fig. 1. The capacitance is measured 
with a capacitance bridge (Boonton 7200) operating at 
a test frequency of 1 MHz. In deviation from the simple 
CV-characteristic of a MOS diode, an additional step is 
observed in the drain-gate capacitance at a bias of 
« —1.5 V near accumulation, caused by the presence of 
a p~n-junction at the source contact. 

For the CDMR measurements, the MOSFET is in- 
serted in the standard TE102 cavity of an X-band ESR 
spectrometer. For certain bias voltages Ubias, the reson- 
ant change of the drain-gate capacitance is detected with 
a lock-in amplifier using magnetic field modulation. As 
usual, a compensating capacitor allows to use the most 
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Fig. 1. Capacitance-voltage characteristic of the drain-gate and 
the source-gate capacitance of the commercial MOSFET inves- 
tigated. The lower part shows the change of the drain-gate 
capacitance under spin resonance conditions of the defect at 
o«2. 

sensitive measurement range of the capacitance bridge. 
Since the analog output of the bridge used as the input of 
the lock-in has a low-pass filter with a cut-off frequency 
of 20 kHz, the modulation frequency of the magnetic field 
was kept below 2 kHz. To increase the signal-to-noise 
ratio of the CDMR spectra, a more stable external power 
supply was used to apply the bias voltage. All experi- 
ments were performed at room temperature using a 
microwave power of 2 W. 

3. Results and discussion 

Fig. 2 shows the CDMR spectrum obtained on the 
drain-gate capacitance at a bias voltage of -1.3 V for 
a sample orientation with respect to the magnetic field of 
H0 perpendicular to the surface normal [10 0]. Two 
resonances are observed, a narrow resonance with 
a peak-to-peak linewidth AHPP = 15 G at g = 1.9979 
and a broad, asymmetric resonance at g = 4.9. The an- 
isotropy of the narrow resonance is shown in Fig. 3. For 
all sample orientations with respect to the magnetic field, 
only a single resonance line is observed. For ff0||[l 0 0], 
the ^-factor shifts to 2.008. The resonant change of the 
capacitance AC is 30 aF at [7bias = - 1.3 V, corresponding 
to a relative change of AC/C « 4 x 10"7. Towards higher 
and lower bias voltages, AC decreases rapidly, and outside 
a range of -2.5 V < [7bias < - 0.5 V, no CDMR is de- 
tectable with our experimental set-up (lower part of Fig. 1). 

To investigate the influence of current-induced stress 
on the CDMR, the MOSFET was degraded by applying 
a bias of 100 V (leading to a current of 0.2 nA) across the 
gate for 1 h. As a result, the CV-characteristic shifted to 
lower voltages by about 2.5 V but otherwise remained 
unchanged, indicating the trapping of charge in the gate 
oxide (Fig. 4). The only consequence of the degradation 
on the CDMR is that the bias dependence of the signal 
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Fig. 2. Capacitively detected magnetic resonance spectrum of 
the p-channel enhancement MOSFET at a drain-gate bias of 
—1.3 V using a microwave power of 2 W. Two resonances are 

clearly resolved. 
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Fig. 3. Anisotropy of the g-factor of the narrow CDMR reson- 
ance at g « 2. 

intensity is shifted accordingly. As an example, the 
CDMR lines obtained from both the as-shipped and the 
degraded device at a capacitance of 90 pF are also given 
in Fig. 4. It is evident that g-factor and AC are unchanged 
under degradation and that the CDMR signal does not 
originate from the trapped charge. 

The ^-factor observed is markedly different from that of 
the E'- and Pb-centers usually observed in EDMR experi- 
ments on MOSFETs. In fact, the thermal emission rate at 
room temperature from these deep defect states is much 
smaller (103-104 Hz) than the test frequency of 106 Hz 
used in the CDMR experiments. These defects will there- 
fore only be accessible by CDMR experiments at much 
smaller test frequencies or by spin-dependent DLTS 
measurements. Instead, the defects observed here are most 
likely near the Fermi level. Accordingly, the defects could 
be located at either of the two different space-charge 
regions present in the device, at the p~ -oxide interface or 
at the p"n-junction. The fact that the CDMR signal is 
only observed at the characteristic step of the capacitance 
caused by the p~n-junction indicates that the defects are 
located there. Since the formation of this p"n-junction 
involves in-diffusion or implantation, it is indeed to be 
expected that even after a suitable anneal a small defect 
concentration remains in this region. 

Very few defects in crystalline Si have been found with 
g-factors similar to those observed here [9]. The most 
similar g-values have been reported for the Gl defect, 
assigned to a positively charged vacancy V+ [10]. The 
charge state of the Gl defect would indeed agree with the 
defect being located in the p"-substrate. The vacancy 
should exists in different crystallographic orientations 
giving rise to more resonance lines than the single one 
observed in CDMR. However, preferential alignment of 
defects after implantation has been observed previously 
[11]. A stronger argument against the assignment of the 
narrow CDMR signal to the Gl center is the reported 
anneal temperature of the Gl center of 150-180 K [12], 
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Fig. 4. CV-characteristic of the drain-gate capacitance of the 
MOSFET in the as-shipped state and after degradation. The 
CDMR signature and signal intensity measured at a capacitance 
of 90 pF are the same for both states. 

well below room temperature at which the CDMR was 
performed. Concerning the asymmetric resonance at low 
magnetic fields, several iron-related complexes have been 
reported with similar ^-factors [13,14]. Although both 
resonances observed with CDMR cannot be definitely 
assigned to particular defects at present, it is very likely 
that the defects are induced by processes involved in the 
fabrication of the device. 

While being very sensitive, electrically detected mag- 
netic resonance cannot provide a quantitative determina- 
tion of the concentration of defects giving rise to the 
observed changes in the conductivity. In contrast, 
CDMR has the potential of providing an estimate of the 
defect concentration. Under spin resonance conditions, 
the spin-dependent trapping of charge carriers at para- 
magnetic defects is enhanced. The reverse process of 
thermal emission from diamagnetic defects is not spin- 
dependent. Therefore, an additional charge AQ is reson- 
antly stored at the edge of the space-charge region. This 
charge leads to a change of the voltage across the space- 
charge region of AC/ = AQ/C. However, since the capa- 
citance C depends on the voltage U as evidenced by the 
CV-characteristic, a change in voltage leads to a change 
in the capacitance, which is to first order given by 
AC = (dC/dU)AQ/C. Using the data shown in Fig. 1, we 
deduce that only about 400 electrons are trapped addi- 
tionally under spin resonance conditions. For a deter- 
mination of the total number of defects present, we would 
however have to correct for the probability of a single 
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trapping event to be spin-dependent. A measure for this 
probability are the EDMR signal intensities AR/R, which 
for silicon are typically 10"M0"6. Together with an 
estimation of the volume of the space-charge region, we 
can finally determine the local defect density to between 
1015 and 1017 cm-3 in the space-charge region. 

4. Conclusion 

We have shown that electron spin resonance can lead 
to resonant changes in the capacitance of MOSFET 
structures. Two different defects haven been observed in 
DMOS transistors and have been attributed to process- 
induced defects at the p"n-junction. From the above 
discussion we would expect that the technique could 
similarly be useful to detect shallow defect states in basic 
MOS diode structures whose thermal emission can fol- 
low the test frequency. The energy level of the defect 
could then, e.g., be determined from CDMR experiments 
at different frequencies. Together with the possibility to 
quantitatively estimate the defect density, this shows that 
capacitively detected magnetic resonance could develop 
into a useful defect spectroscopy. 
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Abstract 

Results are presented of an extended study on the degradation and recovery behavior of optical and electrical 
performance and on induced lattice defects of 1.3 um InGaAsP double channel planar buried heterostructure laser diodes 
with an In0.76Gao.24 Aso.55Po.45 multi-quantum well active region, subjected to 1-MeV fast neutron and 1-MeV electron 
irradiation. The degradation of the device performance increases with increasing fluence. Two hole capture traps with 
near midgap energy level in the Ino.76Gao.24Aso.55Po.45 multi-quantum well active region are observed after 
1 x 1016 n/cm2 irradiation. These deep levels are thought to be associated with a Ga-vacancy. The decrease of optical 
power is related to the induced lattice defects, leading to reduction of the non-radiative recombination lifetime and of the 
carrier mobility due to scattering. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: InGaAsP laser diodes; Radiation damage; Induced deep levels 

Extensive studies aiming at the development of 
semiconductor devices which can operate normally in 
a radiation environment have been undertaken, as there 
is an expansion in the utilization of hardened electronic 
circuits. The Inj-^GaxASyPi-y/InP semiconductor sys- 
tem has attained much interest for optoelectronic devices 
in the 0.95-1.65 urn wavelength region. Especially In- 
GaAsP/InP buried heterostructure (BH) laser diodes 
have considerable potential for use in long distance and 
high capacity optical fiber communication systems from 
the viewpoint of their low threshold current, high differ- 
ential quantum efficiency, stable fundamental lateral- 
mode operation and carrier wave operability at high 
temperature. It is worthwhile to investigate the operation 

* Corresponding author. Tel.: + 81-96-242-6079; fax:  + 81- 
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of such photodevices in a radiation environment, repre- 
sentative for space or a nuclear plant. Some papers on 
degradation of laser diode performance by irradiation 
have been published so far (e.g. Refs. [1,2]). However, 
detailed considerations on the induced lattice defects in 
the InGaAsP multi-quantum well active region, its radi- 
ation source dependence and recovery behavior are not 
available. 

In the present paper, the degradation of InGaAsP laser 
diodes by 1-MeV fast neutrons is studied with special 
emphasis on the optical characteristics. The radiation- 
induced lattice defects of InGaAsP laser diodes by ir- 
radiation and their effect on device performance are 
investigated. The radiation source dependence of the 
damage is also discussed by a comparison with 1-MeV 
electron irradiation data taking into account the 
nonionizing energy loss (NIEL). 

1.3 urn InGaAsP double channel planar BH laser 
diodes with an Ino.76Gao.24Aso.55Po.45 multi-quantum 
well active region were used in this study. The thickness 
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of the multi-quantum well active region fabricated by 
MOVPE is 0.22 um. Diodes were fabricated by a two- 
step LPE process. Pairs of 7 urn-wide and 3 um-deep 
channels were formed by chemical etching to make 
a stripe mesa on a double heterostructure wafer which 
consisted of an n-InP buffer layer, an undoped InGaAsP 
active layer and a p-InP cladding layer on a (0 0 1) n-InP 
substrate. The stripe mesa direction was chosen to be 
<110>. In the embedding LPE process, a p-InP blocking 
and an n-InP confining layer were grown first on the 
whole prepared double heterostructure wafer surface, 
except on the mesa top surface. A p-InP embedding layer 
and a p-InGaAsP cap layer were successively grown to 
embed these layers completely. CrAu/TiPtAu and Au- 
GeAuNi/TiAu were evaporated for anode and cathode 
contacts, respectively. 

The diodes were irradiated by fast 1-MeV neutrons at 
room temperature in the irradiation tube of the Rikkyo 
University reactor (Triga Mark II). The neutron fluence 
was varied between 1012 and 1016 n/cm2. The diodes 
were also irradiated with 1-MeV electrons using the 
linear electron accelerator at the Takasaki JAERI (Dyna- 
mitron) at room temperature to investigate the radiation 
source dependence of the degradation. The electron flu- 
ence was varied from 1013 to 1016 e/cm2. Both irradia- 
tions were performed through the borosilicate glass and 
package and without applied bias. 

Before and after irradiation, the current/voltage (I/V) 
and capacitance/voltage (C/V) characteristics of the 
diodes were measured at room temperature. The optical 
power (PL) as a function of forward current (JF) was also 
characterised at 300 K. Threshold current (Jth) before 
irradiation is around 9.4 mA. The induced deep levels in 
the In0.76Gao.24As0.55Po.45 multi-quantum well active 
region were studied using the deep level transient spec- 
troscopy (DLTS) method in the temperature range be- 
tween 77 and 300 K. The emission rate window used in 
this measurement ranged from 1.18 to 26.51 ms. The 
applied filling pulse ranged from — 1 to 0 V, allowing to 
observe electron capture levels, and from — 1 to 0.8 V to 
observe hole capture levels as well. 

Fig. 1 shows the DLTS spectra corresponding to mi- 
nority carrier traps, before and after neutron irradiation. 
In the figure, two hole capture traps with near midgap 
energy levels, Hx (£v + 0.25 eV) and H2 (£v + 0.49 eV), 
are observed after a lxl016n/cm2 irradiation. Cross 
section of those deep levels are 2xl0~15 and 8x 
10"16cm2, respectively. Defect origin of these levels is 
not known now. The capacitance decreases after irradia- 
tion. Fig. 2 shows the typical PL/IF characteristics, fol- 
lowing irradiation by 1-MeV neutrons, for different flu- 
ences. It is found from the figure that PL decreases after 
irradiation, while Ith increases. The reason for the posit- 
ive shift of 7lh is mainly related to a decrease of the 
electron density due to the formation of radiation-in- 
duced lattice  defects  in  the  Ino.7gGao.24Aso.55Po.45 
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Fig. 1. DLTS spectra in the Ino.76Gao.24Aso.55Po.45 epitaxial 
layer before and after 1-MeV neutron irradiation. 
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Fig. 2. Influence of 1-MeV neutron irradiation on Ph/IF charac- 
teristics. 

multi-quantum well active region. The decrease of optical 
power is also related to thee induced lattice defects in the 
Ino.76Gao.24Aso.55Po.45 multi-quantum well active 
region, causing a reduction of the non-radiative recombi- 
nation lifetime and of the mobility due to carrier scatter- 
ing. 

Fig. 3 shows the typical PL/IF characteristics after 
1-MeV neutron and 1-MeV electron irradiation. From 
this figure it is noted that the degradation of the diode 
performance for neutron irradiation is about two orders 
of magnitude larger than for electron irradiation. 

Assuming a linear relationship between the radiation 
damage and fluence, the damage coefficient of the PL at 
JF = 30 mA (KPL), defined by the following equation [3]: 

PL(0) = PL(O) + KPL<2>, (1) 

where <P is the radiation fluence. PL(#) and PL(0) are the 
optical power after and before irradiation, respectively. 

To investigate the radiation source dependence of 
the performance degradation, one can calculate the 
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Fig. 3. Comparison of optical power damage for 1-MeV neu- 
trons and 1-MeV electrons. 

nonionizing energy loss (NIEL) in the In0.76Ga0.24 
Aso.55Po.45 multi-quantum well active region. The NIEL 
is quantitatively similar to the amount of energy transfer 
to the lattice during irradiation. The damage coefficient 
for neutron and electron irradiation is calculated to be 
-S^xKT^n^mWcm2 and - 6.4 x KT^e^mW 

cm2, respectively. The same tendency is observed for the 
I/V and C/V characteristics. The calculated NIEL values 
for 1-MeV neutron and 1-MeV electron irradiation are 
calculated to be 0.8 x 10"3 and 1.8 x 10"6 MeV cm2g_1, 
respectively. Based on this consideration, the radiation 
source dependence of the performance degradation is 
attributed to the difference of mass of the incident par- 
ticle and the possibility of nuclear collision for the forma- 
tion of lattice defects [4]. 

In conclusion, both reverse and forward current in- 
crease after irradiation. The optical power decreases after 

irradiation, while the threshold current increases. The 
reason for the positive shift of the threshold current is 
mainly related to a decrease of the electron density due to 
the formation of radiation-induced lattice defects in the 
Ino.7gGao.24Aso.55Po.45 multi-quantum well active re- 
gion. The capacitance decreases after irradiation. Two 
hole capture traps with near midgap energy level are 
observed after a 1 x 1016 n/cm2 irradiation. The decrease 
of optical power is related to the induced lattice defects in 
the Ino.76Gao.24Aso.55Po.45 multi-quantum well active 
region, causing a reduction of the non-radiative recombi- 
nation lifetime and of the mobility due to carrier scat- 
tering. The degradation of the diode performance for 
neutron irradiation is about two orders of magnitude 
larger than for electron irradiation. The radiation source 
dependence of the performance degradation is attributed 
to the difference of mass of the incident particle and the 
possibility of nuclear collision for the formation of lattice 
defects. 
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Abstract 

Irradiation damage and its recovery behavior resulting from thermal annealing in AlGaAs/GaAs pseudomorphic 
HEMTs, subjected to 1-MeV electrons, 1-MeV fast neutrons and 220-MeV carbon, are studied. The drain current and 
effective mobility decrease after irradiation, while the threshold voltage increases in positive direction. The decrease of the 
mobility is thought to be due to the scattering of channel electrons with the induced lattice defects and also to the 
decrease of the electron density in the two-dimensional electron gas (2DEG) region. © 1999 Elsevier Science B.V. All 
rights reserved. 

Keywords: AlGaAs/GaAs p-HEMTs; Radiation damage; Induced deep levels 

It is well known that low-noise high electron mobility 
transistors (HEMTs) are commercially available in the 
microwave and millimeter-wave range, for example for 
satellite direct broadcasting receiver systems. In space- 
born applications, their radiation hardness becomes 
a key factor to be considered. Although there are some 
reports on radiation damage of InGaAs photodiodes and 
InGaP p-HEMT devices [1,2], little is known on the 
detailed degradation and recovery behavior of Al- 
GaAs/GaAs pseudomorphic HEMTs. In this paper, the 
radiation damage of AlGaAs/GaAs pseudomorphic 
HEMTs by 1-MeV electrons, 1-MeV fast neutrons and 
220-MeV carbon particle irradiation and their recovery 
behavior resulting from thermal annealing are studied. 

♦Corresponding author. Tel:  + 81-96-242-6079; fax:  + 81- 
96-242-6079. 

E-mail address: ohyama@cc.knct.ac.jp (H. Ohyama) 

A comparison is made with results obtained on irra- 
diated InGaP/InGaAs p-HEMTs in order to investigate 
the effect of the constituent atom on the radiation dam- 
age for HEMTs. 

N-AlGaAs/GaAs HEMTs fabricated on undoped 
GaAs channel layers with 600 nm thickness grown on 
a (1 0 0) semi-insulating GaAs substrate by MOCVD are 
used in this study. The concentration and thickness of the 
Si-doped Alo.26Gao.74As donor layer are 3.0 x 
1018 cm-3 and 46 nm, respectively. AuGe/Ni/Au is evap- 
orated for source, drain and gate contacts. The latter 
contact is Al. Both gate length and width are 10 nm. 
AlGaAs HEMTs were irradiated by 220-MeV carbon 
particles at room temperature by the AVF cyclotron in 
TIARA at Takasaki JAERI. The fluence of the carbon 
particles was varied between 109 and 5 x 1013 cm-2. In 
addition, 1-MeV electron and 1-MeV fast neutron ir- 
radiations were done at Takasaki JAERI and at Rikkyo 
university, respectively. The irradiation was performed 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00632-8 
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Fig. 1. Degradation of input characteristics by 220-MeV carbon 
irradiation. 
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Fig. 2. DLTS spectra in the Si-doped Al0.26Gao.74As donor 
layer. 

without applied bias to the transistors. The drain source 
current (IDS) as a function of VGs (input characteristics) 
and VDS (output characteristics) were measured at room 
temperature before and after irradiation. The effective 
mobility (^eff) prior to the irradiation is typically 
6800 cm2/Vs. Current/voltage (I/V) and capacitance/ 
voltage (C/V) characteristics of the Schottky diode struc- 
tures between gate and source contact were also 
measured. The deep levels induced in the Si-doped 
Alo.26Gao.74As donor layer were studied using deep 
level transient spectroscopy (DLTS) in the temperature 
range from 77 to 300 K. The applied filling pulse ranged 
from — 1 to 0 V for observing electron capture levels. To 
investigate the recovery behavior of the irradiated devi- 
ces, isochronal thermal anneals were carried out at tem- 
peratures between 50°C and 300°C under nitrogen flow. 
An annealing time of 15 min was chosen, while the 
temperature was varied in steps of 25°C with an accuracy 
of 1°C. 

Fig. 1 shows the typical input characteristics, following 
irradiation by 220-MeV carbon particles, for different 
fluences. From these figures it is first of all noted that 
7DS decreases after irradiation and that the threshold 
voltage, which corresponds to the intercept of the ex- 
trapolated drain current with the x-axis, increases in the 
positive direction. The reason for the positive shift of the 
threshold voltage is mainly related to a decrease of the 
electron density due to the formation of radiation-in- 
duced lattice defects in the Al0.26Ga0.76 As donor layer as 
mentioned below. 

For a carbon irradiation with a fluence of 1 x 1013 cm"2, 
fie[t is calculated to be 900cm2/Vs, which is 13% of 
the pre-rad value. Fig. 2 shows the typical DLTS spectra 
in the Si-doped Alo.26Gao.74As donor layer for 
lxl012cm~2 carbon irradiation. One electron 
(Ec — 0.55 eV) trap level, which is associated with As 
vacancy-related defects, is observed. Based on this result, 
the decrease of the mobility is thought to be due to the 

scattering of channel electrons with the induced lattice 
defects and also due to the decrease of the electron 
density in the two-dimensional electron gas (2DEG) re- 
gion for the GaAs channel layers. 

Similar performance degradation was observed for 
electron and fast-neutron irradiation. Assuming a linear 
relationship between the radiation damage and fluence, 
the damage coefficient of the linear 7DS at Vas = 0.2 V 
can be calculated (KDI), defined by the following equa- 
tion, and used to compare the radiation damage between 
AIGaAs and InGaP HEMTs. 

IDSm = IM(0) + Km0, (1) 

where <P is the radiation fluence. 7DS($) and JDs(0) are the 
drain current after and before irradiation, respectively. 

Table 1 lists Km values of AIGaAs and InGaP HEMTs 
for different radiation sources. As shown in Table 1, the 
radiation damage for carbon irradiation is the largest, and 
it exceeds about three orders of magnitude the value for 
electron irradiation. The damage coefficient of AIGaAs 
HEMTs is about one order larger than that of InGaP 
HEMTs for the same radiation source. The same tendency 
is observed for the output characteristics. 

To investigate the material and radiation source 
dependence of the performance degradation, one can 
calculate the number of knock-on atoms (Nd) and 
nonionizing energy loss (NIEL) in the active region com- 
posed of the undoped channel layer and the donor layers. 
The NIEL is quantitatively similar to the amount of 
energy transfer to the lattice during irradiation. The 
corresponding values for 1-MeV electron irradiation of 
InGaP material are calculated to be 3.0 x 10"2 cm-3 and 
1.8 x 10" 6 MeV cm2 g~1, respectively. For 220-MeV car- 
bon irradiation, they are 124 cm"3 and 1.9 xlO"3 

MeV cm2 g"1, respectively. From this follows that the 
KDl value is in the first instance proportional to the 
calculated energy transfer.  For AIGaAs material of 
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Table 1 
Damage coefficient of JDS of input characteristics of AlGaAs and InGaP HEMTs for different radiation sources 

1-MeV electrons (e  1 Acm2) 1-MeV neutrons (n  ' Acm2) 220-MeV carbons (Acm2) 

AlGaAs HEMTs 
InGaP HEMTs 

1.8 xlO"19 

3.6 xlO"21 
4.3 xlO"18 

1.3 x MT19 
2.3 xl(T17 

3.0xl0-18 

3 
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Fig. 3. Recovery behavior of the input characteristics by a 220- 
MeV carbon ray with a fluence of 1 x 1012 cm-2. 

In conclusion, the degradation of AlGaAs/GaAs 
pseudomorphic HEMTs by 220-MeV carbon, 1-MeV 
neutrons and 1-MeV electrons increases with increasing 
fluence. The drain current and effective mobility decrease 
after irradiation, while the threshold voltage increases in 
the positive direction. The decrease in the mobility is 
thought to be due to the scattering of channel electrons 
with induced lattice defects and also due to the decrease 
of the electron density in the two-dimensional electron 
gas (2DEG) region. The damage coefficient for carbon 
and alpha ray are nearly the same, and are about two 
orders of magnitude larger than that for electron irradia- 
tion. This difference is due to the different number of 
knock-on atoms, which is correlated with the difference 
in mass and the possibility of nuclear collisions in the 
formation of lattice defects. The degraded device perfor- 
mance completely recovers by a 275°C thermal annealing 
for a carbon irradiation with a fluence of 1012 1/cm2. 

220-MeV carbon irradiation, Nd and NIEL are 
978 cm-3 and 1.0 x 10"2 MeVcm2 g_1, respectively. 
Those values are about one order larger than those for 
InGaP material. Based on this consideration, the mater- 
ial and radiation source dependence of the performance 
degradation is thought to be attributed to the difference 
of mass of the incident particle and the possibility of 
nuclear collision for the formation of lattice defects [2]. 

Fig. 3 shows the result of isochronal anneals of the 
input characteristics, after a 220-MeV carbon irradiation 
with a fluence of 1 x 1012 cm-2. As shown in this figure, 
the decreased 7DS recovers by thermal annealing, and the 
recovery increases with increasing annealing temper- 
ature. After a 275°C annealing, a complete recovery of 
IDS at VGS = 0.4 V is observed. 
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Abstract 

It has been shown that the electroluminescence variation in LEDs based on LPE GaAs : Si structures is a complex 
phenomenon, which is due to recombination-enhanced decomposition of the original complex defects with intrinsic 
defect appearance, subsequent diffusion of intrinsic defects and microprecipitate creation on final stage. A theoretical 
model of these processes has been created. The numerical calculation results of the kinetics of GaAs: Si LED EL 
variation and intrinsic defect transformation have been presented, which enabled us to estimate the recombination- 
enhanced efficiency of complex defect decomposition and the diffusion coefficient for intrinsic lattice defects, apparently 
interstitial Ga atoms, as well as to prove that the processes of this intrinsic defect diffusion in GaAs layer is not 
recombination-enhanced one. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Kinetics; Electroluminescence; Recombination-enhanced process; Microprecipitate 

1. Introduction 

Defect transformation processes in semiconductor 
materials and devices under conditions of photoexcita- 
tion, injection or exposure by different kind radiation 
have been attracted great attention [1]. These processes 
are known to limit the efficiency as well as the lifetime 
and radiation reliability of micro- and optoelectronic 
devices. 

The present work related to GaAs: Si light-emitting 
diodes (LEDs) which are characterised by high external 
quantum efficiency but exhibit electroluminescence (EL) 
power degradation at a forward current flowing [2-4]. 
The essential degradation of GaAs: Si LED efficiency 
gives the possibility to investigate the degradation kinet- 
ics in great detail, to create the theoretical model of 

»Corresponding author. Tel.: + 52-572-96-000; fax:   + 52- 
572-96-000. 

E-mail address: ttorch@esfm.ipn.mx (T.V. Torchynska) 

injection-enhanced defect transformation process at 
degradation as well as to compare the experimental dates 
and the numerical calculated results. 

2. Experimental results and discussion 

GaAs : Si LEDs prepared by the liquid-phase epitaxy 
(LPE) were studied using EL, current-voltage (I-V), 
capacitance-voltage (C-V), emitting power-current 
(P-I) and emitting-power-voltage (P-U) characteristics, 
photocurrent, thermostimulated current (TSC) and deep 
level transient spectroscopy (DLTS), as well as by the 
metallographic and transmission electron microscopy 
(TEM) methods. It is well known that Si is the am- 
photeric impurity in GaAs crystal [2-4]. The investi- 
gated GaAs LEDs had the structure p-GaAs: Si (LPE 
active layer)-n-GaAs: Si (LPE layer)-n-GaAs (wafer). 
The degradation of LED groups consisting of 15-25 
devices was carried out at forward current Jd = 
2-40 A/cm2 and temperatures Td of 340, 355 and 380 K 
during 104 h. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00633-X 
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The main experimental results which characterise the 
LED degradation process are as follows. 

1. The time dependence of the intensity of the main 
(hvm = 1.30 eV) EL band W1<3 during LEDs operation 
was nonmonotonic (Fig. lb). The increase of Wl<3 (first 

a recombination (Fig. la) of electrons from the conduc- 
tion band (c-band) with holes localised in tails of the 
valence band (v-band), with the internal quantum effi- 
ciency fjin. The latter at 300 K for GaAs : Si LEDs can be 
represented as follows [5]: 

%n = 
PeqStve[l-exp(-(p/kT)-] 

peqStve[l - exp( - cp/kT)-} + PaiStve exp( - cp/kT) + NnS
e

nve 
(1) 

I stage) can be described is WU3 ~ [1 -exp( - t/xj], 
where x is a function of the current flowing through the 
diode [4]. The fall of W1<3 (second II stage) was charac- 
terised by WU3 ~ (at) - 2/3, where a depends on the 
current and temperature (Fig. 2). 

2. The Wli3 intensity changes is accompanied by 
a considerable shift at 300 K of the EL band maximum 
hvm (Fig. lc) [3]. 

3. Five peaks corresponding to hole traps in p-layer 
were observed by TSC and DLTS methods (Table 1). 
When the intensity Wli3 increases the concentration of H5 
traps decreases and shallow acceptors HI appear. During 
the period of W13 decreasing no new peaks appear. 

4. Metallographic studies demonstrate no changes in 
the pattern of structural defects at W1:3 increase, while 
during W1:3 decrease microdefects give rise to irregular 
flat bottom etch pits (Fig. 3). TEM studies have shown 
a diffraction contrast with a size of 50-150 A correspond- 
ing to microprecipitate (MP), which are coherent forma- 
tions in crystal [4]. 

Radiative recombination in investigated GaAs: Si 
structures occur primarily in the p-layer as a result of 

P„.cm-'«1016 

Fig. 1. (a) Energy band diagram of highly compensated active 
p-layer in GaAs: Si LEDs, (b) Kinetics of injection-enhanced 
variation of GaAs: Si LED electroluminescence intensity at 
Jd = 10 A/cm2, (c) Time variation of the maximum position of 
main luminescence band at 77 (1) and 300 K (2) as well as of 
equilibrium hole concentration pcq at 300 K (3). 

where SI is the radiative capture cross-section of elec- 
trons by holes in v-band tails, S,, SI are the cross-sections 
of a radiative and nonradiative capture of electrons for 
an over-barrier radiative recombination and a non- 
radiative recombination through defects with level Nn, 
respectively. 

The equilibrium hole concentration peq can be esti- 
mated from the maximum position (/ivm) of main EL 

4JE( 

m 

3/ 

T K 

ttgN-r 

J£ 10 20 I,A/cm2 

30       40 .2/3 iM 

Fig. 2. (a) Spectra of the thermostimulated current before (1) 
and after (2,3) GaAs : Si LEDs degradation: t = 0 (1), 300 (2) and 
2000 (3) h. (b) The curves of GaAs: Si LED EL degradation 
kinetics at different current Id = 10 (1), 20 (2) and 40 (3) A/cm2 

replotted on the form Wm„peq(t)/W{t)p™* ~ t2/3. (c) Depend- 
ence of the slope of the curves of Fig. 2b on the total current 
density Jd. 

Table 1 
The parameters of the hole traps measured by DLTS method 

Peak no. E„ (eV) a (cm2) IV, (cm-3) 

HI 0.11+0.03 (1-2) xl0~20 

H2 0.20 + 0.02 (2-5)xl0"19 

H3 0.25 + 0.02 (4-6) xlO"19 

H4 0.41 + 0.02 (3-5) xlO"17 

H5 0.53 + 0.02 (l-3)xl0"16 2xl016 
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Hrp«*S5& *#* 
Fig. 3. Photomicrograph of a (1 1 0) cleavage plane of GaAs 
LED excepted by double etching method before (a) and after (b) 
degradation during 103 h at Jd = 4 A/cm2 and Tp_n = 300 K. 

band in GaAs : Si LEDs [5]. Thus the EL band intensity 
increase and shift during I stage of LED operation is 
associated with the change of the r\ia due to peq rise 
(Fig. lc). At the II stage of degradation the intensity of 
the main EL band decreases much more rapidly than 
does the peq(f) one (Fig. 1 b and c), which is indicated by 
the appearance of new nonradiative recombination chan- 
nels in the active p-layer [3,4]. 

We have postulated, that additional acceptors, 
apparently SiAs atoms, and new types of nonradiative 
recombination centres appeared at the degradation as a 
consequence of the same process (1) the recombination- 
enhanced decomposition of initial clusters (SiAs + k I), 
where SiAs are the impure atoms, / represents mobile 
intrinsic defects, apparently interstitial Ga;, k is the num- 
ber of mobile atoms in complex, and (2) coagulation of 
mobile defects on some nuclei with the formation of 
MP [4]: 

/+ ... +I = (I)m. 

These MP are nonradiative recombination centres due to 
fast recombination of curries on the surface of MP with 
the some surface recombination velocity a. Their appear- 
ance cause a reduction of r\in coefficients and W1>3 inten- 
sity in the p-layer. 

The theoretical model of this complete processes has 
been proposed by us in Ref. [4], where we attempted to 
describe the dynamics of the processes of formation and 
growth of MP in GaAs: Si LEDs using the theory of 

where D is the diffusion coefficient of intrinsic defects, t is 
their lifetime in a free state, limited by the process of the 
reverse association into complexes, M is the concentra- 
tion of MP, S = 4nR\ [N(R) - JVt(R)] is the flow of 
defects to MP which is proportional to MP surface, 
u, = (kT/m)112 is the thermal velocity of a defect, m is its 
mass, JV, = JV° exp(2a/'RkTN0) is the thermodynamically 
equilibrium concentration of intrinsic defects over 
a spherical MP whose size is R [4], a is the surface 
tension coefficient and G is the rate of recombination- 
enhanced generation of mobile defects. We have shown 
in Ref. [4] that the average size of the MP increases with 
time asymptotically in accordance with the law 

R = 
8aJV,° 

9NlkT~ 
Dt 

1/3 

(3) 

The recombination flow of electrons in the p-layer to 
M microprecipitates with size R, proceeding from the 
solution of the diffusion equation for electrons, was de- 
rived in Ref. [7]: 

J = 4nR2MDeg-cc 
(1 + R/L0)aR/De 

(1 + CJR/DC + R/Lo)' 
(4) 

where g is the rate of free curries generation, 
«in = gie, L0 = De%l is the diffusion length of electrons in 
the p-layer up to formation of microprecipitates. Taking 
into account that R/L0 < 1 and aR/De < 1, we obtained 

J = 4%R2Mffnin 
^eff 

(5) 

3. Comparison of numerical calculations and 
experimental results 

To compare the experimental GaAs : Si LEDs emit- 
ting power variation with calculated one, it is necessary 
to solve system of equations, evaluated in Ref. [4], for 
describing the variation with the time the concentration 
of intrinsic mobile defect N(t), the radius of MP R{t) and 
relative EL intensity W(t)/Wmllx. The relative variation of 
EL intensity was determined in Ref. [4] using expressions 
(1), (3) and (5), as 

^maxPeq(t) 

W(t)P 
max 
eq 

1 + 
47iM<T(T0/Teff)(8aiVt

0/9Ar§/cr)2/3Z)2/3t2/3 

PeqStve[l - exp( - cp/kT)-] + peqSX exp( - cp/kT) + NnS°n 
(6) 

condensation of excitons into electron-hole drops, sug- 
gested in Ref. [6]. 

The dependence of the mobile intrinsic defect concen- 
tration, JV, on the time and coordinate was determined by 
the diffusion equation 

9JV N 
— + div (- D grad JV) + - = G - MS, 
dt T 

(2) 

where T0jeff is the lifetime for curries at Wmax and W(t), 
respectively. 

Figs. 4 and 5 give the data of calculation done 
for N(t), R(t), W(t)/Wma% dependences for various Jd 

and Td of p-n junction during degradation and 
experiment. The calculated curves are obtained for the 
following parameter values: k = 10, M=1015cm~3, 
JV° = lO^cm"3,   a = 3 x 1013eV cm"2,   concentration 
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Fig. 4. Variation with (a) operation time of the defect concentra- 
tion N{t) and MP radius R(t), as well as (b) the relative values of 
LED electroluminescence intensity for various currents Jd: 
(1) 40A/cm2  (j3 = 6xl03s" :360K);  (2)  20 A/cm2 

, 7V„ = 330 K); (3) 10 A/cm2 (/? = 
= 315 K); (4) 4 A/cm2 (ß = 6 x 102 s"\ Tp_„ = 300 K). 

„50 
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H3.0 
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Fig. 5. (a) Variation with operation time of the defect concentra- 
tion N, radius MP and the average values of LED electro- 
luminescence intensity at Id = 10 A/cm2, ß = 1.5 x 103 s"1 for 
various values of Tp_n; (1) 315, (2) 340, (3) 380 K. (b) Dependence 
of the diffusion coefficient D on Tp_„ at various Id values: (O) 
4 A/cm2, (•) 10 A/cm2, (D) 20 A/cm2, (A) 40 A/cm2. 

intrinsic defects in MP N0 = 5x 1020 cm"3, fluctuation 
of the potential in the tail of the zone <p = 0.11eV, 
<r = 750cms"1, efficiency of complex decomposition 

y = 5 x 10  10, concentration of the original complexes 
n0 = 1018 cm"3, compensation rate K = 0.95 and initial 

12 ._- 3 values of intrinsic defect concentration Nt = 1012 cm 
The more effective acceleration of LED degradation is 

achieved by increasing Jd, not Td what is observed ex- 
perimentally. The latter is due to the increase in the rate 
of recombination-stimulated decay of complexes with 
Jd growth, a higher concentration in the p-layer of mobile 
defects N and a growth as a result of the variation rate of 
MP radius (Figs. 4 and 5). The process of mobile defects, 
apparently interstitial Gaj atoms, as it follows from the 
temperature dependence of D coefficient at various 
Jd (Fig. 5b) turns out to be thermally activated only with 
activation energy £a = 0.35 eV and not a recombination- 
stimulated one. 

It is essential to note that the formation of clusters of 
intrinsic defects under unequilibrium conditions had 
been observed in CdS, Si and AgBr crystals. The pro- 
posed model can in a principle be useful for explanation 
of the blue II-VI and III-V LED and laser degradation 
kinetics [8]. 
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Abstract 

In this paper a new semiconductor device model based on deep acceptor states and clustered defects are used to explain 
the significant fraction of discrepancies in effective doping data from neutron-irradiated devices. It is postulated that the 
main difference between neutron and gamma damage is in the formation of dense cluster during neutron irradiation. So 
V2, E70, El70 and P6 defects that are estimated to be present inside the dense cluster will be responsible for leakage 
current annealing by exchange charge reaction. This mechanism can lead to an increase in electron-hole pair generation 
rate around two-orders of magnitude. Therefore by using the annealing behavior of leakage current, the concentration 
and spatial distribution of these defects are calculated and can be used to explain the effective doping concentration 
versus fluence truly. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Cluster; Leakage current; Effective doping 

1. Introduction 

High-resistivity silicon detectors are planned to be 
used for many applications at CERN Large Hadron Col- 
lider where high radiation levels will cause significant 
bulk damages. In addition to increased leakage current 
which worsens the signal-to-noise ratio, changes in effec- 
tive doping concentration have been observed after 
irradiation which is a limiting factor for long-term opera- 
tion of detectors [1]. In other words at high fluences the 
depletion voltage required to operate the silicon detector 
exceeds the breakdown voltage of the device and the 
detector cannot operate efficiently. 

Although many radiation damage models of silicon 
detectors have been extensively represented for describ- 
ing the large amount of experimental data, until recently 
these changes in doping concentration were poorly 
understood. The deep level acceptor model can predict 
gamma irradiation results with reasonable agreement, 

* Correspondence address. Faculty of Physics and Nuclear 
Science, Amir Kabir University, P.O. Box 14155-1734, Tehran, 
Iran. Tel.: 0098-021-64954320; fax: 0098-021-6419506. 

E-mail address: s7312909@cic.aku.ac.ir (S. Saramad) 

but there is a large discrepancy between the model and 
data for fast neutron damage effects [2]. However charge 
exchange reaction between divacancy defects in high 
density cluster which is formed with neutron damage can 
resolve this discrepancy [3], recent experimental results 
have shown that two unidentified defects termed E70, 
E170 [4] and P6 di-interstitial defect are correlated with 
leakage current after neutron irradiation, which must be 
considered in this model [5]. 

In this paper a semiconductor simulation which in- 
cludes Poisson and continuity equations and exchange 
charge reaction between clustered defects, has been suc- 
cessfully used to describe the observed evolution of ef- 
fective doping concentration with fluence after neutron 
irradiation which may lead to ideas for defect engineering 
of more radiation-tolerant silicon detectors. 

2. Bulk damage models in silicon 

One of the earliest plausible models of doping changes 
under irradiation was based on donor removal through 
electrical deactivation of phosphorus dopant by combin- 
ing with a lattice vacancy [6]. The introduction of shal- 
low acceptor was then assumed to give rise to the type 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
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♦ DATA 
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Equivalent 1Mev neutron fluence (cm" ) 

Fig. 1. Data and SRH and non-SRH models for the evolution of 
effective doping concentration with 1 MeV neutron fluence. 

inversion once the phosphorus was exhausted, therefore 
the combination of phosphorus removal and acceptor 
creation provides a successful description of the data on 
doping changes without explaining anti-annealing effect. 
But recent DLTS studies [7] on detector diodes after low 
fluence irradiations have shown a phosphorus removal 
rate about 30 times smaller than this model suggests. An 
alternative hypothesis is that the introduction of deep 
level acceptors, close to the center of the band gap, which 
are known to exist in the material in the presence of trap 
defects, will cause type inversion. It is clear that if this 
new explanation is correct it must be able to predict the 
Ne(f behavior against neutron fluence. 

For model calculations of iVeff, the measured leakage 
current density was used as an input parameter to deter- 
mine free carrier concentration, n and p from the current 
continuity and Poisson's equations. The measured and 
calculated change in JVeff for neutron irradiation using 
Shockley-Read-Hall (SRH) statistic is shown in Fig. 1. 
In contrast to the gamma damage results the deep level 
model cannot predict the observed change in JVeff accu- 
rately. If the deep level acceptor model is complete it 
should also be able to explain the different defect contri- 
butions to leakage current with SRH statistic, the ideas of 
which were first presented by Shockley et al. [8,9]. 

Although the calculations of leakage current after 
gamma irradiation show that the results are in reason- 
able agreement with measured data, there is a large 
discrepancy in leakage current of neutron-irradiated 
detectors due to different defects by around two-orders 
of magnitude which is shown in Table 1. This correla- 
tion between leakage current and effective doping 
suggests that a single mechanism must be responsible for 
the two effects, which will be described in the next section 
[10]. 

Table 1 
The enhancement factors necessary to supply the observed cur- 
rents using SRH statistic 

Observed SRH calculated    Enhancement 
current (nA)     current (nA) factor 

V2(-/0) 1 
E170 3 
E70 4 

0.00806 
0.003 
0.05 

116 
1000 

80 

3. Charge exchange reaction model 

Since the deep level idea appears to be reasonable, 
different explanations can be given for solving these dis- 
crepancies. One possible explanation for resolving this 
problem is the existence of an unidentified trap very close 
to the center of the band gap which could be responsible 
for extra leakage current. However, the introduction rate 
of such a defect would be ~8cm_1, which no obvious 
candidate has been observed [3]. 

The discrepancy may correspond to clusters in neu- 
tron-irradiated silicon which are absent in gamma ir- 
radiation materials. These clusters that contain V2, El70, 
E70 and P6 defects in a region of volume (~ 100 A)3, can 
modify the normal SRH picture of generation recombi- 
nation. In other words it is possible that part of these 
defects which are sufficiently close together, can partici- 
pate to exchange charge reaction. This mechanism [11] 
has been recently observed [12,13] which enhanced di- 
ode currents and might be the answer for our present and 
future unsolved questions. 

Charge exchange reaction which influences the genera- 
tion rate will also affect the occupancy of charge states, 
since a new steady-state situation will arise in compari- 
son to a system of isolated defects. This can also influence 
the effective doping concentration in a significant way. 
Although this phenomenon is almost unique to divac- 
ancy due to its multivalent nature but the presence of 
other defects in the cluster can modify this model. For 
example our simulation has shown that without consid- 
ering P6 defect, the observed variations in leakage cur- 
rent cannot be well described by the hypothesis of inter 
center charge transfer between cluster divacancy or even 
unidentified E70, El70 defects detected by DLTS 
method. 

If the effective local density of V2 in the cluster is left as 
a free parameter, by using the annealing behavior of leak- 
age current, the concentration and spatial distribution of 
E70, El70, P6 and V2 defects are calculated with the 
following assumptions. (1) Since interstitial atoms diffuse 
out more rapidly than vacancies, it is natural that P6 
defects are considered in the outer part of the dense 
cluster, with a uniform distribution, and V2 as an uni- 
form distributed defect in the whole of cluster. (2) Because 
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Fig. 2. Distribution of V2, E170, E70 and P6 defects in the 
cluster. 

of the unknown nature of E70 defect, with an initial 
assumption its position is considered in the inner core of 
cluster, where its trueness is also verified in our modeling. 
(3) Because of the statistical nature of damage process, 
only part of V2 defects can participate in exchange 
charge reaction which can be taken as an unknown 
parameter in this model. (4) The temperature dependence 
of leakage current contribution from clustered defects 
after neutron irradiation must be £a = 0.62 + 0.02 eV, 
consistent with the measured data. 

With these assumptions we found that the average 
density of V2 defect in the cluster is approximately 
2.6 x 1017cm~3 and 95% of these defects can participate 
in exchange charge reaction and this can be used to 
explain the significant fraction of discrepancy in the effec- 
tive doping observed in neutron-irradiated detectors. 
This cluster model also predicts that El70 is a multi- 
interstitial and E70 is a multi-vacancy related defect in 
the outer edge and inner core of cluster (Fig. 2) and El70 
can participate in the reverse annealing effect by releasing 
interstitials which is also consistent with the increasing 
Ci-related defects (Cc,Co) in the El70 annealing temper- 
ature range [14]. 

4. Device modeling of effective doping 

By considering all possible exchange charge reactions 
we found that clustered defects can also have significant 
effect on effective doping concentration. For example, at 
experimental inversion fluence 2xl013cm~2, the net 

density of acceptor states will be 4 x 1011 cm"3 (Table 2), 
which has a similar value to [V20]" and [p]+ at this 
fluence. For modeling the effective doping concentration, 
first of all by using Davies kinetics and exchange-charge 
model, the production rate of various defects are cal- 
culated and secondly a device model takes this infor- 
mation and predicts the macroscopic parameters of 
detector. 

For this purpose the coupled differential current trans- 
port and continuity equations and Poisson's equation 
are transformed to different equations and then by ap- 
plying the Newton's iteration principle and boundary 
conditions the final matrix equation is extracted and 
solved using a recursive method. So by using the electron 
(n) and hole (p) concentrations the density of filled ac- 
ceptors (Z/aJVa) and empty donors (27(1 -fd)Nd) can be 
determined and can be used to calculate the effective 
doping concentration (iVeff). 

Nat = £(1 ~fä)Nä - ZfaJVa + v ■ Nc (1) 

where JVcl is the net acceptor concentration calculated by 
exchange charge model. As shown in Fig. 1 with this 
cluster model, it is possible to explain the type inversion 
fluence (^>inv = 2.6 x 10") and effective doping concen- 
tration quite well. Since at high fluences, experimental 
results show the broadening of DLTS peak near V2_ 

energy level in neutron and proton-irradiated detectors 
[15], the discrepancies between our model and data in 
higher fluences may correspond to the formation of lar- 
ger clusters. Since the larger clusters are more stable than 
smaller ones, different clusters have different activation 
energies which may lead to logarithmic annealing behav- 
ior [16]. 

5. Conclusions 

A numerical model has been used to investigate the 
effect of clustered defects on macroscopic behavior in fast 
neutron-irradiated silicon detectors. Our conclusions re- 
veal that defects coupling in terminal cluster can make 
a significant contribution to both JVeff and leakage 
current in case of heavy particle irradiation, which has 
serious consequences in defect engineering a radiation 
tolerant silicon device. 

Table 2 
Concentration of clustered V2, E170, E70 and P6(cm"3) defects at fluence 2 x 1013 cm" 

[V2( +)] [V2(-)] 

Region 1 
Region 2 

6.66E + 8 
3.12E + 8 

2.41E + 10 
7.36E + 9 

[V2(-)] [E70(-)] 

8820 
5290 

4.46E + 11 
0 

[E170(-)] 

0 
1.11E + 10 

[P6( +)] 

0 
9.1E + 10 
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Abstract 

Silicon detectors in particle physics experiments at the CERN Large Hadron Collider will be exposed to unprece- 
dented levels of radiation. The principal obstacle to long-term operation in this environment is changes in detector 
effective doping concentration (iVeff). We present a model of defect evolution during gamma and hadron irradiation 
which has been combined with Shockley-Read-Hall (SRH) statistics to predict NM and dark current in irradiated 
devices. These predictions are compared with experimental results from detectors with various oxygen and carbon 
concentrations. In the case of gamma irradiation, the electrical characteristics are described satisfactorily by the 
production of divacancy-oxygen (V20) defects. In the case of hadron irradiation, however, the experimental data cannot 
be explained in the conventional SRH picture. We propose a model whereby states in the terminal defect clusters 
exchange charge directly. This mechanism leads to a marked increase in carrier generation rate and an enhancement in 
the acceptor-like contribution to iVeff. We conclude that only limited improvements in radiation hardness to hadrons can 
be achieved by altering detector impurity levels, since the changes in JVeff are dominated by intrinsic defects within the 
terminal clusters. © 1999 Elsevier Science B.V. All rights reserved. 

Keywords: Silicon; Particle detector; Radiation; Defect engineering 

1. Introduction 

Silicon detectors will be used extensively in experi- 
ments at the CERN Large Hadron Collider (LHC), 
where they will be exposed to fast hadron fluences equiv- 
alent to ~1014cm~2 1 MeV neutrons and an ionising 
dose of ~10Mrad over their operational lifetime [1]. 
Particle detectors typically consist of a series of p-type 
strips implanted on an n-type high resistivity (~ 5 kß cm) 
Fz substrate. The principal obstacle to long-term opera- 
tion arises from atomic displacement damage, which 
ultimately increases the effective doping concentration of 
the substrate (Neff) and thus operational voltage. Re- 
cently, significant effort has been devoted by the particle 

»Corresponding author. Tel.: + 44-171-594-7797; fax: +44 
171 823 8830. 

E-mail address: b.macevoy@ic.ac.uk (B.C. Mac Evoy) 

physics community to understanding the microscopic 
origins of these doping changes, with the goal of defect- 
engineering rad-hard detectors [2]. Studies have focussed 
on the effect of carbon and oxygen concentrations. The 
'standard' Fz material used in conventional detectors 
contains both impurities at levels of ~1015 cm-3, but 
novel samples with concentrations in the range 
1014-1017 cm-3 have now been produced. 

In this paper, we present the most complete model of 
defect evolution and detector behaviour to date. In Sec- 
tion 2, a brief review of bulk damage effects is given. This 
is followed by the modelling of data from gamma-irra- 
diated devices in Section 3. The purpose of this modelling 
is to evaluate the contribution of point defects to device 
characteristics. In Section 4, we turn to the modelling of 
data from hadron-irradiated devices, with particular em- 
phasis on the phenomenon of inter-defect charge ex- 
change. Lastly, we evaluate the consequences of this 
work for the prospects of producing truly rad-hard devi- 
ces in Section 5. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00635-3 
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2. Radiation effects 

Detector leakage currents increase significantly during 
irradiation. The bulk current is described in terms of Jv, 
which is the leakage current per unit volume. The in- 
crease in Jv is directly proportional to particle fluence: 

A7V = a<P, (1) 

where a is known as the 'damage constant' and has the 
value 5-10 x 10"17 A cm"x at 20°C for fast hadrons im- 
mediately after irradiation [3]. The damage constant for 
60Co photons is very much less, with a value of ~1 x 
lO-^Acm"1 [4]. 

With regard to effective doping concentration, the 
space-charge in an unirradiated device arises from the 
shallow dopants present, usually phosphorus with some 
small degree of compensation ( < 20%) by boron. Ir- 
radiation results in an accumulation of negative space- 
charge in the depletion region, n-type detectors therefore 
become progressively less n-type with increasing hadron 
fluence until they invert to effectively p-type at around 
2 x 1013 n cm"2 and then continue to become more p- 
type beyond this point [5]. In the case of 60Co y-irradia- 
tion, standard Fz detectors undergo type inversion at 
a dose of ~100Mrad [6]. 

The effective doping concentration can be inferred 
from the voltage required to obtain full depletion, 7depl: 

JVeff 
2«o£si, 

ed2 depl; (2) 

where d is the diode thickness. At high fluences, JVeff can 
be such that Fdepl exceeds the breakdown voltage of the 
device and efficient operation is no longer possible. 

Table 1 
Defect kinetics model reaction scheme 

I reactions V reactions 

(A) Cluster reactions 
I + V->Si v + V^V, 

(B) Diffusion reactions 
I + Q-+Q 
I + CC -> CCI 
I + CCI-CCII 
I + CO ->COI 
I + COI -> con 
I + VO-O 
i + v2o-+vo 
I + V2 -»V 
I + VP -> P 

v + v-^v2 
v + v2^v3 
V + o -> vo 
V + VO^V20 
V + P -> VP 

Cj reactions 

Q + Cs -> CC 
Q + O -► CO 

Table 2 
Defect states considered in the SRH calculation 

Identity Energy (eV) Type Charge 

VO Ec - 0.17 Acceptor (o/-) 
v2o Ec - 0.50 ± .05 Acceptor (o/-) 
v2 £v + 0.20 Donor ( + /0) 

£c - 0.41 Acceptor (o/-) 
Ec - 0.23 Acceptor (-/ = ) 

VP £c - 0.45 Acceptor (0/-) 
CO £v + 0.36 Donor ( + /0) 
CC Ec -0.17 Acceptor (0/-) 

3. Modelling data from gamma-irradiated devices 

The modelling is based on a numerical calculation of 
defect evolution first suggested by Davies and co-workers 
to explain the effects of electron irradiation [7]. This 
defect kinetics model has been developed and adapted for 
detector material to predict defect concentrations after 
irradiation with 60Co photons and fast hadrons. The 
reactions used in the model are listed in Table 1. In the 
case of hadron irradiation, the struck atom has sufficient 
recoil energy to cause further displacements, giving rise 
to several terminal clusters containing a high initial den- 
sity of interstitial (I) and vacancy (V) defects [8]. The 
processes in list A only have a significant chance of 
occurring within these clusters. The processes in list B oc- 
cur as the primary defects diffuse away from the cluster 
region; these are also the processes that occur during 
gamma irradiation, where the recoil energy of the struck 
atom is sufficient to displace only one or two atoms from 
their lattice sites [9]. 

Reaction rates are controlled by the concentrations of 
impurities and their relative capture radii. Full details 
may be found in Ref. [10]. The input parameters required 
by the model are the oxygen and carbon impurity con- 
centrations (determined by SIMS, IR absorption etc.) 
and the introduction rates of the primary defects. These 
are 
60, 

r\y = 2.7 x 10 4 cm »7v2 = 7.1 x 10" 
-l 

T1 for 
Co gammas, t]v = 0.58 cm"1, ^v2=0.96cm_1 for 

1 MeV neutrons and t]v = 0.61 cm"1, r\V2 = 0.46 cm"1 

for 24 GeV protons [11,12]. In order to calculate device 
characteristics, the theory of Shockley et al. [13,14] is 
combined with the predicted defect concentrations. The 
states included in the calculation of JVeff and AJV are 
listed in Table 2. It should be noted that there is some 
uncertainty in the energy level assignment of the 
divacancy-oxygen (V20) defect [15]. 

The predictions of the model for the evolution of 
iVeff during gamma irradiation are compared with ex- 
perimental data from detectors with various oxygen con- 
centrations in Fig. 1. The agreement between the model 
and data is impressive. The dominant contribution to 
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100 

Co gamma dose (Mrad) 

Fig. 1. Model predictions (lines) and experimental data 
(markers) for 60Co gamma irradiation of samples with various 
oxygen concentrations and a carbon concentration of 
~1016cm"3. 

iVeff arises from the V20 state; an energy level of £V2o = 
Ec — 0.54 eV is required to obtain agreement with the 
data, a value which lies within Iff of the experimental 
energy measurement. Oxygenated material is more radi- 
ation hard to gammas because V20 production is sup- 
pressed by the competing reaction V + O -»■ VO. The 
leakage current in these detectors has also been 
modelled. The V20 defect dominates on account of its 
proximity to mid-gap. The model therefore suggests that 
a is reduced as the oxygen content rises, a prediction 
which has recently been borne out by experiment [16]. 

4. Modelling data from hadron-irradiated devices 

Using the value of £V2o fixed by the gamma data, the 
same modelling procedure was applied to the case of 
hadron irradiation. For 1 MeV neutrons, it was found 
that the predicted type inversion fluence was an order of 
magnitude higher than that observed experimentally. 
The dominant contribution to the doping changes pre- 
dicted by the model again arose from the V20 defect. 
The leakage current was underestimated by some 2 or- 
ders of magnitude. The potential errors in the model were 
examined carefully but could not possibly explain these 
discrepancies. 

The presence of defect clusters in hadron-irradiated 
material, and their absence in gamma-irradiated mater- 
ial, suggests a possible cause. Several defects are strongly 
produced within the terminal clusters, including the 
divacancy (V2) and two defects known as E70 and El70. 
The E70 state is multivalent, giving rise to acceptor 
levels at Ec - 0.45 eV (0/ -) and EQ - 0.35 eV ( - / = ), 
whereas E170 gives rise to a single acceptor at Ec — 
0.37 eV (0/ - ) [17]. E70 and E170 are strongly corre- 

r 1 1"    '       i       '       i 

•v          Physical region 

y 

-*- v2   - 
-■- E70 
■■■*-■ E170 " 

1         1         1         1        1        4- 

10'° 10'° 1(T 

V2 density in cluster (cm* ) 

Fig. 2. Contribution of V2, E70 and El70 to a as a function of 
V2 density within the cluster assuming inter-defect charge ex- 
change. The densities of E70 and E170 are held at 1019 cm-3. 

lated with annealing of the leakage current after irradia- 
tion, but neither state is sufficiently close to mid-gap to 
explain the magnitude of the observed current decrease 
in the conventional SRH picture [18]. 

Simple calculations indicate that the local density of 
V2, E70 and El70 within the terminal clusters is of the 
order of 1019 cm"3. It is evident, therefore, that some of 
these defects are close enough to exchange charge dir- 
ectly. There is compelling experimental evidence in the 
literature for such inter-defect charge exchange (see, for 
example, Ref. [19]). By writing general expressions for 
the rates of emission and capture between all levels of the 
V2, E70 and El70 defects, and assuming equal carrier 
capture cross sections throughout, it is possible to calcu- 
late the steady-state occupancy of each defect and the 
carrier generation rate numerically. The model predic- 
tions for the damage constant, a, are shown in Fig. 2. The 
predicted value, which is the sum of the three compo- 
nents, is ~ 10 x 10"17 A cm"1 in the physical region, in 
close agreement with what is actually observed. 

Fig. 3 shows the predicted occupancy fractions as 
a function of V2 density within the cluster, with the 
densities of E70 and E170 held at 1019 cm"3. It can be 
seen that, as the density of V2 increases, the occupancies 
of all defects are enhanced over the SRH value. The 
introduction rate of negative space charge is now ~ 5 x 
10"3 cm"1. To explain the experimental data, however, 
an introduction rate of ~25xl0"3cm_1 is required. 
Given that our preliminary calculation has assumed 
equal carrier capture cross sections, which is known not 
to be the case, it is not surprising that there is not 
a perfect agreement with the data. A more complete 
calculation is now in progress; from work to date it is 
evident that even small deviations from unity in the 
capture cross-section ratios can cause further enhance- 
ments in the introduction rate of negative space-charge. 
While it would be foolish to pre-empt the final results of 
these calculations, in order to make a step forward we 
assume that the total contribution of the clustered defects 
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Fig. 3. Occupancies of V2, E70 and E170 charge states as 
a function of V2 density within the cluster assuming inter-defect 
charge exchange. The densities of E70 and E170 are held at 
1019cm-3. 
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Fig. 5. Model predictions (lines) and experimental data 
(markers) for 24 GeV proton irradiation: Circles [O] = 3 x 
1015cm-3, [C] = 5xl015crrT3; (triangles) [0] = 1.7x 
1016 cm"3, [C] < 2 x 1016 cm"3; (squares) [O] < 5x 1016 cm"3, 
[C] = 1.8xl016cm-3. 

10" 10" 

1 MeV neutron fluence (cm ) 

Fig. 4. Model predictions (lines) and experimental data 
(markers) for 1 MeV neutron irradiation. (Circles) [O] = 3 x 
1015cm"3, [C] = 5xl015cnr3; (triangles) [O] = 1.7 x 1016 

cm"3, [C] <2xl016cnr3; (squares) [O] < 5x 1016cm-3, 
[C] = 1.8xl016cm"3. 

to the space charge is indeed of the order of 
~ 25 x 10"3 cm-1 for 1 MeV neutrons and scales with 

the cluster defect introduction rates. 
The results of combining the standard SRH calcu- 

lation for point defects and the non-SRH calculation for 
clustered defects with this assumption are shown in 
Figs. 4 and 5. The plots show the predicted evolution of 
JVeff for various detector impurity concentrations for 
1 MeV neutrons and 24 GeV protons, respectively. The 
experimental data are described well. There are several 
points to note. In the case of neutron irradiation, the 
various detectors display similar radiation tolerance; 
the only differences observed are due to differences in 
the initial resistivity of the devices. In the case of proton 
irradiation, however, the oxygen-enriched detector is 
more rad-hard and the carbon-enriched detector less 
rad-hard than the standard device. The reason for this is 
that, in the case of proton irradiation, the primary intro- 
duction rate of the vacancy, JJV, is proportionally larger 
than in the case of neutron irradiation. Hence, the role 

played by V2 O in determining ATeff is greater for protons. 
As in the case of gamma irradiation, a high oxygen 
concentration suppresses V20 production and thus the 
changes in JVeff. Conversely, a high carbon concentration 
encourages V20 production because substitutional car- 
bon acts as a sink for interstitials and suppresses capture 
of interstitials at V20 itself and its pre-cursor states 
(Table 1). 

5. Conclusions 

The changes in ATeff and dark current during gamma 
irradiation have been modelled satisfactorily in terms of 
production of the V20 defect. In the case of hadron 
irradiation, electrical characteristics are controlled by 
cluster defects, with a contribution to JVeff from the V26 
state. The V20 defect is more copiously produced during 
proton irradiation on account of the proportionally 
higher vacancy introduction rate, hence the radiation 
hardness of materials to protons is more sensitive to 
impurity concentrations than in the case of neutrons. 

In terms of the prospects of improving radiation hard- 
ness for the LHC experiments, it is clear from both the 
experimental data and the modelling presented here that 
only limited improvements can be made by altering 
initial impurity concentrations. Production of cluster 
defects can only be influenced by relatively high 
(~1020cm~3) impurity concentrations, which may be 
impractical. Notwithstanding, work is now underway to 
understand the charge exchange processes more thor- 
oughly, since it is the clusters that hold the key to im- 
proving radiation tolerance. 
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Abstract 

We have found that a large number of dislocation loops of interstitial type are introduced in the active region 
of (Al)GalnP strained triple quantum wells (STQW) lasers by the effect of laser operation. These loops were always 
generated in the lasers, the driving current of which increased gradually as operating time increased. We have shown that 
the dislocation cores act as nonradiative recombination centers and therefore the loops cause the gradual degradation. 
The migration of interstitial atoms enhanced by laser operation are essential for the degradation of the lasers. © 1999 
Elsevier Science B.V. All rights reserved. 

Keywords: (Al)GalnP STQW laser; Interstitial atoms; Laser operation-induced migration; Interstitial clustering 

1. Introduction 

Ridge stripe laser and buried heterostructure laser 
have been of great interest for optoelectronic applica- 
tions during the last decade. Since the active region of 
these lasers is surrounded by materials with wider band 
gap and smaller refractive index, both carriers and laser 
light are effectively confined in the region, and these 
lasers therefore produce high output powers with a low 
driving current compared with that of planar lasers such 
as double heterostructure (DH) lasers. 

It is known that the driving current under a constant 
output power increases with increasing laser-operation 
time: lasers degrade by their operation. The degradation 
is due to the nonradiative recombination of a part of 
electrons and holes at laser operation-induced defects; 
the recombination creates not photons but multiple- 
phonons [1]. For DH planar lasers, the degradation is 
explained by recombination-enhanced dislocation climb, 
recombination-enhanced dislocation glide, and the for- 

* Corresponding author. Tel.:  + 81-6-6850-5753; fax:  + 81- 
6-6850-5764. 

E-mail address: ohno@tem.phys.wani.osaka-u.ac.jp (Y. Ohno) 

mation of point defect clusters [1]. Ridge stripe lasers 
have also been studied, but their degradation process is 
still unclear. In this paper, we will show that point defect 
reactions under laser operation are essential for the 
degradation. 

2. Experiments 

Samples were AlGalnP/GalnP-strained triple quan- 
tum wells (STQW) ridge stripe lasers emitting at 680 nm 
wavelength region (with the stripe width of 3500 nm). 
The laser consists of: (1) p-GaAs contact layer (1300 nm), 
(2) p-AlGaAs cladding layer (1200 nm), (3) p-AlGalnP 
cladding layer (100 nm), (4) STQW active layer, (5) n- 
AlGalnP cladding layer (100 nm), (6) n-AlGaAs cladding 
layer (1500 nm), and (7) n-GaAs substrate. 

The driving current under a constant output power 
(60 mW) was measured during laser operation (at the tem- 
perature of 60°C). The operated sample was then charac- 
terized by means of cross-sectional transmission electron 
microscopy (TEM) with microscopes, JEM-2010 and 
JEM-2000EX operated at 160 kV. TEM specimens were 
prepared by a conventional etching method with Ar+ 

ions. 

0921-4526/99/$-see front matter © 1999 Elsevier Science B.V. All rights reserved. 
PII: S0921-4526(99)00636-5 
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3. Results 

3.1. Generation of dislocation loops in operated lasers 

The thick lines in Figs, la and b show the change of the 
driving current AI(t), where AI(t) = 1 - I(t)/I(0) and I{t) 
is the driving current at an operation time t. AI increases 
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Fig. 1. The change of the driving current AI vs. the operation 
time t (a) for a gradual and (b) for a gradual/sudden degraded 
lasers. TEM images (c) of the gradual and (d) of the grad- 
ual/sudden degraded lasers of (a) and (b), respectively. 

gradually up to AIg with increasing t in both Figs, la and 
b (the so-called gradual degradation). In Fig. lb, AI 
increases rapidly subsequent to the gradual increase (sud- 
den degradation). We found that a large number of dis- 
location loops are introduced in these degraded lasers 
(Fig. lc and d). High-resolution (HR) TEM revealed that 
the loops are of interstitial type (Fig. 2). The loops were 
generated only in the active and the AlGalnP cladding 
regions in which carriers are confined (just under the 
ridge). We could not find extended defects such as dislo- 
cation loops and misfit dislocations in lasers without 
operation or those annealed at 800 K without operation. 
The migration energy of interstitial atoms is smaller than 
that of point defects of the other kinds, and the energy 
may be reduced on the condition of an electronic excita- 
tion such as laser operating condition. We have therefore 
considered that the enhancement of the migration of 
interstitial atoms by the effect of laser operation results in 
the generation of the loops. 

3.2. Size and spatial distribution of the dislocation loops 

Fig. 3 shows the size distribution of the loops (a) in 
a gradual and (b) in a gradual/sudden degraded lasers. 
The number of the loops in (a) peaks at the loop radius 

Fig. 2. HRTEM images of the dislocation loops (a) in the active 
region (STQW), in the cladding regions (b) near and (c) close to 
the n-AlGaAs/n-AlGalnP interface, respectively. 
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Fig. 3. The number of the loops (a) in a gradual and (b) in 
a gradual/sudden degraded lasers vs. the radii of the loops r. 

r of 4 nm, while that in (b) has two peaks at r = 4 and 
10 nm. Most of the loops with r = 2-6 nm are homo- 
geneously generated in the active regions in both (a) 
and (b). Similar loops are also observed in gradually 
degraded lasers of the other kind [1]. We have proposed 
a model that the loops in the active region are related to 
the gradual degradation. In Section 4, we discuss quantit- 
atively the generation process of the loops with the 
model. 

The loops with r = 8-14 nm, observed only in grad- 
ual/sudden degraded lasers, are generated in the cladding 
region near the n-AlGalnP/n-AlGaAs interface. These 
loops are presumably related to the sudden degradation, 
even though the degradation may be due to other kinds 
of point defects that cannot be observed by TEM. The 
generation and growth processes of the loops will be 
discussed elsewhere. 

4. Discussion 

We found the formation of dislocation loops in the 
active layer in the gradual degraded lasers. It is generally 
considered that dislocation cores act as nonradiative re- 
combination centers and they may capture the carriers. 
Due to the capture, the flow of the carriers is disturbed and 
the driving current under a constant output power will 
increase. Suppose the cores of the dislocation loops in the 
active region act as nonradiative recombination centers, 
the number density of the centers is anD where nD and 
a represent the total number density of interstitial atoms in 
the cores and the number of the centers per interstitial 
atom in the core, respectively. A7 may be given as [2] 

A7 = (<xvaD-ü)nD 

o       0.5       1        1.5       2       2.5 
"D (108cm-3) 

Fig. 4. The change of the driving current after the gradual 
degradation AJg vs. the total number density of interstitial 
atoms in the dislocation cores in the active region nD. AIg is in 
proportion to nD. 

in which v and aD represent the carrier velocity and the 
nonradiative capture cross section, and T the radiative 
recombination time for a dislocation-free sample. Since 
A7g is in proportion to nD (Fig. 4), the gradual degrada- 
tion is obviously due to the loops in the active region. 
avaDT was estimated to be 1.2 x 10"9 cm3. 

The volume number density of interstitial atoms ag- 
gregated in all the loops in the active region was esti- 
mated to be about (1-10) x 1017 cm"3, and the value is 
much higher than the equilibrium density of interstitial 
atoms in the crystal. Frenkel-pairs may be created during 
laser operation due to the effect of nonradiative recombi- 
nation of injected carriers, as is proposed in AlGaAs DH 
diodes [3]. The density of the pairs is presumably negli- 
gible, since the driving current density used in the present 
study is smaller than that in Ref. [3]. Since the intersti- 
tial density is in the same order of the dopant density 
(1 x 1018 cm"3), these interstitials may be introduced by 
the kick out mechanism of dopant interstitials. These 
results imply that interstitial atoms of high density exist 
in the lasers without operation. We should point out the 
importance of the estimation of the interstitial density to 
the fabrication of laser diodes of high reliability, since the 
interstitials may form deep levels by their migration 
under laser operation and vary drastically the optical 
properties as discussed above. So far, the interstitials of 
high density have not been observed in lasers without 
operation by optical and electrical measurements. We 
consider that they may be inactive optically and electri- 
cally. More experiments to provide the evidence for the 
existence of the interstitials is needful. 

Isolated interstitials in III-V compound semiconduc- 
tors can migrate thermally even at a temperature below 
room temperature. Since no loop was observed in lasers 
annealed at 800 K, the loops in the active region are not 
generated by the thermal migration of isolated inter- 
stitials. The migration of the interstitials may be en- 
hanced by the absorption of laser light. Moreover, it is 
proposed that, in GaP and InP, the migration of isolated 
interstitials under the irradiation of an electron beam 
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(i.e., under the flow of an electric current) results in the 
formation of interstitial pairs, and dislocation loops of 
interstitial type are formed by the migration of the pairs 
[4]. Such reactions may occur in the active region, since 
both intense laser light and carriers of high density exist 
in the region. We simulated AI(t) on trial with the model 
in Ref. [4]. In the simulation, we assumed the initial 
density of interstitial pairs to be zero. The experimental 
data shown in Figs, la and b (thick lines) are well ex- 
plained by the model under the assumption that the 
mobilities of isolated interstitials and interstitial pairs are 
about 10"3 and 10~4 s"1, respectively; thin lines in the 
figures show the best fit of the experiments. This result 
suggests that the reduction of the initial density of iso- 
lated interstitials in the active region is necessitous to 
eliminate the gradual degradation. The reduction may be 
achieved by an annealing before laser operation to gener- 
ate the dislocation loops outside the active region, since 
the loops do not interact with the carriers during laser 
operation. 

5. Conclusion 

We have proposed a model for the gradual degrada- 
tion: (1) the migration of interstitial atoms by the effect 
of laser operation results in the generation of dislocation 
loops of interstitial type, (2) the dislocation core act as 
nonradiative recombination centers, and (3) the driving 
current under a constant output power will increase due 
to the capture of the carriers by the centers. We have 
pointed out that the reduction of the interstitial density is 
of importance to fabricate laser diodes of high reliability. 
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