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Abstract 

This paper addresses the problem of mission control 
of Unmanned Underwater Vehicles (UUVs) through the 
Internet network. Its main focus is on the integration of 
a Petri Net based mission control system developed by 
the Instituto Superior Tecnico using the CORAL 
environment, with the control system of ROMEO, a 
prototype ROV developed by the Robotics Department 
of CNR-IAN. The system has been evaluated controlling 
ROMEO's missions directly from Lisbon in the 
underwater virtual world (UVW) in the IAN lab and in a 
pool in Genoa. In particular, the reliability of the Internet 
connection has been verified and the constraints 
introduced by communication delays have been 
examined. This research and development effort aims 
at contributing to the development of reliable mission 
control systems for the operation of robotic ocean 
vehicles at distance, over communication channels that 
may experience considerable delays. This is a subject 
of great relevance, in view of the widespread interest 
in the development of systems to allow a scientific 
end-user to program, execute, and follow the state of 
progress of robotic vehicle missions at sea from the 
comfort of his/her laboratory. 

I. Introduction 

In the Nineties the requirements of unmanned 
underwater vehicles (UUVs) in terms of capabilities of 
managing uncertainty and possibility of reducing 
development and trial costs induced the development 
of hierarchical intelligent control architectures (Byrnes 
et al., 1993; Le Rest et al., 1994; Pascoal et al., 1997; 
Wang et al., 1993) and virtual environments for 
underwater robots (Bono et al., 1997; Brutzman, 1995; 
Leonard et al., 1995). The result was the 
implementation of open, flexible architectures for 

developing robotic techniques and fostering 
co-operation between research groups, ultimately 
promoting vehicle exploitation (Healey et al., 1996; 
Coste-Maniere et al., 1996). 
At the same time, numerous novel robotics systems 
that employ the infrastructure of the Internet to extend 
current human abilities have been developed (Paulos 
and Goldberg, 1999), allowing remote interactions with 
actual mobile robots connected to the Web. 
The high level of maturity achieved by this technology 
in space robotics applications (Backes et al., 1998), 
together with the resolution of basic problems in UUVs 
navigation, guidance and control (Fossen, 1994; Fryxell 
et al., 1996; Healey and Lienard, 1993; Whitcomb et 
al., 1999), has suggested its extension to the field of 
underwater robotics in order to allow a scientific end- 
user to program, execute, and follow the state of 
progress of robotic vehicle missions at sea from the 
comfort of his/her laboratory. 
In order to allow Internet users to interact with places 
far away from their home or test control algorithms on 
a real robotic platform, mobile robots on the Web have 
to satisfy some basic specifications (Siegwart and 
Saucy, 1999): the robot system requires a high degree 
of autonomy to face any large time delay; a minimal 
data transfer should always indicate the instant status, 
events and robot position; the control strategy of the 
robot should be as intuitive as possible, and the update 
rate of the transmitted video images should be as high 
as possible to provide a good feeling to reality. It is 
worth noting that autonomous underwater vehicles, 
which can communicate with the human supervisor and/ 
or the mission controller through a very narrow-band 
acoustic link satisfy the first three requirements, while 
good quality video feedback can be guarantee by data 
compression techniques in the case of Internet control 
of a remotely operated vehicle. 
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In the research reported in this paper, a pool mission of 
Romeo, the prototype ROV developed by the CNR-IAN, 
has been controlled by a Petri Net based mission controller 
developed by the IST-ISR using CORAL, through an 
Internet link between Genoa and Lisbon. According to the 
hierarchical control architecture paradigms, the ROMEO's 
control system provides a set of basic navigation, guidance, 
and control task functions, which can be coordinated and 
activated by an automatic mission controller connected to 
the vehicle surface network. Task activation and 
coordination depend on the occurrence of external 
discrete-events such as operator commands and events 
triggered by sensor readings. This motivated the 
development of a methodology for mission control that 
builds on the theory of Petri nets, which are naturally 
oriented towards the modeling and analysis of 
asynchronous discrete-event systems with concurrency. 
Mission control is thus performed by specifying mission 
programs that are embodied in Petri net structures. A 
mission control development environment named CORAL, 
designed by 1ST, allows for graphically constructing the 
required Petri nets and executing them in real-time on a 
CORAL software Engine that runs on a PC. The operator 
can visualize the state of progress of the mission by 
observing the evolution of tokens in the corresponding Petri 
net structure. CORAL allows the execution of mission 
programs for general robotic vehicles. The only extra effort 
required for a specific application is the definition of the list 
of commands/replies to and from a given robotic system. 
This was done in the case of ROMEO by defining the packet 
format for commands/replies between CORAL and ROMEO 
on the basis of the basic tasks adopted. Furthermore, 
Romeo's original control system was adapted by adding a 
state machine capable of handling the command/reply 
mechanism and of triggering the execution of specific tasks 
in parallel, in order to exploit the Petri Net's capabilities in 
concurrency management. 
Romeo networked architecture and basic task functions 
are described in section 2, while a short description of the 
Petri Net-based CORAL mission controller is given in 
section 3. The experimental setup, i.e. the physical 
integration of Romeo control system and CORAL mission 
controller, is described in section 4, where experimental 
results are reported and discussed. 

II. ROMEO 

Romeo's architecture basically consists of three Ethernet 
LANs (surface, on-board and lab LAN), which can be 
connected to the world-wide web for scientific cooperations. 
The surface LAN connects a net manager computer (IPER) 
and a multi-machine distributed Human Computer Interface 
(HCI), which allows a number of different operators to 
interact with the robot at various levels of the control system. 
The conventional HC1 for scientific applications consists 
of three interfaces for the pilot, who tele-operates the 
vehicle, the supervisor, who supervises the plant behavior 

and resources' allocation, and the marine scientist, who 
examines real-time images and sensors data to detect 
areas of interest. The IPER machine acquires all the vehicle 
surface sensors, as, for instance, acoustic positioning 
system, ship GPS and gyro-compass, and manages 
communications from the human interfaces and the robot 
control system on-board the vehicle, dispatching the 
telemetry data and collecting, by solving conflicts, the user 
commands. The surface LAN can also support the 
connection of an external supervisory/mission control 
module, which automatically manages a vehicle mission, 
as in the case of CORAL shown in Figure 1. In addition to 
the computer running the vehicle control system, the 
on-board LAN can also connect advanced end-user devices 
carried by the vehicle. Furthermore, the lab LAN supports 
the Underwater Virtual World simulation facilities (6 d.o.f. 
vehicle dynamics, environment and sensors) and graphics 
interfaces. 

Coral 
Engine 

Romeo 
Remote 

HCI IST Laboratory 
Ethernet LAN 

Romeo 
Surface Ethernet LAN 

Romeo 
Tether 

Iper Pilot 
HCI 

Supervisor 
HCI 

Scientist 
HCI 

Romeo 
Onboard Ethernet LAN 

Virtual World 
Ethernet LAN 

Underwater 
World 
HCI 

Romeo 
6 d.o.f. 

Simulator 

Environment 
Simulator 

Fig. 1. CORAL-ROMEO networked architecture 

Romeo control system is based on a hierarchical dual-loop 
architecture (Caccia et al., 1999) providing the human 
operator/mission controller with a set of basic guidance task 
functions performing auto-heading, auto-depth, auto-altitude 
and automatic maneuvering on the horizontal plane. The. 
sub-set of commands handling the task functions used in 
the CORAL-ROMEO mission are reported in Table 1. 
Algorithmic details about depth, heading and horizontal 
maneuvering task functions can be found in (Caccia et al., 
1999) and (Caccia et al., 1998) respectively. Here it is 
sufficient to remark the meaning of the basic horizontal 
maneuvering tasks: 
• Short Range Maneuvering (SRM): the vehicle hovers 

the target with the desired orientation; 
• Long Range Maneuvering (LRM): the vehicle heads 

the target; 
• Go to (GOTO): the vehicle moves to the target point 

switching between LRM, medium range 
maneuvering, i.e. car driver-like guidance, and SRM 
according to the target range; 
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Docking (DOCKING): go to the docking point, 
recorded executing the GET_DOCK command 

Depth control: 
DEPTH(z*) 
DEPTH?(z*,TIME_OUT) 

Heading control: 
HEADING(y*) 
HEADING? (\|/*,TIME_OUT) 

Horizontal maneuvering: 
LRM(x*,y*) 
XY?(x*,y*,TIME_OUT) 
SRM(x*,y*, y*) 
GOTO(x*,y*, \|/*) 
XYPSI?(x*,y*,V*,TIME_OUT) 
DOCKING 
DOCKING?(TIME_OUT) 

Horizontal motion estimation: 
FIX_XY() 
GET_DOCK() 

x,y,z: vehicle position 
\y: vehicle heading 

Table 1. ROMEO task function commands 

The ?-marked commands implement the space-trap 
queries, which evaluate if the corresponding task 
function has been executed by a specified time-out. A 
suitable evaluation criteria is the following: indicating by 

x^(t) the k-th time derivative of the generic signal x(t), 

«x(t) tracks      x*(t)      of     order     n»      if 

xw(t)-x*(k)(t) < Ek,   Vt e [t0 -T.tJ 0 < k < n ,    where 

| || represents the Euclidean-norm. Tracking of order 1 

is usually adopted, except in the case of LRM tracking of 
order 0. 

III. The CORAL Development Environment. 
Implementation issues 

This section introduces CORAL as a software environment 
for the design and implementation of Petri net structures 
and explains its interfacing to the System Control level of 
the CNR-IAN ROMEO vehicle. We assume the reader is 
familiar with Petri Net theory; see (Cassandras, 1993) for a 
lucid presentation of the subject. See also (Oliveira et al., 
1998) and the references therein for the development of 
CORAL as a tool for mission programming and execution 
tool for the MARIUSAUV. 
The organization of CORAL can be explained in very simple 
terms with the help of Figure 2, which illustrates how the 
design of a subset of a generic Petri net is done, and how 
the equivalent CORAL language description is obtained. In 
order to understand the figure and the design methodology 
adopted, two basic concepts are required: 

walt{ 

actkmf 
ROMEO(lj„.r„ 

slgnal{ 

K 
} 

1 
1 
1 

1 
1 

Figure 2: CORAL/System level Interface. 

i)     System Control Level Calling Header - The firing of a 
generic transition will start the execution of a System Control 
Level command, which is evoked through an header with 
the structure 

ROMEO(Ftype,fnPr) 

where ROMEO specifies a System Control Level function 
interface presented in the previous section, Ftype identifies 
the type of function or particular algorithm to be executed, 
and fn are the parameters of the function to be called. The 
last calling parameter set Pr indicates a finite set of places 
in the Petri Net that will be marked depending on the type 
of messages received from the ROMEO system control 
level. 
ii) Wait, Action and Signal keywords - to describe a Petri 
net, the CORAL language uses three basic keywords: wait, 
action, and signal. The formal equivalence between the 
textual description of a Petri net using these keywords and 
its underlying Petri net graph can be easily understood by 
examining the input and output sets of a particular transition 
tfc. The following equivalence relationships follow 
immediately: 

l(tk)    o wait{p0 pj}, 
O(tk) <» action{ ROMEO(Ftype, fn, pr)} 

signal{p,}. 
where l(t|<) and 0(t|<) are the input and output sets of places 
to and from the transition t^, respectively. In this case, the 
function called has only one output event, and its occurrence 
will activate the marking of place pr. The extension to more 
complex Petri Net structures is obvious. 
A CORAL Engine has been developed that accepts Petri 
net descriptions and executes them in real-time. Figure 3 
shows a schematic representation of the CORAL Engine 
data structure and the communication mechanisms that 
implement a Petri Net. The CORAL Engine accepts input 
messages corresponding to the markings of the Petri net 
being run, checks for the current set of enabled transitions, 
and issues output messages that correspond to the new 
markings determined by the firing of those transitions. In 
practice, this is done by executing a CORAL Engine 
synchronous loop described by the following sequence of 
actions: 
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Place Structure 

X X 

W 

Transition Structure     *■ 

Wlitf.) 

I(t) 
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<xo 

I CORAL / System Level Interface | 

Figure 3: CORAL Implementation Structure. 

for each message in the input buffer, 
(1) update the number of marks in the corresponding 
place. 
(2) for the current state, check for the set of enabled 
transitions. 
(3) choose one transition from the set of enabled 
transitions. 

(4) update the number of marks in the set of input 
places 

l(tk) o (wait{...}). 
(5) issue messages in order to update the number of 
marks in the set of outputs places, 

0(tk) o (action{...} signal{...}). 
(6) repeat (2) through (5) until the set of enabled 
transitions has been exhausted. 

This cycle is repeated until the input buffer is empty. 

IV. Experimental setup and results 

The integration of the CORAL mission controller and 
ROMEO control system has been carried out in the lab 
thanks to the IAN Underwater Virtual World facilities 
(Bono et al., 1999). The execution of a set of real-time 
hardware-in-the-loop virtual missions allowed to verify 
the communication protocol, and to check the 
correctness of the events' management in the actual 
experimental conditions, including the communication 
bandwidth constraints due to the 9600 bps mobile 
phone serial data link between the ROV operating site 
and the network in the IAN lab. Once the system set-up 
was completed in the lab, the same set of missions has 
been executed with the actual vehicle in a swimming 
pool in Genoa, located at about 5 km from the IAN lab. 
The research scientists in IST lab in Lisbon followed 
the mission in real-time by means of a graphics 
representation of the vehicle basic telemetry (position 
and heading) sent through Internet using datagram 
BSD sockets. It is worth noting that for mission control 
commands/acknowledges transmission, according to 
the sequence shown in Figure 4, the more reliable 
stream BSD sockets have been used. 

CORAL Mission Controller 

CMC and                        CMC ack 

CORAL Mission Controller 
(CMC) 

CMC     cmd:     mission 
control command is sent 
to RCS 
CMC      ack:      mission 
control  acknowledgment 
is received from RCS 

ROMEO   Control   System 
(RCS) 

RCS      cmd:      mission 
control     command     is 
received from CMC 
RCS ack: mission control 
acknowledgment is sent 
to CMC 

1 
r 

RCS cmd                        RCS ack 

7    execute    1 

ROMEO Control System 

Figure 4. Right sequence of each mission control 
command/acknowledge. 

The most significant mission consists of three phases: 
1. go to operating site 

Romeo reaches the operating depth and a suitable 
orientation to initialize its horizontal position estimate 
by sonar ranges from the pool walls, records its 
position to dock there at the end of the mission 
and moves to the operating site; 

2. way-point navigation 
Romeo navigates through four way-points, placed 
in the corners of a square, executing a long range 
maneuvering guidance task; 

3. docking 
Romeo hovers the operating site, moves to the 
docking point and emerges. 

The events' sequence, including the corresponding 
timestamps, has been recorded by both the Romeo 
Supervisor HCI and CORAL engine machines. The 
logged data have been merged off-line to analyze the 
system performance. The starting time has been fixed 
when the first command has been sent by CMC. 

docking? 
docking 
getDock 

goto? 
goto 
srm 
Irm 

(ix_XY 
»y? 

heading? 
heading |r 
depth? |©V- 
depth ' 

wait 
shutdown 

init i 

"t I— 

^O*-  7 -' 

;0----«>--»- 

A A CMC cmd 
V V CMC ack 
O O RCS cmd 
+ ♦ RCS ack 

—«!-*-■ 

--*--:-■ 

150 200        250 
time |s] 

350 400 

Figure 5. Romeo and CORAL 
pool mission events' sequence 

Defining t™ and t,0"10 the instants, in the CMC clock 
reference, when CMC sends and receives the «INIT» 

1084 



command/ack, and toRCS and t,RCS the instants, in the RCS 
clock reference, when RCS receives and sends the «INIT» 
command/ack, the time offset Wt between the 
CMC and RCS recorded events' sequences has been 

CMC     +CMC      tRCS     tRCS 
0 -ts 

approximated as tofTset=-L- 2 

The resulting events' sequence is plotted in Figure 5. The 
Petri net corresponding to the «go to operating site» phase 
is depicted in Figure 6, while the system behavior is reported 
in Figure 7, where the parallel execution in the presence of 
non-deterministic and time-varying delays of auto-depth and 
auto-heading tasks before estimating the vehicle horizontal 
position is pointed out. 

ROMEO(li*.Hfj„,P*jJ 

ROMEOfKMpWMtfns,.... £«. P^J ROMEOfKMpOeptfr,..., R „. P0,jJ 

ROMEOfljHM*l»,..., e^„, P^uJ ROMEOtVjDepft £„,_„, P.j,,_,J 

Figure 6: Petri Net Mission Control Program (first phase) 

Although the DEPTH and HEADING commands are sent by 
CMC contemporaneously, the latter takes a longer time to 
reach RCS (see the time interval between 0 and 10 seconds 
in the top picture). Anyway, the CORAL engine waits for the 
successfully execution of both the tasks before sending the 
FIX_XY command, which takes 10 seconds to be executed 
in order to allow the correct initialization of the extended 
Kaiman filter for motion estimation (see the time interval 
between 30 and 50 seconds in the top picture). At that time, 
the GET_ DOCK command is executed in order to record 
the point where to dock at the end of the mission. It is worth 

noting that, executing the GOTO task function, the ROV 
maneuvers on the horizontal plane in order to approach the 
target point with the desired orientation (see the bottom 
picture after about 50 seconds). 

CMC & RCS CORAL Log: Pool Mission: "Go To Operating Sue" 

docking? 

docking 

gelDock 
goto? 

goto 

«x_XY 

xy? 

heading? 

heading 

depth? 

depth 

wait 

shutdown 

in'rt 

:      ; ' '         l             l ! 
;       ; ! 

f 1 
;        ; 

; 
1         ! ! 

 i \-~* --0--;-"*?-}—  |  

--■Ad !----*? 
; 

r I 

-&-€>T ---W-'r  l 

A     A   CMC cmd 
V     V   CMC ack 
O     O   RCScmd " 
4-     +   RCS ack   - 

10       20       30       40       60       60       70       80       90       100 
time [s] 

RCS ROMEO Data Log: Pool Mission: 'Go To Operating Site" 

reference 
estimated 

10        2030405060       70       8090 

10       20X405060       70       8090 

10       20X405060       70       8090 

I15 
>.10 

10       20X405060       70       8090 
timB |s] 

Figure 7. «go to operating site»: Romeo and CORAL 
events' sequence and ROV telemetry 

The system behavior during the «way-point navigation» phase 
is reported in Figure 8, where remarkable network delays, 
i.e. of about 7 seconds, in the transmission of the first two 
LRM commands are visible. The maneuvering behavior 
consisting in heading the target is shown by the Romeo 
telemetry plots in the bottom picture. 
Figure 9 shows the system behavior in the «docking» phase. 
After hovering the target with the desired orientation, the 
ROV reaches, with a complex maneuver, the docking 
position and emerges. The jump in the vehicle x position 
after more than 380 seconds (see the bottom picture) is due 
to bad sonar measurements obtained when the sonar was 
too close to the surface. 

V. Conclusions 

This paper described an experiment whereby a Petri Net 
based mission controller developed by the Instituto Superior 
Tecnico using CORAL, was integrated with the control 
system of ROMEO, a prototype ROV developed by the 
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Robotics Department of CNR-IAN. The system was evaluated 
controlling ROMEO's missions directly from Lisbon in the 
underwater virtual world (UVW), in the IAN lab, and in a pool 
in Genoa The relative simplicity with which an example 
mission was jointly programmed and run demonstrates that 
true inter-group cooperation on the subject of underwater 
vehicle mission control is within reach. This example is but 
a small step in the process of developing systems that will 
allow scientific end-users to program, execute, and follow 
the state of progress of robotic vehicle missions at sea from 
the comfort of their laboratories. 

CMC & RCS CORAL Log: Pool Mission: "Way-Points Navigation" 
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Figure 8. «way-point navigation»: Romeo and CORAL 
events' sequence and ROV telemetry 
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Abstract — This paper describes the mission control 
software used in the LSTS/FEUP underwater vehicles. 
This software follows the guidelines of the generalized 
vehicle architecture [1], adapts the original idea to encom- 
pass the current application requirements and constitutes 
a first implementation. 

The work is focused on the design and implementation 
of an application that can be easily adapted to different 
vehicle configurations or even to different vehicles. One of 
the desired goals was to enhance software reusability and 
to establish a development environment that allows devel- 
opers with a minimal knowledge of coding details to 
upgrade the application. To assist this purpose, a CASE 
tool, which provides modern software development tech- 
niques, was used. 

A simulation environment was also developed whose 
purpose is to test the applications and to detect possible 
malfunctions before they occur during mission execution. 

MOTIVATION 

Porto University has been working on the ISURUS vehicle 
for two years. ISURUS is a REMUS vehicle created by the 
Woods Hole Oceanographic Institution (WHOI). Since the 
beginning we have been customizing the vehicle to fulfill our 
particular needs and interests. We upgrade the vehicle in order 
to minimize power consumption, increase data logging capac- 
ity, install new oceanographic sensors and increase vehicle 
operational capabilities. A new navigation system was devel- 
oped for this vehicle using Kaiman filtering techniques [2]. 
Soon we felt the need to adapt the original software to ac- 
commodate the new features. 

Furthermore, as the research interests of this group encom- 
passes topics in advanced control theory, we aimed at a 
framework allowing the implementation of several control 
algorithms and test them in a real environment. For that 
purpose, the software should provide capabilities for testing 

several control laws during the same mission, with minimum 
human interaction. It should be possible to schedule the same 
control law with different parameters and log the vehicle 
performance. 

The original WHOI control software [3] used on ISURUS 
was targeted to DOS. It was decided to abandon this line of 
development since in a medium term it would be impractical 
to guarantee the static scheduling provided by the WHOI 
software. Using DOS would imply the need to divide carefully 
our longer tasks in chunks of processing, in order to provide 
pseudo multi-tasking. The multi-tasking would have to be 
explicitly coded leading to software harder to understand. We 
would be dealing with several tasks with different priorities 
and scheduling rates. Furthermore, it is desirable to have 
parallel development of several tasks what would be difficult 
and more error prone in such an environment. 

Developing a multi-tasking OS or adapting DOS to that 
purpose was out of question given the time vs. usabil- 
ity/reliability trade-off and given the great variety of available 
products on the market. For those reasons it was decided to 
choose a commercial multi-tasking real time operating system. 

Furthermore, since new related projects were started, de- 
mand for new software applications would justify the decision 
made. 

Since the whole software would be rewritten, it was de- 
cided to specify an architecture that would promote software 
reutilization. We identified the processes, data flows, system 
events, communications, reactions to special events and 
maneuvers that would be common to a great majority of 
vehicles (as hardware independent as possible). The software 
and underlying control laws was organized in several layers 
and modules. 

We adopted a commercial tool (TEJA) [4] to support the 
development of a first instance of the software, mainly on the 
simulation layer. This tool allowed us to graphically model the 
dynamic behavior of the application using the hybrid state 
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machine paradigm. The interaction (data flow and event 
triggering) between different tasks is also graphically modeled 
by using the OMT methodology. In the end, it generates C++ 
code that must be built to the target OS. 

ARCHITECTURE 

The application organization follows a hierarchical layered 
model, with well defined interfaces and access points. This 
organization allows the development team to rapidly locate the 
desired changes or upgrades and to assign those tasks. 

Several agents, running concurrently, are defined at each 
layer. Each agent will manage a specific subsystem encom- 
passing the relevant information. This approach ensures 
functional separation, thus reducing the side effects of future 
upgrades. 

Libraries of device drivers for sensors and actuators and 
algorithms for control, guidance and fault management will be 
created as new situations arise. These algorithms can be 
developed for a specific vehicle configuration or can be 
designed in such a way that its behavior is a function of the 
vehicle model parameters, thus permitting code reusability. 
The TEJA CASE tool allows the developer to graphically 
choose the set of components that will constitute the applica- 
tion for each vehicle configuration. 

The architecture is intended to be operating system inde- 
pendent. However, the implementation depends on the 
capabilities of the operating system. We assumed that any 
operating system we will use will have multi-tasking capabili- 
ties. The remaining desired features (scheduling, priorities, 
message passing, communications, service identification via 
names) are encapsulated in classes whose implementation can 
be adapted to different operating systems. The application 
tasks rely on those classes instead of direct system calls. The 
overhead of this methodology was shown to be negligible on 
the ISURUS 486DX computer. 

1 - Abstraction Layer 

In the first layer, we can distinguish two different sub- 
levels: 

• The tasks which deal with interrupts and low level 
routines (device drivers). Normally the OS shall pro- 
vide these modules: drivers for the serial ports, 
network adapter, disk drive and console, and access to 
memory mapped devices. These tasks, as also the bulk 
of the OS kernel, have the highest priority. A commu- 
nications stack like TCP/IP or some real time protocol 
is also needed (on ISURUS we used a TCP/IP stack 
for PPP connections). 

• The tasks provide the high-level protocol to interface 
with the specified device: knowledge of messages 
formats and timings, message parsing, processing and 
handling, information gathering and fault tolerance. 

We adopted a distributed and hierarchical fault-tolerance 
scheme. For a given abstraction level, the identities ensures 

robustness by interpreting lower term fault detection data and 
either by undertaking the pertinent error recovery or by 
forwarding it to a higher abstraction level. For instance, 
occasionally, the vehicle serial ports stop responding. The task 
associated with each serial port has the duty of checking the 
time since the last character was received. The knowledge 
required to infer whether the serial port is dead or not is 
embedded in that task, since that is intrinsically related to the 
device protocol. 

Every task on the system can log their messages. Besides 
the normal data gathering performed by the oceanographic 
sensors, the log file also behaves as the vehicle "black box". 
To log all the available information concerning vehicle status 
(temperature, voltage, power consumption, etc.), whenever 
possible, has proved, in the course of field missions, to be very 
useful. We have already discovered and modeled a conflict 
between two devices only by inspecting the log files. For this 
reason we think AUVs should be provided with enough data 
storage capability (several hundreds of MB). For ROVs, the 
information can be logged via data link on a remote computer. 

Data communication between the first and second layers is 
done via shared memory. The application processes use a 
library whose aim is to provide abstraction of the set of system 
devices. Layer 1 processes broadcast their data calling the 
functions provided by this library. 

By using this approach, when changing or adding an in- 
strument, we only have to create a new process. There is no 
need of rebuilding the remaining software. 

2 - Functional Layer 

The components of this layer are virtual sensors and 
groups of functions that basically provide the motion and 
navigation operators. This layer controls redundancy and 
supports fault-tolerance procedures so that alternative modes 
of operation are available for dynamic reconfiguration. 

Layer 2 processes send commands by invoking a function 
which puts the data on the shared memory and signals the 
target process. The details of process identification are hidden 
by this library, which behaves like a device database. For 
instance, on layer 2, the navigation process can ask "give me 
attitude data" or "give me range to a position" with no priori 
knowledge of the sensors installed. On the other hand, they 
can also query the set of installed devices and test whether a 
given device (which can be identified by its name) is present. 

Positioning takes place at the function layer. A positioning 
algorithm must be implemented for each set of installed 
sensors. Normally, during one mission, each vehicle uses only 
one navigation algorithm, with several modes, that will try to 
extract the best result from the installed sensors. However, it 
can of interest to select different algorithms in order to com- 
pare results during a given mission. Eventually, two modes 
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(for instance, due a total failure of a special sensor) might be 
so different that both algorithms have to be specified sepa- 
rately. 

Another block of the functional layer is the virtual world. 
Its function is to map the real world objects and important 
phenomena. It can be used by the coordination level in order 
to provide mission re-planing due to detected obstacles. In a 
multi-vehicle environment, provided communication with the 
vehicle takes place, this virtual world can be updated with data 
collected from each vehicle. We're also planning to estimate 
sound speed along a given segment based on distributed data. 
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Figure 1 - The template for the Grid maneuver in the mission editor. 

3 - Coordination Layer 

The function of the coordination layer is to accomplish 
correct mission execution and tolerance to unexpected events. 
Tasks are scheduled according to vehicle state and received 
events, having in view the mission correct execution. A 
mission is organized in a set of several tasks picked from the 
functional layer ("Objectives" on the WHOI nomenclature or 
"behaviours") which are loaded either from a file at vehicle 
power-on or dynamically via a remote data link. A behaviour 

can be an atomic command (like triggering a device) or a 
maneuver. A maneuver has hooks for trajectory generation 
algorithms, guidance algorithms and motion control. The 
desired algorithms can be chosen from the available set on the 
functional layer. The choice is made via mission file. 

Other tasks can be made active asynchronously, mainly 
due to fault detection or user interaction. Besides event sig- 
naling, the coordination layer is fed by the functional layer 
with additional data and conditions that can be scheduled for 
verification (for instance, "no deeper than ...", "keep vehicle 
in a given geographic zone"). When the condition is violated 
an event is triggered. The response of the coordination layer to 
each event is defined in the mission file and can be set differ- 
ent for each individual mission stage. Those responses are 
implemented by recruiting resources from the functional. A 
small set of emergency behaviors is specially hard-coded in 
order to guarantee the ultimate robustness. 

Whenever a faulty situation is detected, the current mission 
is either paused or aborted, depending on the seriousness of 
the situation, followed by mission or vehicle recovery. 

*_«lj_J«VC«» IVtJ^JXKI^A 

•vjptyjpTOt»* imtJi^jpcwM% 

Ijci^rtHrtrw/ 

Figure 2 - State diagrams of the mission coordinator 

IMPLEMENTATION 

As stated previously, the described architecture was fol- 
lowed in the implementation of the software for the ISURUS 
AUV. 
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After a market survey, we chose QNX to be the operating 
system. QNX is a real-time, extensible POSIX-certified OS 
with a small microkernel and a set of optional cooperating 
processes. This architecture allows us to scale QNX to the 
particular needs of the vehicle. Although, the memory re- 
quirements were much bigger than we expected. 

Although its deficiencies on thread support (multitasking is 
UNIX-like with processes running on separated addressing 
space), QNX provided most of the required function: process 
prioritisation, FIFO scheduling, message passing system, 
traditional Unix IPC mechanisms, standard real-time timer 
functions (up to 0.5 ms precision) and total access to the 
underlying hardware. 

The most natural way of designing application on QNX is 
using the blocking-mode paradigm. The processes stay 
blocked until receiving a message or a proxy. A proxy is a 
kind of signal that can be attached to special events (timers, 
data arrival, etc). The message passing system used by QNX is 
very powerful, providing inherently mutual exclusion: when a 
process A sends a message, it stays blocked (if we do not want 
the processes to block we must use a message queue) until the 
destination process B issues a receive call. When a process 
issues a receive call, it also stays blocked until it has some 
pending message. When process B receives the message, 
process A remains blocked until process B replies. The send- 
receive-reply sequence can be seen as invoking a function 
which is resident on another process. 

layer can be replaced by a simulation layer that mimics the 
normal operating mode of the vehicle. This architecture allows 
the developer to test new tasks with no need to build the usual 
test stubs. Furthermore, the new task will run integrated with 
the remaining application, providing an environment as 
similar as possible to the real operating mode of the vehicle. 
This way it is easy to find unexpected interactions with the 
remaining tasks. 

The simulation layer is composed by the task which per- 
forms the simulation calculations and several other tasks 
which model the physical devices. The physical devices are 
divided into sensors and actuators. This tasks interact with the 
above layer using the same interface (functions that access a 
shared memory segment for data communication, sending 
messages to the data logger or triggering events using the 
event manager) and with the simulation task through local 
variables. We modeled the actuators dynamics and power 
consumption and added noise to sensor measurements. One 
interesting achievement was the modeling of the acoustic 
system: the navigation task was tested in a virtual environment 
by simulating the presence of two transponders (lockout times 
and delays were accounted for), currents and constant sound 
speed. The behavior of the vehicle was also simulated with the 
implemented PID controllers and guidance algorithms. 

The model uses the decoupled equations of motion from 
Fossen [5]. The parameters were obtained from water tests. 
The integration of these equations is made at a fixed frequency 
using a simple integration technique [4]. 

On the abstraction layer, we implemented   processes to 
deal with each of the following components: 

Compass and inclinometers 
Altimeter 

-     CTD 
Acoustic system 
Motors 
AD, counters, and parallel interfaces. 

This layer also include the data logger process. The prior- 
ity of the data logger process is client driven. We do not want 
a higher priority to block because it is dependent of the exe- 
cution of a lower priority process. The same behaviour could 
not be achieved even if we set the data logger with the highest 
priority. In that case, a process could be preempted by the data 
logger which eventually could be doing processing to a lower 
priority process. 

Although, formally, the functional layer and the coordina- 
tor layer are distinct, in the current implementation the 
simplicity of the later suggested a tight coupling between 
them. Thus we decided to keep them in the same process. 

SIMULATION 

When writing new modules or adding new maneuvers it is 
essential to have a straightforward way of performing some 
tests "on the bench". For testing purposes, the first software 
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Figure 3 - Dynamic model of the ISURUS vehicle 

The main constraint of this implementation is to keep the 
capability of running the simulation process on the target (the 
vehicle computer) keeping real-time operation. This was 
achieved because the vehicle models, although realistic, were 
kept simple as also the integration algorithm. It is not possible 
to have simulations running faster (or slower) than physical 
time but the system was not intended to do so anyway. 

The model equations used were here strongly customized 
to the ISURUS vehicle but our goal is to implement a 6DOF 
model having the parameters read from some configuration 
file. Obviously, with a different vehicle we will have different 
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physical devices whose models can be easily implemented 
according to this architecture. 
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Figure 4 - Block Diagram of the Simulation Layer for the ISURUS 
AUV 

MISSIONS 

The vehicle has already executed several missions using 
the new software. Since the beginning, the only software 
difficulty we experimented was related with disk consistency. 
QNX file-system is not very tolerant to system reboots. 

We use a Point-to-Point Protocol (PPP) connection to 
download the mission objectives to the vehicle or upload the 
log files. This approach allows us to use standard applications 
(FTP, telnet) to perform the routine operations. It is even 
possible to change the code and rebuild it on the vehicle in 
execution time, although we only used this feature a very few 
times in test missions. 

Missions have been specified with the help of an applica- 
tion (Figure 1) with graphical interface that simplifies the 
whole process. The mouse is used to insert the desired mission 
tasks. The user must only fill the presented input boxes with 
the desired parameters values. In the end, the application 
generates the mission file (which can also be manually edited). 
This is a improvement when compared to writing text files. 

CONCLUSIONS AND FUTURE WORK 

The control architecture has proved to be useful on helping 
to point out the most important aspects of the software organi- 
zation and establishing a solid framework. The relevant 
modules for the current application were identified and im- 
plemented. 

The current implementation allowed us to improve our 
REMUS vehicle by upgrading the navigation subsystem, 
adding new maneuvers and actions and changing vehicle 
operation from a end-user perspective. We consider it to be a 
major improvement to the original WHOI software. The 
combination of the QNX operating system and our application 
revealed satisfactory. 

We are concluding several lateral applications (mission 
editor and applications for data warehousing, visualization and 
retrieval) which will improve our operational capacity. 

In a near future, this framework will be used in related 
projects, as also great part of the implemented software. 
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ABSTRACT 
A high resolution underwater imaging system using 
sparse array technology has been developed and tested 
in turbid waters around Australia. High resolution three 
dimensional imaging implies many voxels. The present 
system can image 103x103x4x103 voxels although faster 
images can be obtained by zooming to a smaller volume 
of interest. With three dimensional images, precise 
dimensions of complex shapes such as pipe joints can 
be obtained. Potential applications in offshore platform 
inspection are discussed. 

The longer wavelengths of Megahertz acoustic signals 
produces less scattering than light while array technology 
allows the imager to take advantage of pulsed 
ensonification to further reduce backscatter fogging of 
the image. The advantage of acoustics is most 
pronounced in very turbid waters. 

The megahertz frequencies allow millimeter resolution 
with array sizes compatible with ROVs. Digitization takes 
place on the acoustics tile that make up the array and 
the signals are then passed by fiber optical cable to the 
above surface processor to reduce the volume and 
underwater weight of the system 

There are a number of obstacles to producing an 
innovation in underwater imaging. Worries about 
adequate coherence lengths to support arrays capable of 
adequate resolution were found to be groundless. One 
impediment to success was the computing loads implied 
by multi-element arrays and large voxel numbers. To 
attack this problem international groups were funded to 
provide potential solutions and a decreasingly smaller 
number of groups supported at each review point. This 
technique has produced a lower cost approach for the 
underwater acoustic camera design. 

1.   INTRODUCTION 

Finding objects in turbid waters with underwater video is 
a problem due to the lack of visibility. High frequency 
acoustic signals suffer less scattering in turbid waters, so 
an attempt has been made to produce an innovation in 
high resolution underwater acoustic imaging. The 
innovation team needed to solve three problems before 
the "underwater camera" could produce resolutions of 

millimeteres at ranges of meters. It needed to model 
sparse arrays to determine the number of sensing 
elements (thousands), to produce an economical 
acoustic sensor tile that could be used to form such large 
element arrays and finally to simplify the data processing 
to be within the capabilities of today's computers. 

These problems have been solved and the successful 
testing of the prototype has cleared the way for 
commercialisation and possibly wide diffusion of the 
technology to produce an innovation. Uses for the 
technology range from counting fish in aquaculture farms 
to finding bodies in dams and rivers. The production of 
dimensioned engineering drawings of damaged 
underwater structures by exploiting the three dimensional 
nature of the information is a novel use of the 
technology. 

BACKGROUND 

The perceived need for high resolution underwater 
imaging drove the Australian DSTO to attempt to 
produce an innovation. An initial decision to use 
ultrasonic and multi-element arrays set the parameters 
of the early work. An alternative strategy of using an 
acoustic lens to form the beams rather than delay and 
addition of array elements was considered. Belcher 
(1998) has described the lens approach and he has 
found a suitable application for this technology in a diver 
hand held sonar. The current version is used as a side 
scan sonar with 64 beams, limiting later resolution to 
about r/200, where r is the distance from the camera to 
the object. However systems are being developed with 
2D arrays of many elements that can be placed in the 
focal plane of an acoustic lens. It is not easy to obtain a 
large depth of field with a fixed acoustic lens. 
Subsequent work has shown that other approaches such 
as gated laser detectors have limits that restrict their 
ability to revolutionise underwater imaging. 

DSTO recognised that the potential commercialiser of 
the R&D for underwater imaging needed to be involved 
early in the program and so the Defence Acquisitions 
Organisation was approached to fund the two most 
promising groupings of firms to play a part in the 
research phase. This was a result of the philosophy that 
innovation will be more often achieved if the cultural 
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difference between R&D providers and the production 
engineer, sales and marketing people is addressed early 
in the program and time and familiarity allowed to 
smooth away some of the initial prejudices. "Partnering" 
meetings were used to expose each party's aspirations 
and find how they could be satisfied within the goal of 
producing an innovation. The technology developed in 
the R&D phase needs to be vested in the commercialiser 
if he is to be successful. In many cases much of the 
technology is not easily transferred by formal 
documentation. Thus involvement of the potential 
commercialiser from the start of the program not only 
allows production engineering issues to be kept sight of 
but allows this diffusion of the specialised knowledge 
needed to support the innovation. 

Figure 1. An artist's impression of the UAI technology 
employed on a ROV to image a sub sea pipeline. 

While it was in principle possible to provide a 4,000,000 
element acoustic array to image items with millimeter 
resolution at ranges of a few meters, there was no 
prospect that such a device could be produced within a 
reasonable cost or that the weight and size would make 
such a device able to be deployed in many situations 
needing underwater imaging. The computational power 
needed also seemed to make the goal of millimeter 
resolution in three dimensions impossible when the 
project was started in 1992. 

A ten year plan was drawn up at the start of the program 
before a solution to the technical problems was in sight. 

The plan was important because it kept in mind that 
commercialisation was the goal. It gave an indication of 
the resources needed and that these resources were 
substantially more than the R&D costs. An important 
feature of the project was the production of a vision or 
plan even before an engineering solution could be 
foreseen. This plan looked at a way of mitigating the 
risks inherent in attempted innovations 

The research and development phases set out to resolve 
the three principal technical impediments to success by 
constructing an engineering prototype. These were the 
number of elements needed in a conventional array, the 
economical production of acoustic sensors and rapid 
processing of the image from the array signals. 

DESCRIPTION OF UAI 

Underwater imaging of objects in ports and rivers and 
lakes using light is often rendered ineffective in turbid 
conditions. The longer wavelength of acoustic waves, 
over that of light, gives it an inherent advantage of lower 
scattering by the suspended particles in turbid waters. 
This was demonstrated theoretically by Thuraisingham 
(1994). These particles in natural situations are usually 
either suspended sediments or phytoplankton. In 
situations such a waste water flows, the scatterers that 
restrict vision are industrial and domestic waste 
products. 

Acoustic radiation is produced in the current prototype by 
a piezoelectric device which illuminates a region in front 
of the acoustic receiving array of hydrophones with a 
"flash" of sound. This sound is of the nature of a chirp 
around a centre frequency of about 3.5 MHz. There is 
no lens in the system as the equivalent to focusing in the 
video camera is achieved by delaying the received 
signals by different amounts to steer acoustic beams in 
particular directions. By keeping track of the time and 
knowing the speed of sound in water the range of each 
item in the image made up of many beams can be 
determined. This is in contrast to a video camera which 
presents the light scattered along the beam as a single 
brightness without regard to range. 

When the plan was drawn up in 1993 the envelope of 
possible performance features of UAI was not known. 
The obvious parameters of performance, measured by 
resolution, range and field of view, all of which should be 
as large as possible, are in conflict with high refreshment 
rate which is faster the less extensive the image. While 
cost was important, performance that justified the 
purchase by specialised users was considered more 
important in defining the parameter space studied. The 
UAI was not envisaged as leading to consumer items. 

The sparse array technology was decided upon after a 
study of the theoretical performance of random sparse 
arrays by Blair and Anstee (1999). Careful study by both 
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the CSIRO and DSTO showed that about a twelve 
hundred fold reduction in the number of elements could 
be achieved while retaining adequate performance of 
"image to sidelobe clutter". Such a ratio increases as the 
number of elements in the array increases until the limit 
of a fully populated array is reached. Some randomly 
generated patterns were found to be noisier than others 
and so the modelling results for the pattern finally chosen 
were carefully studied. 

Figure 2. Mike Bell examining the partially completed 
sparse acoustic array mounted on the test case of the 
engineering prototype of the underwater acoustic 
imaging sonar. 

The design and construction of multi sensor sparse array 
tiles and associated electronics were undertaken by 
Thomson Marconi Sonar. The 50 mm square tile 
contains 32 receiver elements 0.42 mm diameter which 
are ultrasonically milled from a sheet of piezoelectric 
ceramic. The ceramic sheet is then sandwiched 
between two precision printed circuit boards, the outer 
one of which has holes drilled aligned with the pegs to 
act as acoustic windows. These are subsequently filled 
with polyurethane as a waterproofing material. 
Underneath the sensors are bonded directly to buffering 
field effect transistors and amplifier printed circuit 
boards. Ribbon cable connects the tiles to the "wet-end" 
electronics where the signals are conditioned and 
digitized. The digitised signals are then sent to the "dry 
end" electronics by fiber optical cable. As some hundred 
acoustic tiles will be needed in the most capable 
applications of underwater acoustic imaging systems, the 
ability to be able to manufacture these devices 
economically is very important if this project is to lead to 
a significant innovation. This goal has been meet. 

The tiles which can be seen in Fig 2 incorporate a one bit 
digitisation system. Such a system reduces the bandwith 
requirements of the cable taking the information to the 
processor mounted on the support vessel. In 1995 the 

team showed that representation of each sensor signal 
by one bit stream of data had the potential to reduce the 
cost while largely preserving the quality of the image. 
The system was subsequently adopted. 

The digital signals from the sparse array were processed 
in the "dry end" electronics. First the signal received by 
each sensor was dechirped. This process produces a 
signal that is equivalent to the acoustic backscatter that 
would be expected from an illuminating transducer if it 
had sent out a single sharp pulse. Next the signals from 
all the elements in the array were combined with 
appropriate delay from the transmitted chirp to produce 
the backscatter level from a single voxel (three 
dimensional pixel) in the field of view. This process was 
repeated for other voxels until the region to be imaged 
was completed. This process can be very computer 
intensive and the opportunities to speed up the process 
were discussed in Blair and Jones (1998). A process of 
stimulating an invention to exploit these opportunities 
was undertaken by using groups outside the innovation 
team. 

Specifications of prototype 

imaging mode 
resolution r/1000 
range 
transmitted signal 
frequency 
signal/ clutter 
size 

1-5m 
chirp 
~ 3.5 Mhz 
1/N 
1000X, 

X = wavelength of sound 
N = number of acoustic elements in the array 

The optimal presentation of the image has been left to 
the commercialisation stage. At present a single chirp is 
stored and the image can be viewed as a three 
dimensional object and rotated. The next chirp can then 
be viewed. Acoustic backscatter images are not the 
same as an optical colour image with which we are very 
familiar. The acoustic image is more akin to a black and 
white image except that it depends upon the acoustic 
nature of the surface of the object rather than its optical 
backscattering properties. In addition the illumination is 
from a single point much as in a flash picture and the 
resulting images are different from diffuse light images. 
In particular there are bright reflections much like those 
seen in some flash images of people with glasses. 
Rendering of the image of backscatter will in many 
applications prove beneficial in human interpretation of 
the acoustic image. 

The successful demonstration of the technology at sea in 
Darwin Harbour, Australia was used as the indication 
that     the     R&D     phase     was     complete     and 
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commercialisation could begin. In addition to the Darwin 
tests further tests were carried out in Sydney Harbour to 
extend the range of parameter space by examining 
larger arrays. 

REVIEWS 

As the project moved from research to development of 
the engineering prototype the documentation and review 
became more extensive. The effort by Thomson Marconi 
Sonar Pty Ltd increased as the project advanced from 
research to development. A risk management committee 
was established to assess the technical risks during 
development and to monitor the reduction of uncertainty 
as the project advanced. It is argued in Madry and Jones 
(1999) that risk management of innovation needs to 
address a number of issues that are not the usual focus 
of project review. In the later stages three monthly 
project management review was provided by the 
Defence Acquisition Organisation. 

Depth of Thrasholdtd Max Energy in Volume Hiresh = 35* Sigma 
1001 

Figure 3. The dimensions of a diamond shaped plate 
imaged underwater. The ranges were smoothed by 3x3 
median filter and points at different range to the body in 
the upper part of the diagram not shown. 

RESOURCES 

The three organisations undertook this project in the 
spirit of "partnering". Thomson Marconi Sonar (TMS Pty) 
and the CSIRO were bound together by contractual 
relationships, while DSTO acted as a technical adviser to 
the Defence Acquisitions Organisation who provided the 
contractual documents and managed the flow of the 
majority of the funds. 

The TMS team was managed by Dr Andrew Madry in the 
planning of the developmental phase and by Graham 
Mountford in the prototyping phase. Ian Bedwell 
designed the acoustic tile which is at the heart of the 
economic success of this project. The CSIRO team was 
initially lead by two very successful engineers, Dr George 

Kossoff and Dr David Robinson. Dr Don McLean, an 
astrophysist directed the final CSIRO component of the 
program. The DSTO team involved Dr Ian S F Jones, 
who wrote the innovation plan (see Jones (1996)) and 
acted as champion of the project thru out its lifetime. Jim 
Thompson, Dr David Blair and Mike Bell playing 
prominent roles over the decade. 

The RAN in the component of the Force Development 
Division, representing the lead customer played an 
important part in defining their operational concept. This 
allow the R&D to include solutions consistent with the 
projected requirements of the RAN mine hunting 
activities. 

APPLICATIONS 

Underwater acoustic imaging can be applied to a number 
of problems. While designed to overcome the problem 
of low visibility in harbors and rivers, the three 
dimensional nature of our information allows 
measurement in the same sense as stereo camera can 
provide dimensional information. We particularly have in 
mind imaging damaged underwater structures. With this 
as a goal we have started looking at the dimensions of 
metal plates. 

Our first study was of a diamond shaped metal plate with 
differing acoustic texture over its surface using the 
criteria of the maximum energy in a voxel. The plate is 
shown in Fig 3 with the top point inclined away from the 
camera and the right hand point being closer than the 
left. The dimensions are in millimeters. Regions of low 
acoustic backscatter are masked by the sidelobe clutter 
of regions of the plate closer to the camera when the 
maximum energy technique is used without more 
intelligent processing. The colour boundaries (shown as 
gray scales here) are lines of constant distance from the 
plane of the camera. In the centre of the plate is an 
Allen screw which is higher than its surroundings and it 
casts a shadow behind it. Three holes in the plate are 
not well recognised in this dimensional representation 
and need to be identified by an acoustic brightness 
image. 

Considerable potential exists to distinguish the clutter 
from a plausible continuous surface but already an 
engineer could recognise those ranges that lie near the 
expected position of a plate and those which appear far 
from the surrounding surface . 

CONCLUSIONS 

The Engineering R&D Phase of this attempted 
innovation has produced a new underwater acoustic 
technology with potentially wide application. 

High resolution underwater acoustic imaging has been 
shown to be possible and a design developed that can 
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be produced economically. An engineering prototype 
has produced range determinations that would be useful 
for the inspection of underwater engineering structures. 
More work is needed to tailor the technology to particular 
applications. In particular those with turbid water or with 
the need for precise measurement of components will 
find the present technology more suitable than the 
underwater video camera. 
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ABSTRACT 
Much of navy diving is conducted in regions where 

the visibility is extremely limited, such as the very 
shallow water/surf zone (VSW/SZ) region. Special 
sensor, imaging, navigation, and communication 
technologies are required to enhance a diver's ability 
to "see", navigate, and communicate in these regions. 
These include hand-held sonars, GPS (global 
positioning system) units, acoustic navigation 
systems, and low-light-level cameras. 

A visual interface technology is required for the diver 
to interpret and make use of this enhanced 
information, which often is a combination of video 
images, graphical displays, and alphanumeric data. 
One such technology is a simple underwater display 
screen. Unfortunately, in many cases underwater 
display screens can not be seen at all due to the 
extremely adverse conditions, rendering an enhanced 
diver sensor system useless. It remains a 
considerable technical challenge to provide a diver 
display system that can be clearly viewed underwater 
in regions with extremely poor visibility and lighting. 

The United States Navy's Coastal Systems Station 
(CSS), Panama City, Florida has been developing 
diver display systems, specifically virtual image 
head-mounted display (HMD) systems, for navy divers 
since 1992. These systems incorporate 
state-of-the-industry microdisplay technology. This 
paper will discuss the development of these systems, 
current status of the technology, and the future outlook 
for the navy's diver HMDs. 

II. INTRODUCTION 
Underwater displays have been used in both 

military and civilian applications for many years. Small 
alphanumeric, and simple graphic displays are used 
on diver equipment consoles, digital watches, and dive 
computers. While these displays are very reliable, they 
can be difficult to see (in some cases impossible) 
under conditions of extremely poor water visibility, 
such as in the VSW/SZ region, even with efficient 
backlight and illumination technology. 

Video display screens have the capability of 
displaying full video images (black & white, and color) 
in addition to graphics and text. Typically, they are used 
to view the output from underwater imaging devices, 
such as handheld cameras or sonars. These displays 
have historically been mounted directly to the piece 
of equipment in operation. Unfortunately, viewing them 
has also been difficult. Aside from the problems with 
poor water visibility, they are very sensitive to viewing 
angle. As a result, a diver must be as close as 
possible to the screen to see it clearly. Often a large 
"viewing hood" is attached to the display screen to 
facilitate better viewing. 

To remedy these problems some video displays 
have been mounted directly to diving helmets, or in 
some cases integrated into them. This approach can 
work very well in applications where a diving helmet 
is used; particularly if the display is integrated into the 
helmet. However, this presents a serious problem for 
the navy diver operating in the VSW/SZ region. 
Missions in this region necessitate the use of a 
rebreather. Consequently, divers are using lightweight 

1098 



scuba masks, or full facemasks. The bulky and heavy 
video display systems designed for diving helmets 
are completely untenable for VSW/SZ mission 
scenarios. 

III. US NAVY DIVER DISPLAYS 
Operations in the VSW/SZ region of the ocean 

present unique challenges that have not been 
effectively addressed by technologies developed for 
deeperwater applications. This is particularly true in 
the case of diver HMDs. Smaller, lighter systems with 
better viewing optics are needed for the growing 
number of operations conducted in this critical region. 

Through funding from the US Navy's Office of 
Special Technology, and the EOD (Explosive 
Ordnance Disposal) Program Office, the Coastal 
Systems Station embarked on a series of projects to 
develop a small, lightweight diver's HMD. The HMD 
would be employed by navy divers wearing a full 
facemask (US Navy MK-20/commercial AGA-type 
mask), or scuba mask, conducting a variety of 
missions in the VSW/SZ region. It would be capable 
of displaying text, graphics, and full video images to a 
diver regardless of water visibility and ambient lighting 
conditions. Based on the nature of navy diving 
missions, and as a safety concern, the diver's HMD 
was required to be monocular, vice binocular. In this 
way the diver would always have at least one eye 
completely unobstructed should an emergency arise. 
To provide maximum flexibility during testing and 
evaluation the display system was required to be a 
separate "add-on" piece of equipment, allowing each 
diver to continue using his own facemask. (Dorch and 
Gallagher, 1994) 

Much engineering and human factors data was 
available for the design of military cockpit HUDs 
(head-up displays) and HMDs (head-mounted 
displays). Also for HMDs used for industrial and VR 
(virtual reality) entertainment applications. 
While some of this information was applicable for our 
application, we found that much of it was not. A 
lightweight HMD for use underwater by a diver wearing 
a facemask is a unique application of this technology 
with very specific design concerns not addressed in 
cockpit, industrial, or entertainment applications. 

A. Microdisplay Technology 
To build such a system required using video 

displays much smaller in size than had previously been 
used in diver helmet-mounted systems. In those 

systems, display screens 2.5 inches to 4 inches 
(63.5mm to 101.6mm) diagonally in size were typical. 
The new navy HMD system would require the use of 
an ultra-miniature class of displays known as 
microdisplays. These are displays with a viewing area 
less than 1.0 inch (25.4mm) diagonally in size. 
(Gallagher, 1998) Microdisplays are typically classified 
according to the specific technology employed to 
generate the display image itself. Some of these 
technologies, like cathode ray tube (CRT), have been 
used in military HMD systems for over 30 years. 
Others, like virtual retinal displays (VRD) that "scan" 
an image directly into the eye with a micro-laser, are 
on the cutting edge of the state-of-the-art. 

Microdisplay technologies considered for our 
application were cathode ray tube (CRT), liquid crystal 
(LCD), electroluminescent (EL), field emission (FED), 
and light emitting diode (LED). CRT and LCD-based 
microdisplays were industry standards, already used 
in video camcorders as viewfinder displays. FED and 
EL-based microdisplays were under serious 
consideration for use in other military HMD 
applications. LED-based microdisplays had already 
seen limited use in some military and industrial HMD 
applications. Based on their technological maturity, 
availability, resolution, cost, reliability, power 
requirement, and physical size; we selected the CRT, 
LCD, and FED-based microdisplays from which to 
produce prototype systems for further evaluation. 

B. Optics: Virtual Images 
In some of the previous helmet-mounted systems 

the diver's eye was physically several inches from 
the display itself. This long eye relief distance, and 
fairly large display size, necessitated using large 
diameter magnifying lenses to provide a field-of-view 
(FOV) sufficient to allow the diver to see the entire 
magnified display screen. In most cases, the diver 
was also viewing the screen through a few inches of 
water as well. Since water acts as an additional lens 
in the system, distortion was introduced. (Dorch and 
Gallagher, 1994) To resolve this, most of the 
helmet-mounted systems also used 
"water-corrected" optics. This resulted in diver display 
units that were large, heavy, and expensive. 

Obviously, a different optical approach was needed 
since our new system would be attached to a 
lightweight facemask. Our goal was to provide the 
best   magnification   in   the   smallest   and 
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lightest possible package. Each prototype was 
designed to fit directly against the diver's facemask 
(or just a few millimeters away) during operation. For 
the MK-20 full facemask this was an eye-relief of 
approximately 2.0 inches (50mm); for the scuba mask 
approximately 1.375 inches (35mm). This would allow 
a much smaller diameter lens to provide the 
field-of-view (FOV) necessary to see the entire 
magnified display screen. This also minimized the 
effect of optical distortion from the water to the point 
that it was negligible. The magnified image of the 
display screen is referred to as a virtual image since 
it appears to be located at some "apparent" distance 
in front of the viewer's eye. (Dorch and Gallagher, 
1994) (Fig. 1) 

Figure 1: Virtual Image System For Navy 
Diver HMD 

Four separate optical systems were developed and 
used in the prototype diver HMDs. Three of the 
systems employed off-the-shelf glass achromatic 
lenses. An achromatic lens is comprised of two 
different optical elements cemented together to form 
a lens doublet. This typically provides better 
polychromatic imaging (for color displays), corrects 
optical aberrations, and has brighter images than a 
single simple magnifying lens. (Dorch and Gallagher, 
1994) The fourth system used a set of modified plastic 
lens elements from a commercial HMD used in 
industrial and entertainment applications. 

C. Diver HMD Prototypes 
Four prototype configurations were built to 

evaluate the selected microdisplay technologies and 
optical systems. 

1) Prototype # 1: J-Tube HMD 
Prototype #1 used a monochrome CRT-based 

microdisplay with a viewing screen 0.54 inches 
(13.7mm) diagonally in size, and provided 360 x 280 
pixels (100,800) of resolution. It used a single glass 
achromatic lens 0.98 inches (25mm) in diameter with 
a 1.96 inch (50mm) focal length in an adjustable focus 
eyepiece. To make the system more compact, the 

optical path was folded 90-degrees using a glass amici 
prism. Used with the full facemask this provides a 
fairly narrow 14-degree horizontal field-of-view (FOV) 
with a magnification approximating a 3.75 inch 
(95.25mm) diagonal screen at a distance of 10 inches 
(254mm). (Dorch and Gallagher, 1994) 

The specially designed housing is a folded J-Tube 
arrangement designed to mount to the right side of 
the MK-20 full facemask and be worn in a fixed 
position during operation. The J-Tube housing was 
produced from acetal plastic (Delrin) and used 
standard o-ring seals. It is rated to a depth of 150FSW. 
Power (from a 12-volt DC source) and test information 
is sent directly to the unit via an umbilical from the 
surface. This prototype performed fairly well but had 
limited brightness, low resolution, and the smallest 
magnification. (Dorch and Gallagher, 1994) (Fig. 2) 

AMICI  FOLD PFT-K   
— CPT  WCPCDirPLA 

Figure 2: Prototype #1 - J-Tube HMD 

2) Prototype #2: Cylindrical HMD 
This prototype was tested with both the MK-20 

full facemask and standard scuba mask. It used low 
resolution LCD and FED-based microdisplays. Both 
microdisplays provided color, and had viewing 
screens 0.7 inches (17.8mm) diagonally in size. The 
LCD provided 420 x 230 (96,600) pixels of resolution, 
while the FED provided 420 x 240 (100, 800) pixels 
of resolution. The optical system was slightly larger 
with a single glass achromatic lens 1.18 inches 
(30mm) in diameter with a 1.96 inch (50mm) focal 
length in an adjustable focus eyepiece. To make the 
system more compact, the optical path was folded 
90-degrees using a glass amici prism. Used with the 
full facemask this provided a 16-degree horizontal 
field-of-view (FOV), with the scuba mask it is closer 
to 22-degrees The magnification approximates a 5 
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inch (127mm) diagonal screen at a distance of 10 
inches (254mm). 

The cylinder-shaped housing was also produced 
from acetal plastic (Delrin), made use of standard 
o-ring seals, and is rated to a depth of 150FSW. It 
was designed to mount to the right side of the MK-20 
full facemask, or a standard scuba mask. It was 
provided with an additional linkage to allow the 
wearing position to be adjusted during operation, 
including being flipped-up out of the way when not 
needed. Power (from a 12-volt DC source) and test 
information is sent directly to the unit via an umbilical 
from the surface. Other versions of this prototype 
connect directly to diver portable equipment. (Dorch 
and Gallagher, 1994) This prototype performed well, 
providing low resolution color with good brightness 
and magnification. This particular prototype was the 
most extensively field tested version of the diver HMD 
(Fig. 3). 

Figure 3: Prototype #2 - Cylindrical HMD 

3) Prototype #3: Advanced (High Strength) 
HMD 

Prototype #3 used a high resolution color LCD 
microdisplay 0.7 inches (17.8mm) diagonally in size 
that provided 800 x 225 (180,000) pixels of resolution. 
This system was tested with both the MK-20 full 
facemask and scuba mask. It uses four plastic lens 
elements 1.0 inches (25.4mm) in diameter with a 
combined focal length of 1.75 inches (44.45mm) in a 
fixed focus system. The optical path was folded 
90-degrees to make the unit more compact. This was 

accomplished using a thin optical grade mirror instead 
of a glass prism. (Alexander, 1996) The use of plastic 
lenses and a fold mirror greatly reduced the weight 
of the system. With the full facemask this provides a 
narrower 14-degree FOV, and a 20-degree FOV with 
the scuba mask. The magnification approximates a 
5.75 inch (146mm) diagonal screen at a distance of 
10 inches (254mm). 

The custom housing was produced from high 
strength, injection-molded, reinforced nylon; made 
use of standard o-ring seals, and carries a depth rating 
of 300FSW It was designed to mount to the right side 
of the MK-20 full facemask or a standard scuba mask. 
It was provided with a ball-in-socket linkage that allows 
finer adjustments to the wearing position during a dive, 
and also allows the unit to be flipped-up out of the 
way when not need. Test information is sent via an 
umbilical from the surface routed through a diver's 
belt-worn, 12-volt DC rechargeable battery pack. 
(Alexander, 1996). Other versions of this prototype 
connect directly to diver portable equipment. This 
prototype performed well, providing high resolution 
color with good brightness and magnification, albeit 
a narrower field-of-view (FOV). The rugged housing 
design has helped make this prototype the 
"workhorse" navy diver HMD to date. (Fig. 4) 

MAGNIflEP 
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Figure 4: Prototype #3 - Advanced (High 
Strength) HMD 

4) Prototype #4: Wide FOV Diver HMD 
Prototype #4 also used the high resolution color 

LCD microdisplay with two glass achromatic lenses 
approximately 2.0 inches (50mm) in diameter with a 
combined focal length of approximately 1.57 inches 
(40mm) in a fixed focus system. The short focal length 
combined with the larger lens size prohibited folding 
the optical path 90-degrees. This yielded a much 
heavier and longer unit, The LCD microdisplay was 
used in both landscape (horizontal) and portrait 
(vertical) viewing orientations. This prototype was 
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configured for, and tested with, the scuba mask only. 
Magnification approximates a 6.25 inch (158.75mm) 
diagonal screen at 10 inches (254 mm) in front of the 
diver's eye at a 35-degree field-of-view (FOV). 

The custom housing was produced from UV 
(ultraviolet) light curable epoxy resin using a 
stereolithography process and carries a depth rating 
of 150FSW. It mounts to the top center of a scuba 
mask over either the right, or left eye. A flexible linkage 
allows minor adjustments during operation. This 
prototype performed well, providing high resolution 
color with good brightness, excellent magnification, 
and a very wide field-of-view (FOV). It is the largest 
and heaviest of the prototypes built. This particular 
prototype was designed for use with a diver's 
handheld imaging sonar, and connects directly to that 
system. (Fig. 5) 

Figure 5: Prototype #4-Enhanced Diver 
Display (Wide FOV) 

D. Testing and Evaluation 
Tests were conducted in swimming pools, bays, 

lagoons, and the open ocean under a variety of water 
visibility and ambient lighting conditions. To evaluate 
each system we sent text, graphics (maps, compass 
symbols, schematics), and video images to the diver 
HMDs via an umbilical directly from the surface. (Dorch 
and Gallagher, 1994) In later testing, the diver HMDs 
were connected directly to various handheld diver 
equipment (imaging sonars, cameras, navigation 
systems). 

Divers from a variety of military and civilian 
backgrounds helped in evaluating the systems. These 
included military divers from the navy's EOD and SEAL 
communities, the army's Special Operations Force 
(SOF); and civilian divers from police departments, 

search /rescue/recovery units, and even recreational 
scuba divers. (Dorch and Gallagher, 1994) (Alexander, 
1996) The divers provided feedback on every aspect 
of system design and performance. 

Magnetic signature testing (in accordance with 
MIL-M-19595C) was conducted on each microdisplay, 
and each prototype system in anticipation of their 
possible use in support of EOD mine 
countermeasures (MCM) operations. 

E. Results and Conclusions 

1) Microdisplays 
While each microdisplay technology tested 

performed adequately; the higher resolution (800 x 
225 pixels) color LCDs were by far the preferred 
technology due to the best combination of resolution, 
brightness, color, low power requirement, and thin 
packaging. 

2) Optics 
We concluded that a fixed focus system is best 

suited for a lightweight underwater HMD. Two of our 
prototypes made use of an adjustable focusing 
eyepiece with a sliding o-ring seal (refer to Fig. 2 and 
3). During testing we found that the actual amount 
the eyepiece was moved during the focusing process 
was negligible. Once the eyepiece was set at the 
optimum focus point for one diver, each subsequent 
diver's adjustment placed the eyepiece essentially 
back to the original location. We found this to be 
acceptable for the vast majority of military and civilian 
divers who tested the systems. 

3) Brightness Control 
All of our prototypes had a fixed brightness level. 

We arbitrarily set the brightness level prior to final 
assembly using various video, sonar, and text data 
screens in an attempt to optimize the brightness. This 
optimized brightness level was to be used whether 
the diver operated in murky water at night, or clear 
water during daylight. In the area of brightness we 
found that "one size does not fit all". Based on many 
evaluation dives we concluded that each diver needs 
the capability to adjust his display brightness level 
during the dive as different ambient conditions or 
mission scenarios dictate. It was impossible to set 
an optimum brightness level for all types of data and 
all ambient conditions. 
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4) Magnification and Field-Of-View (FOV) 
Obviously, the magnification should enable the 

diver to read alphanumeric text and graphic symbols 
clearly. Based on ourtesting, we found that a minimum 
alphanumeric character size of 0.5 inches (12.7mm) 
at a focus distance of 10 inches (254mm) could be 
comfortably read by more than 90% of all the test 
divers. 

The best field-of-view (FOV) is one that provides 
maximum viewing of the magnified image at the 
appropriate eye relief distance. We found that different 
divers tended to vary the eye relief distance slightly. 
Also, the same diver would vary the eye relief distance 
slightly depending on the specific type of data 
presented (text, video, sonar graphic). We found that 
a field-of-view (FOV) that provided a viewing area 
slightly larger than the magnified display image (at 
the prescribed eye relief distance) was optimum. Not 
only does this allow some flexibility in eye relief 
distance, but gives the general impression of a brighter 
image. 

5) Eye Dominance, Eye Strain, and Eye 
Fatigue 

During our tests we found that when a diver used 
the system to occasionally glance at displayed 
information; such as to check depth, bottle pressure, 
or a compass heading; it did not matter on which side 
of the mask the display was worn, or which eye was 
dominant. No significant eye strain or fatigue was 
experienced. However, when information or imagery 
(camera, sonar, maps) required focused attention for 
an extended period of time (greater than 10 minutes), 
eye dominance became much more important. 
Attempting to concentrate on a display screen with 
the non-dominant eye was extremely difficult and 
fatiguing, nearly always requiring the diver to close 
the uncovered eye in order to view the screen for any 
length of time. If the same information was being 
viewed with the dominant eye, eye strain and fatigue 
were reduced tremendously. Fifty percent of divers 
(military and civilian) wearing the system over their 
dominant eye could leave the display fixed in front of 
that eye during the entire dive with minimal eye strain 
and fatigue. They developed a technique for alternately 
looking "at" the display with their dominant eye, or 
"through" the display with their non-dominant 
(uncovered) eye. 

Even so, any extended use of the system (greater 
than about 30 minutes) did cause a fairly high level of 

eye strain and fatigue. This is typical for monocular 
HMD systems. All test divers agreed that any final 
version of the diver HMD should incorporate a 
mechanism that allows the unit to be flipped-up out of 
the way periodically to allow the diver to take a "HUD 
break" (as they came to be known) during a mission. 
The mechanism should also allow the diver to make 
minor adjustments to the wearing position and eye 
relief distance during the dive. By slightly shifting the 
wearing position of the display, different eye muscles 
come into use. This can greatly reduce eye strain and 
fatigue over the course of a dive mission, much like 
shifting feet or seat positions does during a long driving 
trip. 

6) Other Human Factors Issues 
Most divers (especially the military divers) 

suggested that the method of attaching the HMD to 
the mask should incorporate a quick-release 
mechanism. This would allow the entire display 
system to be quickly attached or removed from the 
mask during the dive. This would not only provide good 
operational flexibility, but also be an essential safety 
feature in case of entanglement. 

IV. CONCLUSIONS 
Military HMD applications have historically been the 

technology drivers for microdisplay development. The 
Defense Advanced Research Projects Agency 
(DARPA) alone has invested millions of dollars in the 
development of microdisplay technology and 
low-weight optical systems over the last decade. 
Increasingly however, commercial applications such 
as digital cameras, cellular phones, and virtual reality 
entertainment products are becoming the new 
technology drivers. Higher resolution in smaller display 
screens is the continuing trend. (Gallagher, 1998) 

The US Navy is currently developing a "next 
generation" color diver HMD that will incorporate new 
higher resolution (800 x 600 pixel, SVGA) microdisplay 
technology. Other efforts include work on a fully 
integrated diver display mask system, and integrating 
virtual display systems into atmospheric diving suits. 
Navy divers in the 21st century will be using highly 
sophisticated underwater sensor systems that 
incorporate some of the most advanced imaging and 
navigation technologies available, and virtual image 
displays will certainly be an integral part of those 
systems. 
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ABSTRACT 

Manned submersibles and remotely 
operated vehicles make it possible to use many 
of the techniques of land geology on the 
seafloor. For example, making geological 
maps of seafloor exposures along mid-ocean 
spreading centers as well as other settings is 
now feasible. A fundamental aspect of 
geological maps is the documentation of the 
orientation of various planes and lines in 
space. Strike and dip typically characterize 
planes, and trend and plunge characterize 
lines. Sedimentary bedding, lava flow tops, 
dike margins, igneous layering, metamorphic 
foliations, joints and faults are just a few 
examples of planar structures observed along 
spreading centers. Land geologists determine 
the orientation of outcrop-scale features with 
various types of hand-held compasses and 
inclinometers, like the Brunton Compass used 
widely in North America. However, this type 
of instrument is not appropriate for use on the 
seafloor and different approaches are required 
to obtain orientation data. 

A 3-D laser scanning system currently 
being developed by the Harbor Branch 
Oceanographic Institution Engineering 
Division, under National Science Foundation 

and Duke University sponsorship, affords a 
method of collecting orientation data. Similar 
to previously designed HBOI systems, 
surfaces of interest are rapidly scanned to 
produce high-resolution digital maps. The 3-D 
map coordinates combined with the measured 
roll and pitch angles of the instrument are used 
to accurately determine orientation of the 
scanned geologically relevant planes and lines 
on seafloor outcrops. Unlike other techniques 
currently in use, this instrument does not need 
to be carefully positioned or placed on the rock 
surface and is not affected by magnetic fields. 
Furthermore, due to the high scan rate, the 
instrument need not be held stationary while 
scanning. During a single seafloor traverse of 
several hours, thousands of measurements can 
potentially be made. 

A discussion of the application, method of 
operation, and initial design parameters of the 
new 3-D laser line scanner is provided in this 
paper, as well as comparative design 
parameters and an example image from similar 
systems developed previously for different 
applications. Preliminary Finite Element 
Analysis results are presented for the laser and 
detector housings suited for deep-ocean 
operation.   Initial deployment is expected on 
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Woods Hole Oceanographic Institution's Alvin 
submersible next year. 

I. Introduction 

The underwater 3-D mapping system 
currently under development will be capable 
of making quantitative measurements relevant 
to studies of slope morphology, 
sedimentology, hydrothermal vents, biology, 
structural geology, and rock magnetism. 
When mounted on a manned submersible or 
remotely operated vehicle (ROV), image 
coordinate maps of seafloor exposures can be 
produced. Information inherent in the images 
can be derived to aid geologists in producing 
geological maps that can be analyzed for 
gaining insight into the geological formation 
process. Particularly important is the 
documentation of strike, dip, trend and plunge 
on features such as sedimentary bedding, lava 
flow tops, dike margins, igneous layering, 
metamorphic foliations, joints and faults. Fig. 
1 shows a typical seafloor rock outcrop. The 
image shown is a digital mosaic of a cliff face 
approximately 50 meters high and 30 meters 
wide. The slope facing the viewer is 
approximately 50°. The rocks contain slab- 
like basaltic formations called "dikes" that 
were formed as molten rock was injected into 
cracks [1]. Measurement of the orientations of 
the edges of the dikes is one objective of the 
geological study. Some edges can be vertical, 
but in this image they are inclined to angles of 
approximately 40°. Using various methods, 
geologists are interested in determining if the 
dikes were once vertical and later tilted or if 
they were injected into inclined cracks. 
Obtaining accurate estimates of the 
orientations of the flat planar surfaces are also 
objectives of the geological study. 

With current approaches, geologists are 
using Woods Hole Oceanographic Institution's 
"Geocompass" to make orientation 
measurements. The Geocompass measures 
orientation relative to the earth's magnetic 

poles    and    inclination    relative    to    the 
gravitational field. 

Fig. 1. Typical seafloor rock outcrop. 

Data are recorded to an internal computer and 
are routed to the submersible's data logging 
system as the device is held against an outcrop 
surface. This simple approach has provided 
the first direct measurements of strike and dip 
on the seafloor and has made it possible to 
collect fully oriented samples for 
paleomagnetic and microstructural studies. 
Measurements from the Geocompass have 
been compared to estimates of orientation 
provided by divers, and results demonstrate 
that there is a wide range of accuracy and 
reliability among divers. Using the instrument 
insures consistent, objective results. 

Additional testing by repeated 
measurements showed that the precision of the 
instrument was very good, but greatly 
influenced by the roughness of the outcrops 
measured. Despite its advantages of being 
simple, inexpensive (about $llk) and having 
little maintenance costs, the Geocompass has 
some distinct disadvantages. Its magnetic 
compass requires calibration for the magnetic 
field of the submersible and is affected by 
strongly magnetized rocks in seafloor outcrops 
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(e.g., Fe-Ti basalts, ferrogabbros, serpentinites, 
etc.). The device must be physically placed 
against the rock surface requiring good 
piloting skills but often consuming valuable 
bottom time. This latter requirement makes it 
difficult to use from an ROV. The instrument 
is also cumbersome, taking up space in the 
sample basket and requiring an attached cable. 
Perhaps one of the worst problems is that it is 
difficult for observers in the submersible to 
observe the test surface. The observer is often 
forced to describe a particular type of surface 
to the pilot without observation. Video 
cameras aid the process and, assuming the 
submersible is in stable location, it is also 
possible for observers to view the surface from 
the pilot's window. Generally, guess work is 
involved in locating the measurements. It is 
commonly found upon reviewing video or 
hull-mounted cameras that the Geocompass 
could have been better positioned. 

Although, this first-generation tool has 
demonstrated the feasibility and applications 
of collecting structural data from seafloor 
outcrops at spreading centers, transform faults, 
and subduction zones, the new laser 
technology approach described in the 
following sections offers the possibility of 
greatly improved efficiency and accuracy in 
collection. 

II. RELATED WORK 

Over the past decade, HBOI has developed 
three high-speed laser line scanners capable of 
providing 3-D surface maps and operating at 
near video frame rates. The first laser 
triangulation system was developed for the 
U.S. Navy as an experimental ROV-based test 
bed for robotic inspection [2-4]. The system 
was designed to map surface features at close 
range, approximately 0.5-2 m, with a 
positional accuracy of 1 mm at image 
acquisition   rates   of   several   seconds   per 

complete scan. The next generation of laser 
line scanners utilized patented image 
intensifier technology to produce a lower 
power implementation. This approach resulted 
in an increase of the image acquisition rate to 
20 scans per second and a reduction of laser 
power from 150 to 10 mW. One of the two 
systems built was developed for the University 
of Southern Mississippi Department of Marine 
Science to view amorphous aggregates 
referred to as "marine snow" [5]. Resolution 
of the images is approximately 1 mm in (x, y, 
z) dimensions at distances less than 10 cm. 
The image acquisition rate was chosen to 
eliminate blurring of the moving particles and 
to capture sequential frames for motion 
studies. A similar HBOI system has been 
developed and is capable of operating at 1-2 m 
range with identical frame scan rates and laser 
power. Design specifications for each of these 
laser line scanners, as well as the Duke 
University system, are shown in Table 1. Fig. 
2 illustrates an example test scan of a dome 
and step wedge object recorded in clear water 
at a nominal range of 1 m (NCEL, 400x400 
pixel resolution). 

Fig. 2. Laser line scanned image of dome and 
step wedge test objects. 
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NCEL USM HBOI Duke 

Application ROV inspection Biological mapping Biological mapping Geological mapping 

Range 0.5-2.0 m 10 cm 0.5 m 2.0-3.0 m 

Angular Field 40° x 40° (air) 
30° x 30° (water) 

28° x 28° (air) 
21° x 21° (water) 

28° x 28° (air) 
21° x 21° (water) 

30° x 30° (air) 
22° x 22° (water) 

Accuracy 1 in 1000 1 in 200 1 in 200 1 in 100 

Pixel Resolution 134", 200", 400", 800" 200" 200" 100" 

Scan Rate <4s 0.05 s 0.05 s 0.20 s 

Laser Power 150 mW 10 mW 10 mW 75 mW 

Laser Wavelength 532 nm 670 nm 670 nm 532 nm 

Power Source 115 VAC 150±50or28VDC 150±50or28VDC 120 VDC 

Depth Rating 914 m (3,000 ft) 914 m (3,000 ft) 914 m (3,000 ft) 4,500 m (14,764 ft) 

Viewports Acrylic, dome Acrylic, flat Acrylic, flat Acrylic, flat 

Housing Size 57"L x 9" OD 28"L x 8" OD 29"L x 8" OD 12"&20 L x 9   OD 

Housing Material Anodized AL Anodized AL Anodized AL Titanium 

Table 1. Design specifications for laser line scanners developed by HBOI 

i % \ 11' ■ 

o     so    woe« 

Fig. 3. 3-D laser line scanner shown on Alvin submersible. 

1 Based on preliminary design prior to final FEA modeling and analysis. 
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III.     THEORY OF OPERATION 

The  laser line  scanner currently under 
development will be mounted on WHOI's 
Alvin submersible, possibly as shown in Fig. 3. 
The vehicle will be maneuvered to position the 
scanner approximately 2 m from the surface of 
interest   (ST).   Once in position, as visually 
confirmed by the observers (via viewport or 
video camera), the observer can command the 
instrument to acquire an image using a laptop 
computer.      On   command   the   instrument 
performs a scan, storing the data locally on the 
hard disk and transmitting the data to the 
laptop    computer    display    allowing    the 
observers to react to the measurements.    A 
high scan rate of 0.2 seconds per image allows 
vehicle drift or movement up to approximately 
0.5   knots   with   acceptable   degradation   or 
"blurring" of the data. Additional scans can be 
acquired in less than a second delay, and the 
maximum number of scans per dive is limited 
only by the size of the storage device.   The 
current configuration contains a 4 GB hard 
drive capable of storing over 20,000 range 
maps   ~  more  than   66   minutes   of data. 
Incorporated in the instrument housing is a roll 
and pitch sensor, fiber optic gyro (FOG) and 
magnetic compass.   Each of the stored image 
files   contains   the   date,   time,   roll,   pitch, 
heading, and 3-D image coordinates.    Rock 
outcrop orientation is determined accurately 
by combining the 3-D coordinates with the 
measured roll ((j)) and pitch (0) angles of the 
instrument during the scan.    Heading (y or 
yaw) information provided by the FOG can be 
used to reference the data to a known datum 
(north heading, fault line location, etc.).  Drift 
in the FOG, common over hours of use, can be 
automatically  corrected using the magnetic 
compass reading, provided that the compass is 
away   from  rock  induced  magnetic   fields. 

Positioning may be simplified by mounting a low- 
powered laser (HeNe) on the scanner and detector 
housing such that the two beams converge at a distance 
of 2 meters. 

Used in this manner, the scanner does not need 
to be carefully positioned or placed on the rock 
surface and the orientation output is not 
influenced by magnetic field anomalies. The 
following sections describe how the range 
coordinates and rock outcrop orientations are 
computed. 

A. Capturing Range Coordinates 

A triangulation method is used to 
determine 3-D range coordinates. The 
geometric configuration of the instrument is 
shown in Fig. 4. The horizontal scan angles of 
the laser (0) are pre-calibrated, and the 
separation of the laser scan center and PSD 
detector axis center is fixed at kl+k2 = BL. 
During operation, the laser is scanned through 
angles 0X and 0y in a raster fashion to create 
a continuous reflection map at the detector 
surface. The detector produces a measure of 
the reflected light position along the x-axis in 
the image plane. For each point in the scan, 
the z-axis position can be estimated by: 

Z(t)-- BL 
x(t)        1      ; 

/ + tan 6(t) (1) 

X(t) = Z(t)^ = Z(t)tmtp 

where f is the equivalent focal length of the 
lens forming an image at the detector, BL is 
the baseline length, and 0 is the horizontal 
projection angle. Capital and lower case 
symbols refer to the object and image plane 
coordinate systems, respectively. 

For this geological application, a baseline 
of 1.11 m is chosen to scan at a nominal 
distance of 2 m from the instrument housing. 
The projection angle of the laser is 
approximately ±11° in water. In order to 
determine the magnitude of the z-coordinate, 
accurate estimates for x and 9 should be 
obtained. Although <9(t) may be easily 
derived from the scanner, estimates of x(t) are 
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subject to errors from noise from the detector    matrices can be applied to get the normal 
and scan geometry. vector relative to the current Alvin position: 

NA' = Rz(<|>) Rx(0) [x, y, z, 1 ]        (3) 

F>SD Sensor 

Fig. 4. Geometric configuration of the laser 
scanning system. 

B. Computing Orientation 

Scanning the laser and applying the 
triangulation method described above for each 
pixel location produces a 100x100 (x, y, z) 
coordinate map of the imaged surface. The 
orientation of the rock outcrop surface is 
determined accurately by computing the angle 
between the normal vector to the instrument 
plane and the normal vector to the outcrop 
(target) plane (refer to Fig. 3). 

The first step is to find the vector normal 
to the instrument reference plane on Alvin 
(SA). Assuming that no transformations are 
applied (§ = 0 and 6 =0), we can select Vi = [1 
0 0 1] and V2 = [0 1 0 1] as unit vectors along 
the x- and y- axis in SA, respectively. (Note 
that a homogeneous coordinate representation 
is being used). The normal vector NA can be 
computed as: 

NA=VixV2=[x,y,z, 1] 

(2) 

cos 6 
-simp 

sin<t> 0 0 1 0 0 0 X 

COS«)) 0 0 0 COS0 sin9 0 y 
0 0 0 0 0 -sin9 cos 8 0 z 
0 0 0 1 0 0 0 1 1 

(4) 

The second step is to compute the vector 
normal to the target plane (ST). Utilizing 
various post-processing methods (histogram 
localization, averaging, etc.), three points (P0, 
Pi, and P2) can be derived from the coordinate 
data and used to determine the normal vector 
ST by: 

NT=PoP,xP0P2 (5) 

Having both the normal vectors, the 
orientation of the target surface can be defined 
as the angle (a) between N'A and NT computed 
by: 

cos a 
NA'NT 

|NA||NT| (6) 

The total information required for referencing 
the location of the rock outcrop surface (ST) 
can be described by the angle coordinate pair 
(a, v|/), where i|/ is referenced to the vehicle 
heading (rotational angle). 

IV. FEA   ANALYSIS   OF   DEEP-OCEAN 

HOUSING 

Now, taking into account the measured § and 
0,   the   Rz((j))   and   Rx(0)   transformation 

Unlike previous laser scanner housings 
designed for operation at a maximum depth of 
3,000 ft (914 m), the current design must 
withstand operation at 14,764 ft (4,500 m) for 
use on the Alvin submersible. The maximum 
pressure expected during operation in the mid- 
Pacific is about 6,800 psi (46.88 MPa) and the 
design pressure (or test pressure) is 10,200 psi 
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(70.33 MPa). Thus, whereas the previous 
designs incorporated a single housing with a 
viewport (window) for the scanner and 
detector mounted on the side of an aluminum 
cylinder, the new depth requirement has led to 
a two-housing (scanner and detector) approach 
with viewports mounted on an endplate (plug) 
of each titanium cylinder. Fig. 5 shows the 
Solid Works™ 3-D view of the laser scanner 
housing preliminary design and Fig. 6 shows a 
sectional view highlighting the disparate 
materials and dimensions. An aluminum 
endplate is used as opposed to titanium since 
the stiffness properties of the aluminum are 
more "friendly" to the acrylic port and the 
aluminum is easier to machine. The 
disadvantage of using aluminum is the added 
thickness and lesser strength. 

At present, modifications to the initial 
design of the housing using Finite Element 
Analysis (FEA) are underway at HBOI. Out 
of three major components, the initial 
dimensions of the acrylic viewport are 
determined from the design guidelines for 
acrylic plastic conical frustum windows, as 
given by Stachiw [6]. The variables that 
determine the resultant principal stresses are 
(1) thickness to minor diameter ration (t/Dj), 
(2) seat overhang ratio (Dj/Df), and (3) angle 
of conical seat (a) (Fig. 6). The variables are 
chosen as t/Dj = 1, Dj/Df = 1.17 and a = 90, as 
recommended for an operational pressure of 
11,000 psi (75.84 MPa) [6]. The minimum 
outer and inner diameter of the titanium 
cylinder are determined as DI = 7.55 in. 
(0.1918 m) and DO = 9.0 in. (0.2286 m), 
respectively, from Lame's theory [7]. This is 
required to keep the stress within the yield 
limit of 80,000 psi (551.58 MPa) of titanium 
under an external pressure of 10,200 psi (70.33 
MPa). The aluminum endplate bridges the gap 
between the acrylic window and titanium 
cylinder, as shown in the figures. 

Aluminum 
Endplate 

Titanium 
Cylinder 

Fig. 5. Initial design of laser scanner housing 
showing laser field-of-view. 

ft 

y 
>Xv-X 

T 
0t*lM4 DWJM Ha J» DO* 

53" 

Fig. 6. Sectional view of initial laser scanner 
housing design (dimensions shown in inches). 

A. Development of FEA Model 

A full-scale nonlinear 2-D axisymmetric 
FEA model, similar to the proposed housing 
shown in Fig. 5, was developed using the 
ANSYS FEA software [8]. The arbitrary 
quadrilateral 8-noded 2-D structural solid 
element, PLANE82 [9], has been adopted in 
the solid body, whereas, at each interface, a 
lower version of this element, PLANE42 [9] 
has been used. Both the elements have large 
deformation and large strain capabilities as 
well as compatible displacement shapes. A 
special 3-noded 2-D element, CONTAC48 [9], 
has been used to model the contact and sliding 
between the acrylic window and aluminum 
(Al)   endplate,   as   well   as   between   the 
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aluminum endplate and titanium (Ti) cylinder. 
The elements PLANE42 are used at the 
interfaces instead of elements PLANE82, since 
the elements with mid-side nodes do not 
generate valid contact elements to capture the 
true behavior of the contact/sliding mechanism 
[10]. 

A typical discretized FEA model with 
external loading and boundary conditions is 
shown in Fig. 7, whereas material properties of 
the different components of the laser scanner 
housing are shown in Table 2. For the present 
analysis, only the top half of the housing is 
considered because of its close symmetry 
about the Z-axis. 

B. FEA Results 

The main emphasis of the FEA analysis is 
two-fold: (1) develop a housing for underwater 
application with the goal of withstanding 
10,200 psi (70.33 MPa) test pressure without 
developing stress beyond yield limits within 
separate components, and (2) keep the 
deflection of the acrylic viewport within a 
reasonable limit to avoid any distortion of the 
laser beam. As an initial validation of the FEA 
model, the radial (SR) and circumferential (Se) 
stress distribution through the titanium 
cylinder at Y(Z)=0 (away from any interface) 
is compared to the Lame's theory for thick 
cylinder, and are found to be very close, as 
expected. Moreover, the stress distribution 
(axial, radial and circumferential stresses, i.e. 
Sz, SR and Se) through the acrylic window 
matches closely with the results, as presented 
by Stachiw [6]. 

Studies of different stress components 
indicate that the design of interface area will 
be dominated by the stress component S3 
(third principal stress) since this component 
has the maximum value; whereas, the 
equivalent stress (Seqv) will guide the design 
criteria for other parts away from the interface. 
On that basis, the overall maximum stress 
distributions      throughout      the      different 

components of the housing were found as 
shown in Table 3. Fig. 7 shows the FEA 
model with 10,200 psi external loading, as 
indicated by the arrows along the outer edges. 

The results in Table 3 show that the 
stresses within the acrylic window (S3) and Al 
endplate (Scqv) are higher than their 
corresponding material yield limit shown in 
Table 2. Following these initial findings for 
induced stress distribution various new FEA 
models are being developed to reduce the 
overall stresses ~ mainly in the acrylic 
window and Al endplate. A detailed 
discussion on the variation of different 
parameters and their effect on the overall 
stress distribution are not presented here. Only 
the major modifications presently being 
incorporated into the initial design are listed. 
These modifications include: 

a) Potentially increase Ti cylinder outer 
diameter (DO), 

b) Add gasket of 0.5 in. (0.0127 m) thick 
Ti between Al endplate and Ti 
cylinder, 

c) Modify acrylic window as follows: 
i. Increase thickness-to-minor 

diameter ratio (t/Dj) from 1.0 
tol.587, 

ii. Reduce seat overhang ratio (Dj/Df) 
from 1.17 to 1.0746, 

iii.Keep a as 90°, and 
iv. Modify Al endplate accordingly. 

As a result, the overall stresses within the 
acrylic window, Al endplate, and Ti cylinder 
of laser scanner housing fall below their 
respective     yield     limits. Additional 
modifications are still under review and will 
be followed by a full 3-D analysis for 
verification. However, the proposed modified 
design clearly indicates its ability withstand 
the maximum test pressure without permanent 
damage. 

1112 



iP^w1-w &4-ANSYS Graphics I 

IllllIIIIIIIIIIIIIllliillI!!!!! 
m--\M 

ANSYSI 

^','''f/,*%)-ff^^zsffit*»»inn/Xi>a^v»Z^^%% 

I Aery 
Window 

Y(Z) 

Aluminum 
Endplate 

Titanium 
Cylinder 

-X(R) 

Fig. 7: Discretized FEA model of initial housing design with external loading and boundary 
conditions. 

Material Compressive Modulus of 
Elasticity in psi (MPa) 

Poisson's 
Ratio 

Compressive Yield Strength 
in psi (MPa) 

Aluminum 9,550E+3 (65.845+3) 0.3 35,000(241.317) 
Titanium 16,500E+3(113.763E+3) 0.3 80,000(551.581) 
Acrylic 420E+3 (28.96E+3) 0.3 16,530 (113.970) Short Term 

7,000 (48.263) Long Term 
Table 2. Material properties of different components 

Component 
Acrylic Viewport 

Aluminum Endplate 

Titanium Cylinder 

Maximum Stress in psi (MPa) 
S3 =-22,029 (151.88) 
Seqv= 13,068 (90.10) 
S3 = -32,000 (220.63) at interface 
Seqv = 45,033 (310.49) 
S3 = -72,000 (496.44) 
Se ,eqv - 64,698 (446.08) 

Table 3. Maximum stress distributions throughout components of initial housing design. 
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V.      CONCLUSION VII.    REFERENCES 

The 3-D laser line scanner technology 
described herein has the potential to improve 
current techniques by affording quick, 
accurate, and unambiguous data for 
determining orientation of geologically 
relevant planes and lines on seafloor outcrops. 
It also offers quantitative measurement 
capability relevant to studies of slope 
morphology, sedimentology, hydrothermal 
vents, biology, volcanology, structural 
geology, and rock magnetism. Repeated 
measurements of active features (e.g., sessile 
organisms or hydrothermal vent structures) is 
expected to provide growth and decay 
estimates for these features. The rapid surface 
mapping capability of 5 images per second 
will allow thousands of measurements to be 
made during a single seafloor traverse 
compared to 10 or so with current techniques. 
The modular design, deep-ocean rating, and 
low power consumption of the system ensure 
compatibility with almost any underwater 
platform. 
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Abstract. The condition known as imposex in whelks 
has been used widely as a biological indicator of 
tributyltin (TBT) contamination in the marine 
environment. It has provided valuable information 
on the extent and impact of contamination. It has 
also been used successfully in monitoring changes 
in levels of contamination since regulations, limiting 
the use of TBT-based antifoulants to vessels >2S m 
in length, were introduced. However, its misuse has 
also generated misleading information. There have 
been at least four reasons for this. First, sampling 
has been biased on 'hot-spots' of contamination, 
giving a false impression of the severity of the 
problem. Second, imposex is not, as has often been 
assumed, a specific response to TBT. Third, 
insufficient attention has been given to the longevity 
and habits of indicator species. Fourth, predictions 
of extinctions of species, which have been based on 
assessments of imposex, have not been fulfilled. It 
is argued that, while biological indicators should 
play key roles in assessing the impacts of pollutants, 
rigorous protocols are needed. 

1. Introduction 

It is generally accepted the tributyltin (TBT) is the most 
effective biocide ever used in antifouling paints.   TBT- 

based coatings have been used widely on yachts, 
mariculture structures and ocean-going vessels. They 
improve a ship's performance by preventing the growth of 
fouling organisms on the hull, thereby reducing drag and 
concomitantly decreasing fuel consumption. This brings, 
not only enormous savings to the shipping industry, but 
also environmental benefits. Lower fuel consumption 
means reduced emissions of 'acid rain' and 'greenhouse' 
gases. An additional benefit is that effective antifouling 
prevents the transport of invasive (non-native) organisms 
on ship hulls. Such organisms can have enormous 
ecological and economic impacts, and pose major threats 
to marine ecosystems. 

However, the use of TBT also has environmental costs. 
It leaches from the antifoulants into the water column and 
can cause damage to non-target organisms. It was, for 
example, held responsible for the near collapse of oyster 
farming in west France and for the demise of populations 
of dogwhelks in areas of high boating activity in 
southwest England during the 1980s. Not surprisingly, 
the use of these TBT-based paints was regulated in a 
number of countries, including Europe, USA, Canada, 
Australia and New Zealand. Several governments 
reacted by banning the use of TBT-based coatings on 
vessels <25m in length. 

There is an obvious need to monitor the success of the 
regulations in reducing levels of TBT.   However, there 

1115 



are difficulties in making, and interpreting the results of, 
chemical measures of TBT in the environment. This is 
for three reasons. First, TBT can be effective at 
concentrations which are close to the limits of detection. 
Second, there are sometimes large spatial and temporal 
variations in concentrations of TBT at fixed locations 
because it may be released into the environment in 
pulses (e.g. from dry docks) which may be biologically 
harmful but may be missed by regular sampling. Third, 
the distribution of TBT in the environment is complex. It 
occurs at much higher levels in the surface microlayer 
and sediment than in the water column. 

As a result of these difficulties, bioassays have been 
developed as indicators of TBT contamination. Imposex 
has been one of these. TBT causes imposex, in which 
male genitalia, a penis and vas deferens, become 
superimposed on the female's system. Gibbs ef a/. 
(1987) recommended two quantitative measures of 
imposex: (i) the relative penis size index (RPSI) which 
compares the size of the penis of the female with that of 
the male as a standard; and (ii) the vas deferens 
sequence index (VDSI), which recognises six stages 
primarily in the development of the vas deferens. 
Females at stages 1 - 4 of the vas deferens sequence 
(VDSI) are capable of breeding, but those at stages 5 
and 6 are rendered sterile. Additional measures of the 
health and/or reproductive status of populations, suffering 
from imposex, have been made in some studies. They 
include assessments of abundance of whelks on the 
shore, adult sex ratios (populations with male-biased 
ratios are likely to have suffered from high female 
mortality) and the proportions of juveniles in populations 
(as indicators of juvenile recruitment and therefore 
breeding performance). 

II. The Use of Imposex as a Biological 
Indicator of TBT Contamination 

The first detailed survey of imposex was of the dogwhelk 
Nucella lapillus in southwest England in the mid-1980s. 
Bryan ef al. (1986) found that the condition, and 
presumably therefore TBT contamination, was severe in 
areas of high boating activity. In the most severe cases, 
there was female sterility and premature death. There 
was an absence of juveniles in some populations and, in 
the worst affected areas, the species became locally 
extinct. Further surveys showed that the condition was 
widespread. It was reported in surveys of N. lapillus in 
northeast England, Scotland, the British coast including 
the Isle of Man, the Netherlands, and the entire coastline 
of the North Sea. In other whelk species, it occurred in 
Canada,  USA,  Malaysia,  Singapore,  Indonesia, West 

Africa, New Zealand and Australia (Evans ef al. 1995). 

However, although TBT contamination was severe in the 
1980s, regulations which prohibited the use of TBT- 
based antifoulants on small boats, have been highly 
successful in reducing ambient concentrations of TBT in 
the marine environment. Evidence has come from a 
number of different sources. These include the recovery 
of populations of oysters and reduced concentrations of 
TBT in the water column, sediments and tissues of 
molluscs. Populations of whelks have shown three clear 
signs of recovery: reduced symptoms of imposex, 
increased abundance and fecundity and the 
recolonisation of some areas where they had become 
locally extinct. 

The current situation is that commercial harbours, 
especially those with dry-docking and repair facilities, are 
still hot-spots of TBT contamination. However, the 
impacts of these remaining hot-spots are surprisingly 
localised. Gradients of sharply decreasing contamination 
have been described from dockyards, marinas and 
commercial harbours in Hong Kong, ports and fishing 
harbours in Iceland, marinas in Israel and a boatyard on 
the Isle of Cumbrae, Scotland (Table 1). 

Table 1. Gradients of TBT in tissue and imposex (RPSI) 
in samples of dogwhelks N. lapillus across a boatyard 
entrance at Millport, Scotland. 

Distance from 
boatyard entrance TBT 

(metres) (ng/g dry weight) RPSI 
100 65 1.3 
75 66 0.5 
50 85 0.7 
25 109 0.4 

entrance (north) 369 12.9 
entrance (south) 217 12.1 

25 88 0.7 
50 59 0.4 
75 58 1.1 
100 46 0.9 

III. The Misuse of Imposex as a Biological 
Indicator of TBT Contamination. 

However, there is not full accord. There have been some 
claims, based on surveys of imposex in whelks, that, 
despite the regulations, TBT contamination has 
continued to worsen. According to the North Sea Quality 
Status Report (1993), TBT pollution of the North Sea is 
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so bad that it is likely to have catastrophic effects on the 
survival of sensitive species such as the dogwhelk. This 
assessment is based on an account of a survey by 
Harding ef a/. (1992) of imposex in N.lapillus in coastal 
areas of the North Sea and English Channel. An 
additional concern is that the open North Sea is 
contaminated. Ten Hallers-Tjabbes et al. (1994) found 
imposex in some common whelks Buccinum undatum 
from central and southern parts of the North Sea, and 
report that its severity correlated with the intensity of 
shipping in adjacent areas. Cadee etal. (1995) predicted 
that B. undatum would eventually become extinct in the 
North Sea with the continued use of TBT-based 
antifoulants. 

The results of these studies have been contradicted by 
more recent work. The predicted catastrophes have not 
occurred. Both N. lapillus and ß. undatum are still 
abundant in the North Sea, and symptoms of imposex 
are generally mild (Evans etal. 1996; Nicholson & Evans 
1997). However, these findings raise questions about 
the value of imposex as an indicator of TBT 
contamination. There appear to be at least four areas 
of concern: 

sensitive to TBT during its juvenile development only. 
Since it can survive for 15 or more years, imposex may 
reflect conditions which prevailed a decade and a half 
previously, at some unknown location. 

(iv) The Use of Imposex to Indicate Fecundity. Harding 
etal. (1992) reported that many populations of N. lapillus 
at sampling sites on the coast of Norway were sterile 
based on assessments of imposex. However, the 
expected extinctions have not occurred. The species is 
still common or abundant, and fecund, at these sites 
(Evans et al. 1996). 

Table 2. The development of imposex in dogwhelks N. 
lapillus exposed to TBT and nonylphenol in the 
laboratory. 

Group 
TBT Nonyl- Nonyl- 

controls TBT phenol 
controls 

phenol 

Sample 
size 40 40 40 40 

(i) Biased Sampling. Sampling programmes have 
concentrated on hot-spots of contamination, such as 
drydocks, marinas and ports, giving a false impression of 
global contamination of the open seas and oceans. 
Where programmes have included areas of open coast 
adjacent to hot-spots, the impact has been local. 
Imposex-free populations, or those with mild symptoms, 
have been described within a few km of pollution at Loch 
Sween, Scotland, Wellington Harbour and Porirua Inlet, 
New Zealand, Port Philip Bay, Melbourne and Ambon 
Bay, Indonesia. 

(ii) The Causes of Imposex. Imposex is not, as has 
often been assumed, entirley specific to TBT. Extensive 
studies by Bryan ef al. (1986) appeared to establish that, 
apart from two related organotins, tri-n-propyltin and 
tetrabutyltin, TBT was the only compound to cause it in 
N. lapillus. The finding that copper, and even 
environmental stress, could induce it imposex in Lepsiella 
vinosa was therefore unexpected. Subsequently, it has 
been shown that triphenyltin, nonylphenol and exposure 
to faeces of seabirds can induce it in different species of 
whelks (Table 2). 

(Hi) The Habits of Indicator Species. Since imposex is 
irreversible, it tends to reflect conditions which have 
prevailed in the past rather than ambient ones. It is 
particularly difficult to interpret its significance in B. 
undatum, which is a long-lived, mobile species. It is 

Mean 
VDSI 

Mean 
RPSI 

1.7 

4.2 

3.7 

15.7 

1.9 3.1 

1.4 14.1 

IV. Conclusions 

(i)   Imposex in whelks is a useful biological indicator of 
TBT  contamination.      It  can   indicate  the  extent  of 
contamination, its biological impact and can also be used 
for long-term monitoring of populations of whelks, 
(ii) The condition must be used with caution.   It can be 
caused by agents other than TBT so that confirmatory 
chemical measures are always needed.  Care is needed 
in  the  design  of sampling  programmes and  in  the 
interpretation of imposex scores, 
(iii) While biological indicators of should play key roles in 
assessing the impacts of pollutants, rigorous protocols are 
needed. 
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Abstract. There was severe TBT pollution is coastal 
waters in the mid-1980s, particularly in areas of high 
shipping and mariculture activity. Organotin 
concentrations were high in water samples, 
sediments and tissues of marine molluscs. 
Responses, such as imposex in whelks and shell 
growth abnormalities in oysters, which can be 
caused by TBT, were also well-developed. They were 
associated with reproductive failure, and even local 
extinction of species, in the most severe cases. 
However, several governments have regulated the 
use of TBT-based antifouling paints, prohibiting their 
application to vessels <25m in length. These 
regulations have been highly successful in reducing 
TBT pollution. Environmental concentrations of TBT 
have decreased, and there has been substantial 
recovery of populations of whelks and oysters. 
Serious TBT contamination is now restricted largely 
to ports and harbours, especially those with dry- 
docking facilities. 

I. Introduction 

Tributyltin (TBT) leaches into the marine environment 
from the antifouling paints which are used on the hulls of 
boats and mariculture cages. It is potentially highly toxic 
at low concentrations. This is reflected in low lethal dose 
(LD) concentrations to TBT in sea water, especially in the 
case of larvae of invertebrates. For example, the 15day 
LC50 for larvae of the common mussel Mytilus edulis is 
0.1 ug/l. However, sub-lethal impacts occur at even 
lower     concentrations. No     Observed     Effect 
Concentrations (NOEC) for the growth and reproduction 
of plankton are 0.4 ng/l, and for shell calcification in 
oysters and normal development of the genital system in 
female dogwhelks, 2 ng/l. 

TBT has a short residence time of days only in the water 
column but it becomes adsorbed on to particles and 
aggregates in sediments, where its half-life may be a 
matter of years. 

There was widespread use of TBT-based antifoulants by 
the 1980s, and the worst contaminated areas were semi- 
enclosed bodies of water, which have poor flushing 
characteristics and in which there was intensive shipping 
(or ship-related) activity or mariculture. The 
concentrations recorded in 'hot-spots', such as harbours, 
marinas, dry docks, estuaries, sealochs and bays, were 
often well above NOECs. For example, concentrations in 
the water column were mostly >100 ng/l but occasionally 
exceeded 300 ng/l (Batley 1996). 

Not surprisingly, TBT pollution had impacts on marine 
biota. The best documented example is from Arcachon 
Bay (west France), which is a centre for both yachting 
and oyster culture. TBT leaching from the antifouling 
paints used on yachts was held responsible for abnormal 
shell growth and reproductive failure of oysters. 
Production of oysters fell to about 33-50 % of the normal 
harvest (Table 1). A similar collapse of oyster farming 
was reported in estuaries in southern England, and TBT 
was the probable cause of declines in populations of 
other bivalve molluscs. 

TBT was also linked to declines in populations of 
dogwhelks Nucella lapillus in areas of high boating 
activity in southwest England (Bryan era/. 1986). Female 
N. lapillus developed the condition known as imposex in 
which male characterisitcs, including a penis and vas 
deferens, become superimposed on the female's own 
genitalia. It can cause sterility because the vas deferens 
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1 
becomes convoluted and forms a nodule which blocks 
the genital pore. As a consequence, the species became 
locally extinct in Plymouth Sound and in the estuaries of 
the rivers Dart and Fal. Subsequently, advanced 
symptoms of imposex were recorded in N. lapillus at 
other North Atlantic sites, and in other whelk species in 
Canada, New Zealand, Australia, Japan, Indonesia, 
Malaysia, Hong Kong, Singapore, the Malacca Strait, 
Thailand, Israel, Malta, the Mediterranean Sea, Ghana 
and the Canary Islands. TBT contamination was a 
widespread problem (Ellis and Pattisina 1980). 

Table 1. Production of oysters in Arcachon Bay, France. 

Period Production (tons) 

1978-79 
1979-80 
1980-81 
1981-82 

10000 
6000 
3000 
5000 

1982-83 
1983-84 
1984-85 

8000 
12000 
12000 

II. Managing     TBT     Pollution:     The 
Effectiveness of Regulations. 

Basically two approaches have been used to reduce TBT 
pollution. One of these was to ban the use of TBT-based 
antifoulants on small pleasure craft which were believed 
to be the main source of contamination in coastal waters. 
The other approach was to regulate the paints 
themselves. This was done by, for example, encouraging 
the use of new copolymer sef-polishing paints, which 
have relatively slow TBT release rates, and discouraging 
the use of the original free association paints, from which 
TBT leaches more rapidly. France was the first to 
introduce regulations. It did so in 1982, very much in 
response to the oyster farming problem in Arcachon Bay. 
The use of TBT-based antifoulants was prohibited on 
vessels <25m in length. Similar regulations followed in 
the UK, USA, Canada, New Zealand, Australia, South 
Africa, Hong Kong and most European countries. 

There is substantial evidence that these regulations have 
been effective in reducing TBT contamination and the 
adverse effects of pollution. Reductions are due primarily 
to lower inputs from small boats, and declining levels of 
pollution have therefore been most marked in estuaries 
and areas where there are marinas. This has almost 
certainly been the cause of declining levels in water 
samples, sediments and the tissues of molluscs.   They 

have been reported in studies worldwide (Table 2). 

Table 2. Examples of studies in which reductions in TBT 
contamination have been described, based on chemical 
measures. 
Location Reference 
UK 

Gulf of Mexico 

Australia 

USA 

France 

Japan, Europe 
and USA 

Dixon 1989 
Cleary 1991 
Bryan &Gibbs 1996 

Wadeefa/. 1991 

Batleyefa/. 1992 

Wuertzefa/. 1991 

Alzieu 1996 

CEFIC 1994 

Concomitantly, there have been recoveries of many of 
the populations of molluscs which were severely 
impacted in the 1980s. These have sometimes been 
dramatic. Oyster farming in France recovered almost 
immediately after the introduction of regulations in 1982 
(Table 1), and oyster farming in England and Australia 
also improved rapidly following the regulations in these 
countries. In addition, there has been widespread 
recovery of populations of other bivalves and 
gastropods (Table 3). 

Table 3. Examples of studies in which recoveries of 
populations of molluscs have been described, since the 
introduction of regulations limiting the use of TBT-based 
antifoulants.   
Species Location Reference 
Dogwhelks 

Dogwhelks 

Dogwhelks 

Mud snails 

Oysters 

Oysters 

Scallops 

Clyde Sea 
North Sea 

Evans et al. 1996 

Canada Tester et al. 1996 

New Zealand Smith 1996 

USA Curtis 1998 

France Alzieu 1996 

Australia Batley et al. 1992 

Ireland Minchin et al. 1987 

Flame shells     Ireland Minchin 1995 
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A recent (1998) survey of imposex in dogwhelks N. 
lapillus along North Sea coastlines illustrates the extent to 
which recovery has occurred. It was reported that in 
1991 there was either total or partial sterility in two thirds 
of the populations surveyed from Norway, Denmark, the 
Netherlands, France and the UK (Harding et al. 1992). 
Widespread extinctions might have been predicted. 
However, the species was present on all of the shores 
which were revisited in 1998, and it was common or 
abundant on most of them. Symptoms of imposex had 
declined, and they were reproducing successfully (Table 
4). 

Table 4. Measures of imposex (RPSI and VDSI) in North 
Sea dogwhelks sampled in 1991 and 1998. 

Survey 
1991                        1998 

Norway and Denmark 
Number sites 21                           12 
Mean RPSI 38                           19 
Mean VDSI 4.5                           3.6 

France 
Number sites 16                           18 
Mean RPSI 18                            6 
Mean VDSI 3.9                           3.3 

United Kingdom 
Number sites 20                          15 
Mean RPSI 16                           8 
Mean VDSI 3.7                          3.3 

Commercial harbours, especially those with shipyards 
and dry docks, remain contaminated by TBT. This is 
because ocean-going vessels continue to use TBT-based 
antifoulants, and consequently it continues to accumulate 
in harbour sediments. However, there is evidence of 
recovery of populations of dogwhelks N. lapillus in 
Sullom Voe (Scotland) where the only source of TBT is 
from tankers which visit the oil terminal there. It can 
probably be attributed to the widespread use of 
copolymer coatings, replacing free association paints. 

III. The Future of TBT-based Antifoulants: 
Management or Ban ? 

It is unfortunate that a full understanding of the 
effectiveness of regulations in managing environmental 
levels of TBT is becoming apparent only at a time when 
the    International    Maritime    Organisation    (IMO)    is 

considering the introduction of a total ban on TBT-based 
antifoulants. It is currently considering draft regulations 
whereby the application of TBT-based coatings will be 
banned from 2003, and TBT paints (from previous 
applications) will not be allowed on hulls from 2008. 

TBT-based paints have achieved a notoriety which is not 
justified by the scientific evidence. Furthermore, there is 
no doubt that additonal regulations could reduce ambient 
levels of TBT still further. There could, for example, be 
stricter controls for paint application and removal 
procedures, dockyard waste disposal and the use and 
availability of paints. Research is also needed to create 
new technologies for the treatment of TBT-contaminated 
waste water, more efficient and less toxic paints and 
offshore ports where the dilution of open waters will 
reduce pollution. 

The ultimate objective must be to veto the use of all 
toxins in the marine environment and the use of TBT, or 
other biocides, should eventually be outlawed. However, 
there are increasing concerns that the proposed ban on 
TBT-based antifoulants is premature. A ban will mean 
the the immediate introduction of alternatives. However, 
the long-term biocidal properties of alternatives are 
largely untested, and it is difficult to predict either the 
economic or environmental consequences of using them. 
Poor antifouling performance will certainly be costly for 
the shipping industry because it will result in higher fuel 
consumption and the need to slip and repaint vessels 
more often. There may also be environmental 
consequences. Increased fuel consumption will lead to 
an increase in emissions of 'greenhouse' and 'acid rain' 
gases. In addition, the inceased spread of those 
'invasive' (non-native) species, which are carried on the 
hulls of fouled ships, is likely to become a major problem. 
They already cause enormous ecological and economic 
damage, and could become the cause on an 
enviromental disaster. There is a need, furthermore, to 
demonstrate the alternatives are actually more 
'environmentally friendly' than TBT. It is claimed that one 
alternative, the herbicide booster Irgarol 1051, which is 
already in use, is at environmental levels which are 
sufficient to damage phytoplankton communities. Several 
alternatives contain high levels of copper, and inceased 
copper content of oysters in Arcachon Bay has been 
linked with the increased use of such paints, following 
the ban of TBT-based paints on small boats. 
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Abstract - Seabed grain size, shear strength, bearing 
strength, and porosity were measured at 15 sites, all in 
bays and harbours around southern Vancouver Island. 
Sounder echoes at 38 and 200 kHz from the same sites 
were classified using the QTC VIEW™ technology. This 
approach uses a feature set generated from the direct 
echoes by a set of algorithms and then reduced by 
multivariate analysis, with similar acoustic responses put 
into the same class. Canonical correlation analysis was 
used to uncover correlations between two data sets: the 
frequency of occurrence of each acoustic class, and the 
four geotechnical variables. Bearing strength was found 
to be the major contributor to the first geotechnical 
canonical variable, which correlated with classes from 
the 38-kHz echoes with a coefficient of 0.94. 

I. INTRODUCTION 

Estimating shear strength, grain size, and other 
geotechnical variables of the seabed from a vessel 
underway could give much better coverage, and be 
quicker and cheaper, than using seabed probes or 
collecting samples. Calculating geotechnical variables 
from acoustic data is practically impossible, because 
there are no direct theoretical or empirical connections 
between acoustic vibrations and large-scale inelastic 
concepts such as bearing strength. In the absence of 
direct acoustic-geotechnical connections, these 
relationships can only be statistical. 

This paper explores the strength of correlations 
between sediment geotechnical properties and 
characteristics of acoustic signatures in soft seabeds. 
Our motivation is that if correlations are strong, they 
could be used to estimate geotechnical variables in 
areas that have been surveyed only acoustically. While 
the estimates would have only a statistical basis, this 
may be a useful empirical technique for area surveys. 

* JMP, RHP and RHK were with the Esquimalt Defence 
Research Detachment of Defence Research Establishment 
Atlantic when this work was done. 

The acoustic data for this paper had higher signal-to- 
noise ratios than that used in a previous study [1], and 
stronger correlations were found. The basic theory of 
canonical analysis is summarized in [1], and is not 
repeated here. 

VANCOUVER 
ISLAND 

123°45' 123°30' 123°15' 

Fig. 1. Locations of 13 of the 15 sites, indicated by 
circles.  The other two were in Nanoose Bay, 41 km 
north of the northwest corner of this chart. 
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II. LOCATION 

The 15 sites were in bays and harbours on the east 
(sheltered) side of Vancouver Island, as shown in Fig. 1. 
The sediments were generally non-cohesive and com- 
posed primarily of different classes of sand with varying 
amounts of silt and clay. All sites had soft sediments; 
the highest shear strength observed was only 10 kPa. 
Hard substrates were excluded because the overall aim 
was to study the ability of the bottom to support a naval 
mine dropped onto it. 

III. GEOTECHNICAL DATA 

The geotechnical variables used in this statistical 
work were mean grain size at the surface and at 10- 
15 cm depth, shear strength and porosity at the same 
depth, and dynamic bearing strength as measured by a 
free-fall penetrometer. There are some strong correla- 
tions among these data, particularly between the two 
grain size measurements, and between porosity and 
bearing strength. 

Seabed grain-size distributions were measured using 
ASTM Procedure D422. Surface data are from grab 
samples. Core samples were analyzed to determine the 
grain-size distribution, porosity, and shear strength, at 5- 
cm depth intervals in the top 20 cm and at 10-cm inter- 
vals below that. Mean specific gravity for dried sedi- 
ment, following ASTM D854, was found to be 2.721 ± 
0.017, and this value was used to convert aliquot 
weights and volumes to porosity [2]. Shear strength was 
measured on the intact core with a laboratory Torvane 
[3]. The choice of a 7.5-cm gravity core lowered rapidly 
into the bottom caused some sample disturbance, 
particularly near the sediment-water interface 

A free-fall penetrometer, STING [4, 5] was used to 
measure dynamic bearing strength. STING consists of a 
1-m long, 19-mm shaft with a replaceable foot wider than 
the shaft (typically 25 or 35 mm), topped by an 
instrument housing and tail fins. The foot diameter can 
be changed to match the anticipated bearing strength. 
The only important sensor was an accelerometer to 
record the deceleration as the shaft enters the bottom. 
STING's mass was 9.5 kg, and it weighed 69 N in water. 
Dragging a thin recovery line, its terminal velocity was 
5-6 m/s in the water depths at these sites. Since data 
were logged for up to 2 min, as many as six impacts 
could be recorded in sequence by pulling STING up a 
few meters and releasing. For each impact, the decel- 
eration was compared with the buoyancy, body drag, 
and tether drag to extract the sediment force. The 
dynamic bearing strength is the sediment force per unit 
area of the foot divided by the strain rate, which is the 
0.15 power of the inverse of the time to penetrate a 
distance equal to the diameter of the foot. Bearing 
strength was calculated at 5-cm depth intervals. 

As shown in Table 1, there were strong correlations 
among the geotechnical variables, particularly between 
grain size, bearing strength, and porosity. Fig. 2 

Numbers indicate dominant acoustic 
class with echoes at 38 kHz 

S   " 

-1 -0.5 0 

Standardized Bearing Strength 

Fig. 2. Porosity and bearing strength, both 
reduced to zero mean and unit variance, 
for the 15 sites. Symbols indicate the 
acoustic class from the 38-kHz data set. 

illustrates one of these correlations. In a sand-to-silt 
transition (increasing bearing strength implies 
decreasing mean grain size) bearing strength and 
porosity both increase, and the acoustic classes appear 
to reflect a combination of these variables plus some 
additional details. Results such as these suggest that 
there are indeed underlying correlations to be found by 
canonical analysis. 

In preparation for canonical correlation analysis, it is 
important to prune the set of geotechnical variables to 
those that are largely independent of each other. Grain 
size at depth is redundant beside surface grain size, so 
was not used. This left four geotechnical variables. All 
were used, since a prime purpose of this work was to 
investigate which of these variables correlated with 
acoustic classes in various situations. 

Table 1. Correlations of the initial geotechnical data set. 

Mean Grain Size 

3 "" 

Woo 
CD   Q) 

<Q   §' 

Tl o 
3 

Sur- 
face 

10-15 
cm 

MGS surf 1 0.97 0.08 -0.78 -0.67 

MGS deep 0.97 1 -0.06 -0.70 -0.59 

Shear Str. 0.08 -0.06 1 -0.24 -0.39 

Bear. Str. -0.78 -0.70 -0.24 1 0.85 

Porosity -0.67 -0.59 -0.39 0.85 1 

IV. ACOUSTIC DATA ACQUISITION AND 
PROCESSING 

A hull-mounted Knudsen 38/200 Echo Sounder, oper- 
ating at both frequencies at 250 W with a pulse length of 
0.25 ms, was used to produce the echoes. Beam widths 
were 6° at 200 kHz and 19° at 38 kHz. The echo envel- 
opes, after TVG, bandpass filtering, and sampling at 20 
kHz, were stored on Exabyte tapes. 
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Fig 3. Echoes from site 1. The vertical axis is two-way 
travel time in seconds. At 38 kHz this site was 
classified as 89% class 2 and 9% class 7.  The 200- 
kHz classes are a distinct set, and at 200 kHz this site 
was 99% class 1 ofthat set. 

o« 

0» 

0» 

0,0200 

Fig. 4. Echoes from site 9. At 38 kHz this site was 
classified as 100% class 1, while at 200 kHz it was 57% 
class 4, 25% class 7, 11% class 8, and 5% class 5. 

The QTC VIEW™ technique for bottom classification 
is based on the shape of the direct echo (no multipath 
echo is used). Figs. 3 and 4 show stacks of echoes from 
sites 1 and 9. Site 1 has twice the mean grain size and 
about one-half the shear strength and bearing strength 
of site 9. 

The echoes were processed using QTC VIEW™ 
technology [6]. After picking the bottom, aligning with 
respect to the bottom pick, and stacking to reduce noise, 
a suite of algorithms was employed to extract features 
from the echoes. The many features are descriptors of 
echo shape, including the distribution of energy between 
the specular and scattered portions. Each feature value 
was normalized across all the echoes to zero mean and 
unity variance. Multivariate statistics were used to 
reduce the large number of features to the three linear 
combinations responsible for as much variance as 
possible. These three values, called Q-coordinates, 
were used to cluster the echoes into classes. In this 
unsupervised approach, the 38-kHz echoes formed 
seven classes (Fig. 5) and the 200-kHz echoes eight 
classes (Fig. 6). Most of the sites were acoustically 
uniform at both frequencies, which is one indication of 
successful and useful classification. These figures 
indicate classes and composition at each site, for 
example, at 38 kHz, site 7 was 85% class 6, 13% class 
7, and 2% other classes. 
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Fig. 5. Acoustic classes and proportional composition of 
the test sites at 38 kHz. Classes representing less 
than 4% have been suppressed. 

Fig. 6. Acoustic classes and proportional composition of 
the test sites at 200 kHz. Classes representing less 
than 4% have been suppressed. 
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V. MULTIVARIATE CORRELATION ANALYSIS OF 
ACOUSTIC AND GEOTECHNICAL DATA 

If the variables in a multivariate data set divide 
naturally into two groups, canonical correlations indicate 
the relationships among the groups of variables [1,7]. 
Here, one group of variables is the frequency of occur- 
rence of each acoustic class at each site, and the other 
is the four geotechnical variables at each site. Canon- 
ical correlation analysis finds the linear combinations of 
variables from each set that have the highest correl- 
ations with each other (second and lower combinations 
being uncorrelated with higher). Each linear combin- 
ation is characterized by an eigenvalue, which is the 
square of the canonical correlation. The corresponding 
eigenvector is the coefficients of each variable in the pair 
of linear combinations of variables, that is, in the canon- 
ical variables. Loading of each original variable into the 
canonical variable is a measure of the prominence of 
that variable in the correlation and is available from the 
analysis. The eigenvalues can be tested for statistical 
significance; here we use Bartlett's original test [8], 
although others exist. 

In preparation, each set of values, such as porosity or 
composition of classes at a site, was standardized to 
zero mean and unit variance. Standardized variables 
are plotted in Figs. 2 and 7. 

Canonical correlation analysis was performed on the 
38-kHz data set, with four variables in the geotechnical 
data set and six in the acoustic data set (not seven since 
the seventh is one minus the sum of the first six - note 
that as the classifications originate from principal com- 
ponent analysis they are by nature uncorrelated). The 
eigenvalues were 0.942, 0.684, 0.620, and 0.121 (the 
number of eigenvalues equals the lesser number of 
variables in a data set). Bartlett's test first uses all the 
eigenvalues, then all but the largest, and so on. The first 
two results were 0.998 and 0.87, indicating that there is 
only a 0.2% chance that a random data set would give 
one canonical correlation as good or better, and a 13% 
chance that a random set would give two. The corres- 
ponding results using the 200-kHz set were eigenvalues 
of 0.861, 0.817, 0.597, and 0.234, giving Bartlett results 
of 0.9996 and 0.996. 

Knowing that there are statistically significant 
correlations at both frequencies, we can interpret the 
coefficients to find which variables are heavily involved 
in the canonical variables. Table 2 shows the loadings 
of each geotechnical variable into the first and second 
canonical variables for each frequency. Because the 
lower frequency penetrates deeper, one would expect 
volume properties to be emphasized at 38 kHz, and 
bearing strength, a volume property, was most heavily 
loaded in the first geophysical canonical variable. At the 
higher frequency, the echo is dominated by surface 
scattering. None of the four geotechnical variables 
adequately describes just the surface, but porosity and 
grain size are important to the surface acoustic 

Table 2. Loadings for the geotechnical variables in the 
first and second canonical variables for each frequency. 

38 kHz 200 kHz 

Rootl Root 2 Rootl Root 2 

Mean Grain Size -0.60 -0.18 -0.41 0.89 

Shear Strength -0.34 -0.66 -0.47 -0.00 

Bearing Strength 0.95 0.12 0.57 -0.49 

Porosity 0.72 0.59 0.91 -0.28 

characteristics. The major contributor to the first geo- 
technical canonical variable at 200 kHz was found to be 
the porosity. 

The final result of one of the canonical correlations is 
shown in Fig. 7, namely the first canonical variables for 
each site, at 38 kHz. The regression line could be used 
to estimate geotechnical data for a new site based on its 
proportional composition of acoustic classes. The steps 
would be: express the proportional compositions with 
unit variance and zero mean, multiply that row vector by 
the column vector of acoustic canonical weights, and 
use the regression line to get the corresponding geo- 
technical value. This yields an estimate of a weighted 
sum of geotechnical variables, not individual values. For 
this data set, the accuracy is indicated by the spread 
about the regression line of Fig. 7. 

Canonical correlation analysis requires a large 
number of samples and assumes normal distributions. 
Our data sets did not meet these criteria. An emerging 
approach to this common situation is a bootstrap 
analysis in which the experimental data points are 

N 
X 

m 
in x </> </> 
Ü 

v> 
3 
O u < 

-2.0 -1.0 0.0 1.0 

Geotechnical Data 

Fig. 7.  The first canonical variables for the 
geotechnical data set and the frequencies of 
occurrence at 38 kHz.  Values plotted are the 
sum of the standardized variables at each 
site, each multiplied by its canonical weight. 
Symbols indicate the acoustic class. 

1126 



resampled, with replacement, to generate many data 
sets [9]. Bootstrap is particularly useful for estimating 
confidence intervals of parameter (e.g. mean or vari- 
ance) estimates. Here, it was used to estimate errors in 
the correlation coefficients among the variables of the 
data sets. Using standardized (zero mean, unit vari- 
ance) values, the correlation coefficients calculated 
assuming Gaussian distributions and by bootstrap 
differed by no more than 0.02, small compared to their 
range of values: 0.60 to -0.73. Also, the bootstrap 
analysis gave small errors in these coefficients, typically 
0.04 to 0.07. These results suggest that treating these 
data sets as if they were Gaussian had small effects on 
the correlation results, a conclusion that is supported by 
the strong canonical correlations and the Bartlett test. 

VI. CONCLUSIONS 

Acoustic classifications and geotechnical data were 
obtained for 15 sites in sheltered embayments near 
Vancouver Island. The seabeds in all sites had low 
shear strengths and grain sizes from silts to sands. The 
acoustic data were high quality and clustering was good, 
as shown by nearly homogeneous classification results 
at each site. Four geotechnical variables were selected: 
surface grain size, porosity, shear strength, and bearing 
strength. Some of these were strongly correlated, and 
acoustic classifications appeared to fit sensibly with 
these correlations. 

Canonical correlation analysis was used to quantify 
the extent of the correlation between the acoustic and 
geotechnical data sets, and to identify the geotechnical 
variables most responsible. At least one canonical 
correlation was statistically significant at each sonar fre- 
quency. At 38 kHz, the strength-related variables had 
the highest factor loadings, that is, contributed most 
heavily to the linear combinations of geophysical 
variables that correlated with the acoustic set. Sonar at 
200 kHz penetrates less, and the highest loading factors 
in this case were for porosity and grain size. Of the four 
geotechnical variables, porosity and grain size are the 
better descriptors of surface properties. 

All 15 sites had soft substrates because they had 
been selected for studies of mine burial on impact. 
Whether or not mines would bury at each site is not the 
subject of this paper, but hard sites at which impact was 
clearly precluded were not studied. Of all our measure- 
ments of shear strength at all depths, only a few were 
over 10 kPa, which is below the range of most literature 
studies of correlations involving shear strength (an 
exception is [10]). In spite of using such a limited range, 
the classifications and correlation results were convin- 
cing. Extending this work to stiffer substrates would be 
of considerable interest. 

Canonical analysis does not lead to estimates of a 
particular geophysical variable, but rather to estimates of 
linear combinations. For these data sets, it has been 
shown that combinations of geotechnical variables are 

strongly correlated with combinations of acoustic class- 
ifications. In particular, strength-related variables are 
highly correlated with classes from 38 kHz data, while 
200-kHz echoes seem to relate more to surface 
character. 

With the strength of these correlations established 
and with guidance as to which geotechnical variables 
are the more pertinent, a basis has been established for 
predicting geotechnical variables from acoustic class- 
ifications, using other correlation techniques such as 
multivariate analysis. 
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I. ABSTRACT 

A geophysical survey conducted off Liverpool, Nova 
Scotia, Canada in November 1998 collected data using 
multibeam bathymetric, sidescan sonar, high-resolution sub- 
bottom profiler, and acoustic seafloor classification systems. 
During the survey, multibeam bathymetric and sidescan sonar 
data were processed on-site and imported into a Geographical 
Information System for further analysis and display. Shaded 
relief images derived from the multibeam bathymetric data and 
sidescan sonar mosaics were combined with data from maps 
and aerial photographs of the area. These maps and images 
formed the basis for a preliminary interpretation of geological 
processes and features on the seabed. Post-processing of the 
multibeam bathymetric data using newly-developed algorithms 
improved the resolution of seafloor features and provided 
acoustic backscatter intensity measurements. These data were 
used to define the distribution of coarse and fine-grained 
sediments and seabed features and to compare and contrast 
various system resolutions. Seafloor samples and photographs 
were also taken to provide information for the interpretation of 
the various acoustic data sets. A variety of seafloor features are 
presented, using both sidescan sonar and multibeam 
bathymetric data for illustration. 

The seafloor is dominated by glacial features deposited 
during the recession of the last glaciers across the area (ca. 
14,000-12,000 years BP). These include a large curvilinear 
moraine, smaller ribbed moraines and glaciomarine sediment. 
Bedrock crops out in many areas forming shoals. The glacial 
features were slightly modified, largely by shore-face 
processes, during a subsequent rise of post-glacial sea level 
from a low stand of approximately 65 m below present-day sea 
level to its present position. During the marine transgression, 
several coastal sand bodies were deposited at the northern flank 
of bedrock outcrops. Ribbed or lift-off moraines, which are 
normally thought to be destroyed in transgressed zones on the 
inner shelf, dominate the topography of the study area. Their 
distribution, in depths as shallow as 15 m, suggests that they 
survived the effects of the marine transgression largely intact. 
Bottom photographs confirm that the moraines are erosional 
remnants, armoured by boulders and cobbles. Existing models 
of marine transgression and sea level history must therefore 
consider the idea that some glacial features can survive 
shoreface erosion during marine transgression. 

II. INTRODUCTION 

Digital multibeam bathymetric surveys have evolved to 
become a primary offshore geological mapping tool used by 
the Geological Survey of Canada for marine geological 
surveys. Multibeam bathymetry and backscatter intensity data, 
collected as the first stage of a multiparameter geophysical 
survey in Liverpool, Nova Scotia (Fig. 1), provided a rapid 
means of determining the regional morphology and nature of 
the sediments on the seafloor. Multi-element transducers 
provide individual soundings of the water depth and echo 
strength for each ping, and enable a wide swath to be surveyed 
in a single pass through an area. Survey lines were spaced to 
provide overlapping coverage of the seafloor. The water depths 
and echo strengths calculated for each transducer element were 
integrated with precise navigation to provide a geographically 
referenced data set. The multibeam bathymetric data were used 
to create shaded relief images that depict seafloor morphology 
which help identify additional features such as channels, areas 
of bedrock outcrop, small and large scale bedforms, boulders 
and anthropogenic debris [1,2]. 

Newfoundland 

ova Scotia 

survey area Atlantic Ocean 

200 km 

Fig. 1. Location of survey in Liverpool, Nova Scotia. 

Differentiation of bedrock lithologies in other inner shelf 
areas is made possible based on the fine structure and 
morphological characterization capabilities of the systems. 
Acoustic backscatter intensity measurements help determine 
the general distribution of coarse and fine-grained sediments. 
Features identified on the multibeam data were investigated 
during subsequent surveys using higher resolution sidescan 

1129 



sonar systems and sub-bottom profilers for information on sub- 
surface structure, material and thickness. 

processed by the OMG/UNB to extract backscatter information 
from which a 2 metre resolution backscatter was produced. 

III. SURVEY AREA AND METHODS 

A. Multibeam bathymetry system 
Multibeam bathymetry data were collected in the approach 

to Liverpool, (Fig. 1) using a Simrad EM3000 multibeam 
bathymetry system mounted in a 10 metre hydrographic survey 
launch with an Applied Analytics POS-MV attitude sensing 
system, and a differential GPS navigation system. Survey lines 
were run at a 75 metre spacing throughout the study area to 
provide 100 percent coverage of the seafloor in depths greater 
that about 20 metres. During the survey, data were imported 
into a Unix workstation, and processed using the HIPS data 
cleaning program (by Universal Systems Limited, Fredericton, 
NB) to remove spurious soundings and clean navigation data 
and to correct for tidal variations. The processed data were 
imported into a GRASS GIS system where shaded colour relief 
images were generated and overlaid on scanned bathymetry 
maps of the area as shown in Fig. 2. 

^ÄySli^^..' ■' "Relict Coasta 

■ W:" 

-i - 

'*&*&£& ^Sand Body.":-" 
Regional 
Moraine I 

2 km 

Bedrock^/?M§jj§£ 

- '.. Moraine. "  " ^* 

ibbed I 
Moraines 

Fig. 2. Shaded relief image generated from Simrad EM3000 
multibeam bathymetry data collected in October 1998. The 
white rectangle indicates the location of data shown in Fig. 
3. The location of the seismic profile shown in Fig. 8 is 
indicated by the line within the white rectangle. 

After the survey, the multibeam bathymetry data were re- 
processed by the Ocean Mapping Group at the University of 
New Brunswick (OMG/UNB) to enhance and maximize the 
resolution. 

B. Multibeam backscatter 
Acoustic backscatter intensity values are controlled by the 

physical properties of seafloor sediments, seafloor relief and 
roughness. The character and intensity of the backscatter 
provides valuable information on the nature and distribution of 
sediments within an area. The multibeam bathymetry data were 
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C. Sidescan sonar system 
High-resolution, acoustic images of the seabed were 

produced with a Simrad MS992 dual frequency (120 and 330 
kHz) sidescan sonar system equipped with a neutrally buoyant 
towbody deployed behind a dead weight depressor. This 
configuration was chosen to reduce motion and artifacts on the 
sidescan sonar records due to vessel induced heave and thereby 
increase resolution and clarity of presentation. The sidescan 
sonar system was capable of resolving objects of 0.15 metres 
and larger. The sidescan sonar data were collected at 100 metre 
range for lines in the centre of the survey area and at 200 metre 
range for the outer lines. Sidescan sonar data were imported 
into a Unix workstation where slant range and beam 
corrections were applied, integrated with navigation and 
imported into a GRASS GIS system. Individual lines were 
combined to form a digital sidescan sonar mosaic, at 2 metre 
resolution. 

D. Sub-bottom Profiler 
High-resolution, sub-bottom profiler data were collected 

throughout the survey area with either a Huntec DTS system or 
an 1KB Seistec system. Both systems use an electrodynamic 
(boomer) source to produce a repeatable impulse-like output 
which provides a resolution of about 0.25 metres. The DTS 
system, equipped with two external streamers, was towed about 
10-30 metres above the seafloor. The Seistec system, equipped 
with an internal line-and-cone array and an external streamer, 
was towed at the surface. The systems were fired 2 times per 
second and graphic records displayed on a thermal graphic 
recorder. 

IV. RESULTS 

A. Multibeam Bathymetry 
Multibeam bathymetry surveys in the approaches to 

Liverpool demonstrate the usefulness of multibeam bathymetry 
data as an initial step in the regional assessment of marine 
geology. Earlier geophysical surveys had allowed a preliminary 
interpretation of the geology and morphology [3]. The earlier 
surveys recognized a broad, eroded till plain off Liverpool and 
the presence of a buried channel extending seaward, but did not 
have the resolution to identify or determine the morphology or 
character of the various moraines and other features. 
Multibeam bathymetry data collected in the area provided 
considerably more detail about the morphology and genesis of 
the seafloor than available from existing hydrographic charts 
(Fig. 2). The sea floor is dominated by glacial features that 
were deposited during the recession of the last glaciers across 
the area (ca. 14,000-12,000 years BP). These include a large 
regional curvilinear moraine, smaller ribbed moraines and 
glaciomarine sediment. Bedrock outcrops in many areas to 
form shoals. The glacial features were slightly modified, 
largely by shore-face processes, during the subsequent rise of 
post-glacial sea level to its present position from a low stand of 
approximately 65 metres below present-day sea level [4]. 
During the marine transgression, several coastal sand bodies 
were deposited at the northern flank of bedrock outcrops. 
Ribbed or lift-off moraines, which were previously considered 
to be absent from transgressed zones, are seen to dominate the 



study area. Their distribution across this inner shelf, in depths 
as shallow as 15 m, suggests that they survived the effects of 
the transgression largely intact. 

Fig. 3. Shaded relief image created from reprocessed 
multibeam bathymetry data. The location of the data is 
shown by the white rectangle in Fig. 2. The small white 
rectangle indicates the location of data shown in Fig. 3. 

The image in Fig. 3 shows data after reprocessing by 
OMG/UNB. Note the presence of bedrock outcrops, a regional 
terminal moraine, ribbed moraines and a relict coastal sand 
body. 

Fig. 4. Enlargement of section of data shown by the box in Fig. 
3. Note the detail in the image and the presence of boulders 
in the portions of the data under the survey launch. The 
survey launch track is shown by the thin white line. 

Fig. 4 shows the degree of detail that can be obtained from 
the multibeam bathymetry data. This allows detection of the 
presence of 1.5-2.0 metre boulders in the near-nadir portions of 
the data (under and slightly off to the side of the survey 
launch), for water depths to 50 metres. The boulders appear in 
track parallel bands across the moraines in these data. 
However, in the outer portions of the swath  boulders of these 

sizes are not detected. Sidescan sonar data indicate that the 
moraines are entirely covered by boulders. This example 
illustrates the resolution limits on the Simrad EM3000 
multibeam bathymetry system in water depths to 50 metres, 
collected at a survey speed of 20 m/s (11 knots) and wave 
condition of less than 2 metres. The highest resolution is 
obtained from near-nadir portion of the swath. Data from the 
outer portions of the swath insonify a larger area on the 
seafloor, are more sensitive to the vessel motion and 
consequently provide less resolution. Such calibrations are very 
important for proper interpretation of seabed geology and 
features. 

B. Multibeam backscatter 
The mosaic of backscatter data produced from the 

multibeam system (Fig. 5) enables interpretation of the 
distribution of different types of sediments and large-scale 
bedforms within the area. The muds and sands (characterized 
by the lighter colours) can be seen adjacent to the coarser 
gravels and bedrock (characterized by the darker colours). The 
resolution of the mosaic produced from multibeam backscatter 
data has comparable resolution to the mosaic of sidescan sonar 
data. 
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Fig. 5. Backscatter intensity generated from Simrad EM3000 
multibeam bathymetry data. 
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C. Sidescan sonar 
The sidescan sonar mosaic data provided a comparable 

display to the multibeam backscatter data. Sediment type and 
distribution are quite evident on both data sets. The presence of 
the bedrock, regional moraines and ribbed moraines is less 
distinct, but nonetheless visible. Very little evidence is seen for 
the presence of small scale bedforms or boulders. A major 
advantage of the sidescan sonar data is the much higher 
resolution (0.15 metres) available in the raw sidescan 
sonograms affording a clear image of small boulders and 
bedrock outcrop. This is evident in a section of data showing 



the relict coastal sand body, regional moraine and portions of 
ribbed moraines are shown in Fig. 7. Boulder cover on the 
regional and ribbed moraines is continuous, whereas boulders 
are absent on the sand body. 

Fig. 6. Sidescan sonar mosaic. 
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Fig. 7. Section of sidescan sonar data showing the resolution 

available in the raw data. 

D. Sub-bottom Profiler 
High-resolution, sub-bottom profiler data were used to map 

the thickness and structure of materials below the seafloor, and 
provide information on the genesis of the sediments. Huntec 
DTS sub-bottom profiler data, displayed in Fig. 8, shows a 
boulder-covered glacial moraine cropping out at the seafloor. 
Sand sized sediment, which we speculate was winnowed from 
this and other glacial features in the area during a time of lower 

sea level, has been reworked into a broad liner, stratified sand 
body, shown in all figures and to the left in Fig. 8. 

Relict Coastal 
Sand Body 

Regional 
Moraine 
4»KÄv&. 

--f. ■ 

Fig. 8. High-resolution sub-bottom profiler data showing a 
glacial moraine and relict barrier beach. The location of the 
profile is indicated in Fig. 2. 

V. CONCLUSIONS 

Multibeam bathymetry has become an essential component 
of multiparameter marine geophysical surveys. Images 
generated from multibeam bathymetric data allow optimal 
design of subsequent surveys with sidescan sonar, seismic 
systems and sampling programs. Subtle aspects of 
sedimentation and erosion can be enhanced by digital 
processing of the data. Multibeam bathymetry is particularly 
useful for providing high-resolution images of seafloor 
morphology at a level of detail and speed previously 
unattainable. Interpretation of fine-scale geology and 
identification of small (<2 m) targets requires use of more 
traditional techniques such as sidescan-sonar surveys and 
photography. Multibeam bathymetry provides the framework 
for defining environmental conditions of a dynamic geological 
setting and is the recommended first approach in marine 
geological studies. 
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Acoustic Observations of a Fluid Mud Layer Transporting Sediment 
on the Northern California Shelf. 
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Abstract 

During the past few years, STRATAFORM field 
efforts off Eureka, CA have involved numerous 
investigators studying the source, deposition and 
movement of sediment brought to the sea by the Eel 
River. During the winter of 1997-98, WHOI 
investigators deployed tripods and moorings across 
the shelf to observe the sediment movement. The 
60-m tripod had an acoustic backscattering sensor 
(ABS) that profiled the bottom meter of the water 
column at 1-cm intervals. In late January 1998 a 
series of high river discharge events coupled with 
high waves produced a series of ~30 g/l suspended 
sediment layers, -20 cm thick that propagated past 
the tripod. The optical backscattering sensor at 0.5 
m saw only a maximum of 3-g/l peak and so missed 
these thin "fluid mud" layers. Such fluid mud layers 
can be a major source of sediment transport, and 
are often not well resolved by traditional optical 
techniques, but are observed with remote acoustic 
profiling techniques. 

I. Introduction 

The continental shelf off the Eel River in Northern 
California is a highly energetic environment with 
large winter storm waves and a large supply of 
sediment carried to the sea during runoff events. 
This system has been studied extensively during the 
past few years as part of the ONR sponsored 
STRATAFORM (Strata Formation on Continental 
Margins) program. 

Initial coring surveys of the region revealed that 
the flood deposits were located seaward of the 50-m 
isobath (Wheatcroft el al., 1997), while the river 
plume, as observed by later helicopter-based 
hydrographic surveys, was generally located within 
the 40-m isobath (Geyer, personal communication). 
Therefore, the direct deposition of sediments by the 
plume is not the process occurring here, and 
additional observations were required to study the 
processes transporting the sediment across the 
shelf. The transport processes which can redistribute 
the sediments range from resuspension of sediment 

by waves and/or strong currents and the subsequent 
transport by the mean currents and/or density driven flows of 
high sediment concentration fluids. The observation of this 
latter process requires continuous profiling technology since 
the flow is confined to a thin layer at the bottom. To do this 
during the winter of 1997-98, WHOI investigators deployed a 
cross-shelf array of sensors designed to observe the cross- 
shelf sediment transport. This array consisted of three 
instrumented surface moorings with sensors located along 
the mooring cable in the water column and three 
instrumented bottom boundary layer tripods. 

II. Observational Techniques 

A. Instrumentation 

The cross-shelf array of tripods and moorings was 
deployed from November, 1997 to March, 1998 along the 
STRATAFORM K-line, approximately 12 km north of the Eel 
River mouth. The tripods and surface mooring were paired 
together and located on the 20, 40 and 60-m isobaths. The 
bottom-mounted tripod at 20-m contained a 300 kHz RD 
instruments Workhorse Acoustic Doppler Current Profiler. 
The 40 m tripod contained a large number of acoustical and 
optical sensors; but was tipped over, broken apart (perhaps 
by fishing activities), and partially buried. Most of the 
instrumentation could not be recovered. 

The tripod at 60 m contained a 2-frequency (2.5 and 5.0 
MHz) downward looking, Acoustic Backscattering Sensor 
(ABS) which recorded profiles of backscattered acoustic 
intensity with 128 m range bins with 1 cm vertical resolution. 
A vertical array of Marsh-McBirney ElectroMagnetic Current 
Meters (EMCM) on this tripod were located at 0.5, 1.1 and 
2.1 meters above bottom (mab) to measure the bottom 
boundary layer velocity profiles. A Downing and Associates 
Optical Backscattering Sensor (OBS) was located next to 
each EMCM sensor the same depth. These instruments 
burst sampled at 2 Hz for 8 minutes each hour. This 
sampling allowed us to adequately sample the variability on 
the time scales of the surface waves as well as the lower 
frequency variability, and yet stay within the constraints of 
the instruments' battery and data storage capacity. 
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B. Calibrations III. Sediment Profile Observations 

Because the ABS and OBS sensors used do not 
directly measure particle concentration in grams per 
liter, calibrations were done with sediments from 
grab samples taken at the 60-m site. The samples 
were mostly fine grain mud (size < 63 urn), but also 
contained very little fine sand (>63 urn). The 
maximum concentrations possible during the 
calibration were limited to several grams per liter 
because a limited supply of sediment was available 
and the tank size. 

Both optical and acoustic sensors are sensitive to 
particle size. Optical sensors scatter light 
geometrically, so that the backscattered signal is 
proportional to the cross sectional area of the 
particles. Thus, the OBS sensors have a radius"1 

relationship of sediment concentration to 
backscattered intensity and are therefore more 
sensitive to the finer particles. 

Acoustic sensors in the MHz frequency range 
operate in the Rayleigh scattering regime for the fine 
particle sizes seen here. Thus, the ABS sensors 
have a radius3 size per unit concentration 
dependence for particles that are smaller than the 
inverse acoustic wavennumber) As particle size 
increases, the scattering intensity increases until the 
wavenumber times particle size is of the order one, 
after which the acoustic also scatters geometrically, 
so the acoustic sensors are most sensitive to the 
larger, sand particles (e.g. -150 to 300 p.m.) This 
size dependence can allow rough particle size 
determinations to be made in situ (for example, see 
Shang and Hay, 1988, Thome, et al., 1993, and 
Lynch, et al., 1994). Interpretation of the 
observations in terms of grams of sediment from 
optical and acoustic sensors is therefore more 
difficult, and the multi-frequency approach can be 
used to better predict the concentrations. 

Sediment aggregates can also affect both the 
calibrations and observations. Smaller particles can 
form larger aggregates that optically appear like 
large particles, and would thus cause overprediciton 
of the sediment concentrations. During periods of 
high stress in the bottom boundary layer, these 
aggregates can be broken into their smaller 
components. To simulate this during the sensor 
calibrations, the tank was vigorously stirred before 
making the measurements. Also, high frequency 
acoustic backscattering sensors, while sensitive to 
disaggregated particle size, are not sensitive to the 
larger aggregates (Schaafsma, personal 
communication). Therefore, although not as 
sensitive to fine particles, the acoustic sensors 
should give a better measurement of concentrations 
which are not falsely augmented by the aggregation 
of particles as are optical sensors. 

The Eel River did not have the large flood events during 
the winter of 1997-98 that it did in 1994-95 and 1996-97. 
However several flood events had discharges in excess of 
3,000 m /s and carried significant sediment into the shelf 
region. The major storm events occurred from January 12 to 
February 11, 1998. During this time, the downward looking 
ABS on the 60-m depth tripod recorded time series 
variations of the vertical profiles of sediment concentration. 
The hourly averaged bursts from the last three weeks of 
January 1998 (Fig. 1) show the high temporal variability of 
the suspended sediment concentrations. 

Two kinds of signatures are seen in the record. First and 
most evident are the vertical banding, where sediment is 
mixed upward from the bottom or advected through the 
region with high sediment concentrations that extend above 
the height observed by the ABS profile records. These 
suspended sediment events are observed with both the ABS 
and OBS sensors on the tripod. The unique feature of the 
ABS observations and the second type of signature seen, is 
the thin (10-20 cm thick) high concentration (>10 g/l) layer 
seen during periods of high wave velocity during January 14 
through 21. These concentrations are well above the 
commonly accepted 10 g/l lower limit for the definition of fluid 
mud, and are the most outstanding new quantitative 
observation of sediment transport seen during the 
deployment. 

The high concentration layer often shows a sharp 
interface between the fluid mud and the water above. The 
concentrations in the water are typically an order of 
magnitude less than in the fluid mud layer. This sharp 
density gradient (lutocline) is a characteristic feature of fluid 
mud suspensions and well resolved by the ABS. 

Also, the acoustic reflection from the bottom provided a 
record of the bottom elevation changes during the storm 
events. The elevation changes show a small depositional 
event on January 13, a larger depositional event on January 
20 and an erosional event during January 24 and 25. All of 
the depositional events are observed to occur only when the 
fluid mud signature is seen. 

The 8-minute, 2 Hz sampled bursts also resolve the 
wave-forced dynamics of the fluid mud layers (Fig. 2). The 
thickness of the fluid mud layer is seen to be modulated up 
and down, with an interfacial wave, with period that is usually 
equal to the surface wave velocity forcing. There appears 
very little mixing at the interface in this time, and is typical of 
the fluid mud layer when there are not high, low-frequency 
currents. Each hourly burst, such as seen in Fig. 2, help 
resolve the dynamic processes creating and affecting the 
fluid mud layer. 

The two OBS records (Fig. 1) show decreasing 
suspended sediment concentrations with height above 
bottom. The sensor located 0.5 mab (before the 
depositional events) recorded peaks in suspended sediment 
concentration of -3 g/l. These peaks in concentration at 0.5 

1135 



SBditaantGoneenifiaaiontoft) 
 I  

0.1 10 100 300 
Suspended Laadr -FkädMudr 

ßtmüoamry 
Bottom 

gtraraform KBOABSTi 

-i 1 r 

Jan IB Jon 20 Jan 2S 

M Sia Wave Velocity and River Disshrcp 

Jan 30 

- sooo 

Jan 10 Jan IS Jan 20 Jan2S Jan 30      •£ 

Fig. 1. Acoustic Backscattering Profiles. The main central panel shows the time series of acoustic backscattered intensity 
from January 10 to 30, 1998. The sediment concentrations are indicated on the color scale at the top. The bottom panel 
shows the significant wave velocity and river discharge for the same period. During January 14 to 20 a thin (10 to 20 cm 
think), high concentration (30 g/l), fluid mud layer (yellow) is observed. The bottom return (bright red) shows the elevation 
changes associated with depositional and erosional events. Also, superimposed on the ABS profiles, are the times series 
of OBS observations with peak concentrations of 3 g/l at 0.5 mab and 1 g/l at 1.1 mab. 

is typical of that used in bottom boundary layer sediment 
mab are also seen in the ABS records with similar 
concentration levels. The height of the OBS sensors 
transport studies, and is obviously too high to observe the 
fluid mud layer. The few OBS point measurements are 
unable to resolve the variability in waves on the fluid mud 
layer shown in Fig. 2 and illustrates the power of acoustic 
profiling and weakness of optical point measurements. 

The exact sediment concentration within the fluid mud 
layer is difficult to estimate since the acoustic energy is 
attenuated as it propagates through the layer. During 
periods of maximum concentration, the attenuation is strong 
enough that the acoustic return from the seafloor 
disappears. This results in reduced backscattered 
intensities and underestimates the sediment concentration 
within the fluid mud layer. The results shown in Fig. 1 do not 
correct for this attenuation. However, the maximum 

Fig. 2. High frequency ABS burst profiles of the fluid concentration estimates of greater than 30 g/l at the top of 
mud layer interface.     The EMCM current meter the fluid mud layer are not strongly affected by attenuation 
observations  are  superimposed  to  illustrate  the and should be good estimates. Any error due to attenuation 
coherence of the wave forcing and fluid mud waves. 
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of the acoustic signal will cause the fluid  mud 
concentration to be underestimated. 

III. Conclusions 

Observations made with ABS instrumentation 
show the existence of a high concentration fluid mud 
layer at the bottom which is observed at times of 
high wave activity and may play an important role in 
the formation of mid-shelf mud deposits. Previous 
observations relied mostly on optical backscattering 
sensors and transmissometers as a means of 
measuring    sediment    concentration. These 
instruments make a point measurement at one 
depth, and thus are not well-suited for observing the 
vertical structure associated with thin fluid mud 
layers. However, the ABS profiler resolved profiles 
of sediment in the bottom meter of the boundary 
layer and was able to observe the detailed 
concentration structure and temporal variability of 
these thin fluid mud layers. Preliminary estimates 
show that they were responsible for the majority of 
the sediment transport during the winter of 1997-98. 
A detailed discussion of the sediment transport due 
to these fluid mud transport events is given in 
Traykovski, et al., 1999. For studying processes 
related to strata formation, the fluid mud flow events 
are far more important than suspended transport 
since all of the observed depositional events in the 
winter of 1997-98 were associated with the fluid mud 
flow events. 
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ABSTRACT 

Two major precision acoustic marine surveys have been 
carried out over the last four years with the USEPA at two 
contaminated sites. Each site had available extensive 
geotechnical and chemical core data to allow the 
establishment of initial statistical relationships between the 
acoustic data and the core information. Using historical data 
for expected acoustic response of clean and gas free 
sediments, it was found that deviations in the acoustic 
parameters of bottom loss, velocity, and absorption occurred 
in the contaminated sediments when compared to the expected 
clean sediment response. Initial results indicated that the 
deviations in acoustic properties from normal sediments were 
found to be related to gross gas and contaminate content of 
these sediments. The initial statistical models relating the 
acoustic properties to the core data are presented with 
illustrations of the use of this technique for contaminated 
sediment distribution mapping. It is critical to note that these 
relationships appear to be site specific and the success of the 
program resulted from the proper mix of core and micro- 
spaced acoustic survey lines. 

INTRODUCTION 

Analysis of shallow subbottom acoustic data has taken two 
historical paths, optimized graphical displays for visual 
interpretation with local core data, and signal processing 
analytical procedures to relate the acoustic parameters to the 
actual physical parameters in the bottom and subbottom 
layers. The success of the analytical procedures is based on 
the extensive work of many researchers. 

The original theoretical and experimental work of Officer 
(1958) and Biot (1956) led Breslau (1965) to present one of 
the first acoustic classification results for mapping the water 
bottom interface. This paper confirmed relationships between 
the physical properties of the sediment and the acoustic 
reflection coefficient.   These concepts were expanded into a 

large national program, with the first statistical data base of 
relationships between acoustic variables and the physical 
properties of the sediments reported by Hamilton (1970). 
Continued data gathering and modeling of interrelationships of 
acoustic parameters with the physical properties of the 
sediments, Sheriff (1975) and Robinson and Treitel (1980), 
led to an initial acoustic engineering model for mapping 
shallow marine sediments, Caulfield and Yim (1983). This 
early 1983 engineering model indicated that for general 
marine dredging needs, a statistical model relating acoustic 
variables to bottom physical properties might be adequate. 
This work was integrated into the 8 year U.S. Army Corps of 
Engineer Dredging Research Program. The database acquired 
through the surveying and sampling of dozens of harbors 
confirmed this hypothesis, McGee, Ballard, and Caulfield 
(1996), and led to procedures for classifying standard (gas and 
contaminate free) marine sediments with acoustic variables. 
This work also showed the importance of obtaining fully 
calibrated acoustic data. Procedures and software were 
developed to insure the absolute repeatability of the acoustic 
data 

ACOUSTIC PROPERTIES OF STANDARD MARINE 
SEDIMENTS 

Standard marine sediments are defined for the purposes of 
this work as sediments that are gas and contaminant free. 
Table 1 is a mean average of typical subbottom physical 
properties for these 'standard sediments' and their associated 
observed acoustic parameters. Local core data provides 
updates on the region's specific gravity (bulk density). For 
these sediments it is assumed that they are fully saturated 
sediments and that a linear relationship between density and 
porosity exists. 

Table   I  -  Clean   Material   Vs.   Density   (gm/cmA3), 
Reflection Coefficient, and Bottom Loss (db). 

Material Type 

Coarse Sand 
Medium Sand 

Bulk      Reflection 
Density 

Fine Sand 
Silty Sand 
Sandy Silt 
Silty Clay 
Clay 

Coef. R 
2.05 
2.01 
1.98 
1.83 

1.6 
1.4 

1.26 

Bottom 
Loss(db) 

0.41 
0.385 
0.375 

0.32 
0.214 
0.159 

0.09 

7.8 
8.3 
8.5 
9.9 

13.5 
16.1 
20.6 

Typical water-bottom interface reflection coefficients (R ) 
for these clean sediments are provided. The reflection 
coefficient is the ratio of the incident wave amplitude divided 
by the reflection amplitude. The term bottom loss (BL) can be 
defined as: 

BL = 20*log10(R) 0) 

The bottom loss is a negative number but for the purposes of 
this report will be shown as positive numbers for the 
convenience of analytical processing.     If the  acquisition 

1138 



system is folly calibrated the absolute bottom loss (BL) for the 
site can be computed. Table I also provides the bottom loss 
for the clean sediments. 

The large database available for standard marine sediments 
indicates that the summary data in Table I is a good 
approximation for relating the acoustic parameters to the 
physical properties for clean gas free sediments. It will be 
shown in the next sections that the deviations of these acoustic 
parameters for sediments containing gas and contaminates is 
so large, that though desirable, a closer model is not necessary 
when considering using the resultant data for contaminant 
mapping. 

ACQUISITION METHODS AND CALIBRATION 
MODELING 

An earlier paper (Caulfield, Filkins 1999) details the 
acoustic data acquisition procedures and calibration details. 
The sound sources used are pingers, chirp, or boomers in order 
to provide data coverage over a wide frequency range of 400 
Hz to 12 Khz. Various receiver types are available and are 
selected to optimize the beam pattern and to match the sound 
source utilized. The data from the receiving arrays is 
amplified using calibrated amplifiers and digitized for future 
processing. Field color-coded displays insure digitizing levels 
are correct. An important addition to the acquisition procedure 
is the use of a calibration hydrophone of known bandwidth 
and sensitivity. This calibration phone allows absolute 
calibration of the source level and the receiver sensitivities 
allowing absolute computation of the bottom reflection 
coefficients. In addition, the calibration hydrophone allows 
recording of the source wavelet, which enables the 
computation of the reflection sign (phase) and allows the 
implementation of spiking filters (chirp procedures) to 
optimize resolution. 

Because of the importance of the calibration procedure, 
Fig. 1 is provided to illustrate the ray paths for the first bottom 
reflection and for the calibration hydrophone. The symbols on 
each ray path indicate various terms associated with each ray 
path of a sonar model that can be constructed for calibration of 
the system elements and the absolute computation of the 
bottom reflection (Bottom Loss (BL)). Each term will be 
described in the following discussion. 

"SwitcK— Ampl. S^ 

Transmitter 

I ;-'--<^^'^y-^'t^'^r^i 

Fig. 1. Calibration and bottom loss (BL) ray path diagram. 

The general sonar equation, with each term expressed in 
decibels (db), for Bottom Loss is: 

BL=SL-SR -Nw-Nhyd+NA + DI (1) 

where 
BL = Bottom Loss (db) 
SL - Source Level (db) 
SR = Signal output from the calibrated receiver (db) 
Nw=20* log (Range, meters) (db), transmission loss 

due to spherical spreading along the path of sound 
propagation. 

Nhyd = receiving hydrophone sensitivity (db) 
NA = calibrated receiving amplifier gain (db) 
DI = directivity index (db) 

This equation can be solved for each of the ray paths shown in 
Fig. 1 by the insertion of the proper ray paths and terms. For 
example, the calibration of the sound source is performed by 
noting that the Bottom Loss term is zero, and the transmission 
loss term would be Nwdir. The calibration hydrophone therefore 
enables continuous spot-checking of the complete system 
during the course of the survey allowing the generation and 
verification of quality control objectives. The importance of 
this calibration is that a folly calibrated system allows 
confirmation of anomalies detected during the course of the 
survey. It will be shown that these anomalies allowed the 
mapping of the contaminated sediments. Software programs 
are available to allow automated computation of these 
calibration parameters both in the field and during data 
processing. 
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ANOMALY DETERMINATION 

The determination of the acoustic anomalies from standard 
sediments for each site were obtained by anchoring the survey 
vessel over each of the previously obtained core sites (or 
where a new core was to be taken). Then detailed physical and 
chemical core analysis was carried out. Based on the core 
physical properties an expected Bottom Loss for the site was 
predicted based on clean sediments. Then the acoustic data 
was taken with all of the sound sources being utilized for the 
survey with repeated calibration steps. Data processing 
generated absolute values for the Bottom Loss, the gross 
absorption, and the reflection sign (phase) from the bottom- 
water interface. 

For rapid contaminate distribution mapping the Bottom 
Loss measurements over contaminated core sites were found 
to deviate as a gross function of the total contamination in the 
sediment. Fig. 2 is a plot of the deviation in observed Bottom 
Loss from expected values versus a Pollution Factor. 

no sign reversal and a one hundred (100) percent Negative 
Percentage represents complete sign reversal. 

Fig. 2. Pollution Factor Versus Differential BL (Observed 
BL - Clean BL). 

The Pollution Factor was determined by assigning the 
highest chemical content cores a value of 10, and then 
proportionally assigning smaller factors in a linear manner 
based on the proportion of contaminated material in each core 
relative to the most contaminated core. A Pollution Factor of 
zero was given to the clean sediments. For the initial site, the 
cores with the highest chemical contaminant content also had 
the highest gas content. Reference to standard engineering 
manuals such as Baumeister, Avallone, and Baumeister III 
(1957) shows that mercury, petroleum products, etc. all have 
different bulk moduli and sound velocities which will effect 
the observed bottom loss. This reference also shows that 
dissolved chemicals in water also affect the sound velocity of 
the water. 

In sediments with high gas content the reflected signal is 
phase reversed. Figure 5 illustrates the averaged reflection 
sign reversal (Negative Percentage) versus deviation in 
Bottom Loss. A zero (0) percent Plus Percentage would mean 
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Fig. 3. Percentage Negative Reflection Sign Vs. 
Differential BL. 

The wide scatter resulted from the use of wide beam 
pattern sound sources and the high spatial variance of the 
distribution of the sediments. The reflection sign is derived by 
computing the cross-correlation of the source wavelet with the 
bottom reflection and then recording the sign of the peak 
correlation. All contaminated sediments exhibited a high 
variance in Bottom Loss and this reflection sign measurement. 
This high variance was used as a possible indicator of 
contaminated sediments. 

The gross absorption was not analyzed in detail at the 
initial site, as the above two parameters were sufficient to map 
the sediments for this project. However, the contaminated 
sediments did have a relatively high absorption compared to 
the non-contaminated sediments. 

73.040. 

CD 

O 

72.850 

EASTING g 

Fig. 4. Site 1 bottom surface sediment distribution map. 
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SITE 1 RESULTS 

For site 1 the analysis proceeded by identifying the vertical 
layer distribution and constructing the standard layer cross- 
sections from the seismic records and through automated 
processing algorithms. Each seismic data set was then 
analyzed for Bottom Loss and Negative Percentage (reflection 
sign) to determine if that data set was contaminated or not. An 
annotated survey line cross-section was then generated with 
the contaminate layers indicated. A summary spatial 
distribution surface material map was then generated for each 
test area as shown in Fig. 4. Fig. 5 provides soil description 
symbol codes for the data in Fig.4. 

LEGEND 

NORMAL 
SEDIMENT 

BASIC SOIL DESCRIPTION 

FOAM/fLUFF 

ClAY/SILTY CLAY 

CLAY ON SILf/SILTY SAND m 
SILT 

SILTY SAND TO SANOY SILT 

SAND 

HARD/COMPACT 

SILTY SAND ON SILTY SAND 

SURFACE ROCK 

SAND ON SILTY SAND 

POLLUTED 
SEDIMENT 

^ £iü 

Fig. 5.Display codes for material type and condition. 

Note the very high spatial variation in contaminate 
distribution shown in Fig.4. The combination of this sediment 
distribution data and the layer thickness maps allowed 
generation of estimated dredging volumes for the sites. 

SITE 2 ANALYSES 

The same acquisition, calibration, and analysis procedures 
discussed above were applied to the Site 2 data. Similar 
contaminate distribution maps and contaminated sediment 
volumes were generated. An added program during field 
activities was immediate core geotechnical analysis to 
determine if the gas content affected the results. The bulk 
densities were a fractional portion less than for a core 
analyzed at a latter time. The gas had escaped in this delayed 
processed core. 

Because of the availability of both the calibrated acoustic 
data and the field calibrated core geotechnical and chemical 
data general statistical analysis between these measurements 
were carried out. To make these analyses a summary number 
had to be assigned to the chemical pollution and the organic 
content. The present USEPA procedure of establishing a 
percentage of a particular core section chemical (organic, 
metal, etc.) observation to the maximum observation at the 
entire survey site for that chemical was adopted.        This 

procedure is not a standard as the publication of this paper, but 
is presently the established recommendation. Therefore, all of 
the following discussion must be considered as site specific 
only. 

The first comparison was to examine the relationship 
between the differential (Delta) Bottom Loss and the density. 
It is generally accepted that low-density sediments (clays) tend 
to retain contaminates and organics. Fig. 6 illustrates the 
observed relationships between Bottom Loss and density. 
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Fig. 6. Differential BL Vs. Bulk Density. 

The Bottom Loss anomalies are greater in the softer 
materials; indicating that contaminates, organics, and gas are 
retained in these materials. Note that in the higher density 
materials there is no observed deviation indicating that the 
sands are clean. 

It was assumed that the gas in the sediments is generated 
by the total organic content and the chemical PAH's and 
PCB's (PAHPCB). Various analyses were carried out 
examining the relationship of the differential Bottom Loss to 
these physical items. The highest correlation between 
variables occurred when the Bottom loss deviation was 
proportioned between the TOC and the PAH-PCB's. Fig. 7 is 
a comparison of the corrected Percentage (%) TOC and the 
Differential Bottom Loss. 
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Fig. 7. Percentage TOC Vs. Portion of Diff. BL for TOC. 
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The highest correlation (0.9485) was obtained with the 
data pairing shown in Fig. 7, the corrected differential Bottom 
Loss versus the percentage TOC. The corrected differential 
Bottom Loss being the total differential Bottom Loss corrected 
for the ratio of TOC% over the TOC's and PAHJPCB's for 
the site. 

Fig. 8 is a plot of the residue differential Bottom Loss 
versus the Percentage of PAHPCB's. 
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Fig. 8. Percentage PAH & PCB Versus Diff. Bottom Loss 
less Total Organic Content Corrected Bottom Loss. 

The correlation coefficient for the data in Fig. 8 was 
0.8623. 

Since the Bottom Loss deviation is related to core data 
TOC at this site, the other acoustic variables were also tested. 
The absorption (db/meter) had relationship with a correlation 
coefficient of 0.884. Fig. 9 shows the statistical relationship 
between observed absorption between 600 Hz and 1500 Hz 
versus TOC. 
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The above set of analysis was site specific. However, the 
effort proved worthwhile, as it enables the identification of 
two major clay layers that had the same densities, but different 
levels of contamination. 

CONCLUSIONS 

The ability to use acoustic deviation analysis for the 
mapping of contaminants resulted from the use of fully 
calibrated survey equipment and procedures. This set of fully 
calibrated data allowed the determination of site-specific 
parameters for classification of the acoustic parameters of the 
contaminated sediments at each core site. These parameters 
could then be used to allow the detailed mapping of the entire 
site. The general acoustic relationships versus the physical 
and chemical properties of the sediments developed here are 
site specific. Each new site requires selected coring and 
physical and chemical analysis to allow determination of 
parameters and procedures to be used at that site. 
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DETERMINATION OF SOUND VELOCITY PROFILE ERRORS 
USING MULTIBEAM DATA 

William J. Capell, Sr. 
L-3 Communications SeaBeam Instruments 

141 Washington Street 
East Walpole, MA 02032 USA 

Abstract 
A sounding on the vertical beam will be in error by 

precisely the proportional error in the mean sound veloc- 
ity of the water column. However, a beam launched at 
±45° will not have such an error. The time required for 
this beam to reach a specific depth has very low sensi- 
tivity to sound velocity profile (SVP) errors. Although 
such errors do induce a small perturbation of the athwart 
ship location of such a sounding point, the computed 
depth will be correct for that sounding point. This results 
in survey tracks at approximately ±45° with correct depth 
data to serve as reference data for the nearly vertical 
beams of crossing swaths. These crossing swaths may 
come from checklines used in most hydrographic sur- 
veys. 

The sounding data of multibeam echo sounder 
(MBES) systems are a result of processing information 
from many sources. These include ship's heading and 
navigation data, vertical reference data and sound veloc- 
ity data in addition to the basic MBES itself. Data from 
each of these sources is subject to individualized errors 
contributing to the overall data quality - or the lack 
thereof. To limit these errors, system planners often 
have established error budgets for various components 
of the system. 

With the advent of new technologies, the last remain- 
ing obstacles to absolute depth precision may soon be 
SVP errors and roll bias. (Roll bias as used herein 
means that uncompensated portion of the difference 
between the receive array and the vertical reference 
unit.) This paper describes a post processing solution 
that can significantly reduce errors related to both SVP 
and roll bias. This process is specific for swaths that 
include beams at ±45° and is suitable for all such multi- 
beam data derived from a Mills Cross type of MBES. 

I. General 
In reviewing the error sources for multibeam bathy- 

metry data, two dominant error sources stand out which 
are not correctable by better sonar detection processes. 
These are the SVP errors including any error in the sur- 
face sound velocity (SSV) and the roll bias error. 

The SVP is subject to significant errors caused by 
rapid changes in temperature or salinity over short peri- 
ods of time. These changes are especially troublesome 
in littoral waters. They may come as the result of rapid 
heating and cooling of the water column over the day, 
outflows from estuaries, or by significant distances trav- 
eled along survey lines. Temperature and aging effects 
may induce offsets into the roll data of a vertical refer- 
ence unit (a roll bias). 

Fig. 1 (a) shows an acoustic wavefront as it passes 
over 2 sensors of a hydrophone array, a is the instanta- 
neous angle of the receive array to the earth's horizontal, 
X0 is the wavelength at the receive array and Xa is means 
wavelength in the water column. Fig. 1 (b) shows the 
water path taken as the wavefront approaches, and 
passes through, the surface sound velocity layer. If an 
error exists in the sound velocity data, there will be an 
error related to the proportional sound velocity error and 
the beam angle. Equation 1 gives the proportional depth 
error versus beam angle for given errors in the SSV (C0) 
and the mean water column velocity (Ca) for the condi- 
tions of Fig. 1. Since innumerable combinations of SVP 
exist, it is necessary here to represent the velocity within 
the water column with its mean value. 

Acoustic Wavefront Acoustic Sensor 

Receive Array .^ / 

O — 

(a) Acoustic Wavefront Intercepting the Hydrophone Array 

I Hydrophone Array 

Water Column 
Ca,X a 

(b) Acoustic Ray Bending Due to Change in Sound Velocity 

Fig. 1. Schematic of Acoustic Signals 

Equation 1 shows that the proportional depth error is 
related to the mean sound velocity (Ca), the error in the 
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mean sound velocity (dCa), the surface sound velocity 
(C0), and the error in the surface sound velocity {dC0). 
Angles 8a, 60 and a are defined in Fig. 1 (b). 

dZ = (l-tan(0a)
2} dCa 

+ \1 
tan(e0-a)Y 2tdC^ 

tan(0o)    ' 

(1) 

Equation 1 also shows that certain beams can pro- 
vide correct depths regardless of unknown errors in the 
SVP as long as the SSV is correctly known (dCa = 0) or 
the hydrophone array is horizontal to the earth's surface 
(a = 0). Also shown here is that the beams which pro- 
vide the correct depth are at angles of approximately 
±45°. The first term defines the depth error resulting 
from SVP while the second term defines the depth error 
resulting specifically from erroneous SSV data. When 
the error of the second term is minimized as outlined 
above, equation 1 can be reduced to 

f 4l-tan(0a)
2)*^. (2) 

Comparison of the soundings of the data from these 
±45° beams of crossing survey lines with data from the 
vertical beams of the tracks which they cross provides 
sufficient information to compute the proportional SVP 
error of each of the crossing tracks. Additionally, com- 
parison of the soundings of the data from these ±45° 
beams crossing the ±45° beams of other survey lines 
provides sufficient information to compute roll biases and 
differential changes in tide (including draft) between the 
crossing tracks. 

The data from the survey lines can be modified using 
the newly computed roll bias data and SVP to provide 
better merged bathymetry data sets nearly devoid of roll 
bias and SVP errors. 

Fig. 2 is a plot of equation 2. It shows that dZ goes 
through zero when as 0a goes through 45°. That means 
that the beam at 45° has minimal error regardless of 
nominal errors in the SVP.   This provides a means of 
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Fig. 2. Depth Error versus Angle 

establishing some 'ground truth' for depths within the 
survey area even when there are errors in the SVP. It is 
further seen that the proportional depth error on the ver- 
tical is equal to the proportional error in the SVP, but at 
60° the depth error is twice as large. 

A zero depth error for the beam at 45° does not mean 
that the athwart ship sounding point for this beam is un- 
affected. In fact, the sounding point is displaced by an 
amount proportional to twice the relative error in the SVP 
as given in equation 3. For example, with a 0.3% error in 
SVP at a depth of 1000 meters, the sounding point at 45° 
would be displaced by 0.6%, or 6 meters, from its ex- 
pected distance of 1000 meters. This amounts to an 
angular offset of 0.17° (0.3% of a radian) which is small 
compared to typical beam spacings. Therefore, the sur- 
vey lines within ±45° are very well known - even for an 
SVP error of 0.3%. 

^ = 2*^L (3) 

II. The Survey Process 
It is routine practice to run roll bias tests over rela- 

tively flat terrain on occasion and make adjustments as 
required. However, this process is time consuming and 
expensive. It would be useful to monitor the roll bias 
during normal survey operations so that small adjust- 
ments can be made for drift during the survey process. 

In addition to the normal survey lines which usually 
provide at least 100% coverage (the 'primary survey') 
with some degree of overlap, survey checklines (with 
total coverage of perhaps 10% of the area) run at nearly 
right angles to the primary survey lines provide a verifi- 
cation of the total data gathering process. Rather than 
running the checklines at the end of the primary survey, 
these tracks may have been run as a 'pre-survey' to 
gather planning data for the region. 

Fig. 3 is an example depicting four crossing areas of 
the primary survey lines and the checklines. These four 
crossing areas will be used to compute roll bias, tidal 
differences and SVP error. Typically, the actual tidal 
differences in littoral waters are statistically larger than 

Port 45" Beam 

fc 

Primary Survay Lines^ 

Port 45* Beam 

Vertical Beam 

Stbd 45' Beam 

\ 
\Sur\ Survey Checklinos 

Fig. 3. Two Survey Lines showing Tracks of 
the Vertical and the ±45° Beams 
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the depth errors due to roll biases. In deep ocean areas, 
tidal differences can be ignored. After determining the 
roll biases, tidal differences and SVP errors for these 
areas, the results can be extrapolated over time and 
location throughout the survey area to provide a filtered 
correction. Thus a nearly continuous correction of these 
errors is available. 

Since there is no depth error associated with the ±45° 
beams and little athwart ship error, then the only depth 
bias associated with these beams is the roll bias in the 
VRU data and tidal differences in shoal waters. Roll bias 
is considered a long term effect and will be relatively 
constant for a period of at least several weeks. Tidal 
effects, of course, occur over a much shorter time frame. 

III. Computing Tidal Offset 
Fig. 4 is an expanded view Area A of Fig. 3. One 

might expect the data of TRACK 1 and TRACK 2 at In- 
tersection 1 to agree since they are both starboard 45° 
beams and there is no error related to the SVP. Simi- 
larly, one might expect the data of TRACK 1 and TRACK 
2 at Intersection 2 to agree since they are both port 45° 
beams and there is no error related to the SVP. How- 
ever, there may have been both roll bias changes and 
significant tidal shifts between these two tracks since 
there may have been a significant time delay between 
these two tracks. The data even may have been taken 
by two different multibeam systems. 

Port    Vertical    Stbd 
45° Beam Beam 45° Beam 

Area A 

(Intersections)^ 

TRACK 1 

(Primary Survey Linee)v 

£*-4=P 

€^} 

3ort 45° Beam 

Vertical Beam 

y tbd 45° Beam 

TRACK 2 
(Survey Checklines) 

Fig. 4. Expanded View of Area A Details 

The first thing to do for surveys in littoral waters is 
determine the tidal difference between the 2 tracks and 
remove it from the data. This is done by evaluating the 
measured depths at the intersections of the ±45° beams 
- Intersections 1,2,3 and 4. 

In the following equations for Intersections 1, 2, 3 and 
4, Zj is defined as the actual depth at the j,h intersection. 

Similarly, RBii} is the depth error related to roll bias for 

the ith track at the jth intersection and 7} is the tide offset 

between the two tracks. 

Roll bias is defined here as positive when its value 
causes the measured starboard depth to be greater and 
the measured port depth to be shallower than their actual 
values. 

ZmeaSjj = Zj ± RBiti + 7",       (use '+' for starboard 

beams and '-' for port beams) defines the measured 
depth for track / at intersection j. Since only the tidal 
difference, not absolute tides, for the intersecting tracks 
can be determined, the total tidal offset will be assigned 
to Track 2, i.e., 7, = 0 and T2=T. After determining the 
actual tidal difference, this value can be assigned to ei- 
ther track or in some reasonable proportion to each 
based on any other input available to the surveyor. 

Averaging the measured depths for Intersections 1 
and 2 for Track 1 gives 

Avg11&2 =0.5* fa + RB1i1 +Z2- RBl2). 

Averaging the measured depths for Intersections 1 
and 2 for Track 2 gives 

Avg21&2 =0.5* fa + RB21 +Z2- RB22)+ T. 

Subtracting these average depth for intersections 1 & 
2 for Track 1 from the average depth for intersections 1 
& 2 for Track 2 gives 

Avg21&2 - Avg11&2 = T + ... 

0.5 * {{RB21 - RB22)- {RBt1 - RB12)) (4) 

Equation 4 gives the value of the tidal difference for 
Area A plus a residual value which is a very small per- 
cent of the actual roll bias offsets. In shoal waters, this 
roll bias residual may be ignored for this equation and 
tidal offset can be defined as 

T*Avg21&2-Avg11&2. (5) 
The data of Tracks 1 and 2 can now be normalized by 

removing the tidal offset. The process is continued for all 
crossing areas of interest to remove tidal offsets. Again, 
the tidal correction cannot determine the absolute values 
of the tides, but it can define differential tide offsets in 
shoal data so that the remainder of the process can pro- 
ceed normally. 

IV. Computing Roll Bias 
After removing tidal offsets from the bathymetry data, 

roll bias can be determined next using the modified data 
set. In most deep water sites, tide can be neglected and 
roll bias computed without regard to tidal effects. The 
depth difference of the modified data at each intersection 
for the two tracks is (using '+' for starboard beams and '-' 
for port beams) 

AZ^fatRB^-falRB.j). (6) 

Looking now at equation 6 applied to the intersections 
where the ±45° beams cross each other and dividing by 
Z; for /' = 1 ... 4 gives the ratios 

AZ-, _ RBf,    RB21 (7) 
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AZ2 

Z2 

AZ3 

Z3 

AZA 

RB. '1.2 RB 2,2 

RBi o     RB J1,3 2,3 

z3 

RB1i4 RB '2,4 
) 

(8) 

(9) 

(10) 
z4      z4      z4 

For angles as small as typical roll biases, this gives 
roll bias values in radians because the values for cross 
track distances is the same as the depth for the ±45° 
beams.  For these ±45° beams, the angular roll bias (ß) 

is defined as ß, = 
Zj 

and equations 7-10 become 

AZ1 

Z1 

AZ2 

Z2 

AZ3 

Z3 

AZ4 

= ßi-ß2 

~ßi+ß2 

~ßi-ß2 

ßi+ß2 

(11) 

(12) 

(13) 

(14) 

Taking the difference of equations 11 and 13, and the 
difference of equations 14 and 12 gives 

AZ1    AZ3 _ AZ4    AZ 2 _ = 2*A (15) 
Z,       Z3       Z4       Z2 

Taking the sum of equations 11 and 13, and the sum 
of equations 12 and 14 gives 

AZ1     AZ3 _ AZ4     AZ2 = -2* ß2 (16) 

Equations 16 and 16 give two calculations of the roll 
bias angles for each track at each crossing. Since the 
roll bias does not change at a rapid rate, many additional 
calculations of these values may be made over the 
course of the survey at each crossing of the tracks and a 
reasonable average found. This separates roll bias from 
instantaneous roll errors. 

V. Computing SVP Errors 

After accounting for the latest roll bias correction, 
evaluate all of the track crossings to ensure that tidal 
offsets and roll biases in fact are not present in the newly 
modified data set. Then define the depths in this modi- 
fied bathymetry data for track /and intersection jas 

Zmodu =ZJ+Zj*{l- tan2(0u)Y ^ 

where Zmod,j is the measured depth at the jth intersec- 

tion for the i,h track; Zy- is the true depth at the jth inter- 

section; dZjj is the error in measured depth at the jth 

intersection for the ith track; 6, j is the beam angle 

sounding the jth intersection for the ith track; Ca, y- is the 

average sound velocity of the water column at the j,h 

intersection for the i,h track; and dCa,y- is the error in the 

average sound velocity of the water column at the jth 

intersection for the ith track. 
The modified depths for Intersections 5, 6, 7 and 8 for 

track 1 can be shown to be 
Zmod15 =ZS 

Zmod16 =Z6 

Zmod17 =Z7 

Zmod18 =Z8 

1 + - 
dCa 1,6 

Ca ifi J 

(17) 

(18) 

(19) 

Ca (20) oa7,8  J 
Similarly, the modified depths for track 1 at Intersec- 

1 + - 
dCa 1,8 

\ 

tions 5, 6, 7 and 8 can be shown to be 
( 

Zmod25 =Z5 

Z mod2 e = Z6 

Zmod27 =Z7
i 

Z mod2 8 = Z8 

1 + - 
dCa 2,5 

Ca '2,5  J 

1 + - 
dCa '2.7 

Ca '27  J 

(21) 

(22) 

(23) 

(24) 

Next, take the differences of the 2 tracks at each of 
these 4 sounding points such that 

cfCa 2,5 

Ca 2,5 

dCa 2,7 

Ca 2,7 

= Zmod25-Zmod15 

Zmod27-Zmod17 

dCau 

Ca16 

dCa18 

= Zmod16-Zmod26 

Ca, 
: Z mod18- Z mod18 

(25) 

(26) 

(27) 

(28) 
8 

These equations give 2 values for proportional SVP 
error for each track. If the SVP was slowly changing, 
then the 2 values for each track can be averaged. Oth- 
erwise, these values should be fitted to a trend for final 
computation. 

A final check of the tidal and SVP corrections is to 
compare the crossing depths at Intersection 9. 

VI. Conclusions 
The process described here shows how to determine 

the size of the SVP error, monitor the roll bias for varia- 
tions, and compute tidal differences of crossing survey 
lines to provide a better merged data set. As multibeam 
sonar sensors become more precise and random errors 
from the VRU and navigation become negligible, the 
surveyor will still have to contend with the unexpected, 
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and often unmeasured, changes in the SVP and roll bias 
drift. 

The equations are based on the preciseness of the 
45° beams as described and presumes that short term 
errors in roll and depth induced by acoustic noise and 
sensor jitter will average out over multiple soundings and 
multiple crossings. A review of the error curve of Fig. 2 
shows that is practical to use data from the 45° beam 
averaged with nearby beams on each side to aid in the 
computations. Similarly, is reasonable to use data from 
the vertical beam averaged with the nearby beams on 
each side since the SVP error is nearly constant over the 
central beams. It is also reasonable to include 1 or 2 
pings before and after each precise crossing point. Such 
averaging will detract from the process only in areas of 
severe slopes. 

It is no longer necessary to guess the SVP error to 
attempt correction of the topography.   It can be com 

puted.   But there must be some few crossing lines to 
provide the basis for the computations. 
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MULTI-SENSOR SURVEILLANCE WITH IN-SITU 
ENVIRONMENTAL CHARACTERIZATION 

William M. Sanders 
Naval Research Laboratory, Code 7180 

Stennis Space Center, MS 39529 

Abstract - It has been speculated that the performance 
of surveillance systems can be enhanced by the 
capability to sense and adapt to the environment in 
which it is deployed. Moreover, the use of multiple 
sensors, which observe the same surroundings using 
different physics, should provide more information and 
greater accuracy in characterizing an operational 
environment. However, it is not often easy or 
straightforward to predict the accuracy or validity of 
environmentally derived data from inverse methods, 
even when using a single sensor type. 

This presentation describes a methodology for 
predicting the parameter estimation errors achieved by a 
hypothetical system comprising an acoustic and an 
electromagnetic (EM) sensor. Simple models of the 
acoustic and electromagnetic environments involving a 
minimal set of parameters are employed. Some 
parameters are unique to one sensor, but many are 
common to both types. Therein lies the potential for 
gain. Simultaneous observation of the same physical 
mechanisms using different signals should result in a 
reduction of errors and therefore more useful and 
reliable information. 

This hypothesis is tested by investigating a shallow 
water environment with mostly known parameters. 
Observations of towed acoustic and electric dipole 
sources in the Strataform experiment are used to predict 
inversion performance. The predicted inversion errors in 
the two-sensor case are compared with those for 
individual sensors. 

Estimation of errors is made possible by assuming: 
1) Errors in measurements and theoretical/model 
parameters are Gaussian, 
2) The forward equation can be linearized about some 
true set of values. 
3) Parameters are not strongly correlated. 

Under these assumptions, the variance of the A 
Posteriori errors can be formulated in terms of Cramer- 
Rao bounds on experimental errors, the variance of A 
Priori uncertainties and signal propagation 
characteristics, the latter quantities being the derivatives 
of the acoustic and EM field with respect to the model 
parameters. A split-step Fourier parabolic equation (PE) 
model is used for the acoustic signal. Derivatives of the 
field are derived in terms of the PE kinetic and potential 

energy operators.   The EM signal is modeled using a 
multi-layer integral transform solution. 

I. INTRODUCTION 

In-situ environmental characterization allows a 
surveillance system to sense and adapt to a particular 
operational setting. This may occur during initial 
deployment, as periodic updates or as a response to 
sudden changes, such as the passing of a thermal front. 
Whereas environmental data may be available in the 
form of archived sound speed profiles or geoacoustic 
databases, they may not be accurate or up-to-date. It 
may be possible to improve system performance using 
timely local observations. 

Of course, the value of refined environmental data 
varies depending on the nature and functionality of a 
surveillance system. For the detection problem, active 
systems and passive arrays capable of matched-field 
processing are more sensitive to mismatch than an 
isolated static hydrophone. Even in the latter case, 
uncertainty in the environment leads to errors in 
localization and classification. Hence, the notion that 
acquisition of environmental data leads to enhanced 
system performance has driven multi-sensor in-situ 
environmental characterization. However, beyond 
showing the effects of specific mismatch, the 
improvement in performance due to refined observations 
and inversion has not been quantified. 

This analysis investigates uncertainties in 
environmental parameters when the surroundings are 
probed using two disparate signals. These uncertainties 
are taken to be the errors resulting from inverse 
methods. Using inverse method terminology, they are 
the biases and covariance of A Posteriori information in 
model space, for which the elements are the 
environmental parameters. This analysis assumes an 
unbiased solution to the inverse problem can be found. 
The goal here is to estimate the variances in the 
individual parameters, which can thereby be used as 
error bounds. 

In general, the probability density functions 
describing A Posteriori information can be difficult to 
describe analytically, so some assumptions are 
imposed.  If all errors are assumed Gaussian, and if the 
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measured data are linearly related to the parameters, 
then A Posterior errors can be derived. The latter 
condition of linearity may seem to make this analysis 
inapplicable to most acoustic surveillance, as acoustic 
inversion has been observed to involve highly nonlinear 
relationships. It is assumed here that there is some 
small region in the parameter space about the true state, 
for which a roughly linear relationship exists. This 
constrains this analysis to the case of refinement of 
errors given relatively accurate A Priori knowledge. It 
would not accurately predict the magnitude of errors 
when little is initially known and one wishes to 
parameterize a totally unfamiliar environment. Given 
these assumptions, the covariance of A Posteriori errors 
can be expressed, as in Equation (1) [1]. 

r, 1T1 
C>lG;(Cd+CJ1G0 + Cm

1l (1) 

Here, Cm is the covariance of the A Posteriori 
parameter errors, Cm is the covariance of the A Priori 

parameter errors, Q is the covariance of measurement 
errors, Cf is the covariance of theoretical errors and Go is 
the linearization of the model. The acoustic model 
calculates a vector of magnitudes of the acoustic 
pressure. Hence, Go is a matrix of partial derivatives of 
the magnitudes with respect to the environmental 
parameters. Similarly, the EM model calculates a vector 
of electric field strengths, and Go contains the partial 
derivatives of these strengths with respect to the 
environmental parameters. 

Note the three sources of error in Equation (1). The 
A Priori errors (Cm) are predetermined by the extent of 
knowledge available prior to observation. The 
measurement errors (Cd) are a result of imperfect 
observations of signal magnitude. Estimates of these 
are usually given as Cramer-Rao bounds and are 
primarily determined by signal-to-noise ratio (SNR). 
Lastly, theoretical errors, sometimes called modelization 
errors, (C() are caused by a difference between the 
actual environment and that assumed by the model used 
in the inversion process. These errors, which may occur 
even when the model uses accurate parameters, are the 
result of incompleteness on the part of the model in 
accounting for all physical processes that affect signal 
propagation. It is interesting to note that in many 
analyses, it is assumed that modelization errors are 
negligible (the model perfectly represents reality) and 
uncertainty is bounded by measurement errors. This 
may be due to the difficulty in estimating the magnitude 
of Ct. However, in this analysis, it is assumed that this 
hypothetical surveillance system will be designed to 
effectively probe the environment using high SNR 
signals and observation errors are relatively small. 
Hence, the uncertainty is primarily a factor of 
modelization errors. Various degrees of model 
inaccuracies will be tested to evaluate this effect on 

parameter estimation errors. 

II. APPROACH 

The objective of this analysis is to evaluate the reduction 
in uncertainty achieved by probing the environment. It is 
hypothesized that the variances of some of the 
parameter estimates are decreased by utilization of two 
sensors (acoustic and EM) as opposed to an acoustic 
only measurement. This should be possible, not just 
because there is redundant information, but because 
some physical phenomena affect the propagation of both 
signals in different ways. For instance, most variability in 
both the acoustic sound speed and EM conductivity of 
seawater is due to thermal effects. Therefore, 
propagation of both signals through the water column 
effectively senses its thermal structure. 

In order to test this hypothesis, errors are analyzed 
for a well-parameterized environment, which was probed 
using both signal types. This uses data from the 1997- 
98 Strataform experiment in which low frequency towed 
acoustic and EM sources were used to probe the Eel 
River region, off the coast of northern California. 
Environmental data were gathered using sediment cores 
and conductivity-temperature-depth profiles. 

One key to this process is to reduce the parameter 
set to a minimum. Choosing a small set of uncorrelated 
parameters not only makes the problem computationally 
tractable, but makes the required linearization (G0) 
simpler. The greatest technical challenge here is to 
design EM and acoustic models that not only realistically 
model propagation, but can also produce derivatives of 
the fields, with respect to the environmental parameters. 
Further, although this initial effort uses a minimal set of 
parameters, the models must be capable of being 
extended to more complicated environments for future 
research. Hence, the parabolic equation (PE) model 
was used for acoustic propagation, and an integral 
transform solution for EM propagation. Both models 
were previously used to accurately model the Eel River 
setting, as is shown in Figures 1 and 2. 
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Figure 1. Actual and modeled acoustic signal for Eel 
River experiment. 
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Figure 2. Actual and modeled electromagnetic signal for 
Eel River experiment. 

The EM signal used in this experiment was a 
continuous five Hz narrowband tone emitted from a 
horizontally oriented dipole at 10 m depth. Due to the 
conductivity of seawater, solutions to the wave equation 
are not harmonic, but diffusive. So rather than being 
characterized by a wavelength, low frequency EM 
propagation in the ocean is characterized by a skin 
depth, which would be on the order of 100 m for a 5 Hz 
signal. 

The range independent environment used by the 
models, shown in Figure 3, comprises four layers. The 
upper layer is the atmosphere, an infinite half-space 
which is slightly conductive. The air-sea interface is 
treated as an acoustically flat pressure-release surface. 
The mixed layer of the ocean has constant temperature 
and therefore, both constant sound speed and 
conductivity. In the third layer, the thermocline, the 
temperature, and therefore, both sound speed and 
conductivity decrease linearly with depth to the bottom at 
62 m. The final layer, the sediment, is taken to be an 
infinite half-space in which the acoustic and EM 
propagation is characterized by a constant temperature, 
porosity and density. 

Temperature Sound Speed Conductivity 

mixed layer 

sediment 
60%porotity 1.75 Q/cm 

gure 3. Environmental model for acoustic and EM 
propagation. 

The list of parameters used in this analysis, their 
assumed true values, and variances of A Priori errors 
are listed in Table I. 

Parameter Value Variance 
Mixed-layer depth 7m 1m' 
Mixed-layer temperature 11.8 °C .04 °C' 
Thermocline temperature 
gradient 

-0.59 °C/m 1(f0C7m' 

Water depth 62 m .25 m' 
Sediment porosity 0.6 .0025 
Sediment density 1.75 g/cm" .01 g7cm° 
Sediment grain sound 
speed 

1911m/s 10  m/s 

Pore fluid temperature 8.5 °C .04 °C' 

Table II. Environmental parameters 

III. ACOUSTIC PROPAGATION 

In order to derive the required linearization of the 
acoustic field, the parabolic equation [2], which is used 
to model propagation, is analyzed: 

/ <K>(r,z) 
(2) 

Here r is horizontal range, z is depth, and ko is an 
acoustic wave number. ¥(r,z) is the slowly varying 
envelope of the acoustic pressure: 

p(r,z)= *£ & 
Po 

¥(r,z)3 ik0r 
(3) 

Po is a source pressure level specified at a range Ro, po 
is a reference density and p(z) is the depth varying 
ambient density.    The operator Hop=Uop+Top  is a 
combination of potential and kinetic energy operators. 
The solution to Equation (2) is achieved by propagating 
a solution over a small range step, Ar. 

xF(r+Ar,z) = o{r,z)^'(r,z) 

The propagator <J>(r,z) is approximated by: 

3>(r,z)*e-/'toH°',Ar. 

(4) 

(5) 

Here, H~op = U~op +T~p\s a numerical approximation of the 

ideal operatorH0p = L/0p+rop. The kinetic energy 

operator    Töp     is    independent    of    environmental 
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parameters, while the potential energy operator Uöp can 
be factored into operators that are functions of different 
parameters: 

V. ACOUSTIC-ONLY INVERSION ERRORS 

U~op = U^(z))+ U~2(p(zjy U~z(a{z) (6) 

Here, c(z) is the acoustic sound speed and a(z) is the 
acoustic attenuation. 

IV. ELECTROMAGNETIC PROPAGATION 

As with acoustic propagation, the required 
linearization of the EM field, must be derived. The 
following model describes the electric field due to a 
horizontally oriented electric dipole in a stratified 
medium. In each layer, the solution to the depth- 
separated wave equation in cylindrical coordinates 
(r.e.z) is given by the superposition of modes in the 
waveguide. Modes with no electric field in the z direction 
are said to be transverse electric (TE) waves and those 
with no magnetic field in the z direction are transverse 
magnetic (TM) waves. Any field in this waveguide can 
be described by the sum of its TE and TM components. 

oo 

Ef = J[A^+(v,z) + S^-(v,z) ]fV)cos0dv 
—00 

CO 

H? = j[CM>,z)+D;^(v,z)]4<V)sin0dv 

(7) 

In the above, £*, is the electric field in layer number /, 
l-t, is the magnetic field, v is a horizontal wave number, 
<|>+, (v,z) and §(v,z) are field functions satisfying the wave 
equations in each layer. Assuming time dependence of 
the forme"'0*, ty(v,z) is an upward moving (decreasing 
z) wave and §+, (v,z) is downward (increasing z) moving. 
A i and B, are amplitudes for the upward and downward 
moving TE waves, respectively, and will be determined 
from boundary conditions. Similarly, C, and D, are 
amplitudes for upward and downward moving TM 
waves. H(1),(vr) is the first order Hankel function of the 
first kind. For a layer in which the conductivity is 
constant (atmosphere, mixed layer and sediment), the 
exponential function is used for the field functions. 
However, in the thermocline, in which the conductivity 
decreases linearly with depth, the Airy function is the 
solution to the wave equation. 

The solutions to Equation (7) are determined by 
matching boundary conditions, given by Maxwell's 
equations, at the interfaces [3]. These give amplitudes 
(A,, S,, C, and D,) in terms of reflection coefficients that 
are functions of the environmental parameters. 

The errors resulting from use of the acoustic sensor 
alone form a baseline for comparison of multi-sensor 
results. In the Eel River experiment, in which a 25 Hz 
acoustic source was towed at 10 m depth past a bottom- 
mounted hydrophone, inversion of the range 
independent environment resulted in resolution of only 
two bottom parameters, while revealing nothing new of 
the water column. However, a more revealing result 
occurs if a source is dropped from the surface to the 
bottom, thereby "sampling" the entire water column. In 
this case, several parameters are refined. The degree to 
which errors are reduced depends on the magnitude of 
modeling errors assumed. In the following, the reduction 
in the variance of the errors of a parameter is plotted as 
a function of model error magnitude. The reduction is 
shown as the ratio of the variance of A Posteriori errors 
to that of A Priori errors in that parameter. The 
maximum magnitude of modelization error considered is 
on the order of the magnitude of the actual acoustic 
pressure. This is representative of a poor acoustic 
model. At the other extreme is the case in which the 
model error is 1/1000 the magnitude of the actual 
acoustic pressure - an accuracy that is unlikely to be 
achieved in actuality. 

It is shown in figure 4(a) that a reduction in the 
variance of the error in estimating bottom depth is easily 
achieved, even with large modelization errors. 
Meanwhile, estimation of mixed layer temperature is only 
refined by using an accurate model as shown in figure 
4(b). Lastly, the estimate of the mixed layer depth 
remains almost unaffected, even when using an 
extremely accurate model, as shown in figure 4(c). 

Figure 4. Effect of modelization error on inverting (a) 
bottom depth, (b) mixed layer temperature and (c) mixed 
layer depth. 

VI.        DISCUSSION 

This analysis has devised a methodology for 
predicting the magnitude of errors resulting from 
inversion of environmental parameters using 
observations from two sensors. Unfortunately, results 
using the EM model are not available.   Although this 
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project has not progressed enough to present final 
results, some observations are worth noting. 

First, source-receiver geometry and the type of 
observations may determine the feasibility of 
environmental inversion. These factors determine how 
the environment is sampled. Not all parameters are 
observable at all times. Hence, configuration of the 
observations may preclude the estimation of some 
parameters. That not all parameters can be observed 
may obviate the need for different sensor types. For 
example, buried seismic sensors provide more 
information on sediment parameters than hydrophones. 
Indeed, this methodology can be extended to analyze 
the use of more than two sensor types with no real 
added complication or cost. 

Secondly, it is likely that uncertainties will be 
bounded by the accuracy of the model used by 
inversion. Although it may be theoretically possible to 
invert a parameter, this practical restriction may make 
any refinement of errors unlikely. 

However, this methodology has been used to 
analyze a single inversion situation. It must be applied 
to different configurations in order to make general 
conclusions. 
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ABSTRACT 

Finding and identifying objects in littoral waters is of 
growing interest. Although current acoustic based 
systems can readily detect objects sifting proud, 
identification is considerably more difficult [1]. For a 
buried target, even detection may prove difficult 
especially using higher frequency systems. These 
higher frequency systems are limited in range and 
sound penetration, which makes imaging buried targets 
extremely difficult. The research presented here is 
concerned with the use of relatively low frequency 
acoustics (1 kHz to 50 kHz) to overcome transmission 
and penetration limitations. Further, we are interested 
in employing the structural acoustics response of the 
target for identification purposes. 

This research includes sound penetration above and 
below the critical angle, evanescent field interactions 
with buried targets [2], roughened interface enhanced 
scattering from buried targets [3], and the identification 
of wave-types propagating within the bottom [4,5]. 
Measurements of proud, partially, and completely 
buried targets have been conducted. The targets 
discussed here include a 60 cm diameter stainless steel 
sphere and a 30 cm diameter Aluminum retro-reflector. 
Of particular interest is the scattering from buried 
targets for ensonification angles below the critical angle. 
Also of interest is quantifying the enhancements of 
scattering for below critical angle ensonification due to 
interface roughness [6], and evanescent waves. 

The measurements of the sphere are also used to 
validate scattering models. It has been possible to model 
the scattering from a proud and buried sphere using a 
T-Matrix method [7]. The results of these measurements 
along with analysis using scattering and sound 
propagation models will be discussed. 

I    Introduction 

Using lower frequency, 5 kHz to 50 kHz and 1 kHz to 20 
kHz acoustical systems for detection has several key 
advantages over higher frequency systems. The 
advantages include long range detection capability and 
increased penetration into the bottom. Imaging targets 
at these longer wavelengths is more difficult, however, 
it may be possible to use structural acoustical 
signatures to identify proud and buried objects in littoral 
waters. 

Figure 1. The NRL Shallow Water Laboratory is a 500 
cubic meter deionized water tank with a 3 m deep sandy 
bottom. Suspended above the pool is threedimensional 
robotics system used to position sources and 
hydrophones within the water column and in the sandy 
bottom. 

To this end, a shallow water laboratory, shown in Fig. 
1, with a high degree of environmental stability was 
constructed at NRL DC. The shallow water laboratory 
is a 8 m wide by 10 m long by 7 m deep rectangular 

1154 



deionized water tank. A 3 meter deep, 212 micrometer 
mean diameter washed and filtered sand was installed in 
the bottom of the tank. Further, a three dimensional robotics 
system is supported above the tank that provides 
positioning of hydrophones and sources over a 5 m by 5 m 
work space with a 13 micrometer repeatability. The 
sand-water interface can be roughened to a desired contour 
or smoothed and leveled to a ~ 0.4 mm rms roughness. 

Using this laboratory's unique capabilities, scattering 
measurements of proud, partially, and completely buried 
targets have been conducted. The targets discussed here 
are a 60 cm diameter hollow stainless steel sphere with a 
5% wall thickness, and an 30 cm diameter conical Aluminum 
retro-reflector. Using the sphere in these scattering 
measurements addresses the influence of the bottom on 
the targets since the structural acoustics of the spherical 
shell are well understood and can be modeled. The 
retro-reflector was utilized to provided a large backscattered 
signal while its compact size made burial easy. Of particular 
interest is the scattering from buried targets for 
ensonification angles below the critical angle. Also of 
interest is quantifying the enhancements of scattering for 
below critical angle ensonification due to interface 
roughness [6] and evanescent waves. 

The measurements of the sphere are also used to validate 
scattering models. For this, the physical parameters of the 
water-saturated sandy bottom must be known [5]. Thus, 
bottom characterization measurements have been 
conducted to obtain the sound speeds, permeability, 
porosity and density for the installed bottom. It has been 
possible to model the scattering from a proud and buried 
sphere using a T-Matrix method [7]. The results of these 
measurements along with analysis using scattering and 
sound propagation models will be discussed. 

II   Sphere Measurements 

The first set of scattering measurements off the 60 cm 
diameter sphere included freefield, proud, half buried and 
several fully buried sphere placements. A 3 m horizontal 
line source and a small omnidirectional hydrophone were 
used to ensonify the sphere and measure the scattered 
acoustical field respectively. For these measurements, the 
source was stationary and the hydrophone was mounted 
to the two-dimensional horizontal robotics system to 
measure the bistatic acoustical scattering response of the 
sphere at the different target locations. 

A second set of measurements using a spherical 
ornni-directional source and the same small omnidirectional 
hydrophone were also made. Figure 2 shows the 
measurement configuration used during these latter buried 
sphere measurements. The fully buried sphere was 2.5 
cm and 11.4 cm below the sand-water interface, measured 

from the sand-water interface to the top of the sphere. The 
hydrophone was mounted 51 cm above the sand-water 
interface and a spherical source was mounted 61 cm above 
the sand-water interface. The source and hydrophone were 
mounted on a horizontal robotics system that was used to 
position the source and hydrophone around the buried and 
half buried targets. This source-hydrophone configuration 
provides a quasi-monostatic acoustical scattering response 
from the fully or partially buried sphere. 

Figure 2. Diagram of a buried sphere measurement. A 
spherical source ensonifies the buried sphere and a 
hydrophone mounted 10 cm below the source measures 
the scattered signal. Both are attached to the horizontal 
scanner that positions the sourcehydrophone pair around 
the buried sphere. 

Figure 3 shows the frequency response, with the source 
and hydrophone 1 rn from the sphere buried 2.5 cm below 
the sand-water interface. Also shown in Fig. 3 is the noise 
floor for the measurement. At this source-hydrophone 
location the measurement had a nominal 10 dB to 20 dB 
signal to noise ratio and an ensonification angle of 
approximately 38 degrees, measured up from the 
sand-water interface. This ensonification angle is well above 
the 28 degree critical angle. As the source-hydrophone is 
moved horizontally further from the buried sphere, it passes 
through the critical angle and a sharp decrease in the target 
strength is noted. Below a 10 degree ensonification angle, 
no scattered signal is observed above the noise floor of 
these measurement. 

For the same source-hydrophone location, 1 m from the 
2.5 cm buried sphere, a numerical model using a T-matrix 
based calculation was performed. Figure 4 shows the 
comparison between the measured acoustical response 
of the sphere and the calculated acoustical response of 
the sphere. Note that the comparison is done on a linear 
vertical scale. The agreement between the numerical model 
and the measurement is generally good. In order to perform 
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this calculation several environmental measurements of this 
laboratories sandy bottom were necessary. 

Backscatter from Buried Sphere at 1 m 
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Figure 3. Acoustical frequency response from a sphere 
buried 2.5 cm below the sand-water. The solid line is the 
scattered response and the dashed line is the noise floor 
for this measurement. 
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Figure 4. Comparison of measured acoustical response to 
a T-matrix based calculation. The solid line is the measured 
acoustical frequency response and the dashed line is the 
T-matrix prediction for this measurement configuration. Note 
that the vertical scale is linear in amplitude and not a dB 
scale. 

Many of these environmental measurements were 
conducted prior to this set of measurements. The relevant 
environmental parameters included the water and saturated 
sand wavespeeds, 1482 m/s and 1680 m/s respectively. 
The wavespeeds and attenuation as a function of frequency 
were measured using a buried two-dimensional 
syntheticarray hydrophone technique [5]. 

Ill Buried Retro-Reflector Measurements 

Reasonable agreement was obtained between the 
numerical model and the measurement for the 5 kHz to 50 
kHz range. However, for ensonification angles significantly 
below the critical angle of 28 degrees, the target strength 
of the buried sphere falls below the noise floor of the 
measurement. Also for roughened interface measurement, 
the scattering return from the roughened interface 
dominated any signal from the buried target above 5 kHz. 
It was decided to investigate the evanescent wave scattering 

using a slightly lower frequency. A second line source with 
a nominal response between 1 kHz and 20 kHz was 
employed to study evanescent wave scattering from buried 
objects in this frequency band. 

This lower frequency 3 m line source, can be suspended in 
the water column from just the two ends. This allowed the 
positioning of the line source at ensonification angles of 
10°, 15°, 20°, 25° and °, as measured down from the normal 
to the sand-water interface, shown in Fig. 5. This 
configuration has a distinct advantage over a horizontal 
line source or the spherical source in that there is a single 
ensonification angle, or quasi-plane wave, ensonifying the 
sandy bottom around the buried target. Thus there should 
be a minimum of acoustical energy ensonifying the 
sand-water interface and the buried target other than at 
the desired ensonification angle. 

Figure 5. Diagram of the measurement configuration for a 
20 degree ensonification angle. The source is suspended 
in the water 20 degrees down from the interface normal. 
The retro-reflector is buried just under the sand-water 
interface. A hydrophone mounted to a two-dimensional 
robotics system measures the bistatic scattered signal. 

For these five ensonification configurations several 
measurements of the scattered acoustical response of the 
buried sphere were made around the target. For these 
measurements, an aluminum conical retroreflector was used. 
The retro-reflector is a 30 cm diameter cylinder that is 20 
cm long. A 45 degree cone was machined out of one end to 
form the conical retro-reflector. The authors note that at the 
lower frequencies of the measurement that this target does 
not function as a retro-reflector, but rather as a complex 
shaped target. However, a freefield measurement of this 
"quasi" retro-reflector has been made for the 1. kHz to 20 
kHz frequency band of the measurements. Using this lower 
frequency source and retro-reflector it was possible to 
measure the target strength of the buried retro-reflector 
for ensonification angles below the critical angle. 
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Figure 6 shows a side view of the 20 degrees ensonification 
of the buried retro-reflector. A 20 degree ensonification 
angle is below the critical angle of 28 degrees and the wave 
penetrating into the bottom should be evanescent. The 
target is buried just beneath the sand-water interface and 
is tilted at about a 30 degree angle. 
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Figure 6 shows the buried retro-reflector ensonified at a 20 
degree angle. 

Figure 7 shows the frequency response of the buried 
retro-reflector for a 20 degree ensonification at the 20 
degree backscattered direction. The dashed curve in Fig. 7 
is the noise floor for this measurement. At 3 kHz there is 
nominally 30 dB of SNR and as expected the signal rolls 
off with frequency. 

The effect of a roughened interface on the scattered signal 
as a function of frequency was also investigated. Several 
measurements of the buried retro-reflector with different 
roughened interfaces were measured with and without a 
buried retroreflector. These measurements were made for 
10 degree and 20 degree ensonification angles. 

IV Remarks 

We have presented some of the recent results obtained 
from carefully controlled laboratory studies directed towards 
enhancing our understanding of acoustic penetration and 
scattering from buried objects. Preliminary analysis shows 
encouraging agreement between theoretical calculations 
using a T-matrix formulation and our measurements of the 
scattering cross-section of a sphere buried at a shallow 
depth below a smooth interface. Further, our preliminary 
analysis also shows strong evidence of significant low 
frequency evanescent bottom penetration with subsequent 
scattering. Moreover, as a practical matter, we were unable 
to obtain useful scattering cross-section measurements at 
frequencies above - 5 kHz when the bottom was roughened. 
This is a result of high back-scattering levels off of the 
roughened interface at these frequencies, evanescent field 
decay, and attenuation. 
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Figure 7. The measured backscattered acoustic 
frequency response of a buried retro-reflector for a 20 
degree ensonification angle. The solid curve is the 
frequency response of the buried retro-reflector. The 
dashed line is the frequency response of the noise for 
this measurement. 
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I. Abstract 

In 1997, the Southeast and Gulf state's 
Sea Grant programs implemented the Sea 
Grant HazNet program with funding from 
the National Sea Grant College Program 
and local Sea Grant programs and affiliated 
institutions. This effort was undertaken 
realizing that research, education, and 
outreach programs were needed to assist 
states in enhancing and empowering a 
citizenry who is capable of employing the 
most effective means to reduce loss of life 
and to mitigate the economic impacts of 
various coastal hazards. 

This effort is currently in its second year 
of funding, with the following infrastructure 
components either in place or in the 
process of being implemented: design and 
produce a HazNet Website; assess 
hazards research needs; establish a 
listserver with members of industry, and 

government offices and other interested 
users; and plan and develop educational 
programs for the general public and 
precollege students and their teachers. The 
long-term success of this effort can be 
measured by: increased communications; 
the adoption and effective use of hazard 
mitigation measures throughout the private 
and public domains; the establishment of a 
coherent plan to guide future hazards 
research; the development and/or revision 
and complementary infusion of coastal 
hazards activities by precollege classroom 
teachers; and enhanced programs relative 
to coastal hazards to increase public 
awareness. Lastly, this study has the 
potential to serve as a national model for 
natural hazards and it should also result in 
a reduction in the potential catastrophic 
effects of natural hazards by having a more 
knowledgeable populace. 

The research presented in this report 
will summarize efforts to utilize 
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the educational capacity and potential of 
the World Wide Web through the transfer of 
educational materials and lesson plans for 
classroom teachers. Under the umbrella of 
the Sea Grant HazNet program, 
researchers identified and organized 
materials available at a variety of URLs on 
the World Wide Web and have made them 
available at the national HazNet Web site. 

II. Background 

Citizens in the southeast Atlantic and Gulf 
of Mexico coastal states are at risk from a 
variety of natural hazards, most notably the 
winds, waves and floods generated by 
seasonal storms and hurricanes. Other 
coastal states face these same threats as 
well as others including tsunami flooding, 
non-storm related riverine flooding and 
coastal erosion. Risks to life and property 
from these recurring natural hazards will 
increase with the anticipated growth of 
coastal populations. According to National 
Geographic, the U.S. South and West are 
expected to grow by 32 and 51 percent 
respectively by the year 2025. "Half the 
U.S. population lives in coastal states, with 
some 34 million in Texas and Florida, two 
favorite hurricane targets" (National 
Geographic Society, 1998). 

According to the Insurance Institute for 
Property Loss Reduction, an estimated $58 
billion in insured losses from catastrophic 
events over the last ten years is attributable 
to wind events alone. Total insured losses 
produced by Hurricanes Hugo, Andrew, 
Iniki, and the winter storms of 1993 and 
1994 were $24.7 billion. The value of 
insured coastal property has increased 69 
percent between 1993 and 1998 (from 

$1.86 to $3.15 trillion) and the frequency 
and severity of coastal hazards are 
predicted to increase. The increasing 
human population in the coastal areas is 
directly contributing to increases in 
development and, thus, economic risk. 
These observations underscore the need 
for a dedicated national effort to reduce the 
economic and social costs of natural 
hazards. 

Hazards associated with storms are 
compounded by other factors, including but 
not limited to: increases in sea level rise; 
land subsidence; the inexperience of 
coastal populations to properly prepare for 
a major hazard event or to deal with its 
aftermath; and increasingly valuable 
development along the nation's coastline. 
Research, education and outreach 
programs are needed to assist states in 
creating an aware and prepared citizenry 
capable of employing the most effective 
means to reduce loss of life and to mitigate 
economic impacts. 

The Federal Emergency Management 
Agency (FEMA) has taken the lead in this 
effort with the publication in 1995 of the 
"National Hazard Mitigation Strategy: 
Partnerships for Building Safer 
Communities." Its foundation is the creation 
and strengthening of partnerships to 
address the five major elements outlined in 
the strategy: hazard identification and risk 
assessment; applied research and 
technology transfer; public awareness, 
training and education; incentives and 
resources; and leadership and 
coordination. These elements are also 
addressed in the NOAA Strategic Plan: A 
Vision for 
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2005 as an element of its "Environmental 
Stewardship Mission: Sustain Healthy 
Coasts" and within the "Public Safety" 
section of the Sea Grant Network Plan: 
1995-2005. 

All of these elements are addressed by 
the Sea Grant HazNet program. In addition, 
the establishment of Sea Grant HazNet 
represents the kind of strategic investment 
at the national level which allows Sea Grant 
to address critical issues of national 
importance in a synergistic fashion. This 
synergy emanates from the combined 
efforts and resources of the Sea Grant 
program network interacting in partnership 
with outside entities from the public and 
private sectors. Sea Grant HazNet 
incorporates the strengths of all the 
individual Sea Grant programs in 
addressing local hazards issues according 
to local needs and constraints, while 
promoting the entire Sea Grant network as 
a unified program to outside partners 
participating in the implementation of the 
National Hazard Mitigation Strategy. 

Based on the previous, current, and 
planned research, extension and 
communications activities within the 
individual Sea Grant programs, it is clear 
the Sea Grant network can help to address 
the many challenges faced in the national 
effort to reduce losses of all kinds due to 
natural and man-made hazards. Some of 
these include: 

1. To initiate, coordinate and 
sustain effective partnerships 
to attack the multiplicity of 
associated natural coastal 
hazards problems. 

2. To identify and assess 
hazards related risk. 

3. To develop and implement 
effective mitigation policies, 
incentives, methods and 
resources. 

4. To substantially increase 
public awareness of coastal 
hazards, their associated risks 
and what can be done to 
reduce public and private 
losses of all kinds. 

The need to address natural coastal 
hazards was one of the four priorities 
established at a 1997 meeting of the 
Southeast and Gulf states Sea Grant 
Regional meeting (SEGUL). The idea for a 
cooperative network of Sea Grant programs 
interacting among themselves and in 
partnership with others in the National 
Hazard Mitigation Strategy was conceived 
at that meeting. The creation of Sea Grant 
HazNet was proposed as a mechanism to 
help achieve that goal. 

While Sea Grant HazNet was initiated by 
the SEGUL programs, it will nevertheless 
link all the Sea Grant programs in a web of 
information exchange. Building on its initial 
successes and learning from its failures, it 
is anticipated that, through active program 
participation, Sea Grant HazNet will 
increase substantially. As conceived, Sea 
Grant HazNet is a truly national Sea Grant 
program, addressing local and national 
issues, and is being undertaken as a 
network in the national arena of hazard 
mitigation. 

The major features of HazNet include: the 
creation of a World Wide Web site on which 
to post Sea Grant 
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research, extension and education 
information and provide linkages to other 
related entities; the establishment of a 
listserver to facilitate dialogue among the 
Sea Grant programs and enable 
information exchange between Sea Grant 
and outside partners; and the convening of 
a pilot Southeast Hazards Research Needs 
Assessment Workshop to include all 
elements of Sea Grant programs, as well 
as representatives from user groups and 
potential collaborators. Through these and 
other elements, the proposed Sea Grant 
HazNet program will address the several 
purposes listed for proposals in the 
National Outreach Competition RFP as 
follows: 

• improve hazards related 
technology transfer to user 
groups; 

• increase public awareness 
and understanding of 
hazards and hazards 
mitigation; 

• strengthen the natural 
coastal hazards element of 
the Sea Grant Outreach 
network; 

• enhance regional, national 
and multi-institutional 
(network) natural coastal 
hazards outreach; 

• address the national need 
to reduce the loss of lives 
and property due to 
natural hazards; 

• bring Sea Grant resources to the 
national hazards mitigation effort; 
and 

• utilize innovative communications 
technologies to reach constituent 
groups with needed information 

and technology to address hazards 
mitigation problems. 

Through HazNet, all of the programs of 
Sea Grant, acting as a network—with the 
research capabilities of the affiliated 
institutions, the "grassroots" extension 
network of the Marine Advisory Services, 
the school access of the K-12 education 
programs, and the expertise found within 
the communications network—offer a 
unique resource to the nation in meeting 
the challenges presented by natural 
hazards. 

III. Procedure 

Under the overall HazNet structure, 
researchers at the University of Southern 
Mississippi's Institute of Marine Sciences 
were funded through the 
MississippiAlabama Sea Grant College 
Program to identify and develop 
educational materials for middle school 
teachers. These materials would 
incorporate reviewed concepts and 
activities already developed and available 
through the internet, but reorganized into a 
more readily accessible format utilizing the 
national HazNet Web site. Increasingly, the 
internet and the World Wide Web have 
been identified as a valuable medium for 
the exchange of information and scientific 
data. The expansion of this technology is 
perceived as driven by "the relatively low 
cost, widespread access, and flexibility, 
with advances in technology and standards 
playing a key role" (Passin, 1998). Further, 
as reported by NOAA researchers, the 
"advent of the World Wide Web as a means 
of providing universal access to a vast 
spectrum of information has revolutionized 
data 
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and information dissemination and man- 
agement. The easy availability of informa- 
tion on the Web to a large and diverse 
audience has generated a literal explosion 
in use of the internet and the Web, making 
the Web a logical and effective way for 
NOAAto provide information...." (Soreide, 
et.al., 1998). 

An extensive search of the internet was 
undertaken with commercial browser soft- 
ware using each of the identified coastal 
hazards and related terminology as search 
descriptors, i.e. hurricane, tsunami, erosion, 
flooding, tornado, volcano, and earthquake. 
Further, a general category for related 
Earth processes and general science infor- 
mation was also established. This initial 
search produced an unworkable "hodge- 
podge" of materials which reflected both the 
massive scope of the World Wide Web and 
its basic lack of organization. This finding 
points out two facts: 1) the World Wide 
Web, as it currently exists, has limited 
assess and utility as a purveyor of materials 
for teachers who do not have the time to 
invest in searching and reviewing materials 
given the limitations of their work days and 
the amount of content posted to the Web; 
2) efforts to better manage and organize 
the content of the World Wide Web can 
potentially be of great value to improving 
access to quality materials for classroom 
teachers by reducing search time and 
pre-reviewing educational materials. 

The educational materials search was 
refined by selectively limiting the search to 
those URLs associated with government 
agencies and/or universities. The research- 
ers believe that such a limitation was 

more likely to avoid the commercialism 
inherent to many Web sites encountered in 
the initial search. Further, government and 
university materials are more likely to be 
available free of charge and/or easily 
downloadable for no charge, which would 
make the materials more immediately use- 
ful for teachers. 

This newly refined search enabled the 
researchers to identify a list of 200 URLs 
associated with the coastal hazards identi- 
fied for this project. This initial list was 
reduced to 92 active Web sites associated 
with either government agencies or univer- 
sity research or education centers. All of 
these sites contain educational materials, 
lesson plans, databases appropriate to 
classroom use, and/or links to other related 
Web sites. Further, all of these sites are 
free for classroom teachers and can be 
printed locally. 

These 92 active sites were read for content 
and appropriateness for use by classroom 
teachers and then keyed by content or 
overall subject area. A key and the list of 
sites were reviewed by the HazNet project 
director and then posted to the HazNet 
Web site which is maintained at NOAA's 
Coastal Services Center in South Carolina. 
A link to these educational materials was 
established on the site directory page for 
HazNet at the URL:   www.haznet.org. This 
site is currently active, but contains a dis- 
claimer that the site remains under devel- 
opment. A review paragraph for each of the 
92 Web sites is being developed to assist 
teachers in quickly finding educational 
materials appropriate for their individual 
classes. These paragraphs will identify the 
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host/sponsor of the Web site, the general 
content category, i.e. which coastal hazard 
is the focus of each site, the types of 
educational materials and/or lesson plans, 
the appropriate instructional grade levels of 
the lessons, and links to other related 
materials. It is anticipated that these 
paragraphs will be online in early Fall 1999. 

A potential extension for the HazNet 
educational materials was identified in the 
review of materials. NOAA's Weather 
Services Area in conjunction with the 
United States Geologic Survey and the 
National Geographic Society developed a 
teaching poster on natural hazards which 
was published as a supplement to the 
National Geographic in July 1998. This 
poster is now out of print, but the maps and 
charts which comprised the poster remain 
in the archives of the National Geographic 
Society. A conversation between HazNet 
researchers and the National Geographic 
Society has been initiated with a view 
toward making some version of the natural 
hazards maps available through the 
HazNet Web site. 

IV. Summary 

Both the need to increase the knowledge 
base of the coastal populace in regard to 
coastal hazards and the relative value of 
the World Wide Web as a tool to increase 
the exchange and transmission of 
information to that populace have been 
identified in research and planning efforts 
among federal and state agencies. The Sea 
Grant HazNet effort, and the 
complementary and coordinated efforts of 
local researchers as reported here, are 
addressing both the critical need for 

education and information transmission 
concerning coastal hazards and the 
utilization of the World Wide Web as a 
mechanism to facilitate the transfer of that 
information. 

The value of this educational research 
effort is that it addresses classroom 
teachers who have the most control over 
the content of scientific information and 
lessons presented in their individual 
classrooms. Further, it incorporates the 
World Wide Web into a readily accessible 
and useful tool for these classroom 
teachers by organizing a set of previously 
developed materials into a concise set 
based on precise content areas--the 
coastal hazards identified by the national 
Sea Grant HazNet effort. This effort 
effectively leverages the funds expended in 
developing the educational materials 
originally by reincorporating these existing 
materials based upon newly identified 
research, planning, and outreach goals. 

By systematically compiling and 
organizing the educational materials and 
lesson plans available through the various 
agency and university Web sites, these 
lesson plans are more readily usable by 
classroom teachers who can access and 
print these materials in their own 
classrooms. These lesson plans, estimated 
at several thousand in number, typically 
represent the "best of the best" lessons 
which federally funded programs have 
developed. Additionally, the identified 
materials are also comprised of several 
dozen "computer interactive" 
lessons-lessons which students complete in 
the classroom on general science and 
coastal hazards topics, but 
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which integrate the databases, realtime 
monitoring systems, and government and 
university resources available through the 
World Wide Web into meaningful learning 
experiences. This evolving instructional 
methodology-computer interactive and 
Web-based instruction-offers the promise 
of a substantive transformation of science 
teaching and of teacherstudent interaction 
in the science classroom. 
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THE NEED TO RE-ENGINEER UNIV ERSITY-LEVEL MARINE SCIENCE 
EDUCATION 
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I. ABSTRACT 

The capability and quality of graduates from 
marine science education programs is important 
because ocean issues are of widespread national and 
societal interest and concern. Major drivers for this 
interest and concern include the important uses of the 
oceans for the national and societal needs of national 
defense, economic growth and utilization, and human 
health. The significant needs for environmental 
assessment and prediction and for environmental 
stewardship (the protection and management of the 
environment and natural resources) are also major 
drivers. 

Producing graduates who have the proper 
capabilities and quality requires the re-engineering of 
the contents of marine science education programs. 
Graduates must possess not only the proper set of 
attributes to be able to satisfy the requirements of jobs 
in the marine workplace but must also be prepared for 
continuing, lifelong learning. 

Specific recommendations for re-engineering 
marine science education programs are provided. 
These include increasing cooperation with colleges of 
engineering, business, and education, as well as 
increasing emphasis on master's level graduates. 
Marine science education programs within colleges and 
universities, due to their inherently multi-disciplinary 
nature, can be used as models to help improve the 
quality of cross-disciplinary educational programs 
throughout the entire university. Such cross-d iscipl i 
nary activities can make significant contributions to the 
needed improvements of overall undergraduate 
science, mathematics, engineering, and technology 
(SME&T) education recommended in several recent 
major national reports. Teaching across disciplines on 
a university-wide basis can provide opportunities both 
for educating the public in general about the major 
environmental issues associated with the oceans as 
well as for educating technical and scientific specialists. 
Marine science education programs should begin 

teaching graduates how to advise policy and 
management decisions. Additionally, these programs 
should begin teaching graduates how to deal with the 
outcomes of the multiplicity of major ocean research 
programs including how to manage them and how to 
coordinate them. 

II.   INTRODUCTION 

Current college and university-level marine 
science education programs are focused too narrowly 
to meet the demands and expectations which society 
places on their graduates. These programs should be 
producing graduates who have not only a solid 
foundation of science and technology but who also have 
basic business and interpersonal skills. 

If the above statements sound overly critical, 
they should be considered in the context of the 
continuous improvement of quality. Although we have 
in this country the best system of college and university 
education in the world, that does not mean that our 
education system cannot, or should not, be made even 
better. It is in the spirit of identifying the need for such 
improvements that this paper is written. 

For this paper, the term marine science should 
be interpreted broadly in order to make the term "marine 
science education" be as all-inclusive as possible. Note 
that environmental education is a term broader than 
marine science education and is not directly addressed 
in this paper. This paper is not just limited to, or focused 
on, oceanography programs, however, but is meant to 
include a broad range of college and university-based 
programs and disciplines. Among those included are 
fisheries, atmospheric sciences, ocean engineering, as 
well as ocean and marine technician training programs. 
The paper addresses all educational programs past 
the K-12 level, in both traditional two-year and four-year 
schools, up to and including all graduate levels. If the 
college or university-based educational program or 
activity may seem marginal for inclusion by this paper, 
let's include it for purposes of this discussion. We must 
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also not overlook the fact that the study of marine 
science and of the seas addresses an area with 
international dimensions, not just regional or national 
dimensions. 

Thus, the capabilities and quality of graduates 
from marine science education programs are important 
because ocean issues themselves are of such 
widespread national and international interest and 
concern. Major drivers for interest and concern about 
ocean issues include the important uses of the oceans 
for the national and broader societal needs of national 
defense, for economic growth and utilization, and for 
human health. Additional major drivers for interest and 
concern are the significant societal needs for 
environmental assessment and prediction as well as 
for environmental stewardship (i.e., the protection and 
management of the environment and natural 
resources). 

The major drivers cited above summarize a long 
list of specific concerns and needs. Some of these 
specific concerns and needs are: managing the coasts 
for economic and environmental prosperity; protecting 
and restoring fisheries and other living marine 
resources; advancing and applying ocean science and 
technology; detecting and forecasting oceanic 
components of climate variability; facilitating safe and 
efficient marine operations; managing living marine 
resources and fisheries for sustainable use; the 
consequences of global warming; preserving healthy, 
and restoring degraded, marine ecosystems; mitigating 
the human impacts of natural disaster; and ensuring 
public health. 

Signs of trouble in the oceans are myriad and 
typically include declines in natural systems and 
populations, increases in harmful or negative events, 
pollution and chemical contamination, and global 
warming and sea level rise. Many reports cite these 
signs. One recent example is Danger at Sea: Our 
Changing Ocean. 

III.   DESIRED ATTRIBUTES OF GRADUATES 

The Heinz Center report, Our Ocean Future, 
(1998) states it well when it says that the vigor of the 
national ocean science and technology program 
depends directly on the availability of a well-educated 
and trained pool of talent, ranging from technicians to 
Ph.D. The report also asks the following two meaningful 
questions: Is the present institutional framework 
adequate to educate and retain the necessary talent? 
Are the resources available to those institutions to meet 
the broader educational needs of the country? 

Graduates are needed that can address the 
specific needs and concerns which are identified in the 
introduction to this paper. In addition to having the 
technical expertise to address these issues, graduates 
must also be able to advise policy and management 
decisions. This particularly capability is arguably as 
important as research. Graduates must also be able to 
integrate across disciplines, or at least serve as a 
positive example for interdisciplinary cooperation, and 
must possess the essential qualities and skills of a 
graduate needed to survive in the workplace of the 
future. 

The essential qualities and skills a graduate 
must have to achieve success in all sectors of the 
marine sciences workplace of the future include a solid, 
foundational technological proficiency in a core 
discipline; broad training to address interdisciplinary 
problems; skills in critical thinking; adaptability (or 
flexibility); and excellent communication skills which 
include not only reading and writing but also listening 
as well as the ability to communicate with a variety of 
nonpeers including the public. Some additional qualities 
and skills which will be needed by successful 
practitioners include basic business skills, interpersonal 
skills, project management skills, an understanding of 
continuous improvement, and a recognition of the need 
for continuous learning. 

IV. NEED FOR EDUCATIONAL 
SYSTEM CHANGES 

To meet these education needs requires 
changes not only in the contents of the existing 
curriculum but changes in the education system and 
the educational delivery system themselves. A detailed 
discussion of some of these needed changes goes well 
beyond the scope of this paper, but they will be 
mentioned in passing. 

There is a need for the educational delivery 
system to both complement and supplement the 
traditional M.S. and Ph.D. programs. As a start, 
traditional graduate education programs need to avoid 
the "cloning paradox". This graduate educational 
paradox has the following elements: focusing the 
training on preparing graduates for careers in 
academia, not industry; the Ph.D. is the preferred 
degree with the master's degree treated as a 
consolation prize; and the graduation rate usually 
involves overproduction as it is not done in response 
to market demand. 

Marine science education programs should 
both encourage and accommodate the lifelong learning 
process. This must involve addressing the issues of 
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accreditation, which is needed primarily for quality 
control, and of articulation so that we can stop penalizing 
students who don't take all of their credits at one 
institution by creating waste for them through making 
them retake many courses. Marine science education 
programs also need to address work-based learning. 
This must involve resolving issues of how to award 
credit for work experience, articulation of these credits, 
and establishing standards in order to control the quality 
of this type of learning. 

Many of the needed changes will not occur until 
educational institutions and the individual programs 
within those institutions better recognize and reward 
the full spectrum of the elements of scholarship. The 
best known elements of scholarship are the discovery 
of knowledge (also known as research) and the transfer 
of knowledge (also known as teaching). The additional 
elements of the integration of knowledge, the 
application of knowledge, and the archiving of 
knowledge should also be recognized and rewarded, 
and specialists should be developed in each of these 
areas. Currently, a single faculty member is supposed 
to be equally proficient in all elements of scholarship, 
but their success and promotion are most directly 
connected only to research and teaching proficiencies. 

Marine science education also involves much 
more than just traditional colleges and universities. 
Good coverage of the range of informal marine 
education activities is given in one of the International 
Year of the Ocean Discussion Papers which were 
coordinated by NOAA. A list of the categories in informal 
education providers with a few representative examples 
of each is as follows: public and private institutions 
(museums, science centers, aquaria, parks, 
sanctuaries, maritime centers); World Wide Web 
(SeaWeb sponsored by the Pew Charitable Trusts, 
Environmental News Network which sponsored the Year 
of the Ocean page); media (television, books, 
newspapers and magazines); government agencies - 
federal, state, local (NOAA, Corps of Engineers, state 
departments of ecology, local public libraries); and 
professional societies (MTS and AAAS). Education 
institutions need to address how to integrate across, 
interface with, and incorporate the results of learning 
attained through this informal network. 

V.   SPECIFIC RECOMMENDATIONS 

Specific recommendations for re-engineering 
marine science education programs are directed at two 
major types of activity. The first is increasing cooperation 
and collaboration on the campus of the institution. The 
second involves increasing the outreach of the 
institution to the community where community is used 

in the broadest sense of the term. 

Under increasing cooperation and collaboration 
at the campus of the institution are the following 
recommended two principal areas of focus: 1) improving 
the teaching of the graduates of the particular marine 
science education program itself, and 2) improving the 
teaching of students from other programs throughout 
the campus. The highest priority for teaching students 
from other programs should be given to the teaching 
of K-12 teachers in the schools of education. Marine 
science programs should be actively involved in the 
education of K-12 teachers both while the teachers are 
undergraduates as well as during the continuing 
education programs in which these teachers participate 
throughout their careers. 

The next highest priority for teaching students 
from other programs should be given to using major 
environmental issues, exemplified by ones related to 
the oceans, as educational integrating themes across 
disciplines to teach technically-based service courses 
on a university-wide basis. Because marine science 
education programs are inherently multi-disciplinary 
programs, their expertise in teaching material of this 
nature can be used to teach other departments and 
schools how to teach, grade, and test across disciplines 
which should help improve the quality of 
crossdisciplinary educational programs throughout the 
entire university. Teaching across disciplines on a 
universitywide basis can provide opportunities both for 
educating the public in general about the major 
environmental issues associated with the oceans as 
well as for educating a variety of technical and scientific 
specialists. By doing this, marine science education 
programs would be contributing (and possibly even 
taking the lead) to broadening and improving the 
teaching of science, mathematics, engineering, and 
technology (SMET) across the institutional curriculum. 
This broadening of SMET instruction has been 
recommended by several recent major national reports 
including the Ehlers Report (1998). 

For improving the education of the graduates 
of one's own program, the offering of an undergraduate 
degree (B.S.) in marine science programs should be 
dropped wherever it is offered. The undergraduates 
would be better served spending their time improving 
their foundational technological proficiency in a core 
discipline. Programs should increase their cooperation 
with colleges of engineering, business, and education. 
This will help obtain for one's own graduates the 
attributes they need. In addition, this collaboration will 
reciprocally strengthen the graduates of these other 
programs. Increased emphasis should also be placed 
on master's level graduates and master's degrees 
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should be introduced into programs where only the 
Ph.D. degree option exists. The master's degree 
should not be considered a booby prize awarded to 
those incapable of obtaining a Ph.D. but should be 
considered as proper preparation for graduates who 
want to accept opportunities for nontraditional careers 
in business and industry instead of the more traditional 
careers of public (government) service or academia. 
Helping students get summer job experience and 
internships will improve both their opportunities for jobs 
in business and industry but will also contribute to their 
acquiring the basic set of essential qualities and skills 
needed for career success. 

One of the more important skills that marine 
science education programs should begin teaching their 
own graduates is how to advise policy and management 
decisions. Another important skill that should be taught 
to graduates is how to deal with the outcomes of the 
multiplicity of major ocean research programs. The 
study, Oceanography in the Next Decade, predicts that 
many ocean scientists will work in jobs in which they will 
benefit from a knowledge of how to manage major 
ocean research programs and how to coordinate them. 
Because most faculty members are not experienced 
with either the advising of policy or the management of 
major programs, there are two alternatives for them to 
acquire this knowledge and skill. One is to collaborate 
with other schools and colleges to get access to those 
who have this expertise. The second is to outreach to 
the community in order to gain this experience through 
direct involvement. 

Community outreach activities which could 
address the above include having industry and 
government representatives on advisory boards for the 
education program as well as getting government and 
industry representatives on campus and in the 
classrooms as teachers, as presenters of talks or 
seminars, or as panelists. Students could, as part of 
the curriculum, work on projects which address policy 
issues. Faculty and students both can increase their 
involvement with the informal education process. This 
could be done in a number of ways including the studying 
and critiquing of books, TV documentaries, and web 
sites. The latter two would permit exploration of the 
importance of television and of the World Wide Web 
as media for conveying information while demonstrating 
both their capabilities and limitations. Becoming involved 
with professional societies and both encouraging and 
assisting these professional societies to become 
involved with education is another possible activity. This 
active involvement would also set an example for the 
students to emulate. Societies whose memberships are 
primarily from other areas than academia should be 
targeted for these efforts. 

VI.   SUMMARY 

The statement in The Heinz Center report, Our 
Ocean Future, cited earlier, bears repeating here 
because it should help serve as an excellent motivator 
for implementing changes based on the ideas expressed 
in this paper. The report states that the vigor of the 
national ocean science and technology program 
depends directly on the availability of a well-educated 
and trained pool of talent, ranging from technicians to 
Ph.D. and goes on to ask the following two meaningful 
questions: Is the present institutional framework 
adequate to educate and retain the necessary talent? 
Are the resources available to those institutions to meet 
the broader educational needs of the country? 
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ABSTRACT 

On the eve of the 20th Century, the United States 
was in the midst of a physical science renaissance as 
internationally renowned scientists measured and 
analyzed the natural world, and explorers stretched 
its geographic boundaries to yield new frontiers for 
science. 

Naval Oceanography entered the 20th Century with 
chronometers, sextants, lead lines, log books, 
logarithm tables and pilot charts. On the eve of the 
21st Century, Naval Oceanography is equipped with 
precise time and time interval, the Global Positioning 
System, multi-beam echosounder systems, global data 
warehouses, supercomputing, and softcopy products 
transmitted globally. 

The paper, "Naval Oceanography: Start of the Next 
Millennium", describes the course upon which the 
United States Navy is embarked at the outset of the 
21st Century to meet the continuing challenge of 
ensuring Navy's ability to fight effectively under all 
weather or ocean conditions. 

Navy's needs challenge the advancement of basic 
and applied ocean sciences in the world's littorals. 
The natural littoral environment is a complex 
ecosystem, inter-relating meteorology, oceanography, 
and related marine sciences. 

Monographic descriptive oceanography, which 
dominated much of the past century, is now expanding 
to embrace a fully integrated systems interaction 
approach. This applies to measurement systems, 
resultant geospatially referenced data and coupled air- 
ocean modeling. Measurement and observation 
sensors and techniques are moving toward smaller, 
more capable sensors deployed from more cost- 
efficient, unmanned platforms. Remotely sensed data 
are continuously being refined to detect increasingly 
more detailed ocean features. Vast streams of collected 
information - well beyond the terabyte a day range of 
today's advanced sensors - will be fused from multiple 
data sources and viewed in three- and four- 
dimensional data assimilation. Massive parallel 
processing and visualization will be the commonplace 
tools used to communicate complex answers tailored 
to the specific needs of a wide range of users - even in 
remote locations. 

Navy Oceanography is poised to embrace true rapid 
environmental assessment on location as an integral 
part of operational primacy through harnessing the 
latest, rapidly advancing, high-technology information 
and ocean science. 
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I. Background 

A. Organizational 

The mission of the Naval Oceanographic 
Office (NAVOCEANO) is "to conduct 
multidisciplinary military ocean surveys; to 
collect and analyze all-source oceanographic 
data; and to generate operationally significant 
strategic and tactical products and services 
which address U.S. Navy and DoD 
oceanographic needs for effective weapon and 
sensor system performance and safe, accurate 
navigation." In this framework, NAVOCEANO 
constitutes a production environment, 
assimilating oceanographic measurements and 
producing products for operational customers. 
The products can take the form of 
oceanographic databases, tactical charts, 
analyzed imagery, textual reports, real-time 
products such as Multi-Channel Sea Surface 
Temperature or altimetry-derived wave heights, 
or any of a number of other operationally 
significant products. Virtually all production at 
NAVOCEANO operates on information, 
normally oceanographic data or products. 
Production can consist of automated 
processing, databasing, or operator intelligent 
analysis. In any case, it is generally possible to 
construct detailed process flows that capture 
the form of the production. 

B. Definition 

Workflow Management (WfM)1 refers to 
software methodology that provides a 
framework for tracking the production of work 
products. A WfM implementation would 
typically include mechanisms for recording and 
maintaining records of the work items, 
assigning a work item to an individual or 
process, recording pending/in-work/completed 
tasks against the work item, maintaining the 
suspense date for the work item, and recording 
completion of the item. The WfM 
implementation (also Workflow Management 
System (WfMS)2) would also provide 
mechanisms for the supervisor to obtain 
information such as number of items recorded 
for processing, suspense dates/times, status of 
progress against the work items, completion of 
the work items, amount of work recorded per 
individual, and so on. In other words, the WfM 
tool can maintain a dynamic database of most 
types of information that describe the totality of 
work at any given point in time. Typical uses 
for WfM include office type functions such as 
the processing of any type of transactions; e.g., 
insurance claims. This paper concerns 
Workflow Management as defined by the 
Workflow Management Coalition (WfMC).3 

C. Derived Benefits 

• Awareness - WfM provides a mechanism 
by which management can determine the 
status of each work item; i.e., how much 
work has been performed on a product, 
how much remains, estimated delivery, etc. 

• Accountability - In a workflow-managed 
environment, it is possible to determine 

1 Workflow Handbook, Workflow Management Coalition, 
1997 
2 Workflow Management Coalition Terminology and 
Glossary, Document Number WFMC-TC-1011, Workflow 
Management Coalition, June 1996 
3 ibid. 
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levels of production at personal, 
departmental, and organizational scales. 

• Measurability - WfM provides a natural way 
to collect metrics that are useful to 
determine organizational performance. 

• Productivity - WfM lets the manager 
balance workloads, correct production 
problems, and take other actions to improve 
productivity from an informed position. 

D. Key Components 

The key components required to implement 
Workflow Management are: (1) business rules 
that capture the production activities of the 
organization; (2) the personnel who are the 
foundation and enduring element of production, 
(3) the systems that are used to generate the 
products, and (4) a workflow engine that 
tracks, monitors, routes, and schedules the 
work activities (see Figure 1). 

Business 
Rules 

J 
Workflow 
Engine 

Personnel 

Figure 1 

Systems 

II.      Implementation 

A . Prior Implementation Areas 

NAVOCEANO has implemented Workflow 
Management in two separate areas to date; 
both implementations have been referred to as 
the Production Management Tool (PMT). The 
PMT can be described as an implementation of 

WfM that is customized to specific production 
areas at NAVOCEANO. PMT consists of a 
Commercial off-the-Shelf software package 
augmented with NAVOCEANO production 
rules, a custom user interface, and custom- 
built modules for receiving Requests for 
Product (RFPs) and maintaining a historical 
source package of references and imagery 
used for each request. 

•   WSC - The Warfighting Support Center 
(WSC) Special Products Division 
implementation of the PMT provides a 
means to track work against RFPs. An 
approved RFP causes the generation of a 
custom product in support of a specific 
customer requirement; the product normally 
takes the form of a report or analyzed 
image. As the Fleet Interaction Branch 
receives an RFP, it is entered into the RFP 
database or RFP Application Module, a part 
of the PMT. The PMT then maintains 
status information on the RFP, including 
such items as suspense date, customer 
name, customer Area of Responsibility 
(AOR), product type, product spatial 
location and extent, and mission supported. 
It also maintains a source package for each 
RFP, which carries information about the 
sources of materials used in the preparation 
of the product. The branch supervisor uses 
PMT to track the numbers and types of 
RFPs that are pending with the associated 
suspense dates and which RFPs are 
assigned to which analysts. In this way, the 
workload can be managed and balanced. 
PMT allows the supervisor to generate 
production reports detailing metrics on 
status (completed, new, approved, waiting, 
rejected, cancelled), RFP by customer, 
request date, request due date, completed 
RFPs, RFPs due today, overdue RFPs, and 
RFPs completed after due date. In 
addition, an auxiliary report writer is 
available which allows for more complex 
queries such as how many priority one 
requests were made within a date range, 
what customer asks for a particular product, 
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how many RFPs were produced by a 
particular branch, etc. The latter reports 
are particularly useful in answering ad hoc 
management queries. 

STOIC - The Special Tactical 
Oceanographic Information Chart (STOIC) 
is a customized tactical environmental 
support tool that combines hydrographic 
and oceanographic information together in 
one product. STOICs are used by the Fleet 
for operational, exercise, and mission 
planning support. They are produced in 
paper and digital format for littoral regions, 
typically to a 1:25000 scale (8x8 nautical 
mile area), for a specific time frame or by 
season. The center portion of the chart 
consists of the hydrographic soundings, 
contours, coastal features, and other 
hydrographic information. Around the 
perimeter of the STOIC are the 
oceanographic Essential Elements of 
Information (EEls), which consist of graphs, 
tables, or text for the area. These EEls can 
include currents, physical properties of 
seawater (temperature, salinity and sound 
speed), bottom composition, fishing, 
shipping, dangerous marine life, and 
underwater visibility. These varieties of 
hydrographic and oceanographic 
information are produced by several 
NAVOCEANO organizational elements. 
PMT will be used for RFP tracking and work 
assignments throughout the various 
divisions and used to generate product 
metrics and reports. 

B. Architecture 

The current implementation of workflow at 
NAVOCEANO is limited to the two production 
areas mentioned above. Also, these areas 
function independently, so there is no interface 
between them. Each area operates in a client- 
server configuration using single-vendor 
commercial software and a tailored user 
interface. The objective architecture (Figure 2) 

would include multiple process areas, 
operating on multiple servers (with a nominal 
correspondence between process and server). 
The architecture would include an interface 
between the server and a Web-type browser, 
so that (1) multiple instantiations of the client 
are not required, and (2) more workers have 
access to the server (and process). WfM 
servers which directly support access by Web 
browsers are also desired. In the objective 
architecture, servers (and processes) would be 
linked to form a more inclusive end-to-end 
process flow. This could be accomplished by 
implementing WfM applications on vendor 
packages that are compliant with the WfMC 
Reference Model Interface 4 for Workflow 
Interoperability.4 Conceivably, the entire 
production could be implemented in this way, 
providing access at any point by a manager at 
any location through a Web browser. 

Area 
1 

WfMC 
I/F4 

JAreal Area   I 

Lp     LU 
WfMS/Browser 

Interface 

Browser 
direct 

access of 
WfMS 

V 

I    _L ±± J Em 
Figure 2: Objective 

Architecture 
Intranet 

The description above presents a high level 
representation of the objective system 
architecture across the enterprise. One 
specific process area is of interest for its 
particular extension to the traditional workflow 
model. The WSC operates a real-time satellite 
processing center for Multi-Channel Sea 
Surface Temperature (MCSST) and Altimetry 
Data Fusion. The WSC also operates ocean 
models for waves, tides, and three-dimensional 
temperatures in the Department of Defense 

4 "Workflow Standard - Interoperability Internet e-mail MIME Binding," 
Document Number WFMC-TC-1018, Workflow Management Coalition, 
25 September 1998 
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High Performance Computing (HPC) Major 
Shared Resource Center (MSRC) at 
NAVOCEANO. These real-time and time- 
critical dynamic processes generate products 
that are combined with imagery, bathymetry, 
and atmospheric data in response to RFPs. 
The monitoring of the automated processing is 
a natural extension of the original PMT. 

Workflow management in automated 
production systems decomposes into multiple 
batch executions with relatively short time- 
steps compared to interactive analytical 
processing, the domain of the traditional 
workflow model. In a given computer process, 
there are several independent variables that 
influence process flow. The underlying 
components of network availability, data 
availability, process status, and system status 
constitute the building blocks for a 
comprehensive workflow management system. 
Workflow statistics that are not supported by 
information technology availability statistics do 
not yield accurate information about the 
process flow. 

The workflow sub-components being 
developed to support the PMT extensions 
include an event-driven monitoring system for 
collecting status about data and processes. 
When completed, the Millennium Concentrator 
System (MCS) will provide visibility into critical 
path connectivity, parent and child process 
status, system availability, and data availability. 
These process variables will be tracked end-to- 
end from product initiation to the final Web 
posting and customer data pull.   A time- 
correlated error-mapping function will augment 
the production status. The MCS will use 
Hypertext Markup Language (HTML), Secure 
Socket Layers (SSL), and JAVA to develop 
custom interfaces to existing process monitors 
and use a Web client to display concentrated 
status information. The process concentrator 
engine will be a Relational Database 
Management System (RDBMS). 

The MCS will not be designed as a 
monolithic application, but will use agents 
designed to work in specific domains. These 
agents will gather information in their 
respective domain and pass the information to 
the concentrator; in this way the system 
operates much like a hub-and-spoke 
distribution. Having a set of independent 
spokes will reduce the costs of development by 
allowing the integration of existing applications 
into the MCS.   The hub-and-spoke design will 
also permit an incremental development path. 
Spoke agents can be tailored for process and 
domain-specific criteria. For example, the 
MSRC agents will have different reporting 
functions than the agents designed for the 
WSC computer center. The agents will also 
have a dual role to allow agents to report on 
the status of other agents. This dual reporting 
will ensure that reported system failures are 
not simply reporting errors. The notional 
process/data flow using this implementation is 
characterized in Figure 3. 

PMT 
Process Steps 

Figure 3. Process Flow/Interaction with MCS 

C. Required Technology 

The PMT uses a commercial workflow 
engine and a commercial relational database 
system. A tailored interface for the PMT was 
designed to customize the application for 
specific NAVOCEANO requirements. This 
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application operates in a client/server mode 
using vendor client software. The MCS will 
employ a Web-based application using JAVA 
applets and HTTP protocols in addition to a 
relational database engine. Unique security 
concerns will limit the direct query of processes 
by the concentrator. The agent software 
design will require a persistent application 
profile with the ability to automatically restart 
an agent process. The agent-to-agent 
communication will permit this self-start 
feature. The application design will weigh the 
advantages of SSL, Virtual Private Network 
(VPN), and encryption as design criteria. The 
PMT application will function at a higher level 
application layer in the system architecture. 
The information stored by the PMT will be 
available to the MCS through the RDBMS 
Application Programmer Interface. This 
server/browser architecture will utilize PMT 
information without the additional cost of client 
licenses. 

III.     Future Direction 

The NAVOCEANO enterprise forms a 
production environment which encompasses 

multiple diverse production areas, as shown in 
Figure 4. A process flow for a particular 
product line can be envisioned as a thread 
through the production areas, beginning with 
Collection Management through Product 
Dissemination. For example, a process thread 
could be constructed for a hydrographic 
database as follows: 

• Collection Management - survey 
planning 

• Data Collection - post-processing of 
soundings, single and multibeam sonars 

• Information Warehousing - storing 
collected values in the NAVOCEANO 
Data Warehouse 

• Product Generation - build and quality 
control the database 

• Product Dissemination - distribute 
database as a standard product 

Further levels of decomposition are both 
possible and necessary, down to a discrete 
work unit that can be managed. Even at the 
top level, the progress status provides useful 
information to senior management. 
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This level of visibility into the Office-wide 
production process remains a goal, however. 
Process flow throughout the Office is not as 
well circumscribed as the two cases mentioned 
earlier. Production rules are "in people's 
heads," following ad hoc procedures to some 
extent. Tracking is done either on paper or in 
process-unique databases. At present, there is 
no automated way to track production from 
end to end. To get to the desired state of 
Workflow Management will require a thorough 
understanding of the processes. Process 
modeling is required; the preferred method 
would consist of formal documentation using 
IDEF-0 methods. A few process areas have 
been documented to that level of detail. The 
Mine Warfare production area has a full set of 
process documentation and is well suited for 
WfM implementation. That implementation is 
under consideration for FYOO. 

It is envisioned that we will continue to 
evolve the Workflow Management capability at 
NAVOCEANO through the staged 
implementation of singular applications. 

Ultimately, a more generalized approach could 
be undertaken which would provide full 
generality throughout the production 
environment. This approach would involve the 
decomposition of the environment into 
"processing categories," similar to those in 
Figure 4, and "functional processing units" 
(FPU) as subsets of the categories. A 
functional processing unit would consist of the 
formalization of a work unit, and could 
comprise a combination of entities such as 
human-executed tasks or software processes; 
in other words, the functional capabilities to 
accomplish a discrete task of limited scope. A 
workflow would consist of the FPUs "snapped 
on" a workflow backbone. Ultimately, a 
"Workflow Architect" could be commissioned 
with full access to tools designed to combine 
FPUs into processes in a near-dynamic 
fashion.   A by-product of this approach is that 
rather than building workflow engines for 
existing work environments, the processes 
would be constructed using workflow tools, and 
be immediately ready for workflow monitoring. 
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I. Background 

The Commander, Naval Meteorology and 
Oceanography Command, operating under 
the Oceanographer of the Navy in the 
Office of the Chief of Naval Operations 
(OP-096), collects vital information about 
the ocean through its field activity, the 
Naval Oceanographic Office 
(NAVOCEANO). 

NAVOCEANO, located at the John C. 
Stennis Space Center in Mississippi, 
exercises technical control over a fleet of 
eight permanently forward-deployed survey 
ships, collecting oceanographic, 
geophysical, and hydrographic data in, on, 
and above all the world's oceans. These 
survey ships are operated by the Military 
Sealift Command and are manned by 
civilian contract mariners and civilian 
oceanographers and technicians. After 
analysis and processing at NAVOCEANO's 
facility at Stennis Space Center, the data 
are delivered to fleet operational units or 
the National Imagery and Mapping Agency 
(NIMA). 

NAVOCEANO collects bathymetry data 
and provides this information to NIMA for 
processing and printing of nautical charts. 
Geophysical data, such as gravity, are 
collected   and   processed   to   support   a 

variety of Department of Defense (DOD) 
weapons systems and performance 
prediction models. 

Military surveys are conducted all over 
the world, and survey missions are 
determined using a stringent requirements 
process. (When operating in-theater, the 
appropriate Naval Component Commander 
assigns the ships a Task Force Element 
designation.) While equipment used for 
data collection during military surveys is 
similar to that used in marine scientific 
research, information from military surveys, 
regardless of security classification, is not 
for general use by the scientific community. 

II. Introduction 

A. Current Process 

NAVOCEANO ships operate for 10, 26- 
day surveys per year, with scientists 
traveling to the ships for two survey legs, or 
about 60 days deployed at a time. These 
survey teams are manned with the skills to 
provide the necessary knowledge to 
support the specific data collection efforts of 
each survey. Our survey ships collect data 
from a minimum of 15 different systems 
during each survey and often carry 
additional sensors aboard. The data 
collected are checked onboard for 
completeness and quality, stored, and 
shipped back to NAVOCEANO during in- 
port periods. Post-processing at 
NAVOCEANO often takes as long or longer 
than the collection effort. If problems due to 
sensor calibration, deterioration of sensor 
performance, or software malfunction are 
discovered in the data during this post 
processing, hundreds of thousands of 
dollars worth of collection efforts can be 
invalidated. In-port periods are used for 
updating and testing software and hardware 
improvements and upgrades. Often survey 
days are lost to support the sea trial periods 
of these upgrades. 
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B. Need for Change Operational Concept 

New digital sensors are collecting ever- 
increasing quantities of data. In many 
cases these data are even more sensitive 
to small changes in environmental 
conditions or sensor performance. With the 
goal being total bottom coverage with many 
of these sensors, the concern over holes or 
"holidays" in the data requires much more 
careful monitoring of survey progress. In 
this world of downsizing of budgets and 
manpower it is essential we leverage 
technology to optimize our skills and deal 
with the rapidly increasing data flows from 
these new sensor technologies. To provide 
for the necessary talents to support this 
multidisciplinary effort, a substantial and 
expensive training effort is required to 
ensure that each team has the necessary 
skills to support and monitor all these 
systems. With a greater emphasis on 
simulation and modeling to rehearse 
impending conflicts, the fleet has an ever- 
increasing need for data in near-real time. 
Accordingly, NAVOCEANO has a need for 
an ever-increasing data communications/ 
processing bandwidth. 

C. Need 

We need to optimize our precious and 
skilled labor force over more than one ship 
at a time and leverage a shrinking budget to 
do this. We need to use improved 
connectivity to the ships to allow many of 
these functions to become "cyber" 
functions. Specific areas we hope to affect 
include: 

• Better planning and survey support 
• Better use of highly skilled manpower 
• Upgrade,   monitor,   and   troubleshoot 

systems and sensors 
• Increase data flow throughput 
• Provide     near-real-time    support    to 

models and products 

A. General 

The NAVOCEANO Survey Operations 
Center (SOC) will enable scientists, 
engineers, and analysts ashore to evaluate 
the status and performance of shipboard 
systems and the quality of data collected 
from ships deployed around the world. 
Watchstanders will also remotely manage 
software configuration control, initiate 
shipboard software upgrades, troubleshoot 
onboard data collection systems, and 
monitor survey progress and coverage to 
assist with on-scene decisions. 
Oceanographic and hydrographic data and 
associated quality control information will 
be transmitted to shore from each ship 
several times each day, via a high-speed 
satellite link, based on the operational need 
of the end user. A series of protocols, 
referred to as "data tiers," will be 
established to determine the precedence of 
data types and associated metadata for 
transfer, when bandwidth or some other 
constraint limits the amount of data that can 
be transmitted from each ship. A 
discussion of data tiers during various 
operational scenarios follows in the next 
section. 

Data received and processed in the 
SOC will immediately be warehoused for 
ready access in the DOD Major Shared 
Resource Center. Data that are returned to 
NAVOCEANO by more conventional means 
(i.e., hand-carried or mailed) will continue to 
be processed and warehoused at 
NAVOCEANO's data ingest facility using 
the same methods as in the past. 

The costs associated with the SOC will 
be quickly amortized for several reasons. 
Fewer people will be required to post- 
process data at sea. There will no longer be 
a need for major post-processing system 
hardware upgrades for each of the eight 
ships. Survey operations and data quality 
control, post-processing, and warehousing 
will be much more efficient. 
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B. Data Tier Definitions 

1) Monitoring and Perishable - bundles of 
data in near-real time to monitor Operations 
and to support quality control, modeling, 
and operation of shipboard systems. These 
are perishable data and include such 
elements as: water profiles, light 
attenuation, sea surface temperature, 
weather, navigation, meta-data on 
collection efforts, and quality control data. 

2) Special Product Data - nonperishable 
data for rapid turn-around, single beam, 
Acoustic Doppler Current Profiler, and 
special data sets being collected without 
onboard experts. These are smaller data 
sets that are of a reasonable size for 
electronic transmission. These data are 
needed for rapid turnaround in support of 
exercises and operations. 

3) Mega Data - raw data, backups, and 
data sets that are too large to be 
transmitted to the office electronically. 

C. Operational Modes 

1) Normal Mode - would have tier one data 
coming back at intervals throughout the 
day. The data coverage displays would be 
continually updated with sample sites 
indicated. These data would be catalogued 
and stored on receipt for access through 
the data warehouse and online data 
servers. This would make the data 
available to modelers and the Warfighting 
Support Center (WSC) in near-real time. 
The two watchstanders monitoring the eight 
ships from the SOC would be watching the 
progress     and     contacting various 
NAVOCEANO codes when they observe 
problems or any issues arise. They would 
have access to the Integrated Survey 
System operator screens aboard the ships 
and conduct daily video-teleconference 
(VTC) sessions with the senior scientists 

aboard each ship for the coordination of 
supporting actions throughout the office. 
Engineers and software administrators 
would be able to log on to the shipboard 
systems and evaluate performance of 
systems and conduct troubleshooting and 
software support from the SOC. Not only 
would the watchstanders in the SOC be 
available to support the teams on the 
various ships, but the ship teams 
themselves could assist teams on other 
ships. For example, if a system on the 
USNS HENSON was malfunctioning and 
the most experienced technician for that 
system was on the USNS BOWDITCH they 
could VTC and collaborate on the way to 
proceed. Similarly it might be possible for 
the physical oceanographer on the USNS 
PATHFINDER to monitor the performance 
of the systems on the USNS SUMNER and 
perform as a "cyber" member of the team. 

2) Special Product Mode - would see the 
same operation as discussed above for 
Normal Mode and additional time to support 
the real-time or near-real-time transmission 
for one or more data types to support a 
need for a special product. This might be 
bathymetry, sidescan sonar imagery, or 
backscatter imagery to support a special 
product. This mode would be used when 
the size of the area of interest was relatively 
small compared to the data collected in a 
day. Again, these special data could be 
watched more closely during the collection 
process for quality and be almost 
immediately available for products. 

3) Rapid Assessment Mode - in addition to 
normal mode support this would involve 
continuous connectivity to the ship for the 
transmission of tier 1, 2, and 3 data back to 
NAVOCEANO for the building of products. 
It will be more effective to transmit these 
data back to NAVOCEANO vice passing 
them in-theater to a user since much of the 
data to be merged with these collected data 
sets are held here and the manpower to 
build the products is available to the WSC. 
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The communications pipes are in place to 
push those products from here. 

IV. Systems Integration 

A. Integration Strategy 

The SOC will be deployed using a low- 
risk phased integration strategy. It is 
envisioned that integration will be effected 
using phased capabilities to provide proofs 
of concept early on. The initial phase will 
consist of the following activities: 
• Requirements Definition 
• Equipment Acquisition 

• Shipboard 
• ln-house computers 

• Communications Leases 
• Space 
• Terrestrial 

• Equipment Installation on T-AGS 62 
• Initial Software integration 
The completion of those activities will result 
in an Initial Operational Capability 
consisting of data connectivity and limited 
monitoring capability on one platform, 
T-AGS 62. 

The next phase would be the completion 
of integration for one platform, including the 
following: 
• Completion of in-house computer 

hardware integration 
• Software modifications to allow access 

to the Integrated Survey System 
• Visualization Software 
• An Operational Evaluation 
• The result of these activities will be a 

Full Operational Capability for one 
platform. 

Successive    activities    will    consist    of 
communications   installation   aboard   the 
other platforms, and concurrent upgrades of 
the in-house capability: 
.    T-AGS 60/61/51 
• T-AGS 63/64/65/52 

B. Data Communications 

To date, the SOC integration efforts have 
concentrated on data communications, 
since the definition and acquisition of 
communications capabilities to support the 
required bandwidth was viewed as perhaps 
the most difficult challenge. 

The commercial C-Band satellite system 
has been selected because of the high 
bandwidth data communications and 
worldwide coverage. NAVOCEANO survey 
ships operate on a global basis and the C- 
Band satellites can provide two-way T1 
(1.544 MBps) communications between 
ships and the SOC. Table 1 shows the 
required transmission times for tiered data 
atT1 rates. 

Type Volume Volume Volume Volume Volume Volume 

for 1998 for 1999 for 2000 for 2001 for 2002 for 2003 

T-AGS 51 

TOTAL 125 GB 1172.5 GB 1245 GB 1245 GB 1845 GG 1845 GB 

AirTirreperday@E1 rate(Hrs) Ö.Ö5 5.Ö5 5.36 5.36 7.94 7.94 

T^AGS52 

TOTAL 12.5 GE 125 GB 1165 GB, 1245 GB 1845 GB 1845 GB 

AirTims per day @E1 rate(hfrs) Ö.Ö5 Ö.Ö5 5.M 5.36 7.94 7.84 

T-AGS 60 

TOTAL 105 GB 1338 GB 1338 GB 2218 GB 2218 GB 2218 GB 

Air Time per day @ E1 rate (rts) Ö.45 5.76 5.76 9.55, 9.55 5.55 

T-AGS 61 

TOTAL 105 GB 1338 GB 1338 GB 1938 GB 2218 GG 2218 GB 

Air Time per day @ E1 rate (Hrs) 0.45 5.76 5.7( 8.34 8.55 9.55 

T-AGS 62 

TOTAL 505 GB 1618 GB 2218 GB 2218 GB 2218 GE 2218 GB 

AirTirreperd3y@E1 rate (Urs) 2.17 6.97 9.55 5.55 9.55 "9.55 

T-AGS 63 

TOTAL 1418 GB 2218 GB 2218 GB 2218 GE 2218 GB 

Air Time per day @E1 rate(rts) Ö.K 6.U 9.55 6.55 9.55 9.55 

T-AGS 64 

TOTAL 0GB 0GB 2218 GB 2218 GE 2218 GB 

AirTirreperday@E1 rate{>+s) Ö.K O.M Ö.K 9.55 6.55 9.55 

T-AGS 65 

TOTAL 0GB 0GB 0GB 2218 GB 2218 GB 

Air Time per day @E1 rate(rts) Ö.K Ö.K Ö.K u.M 9.55 9.55 

Surrmary 

Year FY98 FT 99 FVOO .::mm:s WFtMS FC0», 
740 GB 6897GB 9521GB 13300 GB VlfSSB.GBi «*W*9BÜC3:; 

Table 1. Data Volumes/Transmission Time 

The shipboard configuration will include a 
10-foot satellite dish with control electronics 
for satellite tracking. A stabilizing platform is 
necessary to compensate for ship motion. 
The entire satellite tracking system weighs 
less the 1000 lbs. Navigation inputs will be 
provided from the Global Positioning 
System to allow for acquisition of the C- 
Band satellites. 

1179 



NAVOCEANO survey data collected from 
the Integrated Survey System (ISS-60) will 
be transmitted daily back to the SOC. 
System configuration will allow for voice, 
real-time video and Internet access. Ship 
to shore data rates require the highest 
bandwidth, and data rates up to 2048 KBps 
can be achieved. 

All data transmitted from NAVOCEANO 
survey ships will be received at a gateway 
terminal on the east or west coast. Data will 
be routed through the Defense Research 
Engineering Network to the DOD Major 
Shared Resource Center at Stennis Space 
Center and finally passed to the SOC at 
NAVOCEANO. All data will be monitored in 
the SOC, and continuous feedback will be 
provided to all survey ships on the quality of 
the survey data. Shore to ship data rates 
will allow for up to 384 KBps. 

V. Summary 

The SOC represents a major paradigm 
shift towards a network-centric mode of 
operations for U. S. Naval oceanography. 
The virtualization of the oceanographer's 
functions will serve as a force multiplier; in 
this way the Naval Oceanographic Office 
will participate in the evolution toward the 
DOD's Joint Vision 2010. 
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Abstract 
The Naval Oceanographic Office (NAVOCEANO) 
provides environmental support to Mine Warfare (MIW) in 
digital form for characterizing the environment. These 
data include bathymetry, sediments, mine burial 
probability, and climatology for currents, temperature, and 
salinity prior to an exercise or operation. In most cases 
high-resolution databases needed by MIW are on the 
order of centimeter spatial resolution, much higher than 
available databases. The minehunting phase of the 
operation using AN/AQS-14 minehunting side-scan sonar 
provides this information. Data are processed using the 
Unified Sonar Image Processing System for the 
processing and databasing of the AN/AQS-14 sonar 
imagery. The Comprehensive Environmental Assessment 
System (CEAS), a Geographic Information System (GIS), 
is used for the integration of historical and in-situ 
environmental data. The AN/AQS-14 sonar imagery is 
processed in near-real time (12 hours), providing the 
Mine Countermeasures (MCM) Commander with the 
current environmental picture, used for tactical planning. 
The MCM Commander can direct his assets, which 
include side-scan sonar, forward-looking search sonar, 
and Explosive Ordinance Demolition (EOD) divers 
efficiently, or avoid areas which are not huntable. 

The AN/AQS-14 side-scan sonar data are 
georeferenced, allowing for bottom characterization and 
identification of provinces in accordance with current MIW 
doctrine. In addition to bottom characterization, 
georeferencing can show sonar system artifacts not 
apparent in the standard waterfall display. Change 
detection is also performed, with historical data or data 
collected during the operation. 

In addition to sonar imagery, environmental data from 
the EOD divers (e.g., temperature, bottom grabs, and 
visibility), temperature and salinity collected using 
Expendable Bathythermographs (XBT), and contact 
information are all entered into CEAS for comparison with 
climatology. 

Presented are the GIS and image processing 
software, data-basing, and techniques used for MIW 
environmental support. Results will be presented from 
MIW exercises from the past two years. 

I. Introduction 
A major influence on Mine Countermeasures (MCM) 

operations is the environment. For the MCM 
Commander, detailed knowledge of his operating 
environment is essential to accurately predict Mine 
Warfare (MIW) sensor performance for both minehunting 
and minesweeping. The problem is that the littoral 
battlespace where these operations take place is 
dynamic in both time and space. Databases do not 
always exist in these "hot areas," and where they do 
they may be based on few real observations, 
necessitating extensive interpolation and/or 
interpretation. While these databases are very valuable 
for pre-mission planning, it is imperative to collect in-situ 
measurements to validate and build them, rather than 
assuming a single bottom type and sound velocity for an 
entire operating/exercise area. 

Under the MIW Campaign Plan, sponsored by 
Expeditionary Warfare (N85), the Naval Oceanographic 
Office (NAVOCEANO) is tasked to develop high- 
resolution digital bottom-mapping (acoustic imagery) 
databases; environmental databases which include 
bathymetry, sediments, bottom roughness, clutter 
density, sound velocity, currents, visibility; and a master 
minelike contacts database. This effort leveraged off the 
current infrastructure of NAVOCEANO's Integrated 
Database Management System (IDBMS), the 
Comprehensive Environmental Assessment System1 

(CEAS), the Unified Sonar Image Processing System2 

(UNISIPS), and the scientific expertise within 
NAVOCEANO. IDBMS is the data warehouse at 
NAVOCEANO where all worldwide observed and 
derived databases (gridded and provinced) are stored. 
CEAS is a Geographic Information System (GIS) based 
system which fuses environmental data for display, 
overlay, and analysis. UNISIPS is used for processing 
side-scan sonar data and outputting full-resolution, 
georeferenced acoustic imagery mosaics at selected 
grid intervals. Outputs of these systems can be directly 
ingested into the MIW Environmental Decision Aids 
Library (MEDAL). MEDAL, the MIW Tactical Decision 
Aid (TDA) used by MCM forces, is a Joint Maritime 
Command    Information    System    (JMCIS)    software 
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segment    that    supports    MIW    mission    planning, 
evaluation, and command and control. 

A large effort of the MIW Campaign Plan at 
NAVOCEANO involves processing and databasing the 
MIW minehunting side-scan sonar data, AN/AQS-14 
(AQS-14), at NAVOCEANO. These data are used to 
derive fleet products, such as bottom type (with 
additional ground truth data), bottom roughness, and 
clutter density, relating directly to MIW doctrine. In 
addition, the full-resolution data provide a picture of 
historical minelike contacts along Q-Routes and in other 
operational areas. Historical data can be compared 
during MIW operations with current data to determine if a 
bottom object is new, referred to as "Change Detection." 
Historical minelike contacts can be ignored, thereby 
increasing timeliness of the mission. 

II. In-Situ Environmental Characterization 

A. AQS-14 Sonar 
The primary source for in-situ environmental 

characterization is the AN/AQS-14 side-scan sonar. The 
AQS-14 is a multibeam side-scan sonar towed from the 
Airborne Mine Countermeasures helicopter MH-53E. 
The AQS-14 system consists of an active, stabilized 
underwater vehicle that is towed by an 
electromechanical cable and winch. Multiple beams are 
formed along-track, allowing it to be towed at speeds up 
to 18 knots while maintaining full along-track coverage. 
Adaptive signal processing allows for "hands-off" 
operation through varying bottom reverberation 
environments. The towed vehicle maintains an operator- 
selected altitude above the bottom or depth below the 
surface by means of an active control system and 
sensors. 

B. AN/AQS-14 Processing 
Multiple missions or sorties are flown to search the 

operational area for mines, reviewing the data in a 
"waterfall" display for the detection of minelike contacts. 
The data are then passed to UNISIPS for standard side- 
scan processing and databasing, including navigation, 
radiometric, and geoetric corrections, and final mapping 
to a geodetic grid. 

Once georeferenced, the bottom is characterized and 
provinced according to MIW doctrine. Bottoms are 
categorized into four types (A-D) based on composition 
(mud, sand, and rock), mine burial, and roughness (sand 
ridge height), with clutter density being defined as the 
number of NOn-Mine-like-Bottom-ObjectS (NOMBOS) 
per km2 (Fig. 1). Historical data and in-situ diver reports 
are used with the AQS-14 side-scan records to 
determine in-situ bottom types. These provinces are 
digitized in UNISIPS and imported into CEAS along with 
the geodeticly corrected side-scan mosaics. These 
bottom types are provided to the MCM Commander, 
allowing him to alter routes to bypass unhuntable areas, 
redirect assets, and provide more accurate mine 
clearance estimates. 

C. Change Detection 
"Change Detection" compares high-resolution 

baseline databases against mission or in-situ data to 
determine whether an object is new. Prosecuting only 
new objects save valuable time and assets during an 
MCM operation. Issues currently being addressed are 
temporal perishability of databases, navigational 
accuracy required, and attitude/grazing angle 
dependency. These issues must be resolved in order to 
confidently assess whether or not a minelike object 
should be prosecuted. NAVOCEANO is building 
databases in exercise areas to test these issues. 

1182 



D. Acoustic Imagery Data Structure 
Once the side-scan imagery is entered into UNISIPS, 

rapid retrieval of the side-scan imagery for a given 
position is required for the comparison of historical vs. 
in-situ data. Due to the volume of data, both historical 
(50 - 100 Gb) and in-situ (25-50 Gb), an efficient data 
structure for rapid retrieval is necessary. The imagery 
data structure described allows for rapid access to the 
file and position within the file. 

The region is divided into tiles, with each tile 
containing the geodetic grid. The data structure of the 
geodetic grid stores all the contributing "scanline" file 
polygonal boundaries, and relative pathname locations. 
When a position is entered, each tile is searched to 
determine the proper tile. Once the correct tile is 
chosen, the polygonal boundaries for each of the 
contributing files are searched; if the position lies within 
the boundary of the file, the file is displayed at the 
requested position. Fig. 5 shows the output of a search 
for both the historical and mission data. 

data were used for pre-mission planning and as input to 
the sonar performance prediction model. The sonar 
performance prediction model uses historical SSPs, 
depth, bottom type, and wind speed. In addition, 
bathymetry is used for mine threat, and bottom types are 
used for mine burial prediction. The software systems 
CEAS and UNISIPS were brought onboard the MIW 
Command Ship USS INCHON during JTFEX 97-3 to 
ingest data from MIW systems, update historical 
databases, and providing near-real-time products to the 
MCM Commander. The data included AQS-14 side- 
scan sonar, environmental dive reports from the 
Explosive Ordinance Disposal (EOD) Team, and 
Conductivity, Temperature, and Depth (CTD) data from 
the Battle Space Profiler (BSP). During the first three 
days of JTFEX 97-3, reconnaissance missions were 
flown with the AQS-14. The sonar was flown at an 
altitude that protected it from moored mines but 
ensonified the bottom for environmental provincing and 
initial minehunting. The geometry for JTFEX 97-3 is 
given in Fig. 2. 

Fig. 2. JTFEX 97-3 Geometry. 

III. Bottom-Mapping Examples 
Two fleet exercises are used as examples of what is 

known as "Real-Time Bottom Mapping." The first 
example is the JoinT Fleet EXercise (JTFEX) 97-3 held 
off Onslow Bay, North Carolina in September 1997. The 
second example is MARCOT/Unified Spirit 98, which 
occurred off Stephenville, Newfoundland in July 1998. 

A.   JTFEX 97-3 

1. Overview 
Digital historical data were provided by 

NAVOCEANO, including surface sediments, sound 
speed profiles (SSPs), bathymetry (gridded and 
soundings), currents, and high-resolution bottom 
imagery. Surface sediments, bathymetry, and SSPs 
were ingested into the MEDAL system.  These historical 

2. In-Situ Bottom Characterization 
Eight to ten missions were flown daily. This 

generated about 4 Gb of raw data per day. Aboard the 
aircraft, a "first pass" review of the data was performed 
by sonar operators to detect minelike contacts on the 
Post Mission Analysis (PMA) system as the data were 
being recorded to a high-density analog tape. Onboard 
the USS INCHON, a more detailed "second pass" was 
performed for minelike contacts on the PMA system. 
The data were then passed to UNISIPS, processed, and 
further reviewed. Once all missions were flown for the 
day, a digital mosaic was created at a 2-m resolution. A 
sample mosaic of a day's mission is shown in Fig. 3. 
Although minelike objects are lost at this resolution, 
bottom trends showing areas of ridging and homogeneity 
are apparent. The UNISIPS software allows the 
operator to recall the full-resolution data from the mosaic 
in areas of interest. 

The digital acoustic imagery mosaics were brought 
into CEAS and merged with other environmental data. 
Bottom provinces were digitized interactively in UNISIPS 
according to MIW doctrinal A through D categories. The 
clutter density also was calculated according to MIW 
doctrine assigning a value 1 through 3. Additionally, the 
ridging direction was reported for mission-planning 
purposes. Ridging can cause bottom mines to be 
hidden at specific aspect angles. These provinces were 
presented to the MCM Commander during morning 
briefs. The inset in Fig. 4 shows the full-resolution data 
and digital mosaic indicating ridging and medium clutter. 
This area was classified as a "C2" bottom that led to a 
decision by the MCM Commander to avoid it, and a 
shunt was created in CEAS and passed to MEDAL. Fig. 
4 shows the bottom provinces and the Q-Route modified 
with a shunt to bypass the "C2" area. 
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3. JTFEX 97-3 Change Detection 
Historical AQS-14 imagery data over the area were 

provided from the previous year's exercise. This allowed 
the opportunity to perform "change detection." Fig. 5 
shows two images, JTFEX 97-3 with the historical data, 
indicating that a new minelike object was on the bottom. 
After prosecuting this object it turned out to be an 
exercise mine. This concept worked well over 
homogenous bottoms, but in an area of clutter it could 
be difficult. Other limiting factors include navigation 
position errors and the dynamics of the oceanographic 
and meteorological conditions in the area. 

B. MARCOT/Unified Spirit 98 

1. Overview 
MARCOT 98 occurred in St. George's Bay off 

Stephenville, Newfoundland. The geometry of the 
exercise is shown in Fig. 6. Digital historical data were 
provided by the Canadian Hydrographie Office, including 
bathymetry, surface sediments, acoustic imagery 
derived from Simrad EM1000, roughness, and mine 
burial prediction. Based on these data sets, doctrinal 
bottom type were derived (Fig. 7). Climatological data 
included SSPs and currents. As with JTFEX 97-3 
bathymetry, bottom type and SSPs were used for the 
sonar performance prediction model. 

2. Bottom Provincing 
Based on historical data most of the sea floor in the 

exercise area was designated as B1 (left side of Fig. 7). 
However, through analysis of the AQS-14 imagery, a 
large portion of the area was designated as A1, with 
isolated rock gardens designated as B3 (right side of 
Fig. 7). Many of the false contacts in Fig. 7 lie within the 
rock gardens. Previous imagery from the EM1000 hull- 
mounted multibeam sonar was not of high enough 
resolution to detect the isolated rock gardens. 

3. MARCOT Change Detection 
Approximately 8 days into the exercise, a re-mining 

operation took place. AQS-14 missions were flown over 
areas previously covered during the exercise. Fig. 8 
shows a georeferenced image collected on 8 July with 
the same patch of seafloor collected 12 July after the re- 
mining operation, clearly showing a mine laid during the 
reseeding operation. 

IV. Conclusions 
The use of in-situ environmental data collected by 

the fleet has been proven to be tactically useful. JTFEX 
97-3 was the first time near-real-time digital mosaicing 
and bottom provincing were performed in a full 
production mode that has become standard during MCM 
exercises which employ the AQS-14 sonar. AQS-14 
data along with EOD dive reports and BSP data 
provided the MCM Commander a detailed picture of the 
environment that allowed the MCM Commander to avoid 
high clutter areas, predict sonar coverage accurately, 
and operate the MIW sensors at the optimal aspect to 
avoid shading of objects. This directly affected the 
completeness and timeliness of the MCM exercise. 

"Change detection" proved effective in homogenous 
and low-clutter bottom environments. The applicability 
of this method to other bottom types and clutter density 
areas still needs validating. Furthermore, the half-life of 
the historical contacts still remains to be determined. 
This will vary in different areas, depending on the 
dynamics and type of environment. 

Although the MIW Campaign Plan effort at 
NAVOCEANO is focused on post processing these data 
and building large regional environmental databases, the 
benefits of near-real-time acoustic imagery bottom 
mapping proved extremely valuable to the MCM mission. 

Fig. 6. MARCOT 98 Geometry and Adä^ft Coverage. The Inset Shows Typical 
Clutter Within Rock Garden. 



Assumed Bottom Types Prior to 
AN/AQS-14 Data Acquisition 

Bottom Types Using In-situ 
AN/AQS14Data 

Fig. 7. Pre-Exercise Bottom Types are Shown on the Left with the Right Showing Bottom Types 
Using the In-Situ AQS-14 Data. 
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Abstract: 
Institute of Industrial Science of the University of 

Tokyo and Mitsui Engineering & Shipbuilding Co., Ltd. 
are jointly developing an autonomous underwater 
vehicle called "R-One Robot" which is equipped with 
an air- independent power (AIP) system of a Closed 
Cycle Diesel Engine System (CCDE) for long range 
survey. The vehicle is 8 m in length and 4 tons in weight, 
and its depth rating is 400 m. The CCDE produces 5 
kW output and its capacity is about 60 kWh which 
depends on the capacity of tanks for fuel, liquid oxygen 
and carbon dioxide absorber. The first long range sea 
trail was conducted in 1996, which included 4 hour 
operation. 

This paper presents the outline of long range 
operation of the R-One Robot conducted in June 1998 
in the Pacific Ocean, off the shore of Tanabe, 
Wakayama Prefecture. In one trial, the robot was 
launched from the pier of the shipbuilding yard, operated 
on the surface for about 4 km, descended between 10 

m to 50 m and cruised autonomously for 12 hours 37 
minutes, for about 70 km. By this sea trial, it is confirmed 
that the R-One Robot will be a suitable platform for 
continuous measurement of various chemical and 
biological properties of water column over a long range 
taking advantage of a wide payload bay at the fore of 
the robot. 

1. Introduction 

The underwater environment where an AUV 
(Autonomous Underwater Vehicle ) should pursue its 
given mission varies from site to site, and availability of 
support from surface may not be same in all cases. It 
is, therefore, natural that a great variety of AUVs should 
be developed in conformity with the large variety of 
missions. 

Based on the above idea, Institute of Industrial 
Science (IIS) at the University of Tokyo developed AUVs 
listed in Table 1. Highly intelligent systems are being 

Table 1 AUVs constructed by IIS, University of Tokyo 

Name Type Objec- 
tive 

Con- 
struction Trials Current 

Status Shape Mass 
(kg) 

CPU 
Design 

Depth(m) 

PTEROA150 Cruising R&D 1989 Sea Ended Whale 220 Intel-80186 2,000 

PW45 Cruising R&D 1990 Pool Ended Whale 7 NEC-V50 3 

ALBAC Shuttle PU 1992 Sea Res. Torpedo 
with Wings 

45 2xNEC-V50 300 

Twin-Burger 1 Testbed R&D 1992 Pool Ended Multi-Hull 118 10xT800, 4xT425 50 

Twin-Burger 2 Testbed R&D 1994 Lake Ope. Multi-Hull 118 12xT800,3xT400 50 

R-one Robot Cruising PU 1995 Sea Ope. Torpedo 4,000 MC68040, 25MHz 
2xPEP-9000 VM40 

400 

Manta-Ceresia Cruising R&D 1996 Pool Ope. Manta 14 ACT-AT8502 10 

Tri-Dog 1 Testbed R&D 1999 - Under 
Dev. 

Multi-Hull 174 3xIntel-Pentium 
MMX.233MHZ 

100 

Biwako Robot Multi- 
purpose 

PU 2000 - Under 
Dev. 

Multi-Hull 160 - 150 

Nakhodka Robot Multi- 
purpose 

PU - - Under 
Dev. 

Multi-Hull - - 3,000 

PU: for Practical Use, Ope.: Operational 
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investigated using Twin-Burger vehicles which are 
versatile testbeds and equipped with TV cameras and 
image recognition systems. Reconfiguration of their 
hardware system is easy for introducing new sensors 
and devices. A new testbed vehicle named "Tri-Dog 1" 
as the successor to the Twin-Burger vehicle will be 
constructed by the end of 1999. A glider vehicle named 
"ALBAC" was constructed and deployed as a handy 
platform for survey of water column up to 300 m depth. 
The "Pteroa150" is the first IIS AUV and was designed 
for bottom survey so as to get good pull-up 
maneuverability. The "Biwako Robot" (tentative name) 
will be completed in March 2000 as a practical AUV for 
environmental survey of fresh water of Lake Biwa, which 
is the largest lake of Japan and supplies fresh water for 
people in Osaka and Kyoto districts. This vehicle will 
be equipped with an underwater microscope for real 
time survey of plankton which can be a benchmark of 
eutrophication as they gather around a thermocline. The 
"Nakhodka Robot" (tentative name) will be designed to 
survey wrecks on the deep sea floor without being 
disturbed by fishing nets, tangled cable and wire, and 
distorted structures. 

The R-One Robot whose energy is derived from an 
air independent Diesel engine generator was developed 
as a prototype for long-range cruising AUV that can 
cover a very wide area of ocean. The R-One Robot 
succeeded in 12 hour continuous dive on June 16th, 
1998 in the Pacific Ocean off Tanabe City. In this paper, 
an outline of this long range operation will be presented 
and provide a perspective of the survey which is under 
planning. 
11. R-One Project 
Since 1990, the University of Tokyo and Mitsui 
Engineering & Shipbuilding Co., Ltd., have been jointly 
progressing a project for "Development of an unmanned 
untethered submersible equipped with an 
air-independent power system of a Closed Cycle Diesel 
Engine (CCDE) for one-day survey", in short, the "R-One 
Project" [1,2,3]. 

The target of the project is to realize a new platform for 
oceanographic and environmental observation in the sea. 

Although a CCDE consists of a relatively bulky and 
weighty Diesel engine and a generator which can not be 
miniaturized below a specific size making it unsuitable for 
short term operation and for a small robot, it can be adopted 
for the large robot of more that 100 km cruising range. 
Robustness of the Diesel engine provides high reliability 
which is essential for continuous operation over a long 
period. The range of 100 km may not be long considering 
the extent of the ocean, but capacity of the energy system, 
i.e. maximum range, can be increased only by changing 
the volume of fuel, oxygen and absorber tanks. 

A CCDE system with 5 kW output was developed by 
1993 and tested in the laboratory. It was reconfigured to fit 
into a cylindrical pressure hull of the vehicle. Tanks were 
designed to get a 60 kWh capacity, which corresponds to 
24 hour, 100 km range continuous dive, and fitted in the 
same pressure hull. Following the first autonomous dive 
session in shallow water in July 1996 off Tamano City (c.f. 
Fig .3) in Okayama Prefecture, full-scale tests of hour 
duration and continuous autonomous dive for about 20 km 
were successfully conducted in Pacific Ocean off Tanabe 
City(c.f. Fig. 3) in Wakayama Prefecture on August 21 st, 
1996. At the same area of sea, a 12 hour operation was 
carried out in June 16th, 1998. 

III. R-One Robot 

A) Hardware 
Structure and Configuration 
The R-One Robot shown in Figs. 1 and 2 and Table 1 
has a torpedo-shaped hull, which consists of a main 
pressure vessel, a fore payload bay, and an aft 

Table 2 Principal Dimensions and Equipment of 
R -One Robot 

Length Overall: 8.27 m 
Diameter of Body: 1.15m 
Height Overall: 2.02 m 
Full Span of Horizontal Wing : 1.80 m 
Weight in Air: 4.35 ton 

(including fuel, liquefied oxygen, 
absorbent and ballast) 

Wet Payload Space : 600 litre 
Computer: PEP-9000, 25 MHz 

2 x MC68040, VM40 
CCDE:   60 kWh, DC280 V 

Base Engine : YANMAR 3TN66E 
Maximum Output: 5 kW 

INS :       Ring Laser Gyro 
Dopplar Sonar: 1 MHx, 2-30 m 
Forward Looking Sonar: 275 kHz 
Down Looking Sonar: 375 kHz 
Acoustic Link : 20 kHz 

Fig. 1 R-One Robot 
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FRP Fairing 

Main Pressure Hull 

Carbon Dioxide Consumer \       ^ pore Vertical Thruster 

In-Situ Trace Metal 
Super Piecise Micro-Analyser 
Gravitometer Forwaid 

Looking Sonar 

Propulsion Section Power Section 

Fig. 2     General Arrangement of R-One Robot 

Control Section      Wet Payload Bay 

propulsion system. The main pressure vessel made 
of A5083 aluminum houses a power system and a 
robot control system, and provides the major 
buoyancy for the robot. The fore and aft frames, 
which support all external sensors, research payload, 
thrusters and actuators, are attached to either end of 
the vessel. These components are enveloped in 
flooded fairings made of FRP to provide a 
torpedo-shape. The fore and aft fairing has a smooth 
transition to straight line using polynomial curve for 
good hydrodynamic performance. 
A CTDO data logger, a color video camera and 
recorder, two halogen lamps for the video and a still 
camera with a strobe light are arranged in the forward 
fairing as a research payload bay (0.6 M3). A ballast 
of 20 kg is attached to the lower part of the midship of 
the hull, and it can be discharged by sending a signal 
from the main computer or in case of blackout of the 
system. A radio antenna is installed on the top of the 
vertical tail fin to locate out the robot and to establish 
a link when it floats on the sea surface. 

CCDE System [3] 
Figure 3 shows a flow diagram of the CCDE system. 
The combustion products of hydrocarbon fuel are mainly 
carbon dioxide, water vapor and soot. The water vapor 
contained in the exhaust can be removed by condensing 
in the cooler, and the soot can be considerably reduced 
by slightly increasing the oxygen concentration in the 
recirculated gas at the engine inlet. Thus, the CCDE 
system is mainly characterized by disposal process of 
carbon dioxide. While there are various methods [4,5], 
the "carbon dioxide absorption by chemical solution" 
exhaust gas processing method was selected with 
non-regenerative absorbent, i.e. solution of potassium 
hydroxide (KOH). This method was selected because 
the CCDE can be operated fully independently from its 
surroundings. This will enable the AUV to dive 
thousands of meters which is going to have wide 
application in the future. 

Control System 
The main computer is a PEP-9000 with two Motorola 
68040 processors which runs under the VxWorks real 
time operating system. As the CCDE system is 
controlled by a dedicated computer, the main computer 
deals with the CCDE as a black box with a battery. 

Motion Control 
Movement of the robot is controlled by using six 
sctustors 

1) A main thruster (1.5 kW); 
2) An= horizontal direction controller for the main 

thruster (+/- 15deg) 

Cooling Water 

Engine Cooler 

Mist Separator 

/">v 

Liquefied O2 

Mist Separator 

Tank CO2 Absorbing Unit 

Fig. 3     CCDE System 
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Fig. 4 Trial Site 

3) A pair of elevators; and 
4) Two vertical thrusters (fore/aft, 2 x 0.75 kW). 

The vertical thrusters are used for up and down control 
during hovering. The elevators are used for pitch control 
in forward movement. The robot does not have a rudder, 
but the yaw movement is obtained by controlling the 
horizontal direction of the main thruster. 

B) Software 

Software Architecture 
Following tasks run under the VxWorks operating 
system: 

1 ) Supervise task group; 
2) Maneuvering device control task group; 
3) Navigation device control task group; 
4) Communication device management task group; 

and 
5) Diagnosis and treatment task group. 
Although the CCDE is dealt with as a black box as 

mentioned above, its running data is stored in a file in 
the main computer. 
Autonomous Dive 
By the 1998 dive, 4 basic dive modes as shown below 
had been developed. A mission is accomplished by 
combining a series of these modes: 
1) Vertical dive mode using vertical thrusters; 
2) Direction keeping mode; 
3) Depth keeping mode; and 
4) Waypoint navigation mode (Target points are given 

in latitude, longitude and depth data). 

Fig. 5 Trajectory of Dive #11 

These basic modes are accomplished by operating 
each actuator. During the sea trials conducted so far, 
the sea bed is not perceived by the robot because it 
cruises in water keeping high altitude from the bed. 
Thus, altitude keeping mode and obstacle avoidance 
mode were omitted. Such kinds of modes are appended 
by adding appropriate software packages for a future 
expedition. 

IV. Twelve Hour Diving 

An autonomous dive test of the R-One Robot ( dive 
#11) was carried out on June 16th, 1998 in the Pacific 
Ocean about 30 km off Tanabe City, Wakayama 
Prefecture. Figures 4 and 5 show the trial location and 
the waypoints, where the current from the Kii straight 
transports Osaka Bay's sea water and a branch of 
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Table3 Time Table of Dive #11 (WP: Waypoint) 

Time 
h:min 

Elapsed 
Time 
h:min 

Time Between 
WPs 

h:min 

WPs and 
Events 

Latitude 
N 

Longitude 
E 

Range 
Overall 

m 

Distance 
between WPs 

m 

Average 
Speed 
km/h 

05:30 (0) Start CCDE 

07:07 0 Descent 33:55:48 135:03:20 0 

08:13 1:06 1:06 B 53:00 00:30 6,619 6,619 5.6 

09:12 2:05 59 C 50:00 00:30 12,175 5,556 5.4 

10:50 3:43 1:38 D 45:00 03:00 22,201 10,026 6.7 

12:36 5:29 1:46 E 39:30 03:00 32,358 10,157 5.4 

13:02 5:55 26 F 39:30 02:00 33,899 1,541 3.6 

15:35 8:28 2:33 G 45:00 02:00 44,056 10,157 3.5 

17:42 10:35 2:07 C 50:00 00:30 53,600 9,577 5.2 

18:48 11:40 1:05 B 53:00 00:30 59,156 5,556 4.9 

19:44 12:37 57 Ascent 54:56 01:58 63,826 4,670 5.1 

21:33 (16:03) Stop CCDE  —1 

Kuroshio current comes from the south. Figure 6 shows 
that the robot was operating on the surface from the 
pier to the first waypoint "A", where the session of 
autonomous dive started. The major objectives of the 
test by making the robot pass through multiple 
waypoints by using an inertial navigation system (INS) 
are to confirm the total system performance as a long 
range cruising type AUV and to find out deficiencies 
which should be overcome. During the dive, INS's 
position data is updated at intervals by acoustic 
communication link based on the acoustic-tracking 
system on board the support vessel, that consists of a 
super short base-line (SSBL) acoustic positioning 
system and a global positioning system (GPS). The 
position update signal from the support vessel can be 
sent at appropriate timing, and its interval is decided 
considering required accuracy of the robot trajectory. 
This system will be replaced by an onboard (on robot) 

Fig. 6 R-One Robot goes on the surface 

GPS system, which becomes available when the robot 
ascends to the surface in order to get accurate position 
data by itself and to communicate with the support 
vessel. 
When the robot is within a specified cylindrical space 
around the waypoint, currently 100 m radius and +/-4 
m height, the robot changes the course to a next 
destination waypoint. As cruising speed is about 3 knots, 
it was anticipated that the robot could come back to the 
initial destination point "A" in approximately 12 hours. 
Table 3 shows the timetable and average speed 
between each waypoint. The robot passed through 
waypoints one by one, and turned to the west at E, 
then went to the north from F. Since a current flowed to 
the southeast through the dive and rotation rate of the 
main thruster was fixed, speed of the vehicle to the south 
was faster than that to the north. 
Between D and G, the robot automatically repeated 
descent and ascent between 10 rn and 50 m depth. By 
this action, it is possible to determine three dimensional 
distribution of the properties of water column. 
It should be noted that the CCDE was operated for 16 
hours without any trouble. 

V. Next Step 

Based on the results of the trial #11, reliability of the 
ROne Robot was proven and it was shown that the 
R-One Robot can carry out a long range expedition 
which requires more than 12 hour operation without 
support from the surface vessel by improving some 
sensors and installing some software programs. 
There is an active underwater volcano named 
"Myojinsho [6]" (c.f. Figs. 4 and 7) 420 km south of Tokyo 
along the Izu-Ogasawara arc. Due to the eruption in 
1952, the survey ship No.5 Kaiyo-maru was destroyed 
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Fig. 7 Underwater Volcano Myojinsho 

and 31 people were lost. Taking advantage of autonomy 
and long endurance, the R-One Robot is scheduled for 
an expedition to Myojinsho volcano in December, 1999. 
New measurement apparatus to be installed include a 
side scan SONAR, a super precise gravitometer, an 
in-situ trace metal micro-analyzer for observation, a 
satellite communication system (c.f. Fig. 8) which were 
developed for such special missions, and a D-GPS 
system whose data are transmitted to the support vessel 
via the satellite communication system when the robot 
occasionally ascends to the surface. This large and 
extensive installation is possible because of the large 
wet payload bay of the robot. 
There are many active underwater volcanos around the 
Japan Islands. Since it is quite difficult to survey their 
underwater environment by conventional methods, the 
versatile AUV could be the unique observation platform. 
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ABSTRACT 
ISER and DREA are collaborating on the development of 
SIMRMS, a fully interactive nonlinear submersible /cable 
/towfish six degree-of-freedom (DOF) time domain 
simulation. This capability is not found in standard tow 
system codes. SIMRMS is a meshing of the DREA 
Submersible Simulation Program (DSSP) and the 
DYNTOCABS tow cable/towfish simulator. DSSP is a 
nonlinear 6 DOF vehicle simulator that models control, 
propulsion, and ballasting. DYNTOCABS provides a 
three-dimensional, nonlinear, 3 DOF, finite segment 
simulation of the cable and includes a nonlinear 6 DOF 
model of an active towfish. The two programs have been 
merged so that the equations of motion for all system 
components are simultaneously integrated in time. New 
features and capabilities have also been developed. 

SIMRMS is used as a test bed to minimize technical risk 
for further development of a remote minehunting system. 
This paper discusses, and presents full scale sea trials 
data validating, the program's capabilities. 

ACRONYMS 
BG Distance from center of buoyancy to 

center of gravity 
CG Center of gravity 
DSSP DREA Submarine Simulation Program 
DYNTOCABS   Dynamics of Towed Cable Systems 
RMS Remote Minehunting System 
RMV Remote Minehunting Vehicle 
SIMRMS Simulating Remote Minehunting System 
VDT Variable Depth Towbody 

1. INTRODUCTION 
ISE Research Ltd. (ISER) and Defence Research 
Establishment Atlantic (DREA) are supporting 
development of a Remote Minehunting System (RMS) for 
the Canadian Navy. The RMS includes a Remote 
Minehunting Vehicle (RMV) towing a deployable, active, 

Variable Depth Towbody (VDT) housing a side scan sonar 
for route surveying and mine location (see, for example, 
Fig. 1). In route surveying, sonar images are obtained for 
an area where minehunting is anticipated, in order to 
provide a reference against which future minehunting 
images are compared. A high degree of VDT stability is 
required to get good images, and its absolute location is 
needed for differencing images with those from 
subsequent minehunting surveys. RMV motions, whether 
from waves or necessary maneuvers, cause VDT (sonar) 
disturbances. These disturbances degrade the sonar 
image and make mine detection difficult. 

Fig. 1 DOLPHIN Mk 2 and Aurora VDT 
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Using a semi-submersible RMV has personnel safety and 
cost advantages over a minehunting surface ship. A 
semi-submersible retains the larger surface ship's stability 
in waves, its air breathing endurance, high data rate real 
time communications link, and accurate global 
positioning. However, a semi-submersible is still subject 
to surge motions in high sea states which cause cyclic 
tow cable tensions and, potentially, towfish positioning 
variations. Also, the lower inertia of the smaller semi- 
submersible results in increased interactions with the 
VDT. 

The semi-submersible DOLPHIN vehicles, developed by 
ISER, are stable, proven, remote platforms capable of 
operations in up to sea state 5 [1]. They have been used 
for hydrographic surveys and have towed large towfish at 
10 knot speeds down to depths of 120 m. DOLPHIN Mk 2 
is 8.5 m long with a 1 m hull diameter, has a dry mass of 
4500 kg, and is propelled by a 350 HP engine driving 
contra-rotating propellers. The Aurora VDT, also developed 
by ISER, is 3.2 m long with a 0.5 m diameter hull and 
incorporates an active depressor with a 2.4 m long span 
and four, symmetrical, independently actuated tail fins. 
Aurora has a dry weight of 400 kg. 

Preliminary simulation work [2], confirmed by subsequent 
sea trials, has shown that interactions between the 
DOLPHIN Mk 2 RMV and its VDT are significant. Tow 
cable tension, for example, with the VDT at 130 m depth 
and 300 m scope can be a sizeable fraction of the 
available RMV thrust and buoyancy. It is necessary to 
assess the impact of RMV motions on the tow system 
and tow system effects on RMV maneuverability in order 
to understand, predict, and operate with these 
interactions. 

This motivated the development of SIMRMS (SIMulating 
Remote Minehunting System), a fully interactive RMV/ 
cable/VDT simulation program. Standard tow cable 
analysis codes like BCABLE [3] and DYNTOCABS [4,5,6] 
are intended to model cable systems towed by large 
ships. They model the tow system only, requiring the tow 
vehicle tow point kinematics as a boundary condition. This 
approach is satisfactory only if the tow vehicle is large 
enough that it does not interact with the tow. 

Some work had been done previously on tow vehicle/ 
towfish interactions, but at low speeds [7]. ISER and 
DREA chose to tackle the problem by integrating two 
programs which were both proven and familiar: the DREA 
Submarine Simulation Program (DSSP) and the Coastal 
Systems Station (Panama City) DYNamics of TOwed 
CABIe Systems (DYNTOCABS) program. DSSP is a 
nonlinear 6 DOF vehicle simulator that also models 
control, propulsion, and ballasting. DYNTOCABS provides 
a three-dimensional, nonlinear, 3 DOF, finite segment 

simulation of the cable, and includes a nonlinear 6 DOF 
model of a towfish with active control. 
Initially, the merging of DSSP and DYNTOCABS was 
iterative [2]. That is, the programs were repeatedly run 
alternately, with results from one becoming the boundary 
conditions for the other, and vice versa. These results 
showed both that interactions were substantial and that 
the programs could predict them well. 

DSSP and DYNTOCABS were then fully merged, 
eliminating any iteration in the simulation. The fully 
interactive SIMRMS program simultaneously integrates in 
time the equations of motion for all system components 
(the RMV, the VDT, and the cable segments). 

RMV, cable, and VDT hydrodynamic characteristics are 
determined in SIMRMS through input files. For the current 
work, these characteristics describe the DOLPHIN Mk 2 
RMV and the Aurora VDT, as shown in Fig. 1. 

SIMRMS has become a valuable test bed for further 
development of the RMS. It provides RMV and VDT 
performance predictions for untried maneuvers and an 
environment for tuning RMV/VDT control systems. 
Presently, SIMRMS does not model sea state effects, 
altitude following, or cable winching. Work is underway to 
include these features. 

This paper describes the current features of SIMRMS, 
validates its predictions against full scale sea trials data, 
and discusses on-going development. 

II. SIMRMS RMV, VDT AND CABLE MODELS 
The RMV and VDT dynamics are each modelled with six, 
second order, nonlinear ordinary differential equations of 
motion, one for each degree-of-freedom, in body fixed 
coordinate systems. Control surface deflection, 
propulsion, tow cable, variable ballast, and steady and 
unsteady hydrodynamic effects are all modelled in the 
applied force terms on the right hand sides of these 
equations. The hydrodynamic forces are described using 
derivatives based on in-house DREA empirical and 
theoretical methods [8, 9,10]. 

The tow cable is modelled as a series of rigid links 
connected by frictionless spherical joints. Cable 
hydrodynamics is modelled using normal and tangential 
drag, side force, and added mass loading functions. Mass 
and hydrodynamic loads are uniformly distributed over 
each link, halved, and then lumped at the connecting 
joints. The cable links do not stretch and do not support 
moments; they are two-force members supporting only 
longitudinal loads. Hence, cable dynamics are described 
by a set of three, second order, nonlinear, ordinary 
differential equations of translational motion for each joint. 
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Proportional, integral, differential, and feed forward 
controllers for the RMV and VDT roll, pitch, yaw, and 
depth are implemented to emulate RMV algorithms 
that determine control surface deflection set points. 
These set points are based on fedback vehicle 
attitudes and vehicle set points. The control surface 
time responses are modelled by linear, second order, 
ordinary differential equations. Control surface 
response damping, frequency, and maximum rate 
inputs, together 
with initial conditions, determine a unique response 
[11]. 

The distribution of RMV control authority is quite 
flexible. Input file information determines whether a 
pair of planes deflects differentially or as a locked 
set. Roll, pitch, and depth authority can similarly be 
switched between the bow and stern planes. Plane 
control law algorithms can also be changed via input 
files. 

The RMV navigates by three possible modes, 
emulating DOLPHIN Mk 2 capabilities. In 'rudder' 
mode, rudder deflection commands are given to the 
RMV via an input file. SIMRMS integrates the 
equations of motion from one command 
implementation to the next. This is similar to flying the 
RMV from a console. In 'heading' mode, the RMV is 
given a heading angle set point to maintain. In 
'waypoint' mode, the RMV follows a series of lines 
through inertial-reference-frame waypoint 
specifications that define its flight path. 

The waypoints can be chosen from a list of existing 
maneuvers or they can be generated by 'preview' 
mode. Here, waypoints defining a standard 
minehunting maneuver (Fig. 2) are automatically 
generated as a function of user specified lane 
spacing, minimum turn diameter, swath length, 
nominal RMV speed, waypoint spacing, and number 
of sweeps. 

The RMV propulsion model simulates the power 
delivered to the contra-rotating propellers as a 
function ,of RMV speed, cross flow angle, tow load, 
and the engine set point and achieved (feedback) 
rpms. Thrust and power levels are obtained from 
propeller open water thrust and torque 
characteristics, wake fraction, thrust deduction, and 
shaft and transmission loss parameters. Cross-flow 
effects on propulsion are estimated from wind tunnel 
experiments with a powered submarine model [12]. 
The maximum engine power is modelled as a function 
of rpm using the manufacturers performance 
specifications. 

The RMV has variable ballast tanks at its bow and 
stern. These tanks vent or flood at a given rate for a 
controlled duration, all of which can be modelled in 
SIMRMS and controlled via an input file. 
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Fig. 2: A minehunting maneuver defined by waypoints (+) 
generated in preview mode. 

III. VALIDATION 
The SIMRMS validation began by ensuring that the 
program reproduced the already validated behaviors 
of DSSP and DYNTOCABS at the limiting extremes 
where cable scope is zero (the VDT is docked: the 
DSSP limit) and the RMV is infinitely large and 
powerful (the DYNTOCABS limit). This was done 
satisfactorily. 

The validation of primary interest compares the 
SIMRMS predictions of RMV/tow interactions with sea 
trials data, and this is presented here. The data is 
from 1998 trials of the DOLPHIN Mk 2 towing the 
Aurora VDT through figure 8 turns in which turn 
diameter, cable scope, and VDT depth varied. Tables 
1a through 1c summarize results from 12 of the runs 
in which the turns were tightest and the interactions 
strongest. Fig. 3 plots several quantities of interest 
as a function of time for case 8. 

Table 1 compares trials data and SIMRMS predictions 
of both level flight and critical turn values. Engine 
speed, cable tension at the RMV towpoint, RMV 
depth, pitch and roll, and VDT speed through the 
water are examined. The absolute trials 
measurements are listed and the SIMRMS prediction 
is presented as either a ratio or an absolute 
measurement. Table 1 style comparisons were made 
for all quantities shown in Fig. 3 for all cases. This 
analysis for the case in Fig. 3 is shown in Table 2. 
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Table 1a: Comparison of SIMRMS predictions and trials data RMV engine speed and cable tension 
(RMV~ 10 knots) 

C/J 
to 

inputs achieved RMV engine speed 
(set point as shown in inputs) 

RMV cable tension 

CL 
0) 

a. 
o o 
V) 

turn 
dia 
(m) 

rpm 
set 

point 

level flight turn max level flight turn min 

trials 
(rpm) 

SIMRMS/ 
trials 

trials 
(rpm) 

SIMRMS/ 
trials 

trials 
(lb) 

SIMRMS/ 
trials 

trials 
(lb) 

SIMRMS/ 
trials 

1 20 50 250 1895 1890 1.003 1934 0.980 597 0.873 547 0.945 

2 40 100 250 1837 1855 0.990 1858 0.989 787 1.107 709 1.081 

3 60 120 250 2102 2119 0.992 2148 0.979 1758 0.948 1313 1.017 

4 80 160 250 2215 2200 1.007 2222 1.007 2145 1.038 1383 1.159 

5 80 240 250 2290 2314 0.990 2352 0.974 2019 1.022 960 1.049 

6 100 200 250 2335 2342 1.006 2457 0.950 2848 0.99 2101 1.302 

7 100 200 300 2437 2428 1.004 2484 0.981 3069 1.001 1932 1.055 

8 100 250 250 2437 2427 1.004 2495 0.977 2785 1.008 1137 1.131 

9 100 250 300 2437 2417 1.008 2458 0.991 2726 1.030 1722 0.906 

10 120 260 250 2637 2487 1.015 2606 1.009 3289 1.068 2060 0.814 

11 120 300 300 2582 2487 1.018 2612 0.987 3210 1.040 2008 0.789 

12 120 300 400 2475 2484 0.996 2504 0.996 3149 1.010 1701 1.120 

Table 1 b: Comparison of SIMRMS predictions and trials data RMV depth and pitch 
(RMV-10 knots) 

(U 
W 

o 

inputs RMV depth 
(set point = 3.0 m) 

RMV pitch (+ve nose-up) 
(set point = 0.0 deg) 

"a. 
XI 

E. 
<D 
Q. 
O 
O 

turn 
dia 
(m) 

rpm 
set 

point 

level flight turn min level flight turn max 

trials 
(m) 

SIMRMS/ 
trials 

trials 
(m) 

SIMRMS/ 
trials 

trials 
(deg) 

SIMRMS 
(deg) 

trials 
(deg) 

SIMRMS 
(deg) 

1 20 50 250 1895 3.100 0.957 3.096 0.958 -0.62 1.43 -0.70 1.47 

2 40 100 250 1837 3.100 0.976 3.086 0.971 -0.56 -0.26 -0.60 0.69 

3 60 120 250 2102 3.300 0.948 3.292 0.929 -1.29 -4.10 -1.09 -1.79 

4 80 160 250 2215 3.400 0.934 2.925 1.043 -1.23 -5.96 1.10 -1.72 

5 80 240 250 2290 3.357 0.911 3.184 0.927 -1.52 -1.92 -0.68 1.70 

6 100 200 250 2335 3.300 0.976 3.108 0.973 -1.43 -7.60 -0.82 -0.75 

7 100 200 300 2437 3.506 0.917 3.284 0.928 -0.68 -7.60 -0.49 -1.73 

8 100 250 250 2437 3.490 0.899 3.178 0.925 -1.25 -4.89 0.26 1.12 

9 100 250 300 2437 3.498 0.897 3.202 0.925 -1.26 -4.89 0.53 1.12 

10 120 260 250 2637 3.590 0.897 3.413 0.902 -3.06 -7.98 -2.36 -2.85 

11 120 300 300 2582 3.602 0.880 3.278 0.903 -1.49 -6.25 0.96 1.07 

12 120 300 400 2475 3.645 0.872 3.388 0.872 -1.50 -6.40 0.08 1.33 

1197 



Table 1c: Comparison of SIMRMS predictions and trials data VDT speed and RMV roll 
(RMV~ 10 knots) 

0) 

CO o 

inputs RMV roll (+ve out of turn) 
(set point = 0.0 deg) 

VDT speed through water 

.e *-» 
Q. 
CD 

■D 

0) 
Q. 
O 
Ü 
W 

turn 
dia 
(m) 

rpm 
set 

point 

level flight turn extrema level flight turn min 

trials 
(deg) 

SIMRMS 
(deg) 

trials 
(deg) 

SIMRMS 
(deg) 

trials 
(m/s) 

SIMRMS/ 
trials 

trials 
(m/s) 

SIMRMS/ 
trials 

1 20 50 250 1895 -0.45 0.00 2.04 -0.15 5.21 1.035 5.04 1.052 

2 40 100 250 1837 1.62 -0.10 2.83 0.62 4.69 1.021 4.24 1.038 

3 60 120 250 2102 1.46 0.00 1.87 1.59 5.08 0.988 4.45 0.982 

4 80 160 250 2215 0.74 0.01 14.44 2.23 5.09 0.974 3.37 1.187 

5 80 240 250 2290 0.71 -0.02 4.30 1.25 5.67 0.935 3.26 1.012 

6 100 200 250 2335 -0.03 -0.03 10.61 2.64 4.81 1.035 4.11 0.844 

7 100 200 300 2437 -0.82 0.08 6.17 3.46 5.00 1.040 3.42 1.149 

8 100 250 250 2437 -0.26 -0.04 18.87 2.11 5.35 0.989 2.82 1.128 

9 100 250 300 2437 -0.74 -0.04 22.00 2.26 5.18 1.021 3.62 0.967 

10 120 260 250 2637 -0.74 -0.06 20.87 3.75 4.79 1.081 3.28 0.976 

11 120 300 300 2582 -0.41 -0.15 26.80 2.78 4.89 1.080 3.55 0.885 

12 120 300 400 2475 0.11 -0.15 24.60 3.63 4.99 1.038 3.21 1.112 

Table 2: SIMRMS and trials data comparison for 
case 8 (Figure 3 - 250 m scope, 100 m 
depth, 250 m turn diameter) 

CO 

.55 
*-» 

CO 

or 

CO 

quantity level flight turn 

RMV tension 1.008 1.131 

VDT depth 1.000 1.003 

RMV speed 1.025 0.987 

VDT speed 0.986 1.128 

engine rpm 1.004 0.977 

RMV depth 0.899 0.925 

CD 

VDT roll 0.67 -3.33 

VDT pitch 0.32 0.51 

RMV roll -0.22 -16.75 

RMV pitch 3.64 -0.86 
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Fig. 3a: SIMRMS predictions (dashed line) superimposed on trials data (solid line) for cable scope = 251, VDT 
depth = 100 m, and RMV turn diameter=250m (figure 1 / 3). RMVwaypoint crossings are'+' on time axes. 
Waypoints are shown in 'RMV flight path'. 
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Fig. 3b: SIMRMS predictions (dashed line) superimposed on trials data (solid line) for cable scope = 251, VDT 
depth = 100 m, and RMV turn diameter=250m (figure 2/ 3). RMV waypoint crossings are'+' on time axes. 
Waypoints are shown in 'RMV flight path'. 
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A. RMV Propulsion, Speed, and Cable Tension DOLPHIN 
speed control is effected through closed loop control on 
engine rpm. The rpm set point cannot be met if doing so 
requires more power than the engine can generate at that 
rpm (the engine is then 'power limited'). SIMRMS models 
these phenomena. Cases 10, 11, and 12 in Table 1 
represent the deepest tows and, hence, the greatest 
power requirements. In cases 10 and 11 the RMV is 
power limited. Case 12 has the same level flight tow 
condition as case 11 but is not power limited since the 
rpm set point is achievable. 

SIMRMS models the trends in the engine rpm well, with 
the worst discrepancy being less than 3%. SIMRMS 
correctly predicts that case 10 and 11 are power limited 
and that case 12 is not. For these power limited cases, it 
is interesting that SIMRMS achieved rpms are higher than 
those measured in trials. SIMRMS consistently over 
predicts available power by 2%. 

An important measure of the validity of the propulsion 
model, as well as of the hydrodynamic models, is the 
accuracy of the SIMRMS RMV speed prediction. This 
prediction is compared with trials data (an average of 11 
runs) in Table 3 for a 300 m scope tow with the VDT at a 
depth of 120 m, the most demanding set of conditions 
trialed. The SIMRMS prediction is within the speed 
variation of the measured data. 

Table 3: Propulsion performance from SIMRMS 
predictions and trials data (300 m scope, 120 
m VDT depth, rpm set point = 2582) 

SIMRMS trials range 
(11 runs) 

% diff from 
trials avg 

achieved 
level flight 
engine rpm 

2534 2461-2500 2.2 

RMV tow 
tension (lb) 

3327 3188-3350 1.8 

RMV speed 
(m/s) 

5.26 4.73-5.32 4.7 

The tension logged in trials is the total RMV tow point 
tension, of which nominally 90% is in the axial direction 
directly affecting propulsion performance and speed. 
Tension predictions in level flight are generally good, 
usually being less than 5% but occasionally 10 to 15% in 
error. Minimum tension predictions in a turn can be in 
error by as much as 30%, particularly when the turn 
diameter/scope and scope/depth ratios are small. This 
latter, transient, quantity is probably less important than 
the ability of the code to predict the overall shape of the 
tension variation with time, as shown in Fig. 3a. 

B. RMV Depth, Pitch, and Roll Discrepancies 
Unfortunately, RMV buoyancy was not precisely 

measured during the sea trials. The variable ballast, 
and other ballast, was manually adjusted for each run, 
and sometimes during the run, to achieve desired pitch 
and depth settings; these adjustments were not logged. In 
addition, the amount of onboard fuel (specific gravity 0.8) 
in the collapsible fuel bags was not logged; the vehicle BG 
can vary by 12% between the fully fueled and empty 
conditions. These unknowns affect RMV trim and vertical 
plane dynamics. 

SIMRMS predictions assume the ballast tanks and fuel 
bags are always half full. This results in systematic 
differences between RMV depth and pitch predictions and 
measurements, as seen in Table 1. 

The greatest discrepancies in the validation are for RMV 
roll angles in turns with deep tows. Roll angles of over 20 
degrees are observed but SIMRMS does not predict 
anything higher than 4 degrees (Table 1c). The cases in 
Table 1 were rerun in SIMRMS with a smaller BG 
(assuming full fuel bags) but only a further 4 degrees of 
roll was obtained. A possible reason for the low roll angle 
predictions is a large trials BG reduction from systematic 
operator reduction of ballast in response to increasing tow 
depth (down force). A complicating factor is a predicted 
side force on the mast self-aligning fairings generated by 
curvature in the onset streamlines during turns [9], 
something not accounted for in the current RMV roll 
derivatives. 

Although SIMRMS under predicts the critical RMV roll 
angles, it does predict well the time at which roll occurs 
and the roll 'cusps' from sudden turns as the RMV passes 
through a waypoint. 

C. RMV Horizontal Plane Validation The SIMRMS RMV 
flight path is predicted using the same input waypoint file 
as used in the trials. A portion of the Figure 3 case 8 
'RMV Flight Path' plot is reproduced below in Fig. 4. 
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Fig. 4: RMV flight path for a tow of 250 m scope, 100 m 
VDT depth, and 250 m turn diameter (symbols 
indicate waypoints) 
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Generally, SIMRMS predictions of horizontal plane 
characteristics (yaw rates, heading, and flight path data) 
agree satisfactorily with sea trials data. The agreement 
deteriorates when the lateral RMV cable tension is 
maximum, when the RMV tends to turn outside the 
predicted trajectory. This happens when RMV heading 
changes occur and results in the largest errors in RMV 
heading predictions. The discrepancy grows with 
decreasing turn diameter/scope ratio to a maximum of 5 
m in a 250 m diameter turn once in the turn. 

D. VDT Comparisons 
SIMRMS predictions and sea trials data for the VDT 
depth, pitch, roll, and speed are generally in good 
agreement. During level flight and in turns the depth 
agreement is within 2.3% for a range of 20 m to 120 m. 
Similarly, pitch is within 2 degrees and roll about 3 
degrees. Discrepancies in the VDT speed are less than 
10% in level flight while the transitory minimum speed 
prediction is within 20%, and usually much better. 

IV RMV/TOW INTERACTIONS 
Evidence of strong interactions between the DOLPHIN 
Mk 2 RMV and Aurora VDT is apparent from: 

increased RMV speed in a turn as the tow load 
decreases, 

RMV depth and pitch variations (when variable 
ballast is inactive) due to tow load variations, 

RMV roll in response to increased lateral cable 
tension in a turn. 

The first of these is well predicted by SIMRMS. The 
second interaction is predicted to be large by SIMRMS but 
validation could not take place because of unlogged 
ballast changes during the trials. The last interaction is not 
well modelled though the trials data show it to be large. 

V CONCLUDING REMARKS 

SIMRMS simulates the 6 DOF dynamics of a fully 
coupled RMV/cableA/DT minehunting system, including 
[5] 
dynamic interactions. Hydrodynamic loads and control 
algorithms can be customized through input files. 
SIMRMS has been validated against full scale sea trials 
data. With the exception of RMV roll and pitch, the 
agreement between SIMRMS and the trials data is 
acceptable. SIMRMS appears to capture RMV/tow 
interactions well, but requires better ballast and fuel 
data, and a better roll hydrodynamic model, to complete 
the validation. 

VI. ON-GOING WORK 
ISER and DREA are continuing to develop and improve 
SIMRMS. Work is divided into two types of activities, 
problems to solve and new features. 

A new RMV hydrodynamic roll model will be implemented 
shortly. ISER is using SIMRMS to devise an active control 
strategy for managing RMV variable ballast to maintain 
optimal buoyancy and trim for various fuel and tow cable 
tension loads. When complete, new trials will be required 
to validate the SIMRMS pitch interaction. 

New SIMRMS features currently under development 
include: 

a sea state simulation modelling the effects of sea 
state on the RMV and, hence, the VDT. 

a variable cable scope model, since it is desirable to 
incorporate active winching and deploying of the 
VDT into maneuvering strategies. 

VDT altitude keeping relative to three-dimensional 
sea floor profiles. 
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Abstract — In this paper, we address the current 
developments of the "PISCIS" project. We focus on the 
experimental results from recent operational missions with 
an AUV in a estuarine environment. Besides describing 
mission planning and logistic details, we also present tools 
for oceanographic data processing and visualization. This 
will be demonstrated with some examples of collected data. 

I. INTRODUCTION 

The Systems and Underwater Technology Lab (LSTS) of 
the University of Porto has been operating and customizing 
Isurus, a REMUS class AUV, for the past 2 years. 

System capabilities and limitations have been identified 
and improvements have been incorporated. In particular, all 
the software has been redesigned, a new navigation system 
has been implemented and relevant sensors were installed 
whenever required and viable. Experiments designed to fulfil 
potential end-user requirements (trying to maximize the 
collected information about a given process), demonstrated 
the reliability and the operational effectiveness of this system. 

The first operational missions were demonstrated by field 
tests conducted in the estuary of Minho river in the northern 
border between Portugal and Spain. During autonomous 
missions, typically longer than one hour, the vehicle 
continuously collected CTD and bathymetric data, while 
navigating on a LBL transponder network. 

This paper is organized as follows. In Section II, we 
briefly describe the "PISCIS" project and the motivation for 
the use of AUVs in oceanographic missions. In Section III we 
give a short presentation of the Isurus AUV. Sections IV 
through VI deal with mission planning, describing the 
scenario, the mission requirements and the mission editor. We 
move on, in Section VII, to a discussion on mission logistics, 
focussing on vehicle tracking and on the steps involved in a 
typical mission with Isurus. Then, in Section VIII, we show 
some results of mission data processing. Finally, in Sections 
IX and X, we discuss the conclusions and future work. 

II. MOTIVATION 

"PISCIS - Prototype of an Integrated System for Coastal- 
waters Intensive Sampling' is an Eureka R&D project, 
supported by the PRAXIS XXI Program. This project 
envisages the development of a highly operational and low- 
cost AUV based system for scientific and environmental data 
collection in the Portuguese coastal waters. 

Traditional sampling techniques for underwater 
observation are generally expensive and do not offer a 
comprehensive coverage, specially as the requirements of 
oceanographic and environmental field studies become more 
and more demanding. In fact, recent advances in ocean 
sciences and technology have been stressing the importance of 
efficient observation methods in order to fulfill the 
requirements of the so-called real-time oceanography [1,2]. 

AUVs may be efficiently used in a wide range of 
applications. They were first developed with military 
applications in mind, namely for mine hunting missions. Later 
on, scientists realized their true potential and started to use 
them as mobile sensors, taking samples in difficult scenarios 
at a reasonable cost. Currently, there is an increasing 
worldwide effort concerning the design and implementation of 
AUVs. This trend will result in the availability of fully 
operational vehicles that will make it possible to envisage the 
operation of AUVs in more complex applicational scenarios. 

The development of a system such as the one devised has 
much to gain from the interaction with demanding potential 
end-users. The information gathered from the requirements of 
realistic missions is proving to be invaluable in the overall 
system design. The resulting system will emerge from a 
trade-off between this top-down perspective and a bottom-up 
approach driven by the constraints imposed by state-of-the-art 
technologies. 

III. TUE ISURUS AUV 

Isurus (Fig. 1) is a REMUS (Remote Environment 
Measuring UnitS) class AUV, acquired from the Woods Hole 
Oceanographic Institution, MA, USA, in 1997. REMUS 
vehicles are low cost, lightweight AUVs specially designed 
for coastal waters monitoring (maximum depth of 200m) [3]. 
The reduced weight and dimensions makes them extremely 
easy to handle, not requiring special equipment for launching 
and recovering, such as winching systems. 

Isurus has a diameter of 20 cm and is about 1.5 meters 
long, weighting about 30 kg in air. This vehicle can cruise at 
a maximum forward speed of 4 knots, however the best 
energy efficiency is achieved at about 2 knots. At this 
velocity, the energy provided by the rechargeable lead acid 
batteries last for over 10 hours (i.e., over 20 nautical miles). 
We are currently evaluating other options for the batteries, 
based on technologies that allow for higher energy densities, 
namely Nickel Metal Hydride and Lithium-Ion. 
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the coastal ocean and the estuary, such as horizontal and 
vertical circulation are believed to play an important role. 

Figure 1 - The hums AUV 

REMUS original acoustic navigation system could be used 
in either LBL or USBL mode. A dedicated DSP processed the 
signals received by the hydrophones. We have implemented a 
new navigation system, which only operates in LBL mode, but 
where the DSP based signal detection was replaced by analog 
filters tuned to the frequencies of the signals emitted by the 
transponders. An algorithm that fuses range measurements 
with dead-reckoning information was also implemented in the 
on-board computer. 

Although small in size, it is possible to accommodate a 
wide range of oceanographic sensors, according to mission 
objectives. For the missions described in this paper, we have 
integrated a CTD (from Ocean Sensors, CA, USA) and an 
altimeter (from Imagenex, Canada) in a specially designed 
nose extension. 

A wide range of sensors can be easily integrated on these 
vehicles. Successful tests have been performed in the past with 
sidescan sonars, ADCP {Acoustic Doppler Current Profiler), 
and Optical BackScatter. 

IV. MISSION SCENARIO 

Cooperation with oceanographers and marine biologists 
from Porto University were instrumental to produce a set of 
application scenarios in which AUV based systems are clearly 
advantageous compared to alternative existing methods [4]. 
One of these scenarios consists in the use of AUVs for the 
identification of relevant factors affecting the eel recruitment 
process in estuarine environments. Aspects of the dynamics of 

m. A, CUmta« 

Figure 2 - Mission scenario overview (4km x 4km) 

The scenario chosen for the first operational missions was 
the estuary of Minho river in the northern border between 
Portugal and Spain (Fig. 2), for 3 main reasons: 
.    Logistics:   A   marine   station   situated   in  this   estuary 

provided  the  facilities  required  for  field  testing  and 
development,   including  a  small  boat  to  support the 
missions. 

• Previous knowledge: This river has been the subject of 
study and active research during the last 15 years. This has 
provided for some knowledge on the operational scenario, 
namely currents, depth profiles, tides, etc. 

• Scientific relevance: Several studies, including 2 PhD 
thesis, have been recently conducted in this environment, 
particularly about the eel population. The hydrological 
aspects have been less studied, but it seems that the AUV 
measurements can provide information for a better 
understanding on the evolving ecological processes. 
The estuary is about 5 km long, with a maximum width of 

about 2 km and a very narrow mouth. Due to the specific 
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characteristics of this estuarine region, the strong interaction 
between fresh and salt water causes circulation patterns with 
great variability in the values of temperature and salinity. 
Previous data also showed that typical currents can be over 1 
knot, particularly during tidal changes. 

As far as bathymetry is concerned, there are a few old 
charts, but the riverbed is continuously changing due to the 
strong dynamics. Typical depth values indicate depths around 
3/5 meters, although there is a deeper channel well known to 
fishermen. 

V. MISSION DESIGN 

Estuarine circulation is usually very complex and 
horizontal sampling with the AUV at different depths may 
show circulation patterns very difficult to observe with any 
other technique. In order to achieve this, several cross sections 
(about 500 meters apart) should be performed, with the depth 
varying from the surface to the bottom. This should be 
repeated for different tides. Data to be collected included 
temperature and salinity. Other interesting data would be 
Dissolved Oxygen, but this sensor was not yet installed when 
the missions started. Later on, atmospheric parameters such as 
air temperature, luminosity and wind should also be analyzed. 

The availability of an onboard altimeter allowed to test 
another type of mission: autonomous bathymetry. The idea 
was to evaluate the possibility of using the AUV to map the 
bottom of the river and construct its 3D map. If viable, the 
vehicle could be deployed in consecutive sections of the river, 
in order to build an updated map of the bottom. Besides 
demonstrating the vehicle as a tool for underwater mapping, 
these charts would also allow for a safer navigation. In the 
longer term, they may also be used to detect changes in the 
topography, map the ferry-boat channel, help in the 
construction of oceanographic models and the construction of 
3D virtual environments for mission simulation. 

VI. MISSION EDITING 

An AUV mission starts with the vehicle programming, by 
editing a mission file with the objectives that need to be 
successively accomplished. 

In the original implementation, a text file would have to be 
edited, which would result in a hard to debug file. 
Furthermore, the new QNX software architecture allows for 
the design of new mission objectives, as required, for 
example, in adaptive sampling missions (in which case, the 
mission goals may not be fully defined a priori). 

For these reasons, we have redesigned the mission 
structure and we have developed a graphic mission editor to 
facilitate mission edition [6]. The new set of objectives 
encompasses all the previous ones and includes a few others, 
where the most important changes are related to adaptive 
sampling objectives. A different approach was taken as far as 
vehicle protection modes are concerned. We now have a set of 
protection modes for each objective. Each mode may be 
enabled or disabled, and for each enabled protection, there is 

an emergency behavior associated (i.e., tells the vehicle what 
to do if the protection is triggered). 

p Mission Editor - [caminha_8.rml]  RHsIiS 
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Figure 3 - A typical mission window 

Figure 3 shows a simple mission window, where the 
vehicle is sent to a starting point, from where it swims in a 
lawnmower pattern ("Rows"). At the end, it is sent to the end 
point, where it surfaces to be recovered. 

By selecting an objective, the user may edit the specific 
details. Figure 4 shows details of the "Rows" objective. In this 
case, the rows are 500 meters long and the objective would be 
completed after 5 consecutive rows, with 50 meters spacing 
between them. 
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Figure 4 - Parameters for the "Rows" objective 
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VII. LOGISTICS 

A. The PAL System 

There is a significant risk of loosing an AUV while 
performing autonomous operations. However, Isurus has an 
automatic responder that sends a specific acoustic signal 
whenever an interrogation is received. This systems has a 
backup battery that keeps it working in the event of a failure 
in the main power system. 

When the first field trials started, we developed PAL 
(Portable Acoustic Locator), a simple device with 2 purposes: 
to be able to generate a series of acoustic signals, interpreted 
by the vehicle as an abort command, and to measure distance 
to the vehicle by measuring the time elapsed between the 
interrogation signal and the vehicle's response. 

PAL has been quite helpful during operations and it has 
been successively upgraded to measure ranges to different 
devices. Now, it is also possible to use it to know the position 
of the vehicle with respect to the baseline. We integrated new 
filters for the transponder receiver frequencies, so that it is 
possible to detect when the vehicle interrogates each of the 
transponders. Since the vehicle is consecutively switching 
from one transponder to the other, we can measure the time 
between interrogations and, so, determine the range to each of 
the transponders. This is only possible with the new LBL 
navigation system [5] and the new vehicle software [6], 
implemented on the QNX real time operating system. These 
two systems ensure that the vehicle switches to the other 
transponder immediately after detecting a response (the 
uncertainty in this switching time is kept below 1 ms). The 
best feature about this mode of operation is that it is 
completely passive, that is, it is possible to know the vehicle 
position just by listening to its normal operation. Furthermore, 
it does not depend on the location of the PAL transducer, 
since it only deals with time differences. 

B. A Typical Mission 

During this mission, the AUV would be navigating on an 
LBL transponder network. The estuarine scenario is 
characterised by having poor acoustics, so we had to increase 
the threshold levels for acoustic detection, reducing the 
maximum length allowed for the baseline. For this mission, 
we only used 2 transponders, defining a baseline not larger 
than 1 km. 

It is difficult to work on the boat, even in a relatively calm 
day, so we tried to have the mission ready before leaving the 
marina. The only information missing before leaving was the 
exact transponder location. 

After editing the mission objectives in the laptop, the final 
diagnostics were made, during which the various subsystems 
were verified (Figure 5). The pressure sensor was reset to 
compensate for changes in the atmospheric pressure and the 
compass was calibrated to compensate for local variation in 
the magnetic field. 

Figure 5 - Final diagnostics by the riverside 

Isurus was then placed on the boat, along with the few 
things required for mission support: 2 transponders with 
anchors and surface expressions, GPS receiver, KVH 
Datascope, PAL, and a laptop. 

The first navigation transponder was deployed with the aid 
of a portable GPS receiver. Since there are no DGPS reference 
stations in the region, the position error was about 50 meters. 
We then used a KVH Datascope to provide precision bearings 
to natural references (whose positions were already stored in 
the laptop). Triangulation of these bearings allowed for an 
overall accuracy of about 10 to 20 meters. 

For the second transponder, we went to the indicative GPS 
position and repeated the above process. However, at this 
time, we were also able to use Datascope to determine the 
bearing from the first transponder, and, with PAL, we 
measured range between both transponders. This way, we had 
enough information for a precise positioning (in fact, a lot 
better than required for this mission). 

With the determination of the exact transponder location, 
the mission file was completed and transferred to the vehicle. 
PAL was then connected to the laptop serial port and the 
transducer was placed in the water. When the laptop tracking 
program started running, the vehicle was ready to start the 
mission. 

At the end of the mission, the vehicle surfaced and stopped 
pinging the transponders, so the tracking program could not 
locate the vehicle any longer. We then moved the boat to the 
last known position and use the range utility (with PAL) to 
find it. 

The mission operations ended with the recovery of the 
transponders (PAL was also used when they were hard to 
find) and the download of all the collected information. 

VIII. MISSION DATA PROCESSING 

There are two data sets collected during a typical mission. 
The first set is related to the vehicle internal data, which is 
only analyzed in the lab. This allows to evaluate the 
performance of the various subsystems (navigation, control, 
power consumption, etc) and provide useful information for 
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potential improvements. The other data set comprise all the 
information from the oceanographic sensors. 

The oceanographic data requires time and position 
information. This is done by post-mission filtering of the 
navigation information, in order to correct for eventual 
positioning errors that may have occurred during the mission. 

Measurements can be delivered to the end-users as raw 
data or they can be processed to allow for a rapid validation. 
In order to reduce this validation time, and also to help us 
troubleshooting any vehicle problem, we designed a Matlab 
application for data processing and visualization. 
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Figure 6 - Matlab application window with ocean data 

Once the program starts, mission data needs to be loaded 
(by clicking a "Load Data" button). The user can then select 
the type of information to plot: ocean data, vehicle data, or 
custom. This last option allows to select any variables and is 
specially useful for troubleshooting. Figure 6 shows a plot of 
the ocean data for a part of the mission. 

bathymetry data and interpolating where there was no data 
available. It should be pointed out that in this particular 
mission, the row spacing was 50 meters, which only allows 
for a low-pass interpolation. This is the reason why the shape 
of the bottom is smoother that in reality. In order to obtain a 
more accurate description of the bottom, we would need to 
process data from a mission with less row-spacing. 

In Figure 8, we can see temperature values for the same 
region as above, at 1 meter of depth. In this case, we plotted 
isotherms and a temperature distribution map. 

In both figures, the plot reference (0,0) corresponds to 
coordinates (N 41°53'33",0; W 8°49'53",4). 

North(m) 

Figure 8 - Isotherms and temperature map 

North (m) East (m) 

Figure 7 - Bathymetry of the sampled area 
Oceanographic data can also be displayed in 2D or 3D 

maps, after filtering. Figure 7 shows the result of filtering 
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IX. CONCLUSIONS 

The autonomous operation of the AUV, collecting relevant 
CTD and bathymetry data during over an hour with no 
operator intervention, was a pioneer experience in Portugal. In 
fact, the Isurus AUV succeeded in performing the 
programmed missions, even in adverse operational conditions, 
both weather-related (some of the sections were conducted 
with heavy rain and strong winds) and underwater 
environment (very shallow water). 

The estuary of the Minho river is a challenging 
environment for AUV operations, since it is very shallow, 
with typical depths varying from 2 to 5 meters, and highly 
significant water currents during tide changes. 

The high variability of the environment and also the need 
to collect the samples rapidly, before tide changing, contribute 
for the importance of the AUV as the most efficient way of 
mapping the underwater environment, as could be realized by 
the quasi-synoptic image of the river characteristics. 

The shallowness of the environment and the variability of 
the bottom topography pose serious problems for depth 
control. In fact, the errors typically accepted as irrelevant 
when operating in tens or hundreds of meters, become very 
important in underwater environments as shallow as this one. 
At the end, we achieved a standard deviation of 7 cm from the 
required depth, which is a good measure of performance for 
the depth controllers. 

The acoustic conditions at this scenario are about the worst 
than can be found in an underwater environment. Acoustic 
navigation has to deal with multipath for the sound waves, 
which means that the distance between the vehicle and each of 
the transponders had to be reduced. Furthermore, the high 
variability of the hydrological values significantly affects the 
sound speed, also increasing positioning errors. In this case, 
we had to operate with baselines about 1 km, in order to have 
reliable navigation. Even at this small distance, the vehicle 
would often experience difficulties in detecting transponder 
replies, probably due to channeling of the acoustic waves. 
However, overall vehicle navigation proved to be smooth. 

The whole system is becoming more complete, but 
remains highly operational. The estuarine environment was 
first used as a testbed for new subsystems test and integration 
and most of the laboratory equipment required for 
development was easily transported to the station. The small 
boat available for operational support was sufficient for the 
estuarine mission. Data visualization immediately after 
mission completion is very useful to validate mission. 

Operational missions have been facilitated by the PAL 
system, which has provided for a high degree of confidence 
when the vehicle is performing long autonomous missions. 

X. FUTURE DEVELOPMENT 

We are now in the process of installing an underwater 
video camera in the vehicle. This will be particularly 
important for an environmental monitoring mission to be 
performed in the near future. This mission will take place in a 
sewage outfall region off the Portuguese coast, where regular 

inspection is required, comprising in situ water analysis and 
visual inspection of the underwater pipeline. The vehicle will 
travel about 2 km while maintaining the pipeline in the camera 
field of view. Later on, water monitoring sensors will be 
added in order to accomplish the whole monitoring plan. 

Other planned missions include precise bathymetry of a 
large river dam (to study bottom erosion) and visual 
inspection of artificial reefs installed off the Portuguese coast. 

As far as software is concerned, the mission editor is being 
upgraded, in order to include a tool for mission validation. 
Even though the objectives are already individually validated, 
the idea is to test overall mission integrity. 

The fact that the position of PAL transducer is irrelevant to 
track the vehicle (as long as it is kept within maximum range), 
allows for the implementation of a new system for remote 
tracking. The idea is to place a passive device in the operation 
area and transmit data to the shore station through a radio link. 

The laboratory will maintain the present strategy for the 
longer term. New partners and end users will be sought. New 
sensors will be added as required by their requirements. 

These activities constitute the basis to achieve the ultimate 
goals of the project, namely performing autonomous 
environmental monitoring missions off the Portuguese coast 
with single and multiple vehicles, performing autonomous 
underwater docking and, finally, contribute for the 
establishment of a permanent underwater observatory. 
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LABORATORY EVALUATION AND PRELIMINARY FIELD TRIALS 
OF NEW " WOCE STANDARD " IDRONAUT MK317 AND OS316 

CTD PROBES. 

F. Graziottin, Idronaut Sri., Italy; G K Morrison, GO Environmental Services 
Inc., Florida; R. Stoner & F. de Strobel, SACLANTCENT, Italy. 

The MK 317 is a multi-parameter Conductivity, Temperature and Depth profiling unit 
(CTD) with a fast (50mS) Platinum resistance thermometer and a free flushing 3cm 
ceramic, four electrode, conductivity cell, (as used in the Neil Brown Instrument 
Systems, Inc. MKIII CTD) one of the units tested had redundant temperature and 
conductivity probes installed. Laboratory evaluations including shock tests on the 
pressure sensor, and both noise and calibration stability tests on conductivity and 
temperature sensors have been conducted at the SACLANT Underwater Research 
Center, oceanographic calibration facility. This facility has for three decades generated 
CTD calibrations that exceed WOCE standards in order to satisfy both NATO Navies 
and the Southern European Oceanographic Research community requirements Results 
are presented and compared from casts made with both the Mk 317 and OS 316 (in 
self recording mode) and SBE 911 plus or SBE 25 operating from the same 
deployment frame. 

I Introduction 
For many years the European community 

has, by means of funding instrumentation 
development and promoting the use of such 
equipment in Community funded Research 
projects, been encouraging European 
manufacturers to challenge the supremacy of 
North American oceanographic equipment 
manufacturers. This policy has made the 
incumbent North American companies both 
nervous and willing to participate in joint 
manufacturing ventures. This paper will review 
the evaluation of products from one such 
collaborative venture between Idronaut Sri of 
Milano Italy and General Oceanics Inc. of 
Miami, Florida. Equipment has been deployed 
during cruises from the RA/ Alliance, February 
1999 and B/O Garcia del Cid, May 1999. The 
performance of several different 
manufacturers' conductivity, temperature and 
depth profiling systems have been compared. 

II Equipment 
There are several different Idronaut CTDs 

involved  in this evaluation.  During the first 

cruise there were two instruments, a MK317 
which had been adapted to handle data from 
an old Meerestechnik Elektronik sound 
velocimeter and an OS316. The comparison 
instrument was a SBE 911 plus. During the 
second cruise there were three Idronaut 
instruments, a MK317 with a 

Figure 1:     CTD array on board B/O Garcia del Cid 
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Single temperature and conductivity sensor, a 
316 with dual temperature and conductivity 
sensors and a MK318 with three conductivity 
sensors and one temperature sensor. The 
comparison instruments were a MKIIIC and an 
SBE 25. The instruments that were evaluated 
are tabulated in Table 1. 

Table 1 Instruments reviewed 

Instrument Description 
911 plus Standard model SeaBird CTD 
316 Idronaut internal recording 

Environmental CTD 
317sv Idronaut internal recording CTD, 

with GO MKIIIC conductivity cell 
and a Pt100 thermometer, 
modified to accommodate ME 
Sound Velocimeter 

MKIIIC Standard MKIIIC CTD 
SBE 25 Standard internal recording SBE 

Model 25 CTD 
317 Idronaut internal recording CTD 

with two GO MKIIIC conductivity 
cells and two Pt100 
thermometers 

318 Idronaut internal recording CTD 
with three GO MKIIIC 
conductivity cells and one Pt100 
thermometer, unfortunately 
damaged prior to data collection 

319 Idronaut internal recording 
Environmental CTD modified to 
accommodate dual conductivity 
and temperature sensors 

On the second cruise a new MK 318 CTD with 
three conductivity sensors was physically 
damaged, beyond repair, without collecting any 
data. 
All raw data collected have been presented 
unprocessed with the exception of the SeaBird 
data which has been processed according to 
the recommendation of SeaBird. See 
APPENDIX   A   for   a    description    of   the 

processing applied to the SeaBird instruments' 
data sets. 

Ill Laboratory tests 
Prior to the January cruise the CTDs were 
subjected to a routine calibration and also a 

Thermal shock test on pressure transducers 
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Figure 2   Thermal shock response 

thermal shock test on the pressure 
transducers. The results of the thermal shock 
tests are presented as figure 2. The MK317 
evaluated had an amplitude response that was 
initially greater than that of the 911 but the 
recovery time of the MK317 was less than 
1,500 seconds compared to the 911 which was 
still not fully recovered after 7,000 seconds. 
The observed amplitude responses were 
equivalent to ± 1.2 decibar and 0.75 decibar for 
the MK317 and 911+ respectively. The 
apparent poor resolution of the 317 pressure 
sensor is a function of the data having been 
truncated at 0.1 decibar with a full scale of 
1,000 decibar. The actual resolution of the 
instrument is 16 bit or 0.1 in 7,000. 

Attempts at examining the noise and stability of 
sensors in the laboratory calibration tanks were 
inconclusive as the noise levels of the sensors 
were less than the noise created during the 
cycling of the baths. The authors have 
therefore attempted to compare the 
temperature and salinity signals during an 
actual  cast.   Figures  3  and  4  are  graphic 
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presentations of temperature and salinity over 
a 100 meter section of ocean.. The Idronaut 
two headed environmental probe, model 319, 
has noise equivalent to it's digitizing increment 
of 0.001 degrees, four of the sensors agree to 
within ±0.005 degrees over the 100 meter 
section plotted the fifth sensor is displaced by 
about 35 milli-degrees but has the identical 
form of the other sensors. 

Blanes 001 

temperature (T 68) degrees Celsius 

Figure 3 Temperature noise comparison 

A comparison of salinity sensor performance 
was inferred from the salinity plot for the same 
section of the water column. Figure 4 
illustrates the same digitizing noise in the 
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Figure 4    Salinity noise comparison 
model 319 salinity sensors that was apparent 
in the   temperature signals. The 319, MKIIIC 
and SBE 25 exhibit   almost no evidence of, 

time constant mismatch, generated "salinity 
spiking" the excursions in the salinity profile of 
the 317 at 730 and 780 meters are however 
almost certainly generated by this 
phenomenon. A procedure will need to be 
developed to correct this problem. 

IV Field results from RA/ Alliance 

The first two stations were conducted from the 
RA/ Alliance on each of the two casts two 
water samples were taken and later analysed 
Tables 2 and 3 show the result of these 
calibration checks. Cast 1 intercompared a 316 
and the 911 and cast 4 the second data set 
presented intercompared the 317sv and the 
911. 

Table 2 
#1 

Water bottle comparison at Lerici 

Instrument Salinity 
psu 

Pressure 
decibars 

Salinity 
difference 

Bottle 1 38.524 964 
Bottle 2 38.524 964 
911 38.520 964 - 0.004 
316 38.526 964 +0.002 

Figures 5, 6, and 7 show the inter-comparison 
of temperature, salinity and oxygen 
respectively. 

D. 

LeriCI 001 

13.250 13.275 13.300 13.325 

temperature (T 68) Celsius 

Figure 5 Temperature comparison 
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The temperature traces of the two probes are 
intertwined and show neither significant offsets 
nor  gradients.   Figure  6   is  the  equivalent 
presentation for salinity, the bottle data has 
already shown us that the instruments are in 
good absolute agreement. 

Lerici 001 

-316 
-911; 

—i— 
38.5 

salinity psu 

Figure 6   Deep salinity inter-comparison 

It is interesting to note that there is a lot more 
noise or maybe structure in the 911 signal than 
is apparent in the 316 signal. There is an 
offset which the bottle data has shown to be of 
the order of 0.006 psu. Figure 7 shows the 
differences in measured dissolved Oxygen 
displayed as percent of saturation. 

Lerici i 

Oxygen (% saturation ) 

Figure 7   Differences in percent saturation of 
dissolved Oxygen. 

The Oxygen data displays both an offset and a 
marked pressure dependence both of which 
may be readily corrected with data from a 
Winkler titration. 
The second R/V Alliance station is described 
by Figures 8, 9 and 10 and the water bottle 
comparison is outlined in table 3 below. 

Table 3  Water bottle comparison at Lerici #4 

Instrument Salinity 
psu 

Pressure 
Decibars 

Salinity 
difference 

Bottle 1 38.573 608 + 0.001 
Bottle 2 38.571 608 - 0.001 
911 38.578 608 + 0.006 
317sv 38.577 608 + 0.005 

Table 3 clearly illustrates that the salinity 
measurements are consistent and repeatable 
between the two instruments that are being 
compared, at least in the upper 1,000 meters 
of the water column. 

Lerici 4 

13.65 13.70 1375 

Temperature degrees Celsius 

Figure 8  Temperature comparison Lerici #4 

There is a small offset between the two 
temperatures of the order of 0.006 degrees, it 
appears to be uniform over the pressure range 
that was measured. Figure 9 illustrates the 
difference between salinities as measured by 
the two instruments. 
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The salinity indicated by the 911, Figure 9, 
appears to be about .002 to .003 psu higher 
than that measured by the 317sv. 

Lerici 4 

Salinity (psu) 

Figure 9 Salinity comparison Lerici #4 

The calculated sound velocities, Figure 10, 
from both the 911 and the 317sv are 
indistinguishable from one another, and the 
value measured by the Merestechnik 
Elektronik probe differs only by a few tenths of 
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Figure 10 Sound velocity comparison 

a meter per second from their common value. 
There is also a little more noise associated with 
the direct measured value. 

V   Field results from B/O Garcia del Cid 

In May 1999 during a short cruise from 
Barcelona to the Blanes canyon we had a 
second opportunity to inter-compare Idronaut 
and other manufacturers CTDs. Figures 11, 12, 
13 and 14 illustrate the results from this second 
cruise. 

Blanes 001 
650-, 

13.08 13.10 

temperature (T 68) degrees Celsius 

Figure 11 Temperature comparison Blanes #1 

MKIIIC and Idronaut temperatures are grouped 
to the left of the graph with a total scatter of ± 
0.005 degrees. The SBE 25 temperatures are 
offset by 35 milli degrees. The form of all of the 
profiles is however very similar except that the 
digitizer noise is noticeable in the 319 data. 

Blanes 001 
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Figure 12    Salinity comparison Blanes #1 
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With the exception of the MKIIIC and SBE 25 
all of the traces in Figure 12 are parallel with a 
fixed offset from top to bottom. Careful 
calibration against water bottles would make all 
of the profiles useful. 

Blanes002 

" 12^80     12.85     12.90     12'95     13^00     13.05    13.10     13.15     13:20 

temperature (T68) Celsius 

Figure 13 Temperature comparison Blanes #2 

The curves from Figure 13 indicate that the 
SBE 25 temperature may have a significantly 
greater offset at depth than at the surface, this 
is probably the reason for the observed 
differences in the previous station's salinity 
offsets. 

Blanes 002 

37.4 37.6 
-r 
38.0        38.2        38.4 

salinity psu 

Figure 14 Salinity comparison Blanes #2 

As in the first Blanes station the MKIIIC and 
SBE25 salinity signals appear to diverge with 

increasing depth the other traces are again 
parallel. 

VI Conclusions 
It is of course extremely unfortunate that one of 
the instruments that was to have been 
evaluated was inadvertently destroyed prior to 
producing any usable field data. It would have 
been very interesting to have inter-compared 
the new 24 bit Idronaut Mk 318 and the 
traditional MKIIIC and SBE 911. 

The balance of the data collected has held few 
surprises. The 316 and 319 CTDs from 
Idronaut that are designed for environmental 
applications rather than oceanographic use 
have shown their limitation with digitizer noise 
at the 0.001 level. Their Pt100 thermometers 
and robust conductivity cells have certainly 
performed     well providing     correctable 
performance across the entire pressure field 
measured. It would be interesting to repeat the 
experiment with rigorous water sampling to 
compute both salinities and dissolved oxygen 
values. The MK317 sensors have compared 
favorably with the reference instruments in 
both of the field trials and also in the laboratory 
tests. 
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APPENDIX A 

The following is copied verbatim from a 
SeaBird Electronics Inc. 911 plus manual, 
these instructions were followed carefully in 
processing the 911 data. [Capitalized names 
are programs that are run on the data as 
described.] 
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Standard processing of SBE 9/11 CTD Data 

With oxygen 

1. SEASAVE acquire the data at 24 hz. 
2. DATCNV Convert the raw data to 

pressure, temperature, conductivity and 
parameters obtained from auxiliary sensors 
such as dissolved oxygen current, 
dissolved oxygen temperature, and light 
transmission. 

3. ALIGNCTD Advance oxygen 1 to 5 
seconds relative to pressure 

4. WILDEDIT check for and mark "wild" data 
points 

5. CELLTM Conductivity cell thermal mass 
correction. Typical values are alpha = 0.03 
and 1/beta = 7.0 

6. FILTER Low pass filter pressure with a 
time constant of 0.15 seconds to increase 
pressure resolution for LOOPEDIT 

7. LOOPEDIT Mark scans where the CTD is 
moving less than the minimum velocity or 
travelling backwards due to ship roll. 

8. DERIVE Compute oxygen 
9. BINAVG Average data into the desired 

pressure or depth bins 
10. DERIVE Compute salinity, density, and 

other oceanographic parameters. 
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EXPENDABLE HIGH PRECISION MICRO OPTICAL SENSORS TO BE 
USED IN AUTOMATED CONCERTED PROFILINGS FOR LARGE 

AREA DENSITY CONTOURING OF THE DEEP SEA 

by 
Karl-H. Mahrt 

Institute of Experimental and Applied Physics 
University of Kiel, Germany 

Abolfath Hosseinioun 
Goal International, San Francisco, USA 

Abstract — This paper deals with a newly developed 
miniature optical density probe of better than ppm precision on 
the basis of the measurement of the angle of refraction of a 
tiny collimated light beam when passing through the interface 
plane between the sea water under test and an optical index of 
refraction standard reference material. For the first time the 
problems of designing and building of an extremely stable 
optical bulk head in combination with a particularly compact 
micro optical bench module were solved. These findings were 
the prerequisites to achieve the required high stability of the 
instrument. The central opto-electronical parts are few and 
consist mainly of a well defined single mode laser diode as a 
light source and a high precision lateral effect photo diode as 
beam position measuring device of the goniometer. The 
realized prototypes measure in all Neptunian waters down to 
6000 meters. 

These high precision micro optical density measuring 
devices for buoyancy driven expendable pop-up profilers are 
to be released in concerted actions from numerous bottom 
stationed autonomous multiple shot releasers properly 
distributed over a large area in the deep sea in order to 
observe the variability of the density field in space and time 
with high precision. 

I. Introduction 

In view of the continuously increasing demand of 
high performance Ocean instruments in general 
and more especially in search of better density 
measuring sensor systems particularly suitable for 
the use in permanent operational observation 
networks in larger Ocean areas we focused again 
on the study of optical index of refraction sensors 
that follow the priciple of measuring the angle of 
refraction of a light beam entering from sea water 
into a glass prism. This prism serves as an index 
standard reference material and at the same time 
as a high pressure bulk head feed through of the 
light into the vacuum optical bench module of the 

sensor, containing the refraction measuring photo 
pick-up at it's end. From previous studies in the 
laboratory and at sea [1], [2], we learnt about the 
practical feasability of such a concept for high 
accuracy applications and in the progress of our 
work we became well aware of the possibility to 
develop very much smaller even expendable ver- 
sions of outstanding ruggednes and very high 
accuracy. Miniature expendable devices of such 
brand e.g. in combination with the inspiring concept 
of J.-P. Guinard's «Echantillonneur de Masses 
d'eau MArines» EMMA system [3], [4] seem to us 
to be very challenging by opening a new powerful 
perspective to derive on a routine basis density 
contours of large Ocean areas by synoptically 
profiling from numerous EMMA platforms suitably 
distributed on the bottom of the Ocean region of 
interest. 
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Fig. 1; (taken from [3]) The EMMA system: Sto- 
rage of a bunch of probes, encapsulated in a con- 
servation liquid in order to be protected against fou- 
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ling and to prevent sensor drift over a very long pe- 
riod of time. Released probes mount to the surface 
buoyancy driven. 

II. Measurig density with the refractometer 

The well known relationship between the density 
and the index of refraction n 

n = n0 + ffUi.Uz) + A f(Ux, UT) (2) 

The sum U, + U2 represents the total light 
intensity and may be used to detect particles 
traversing the measuring volume and to eliminate 
the spikes they cause in the refractive index 
profiles. 

p = k- 
n2  - 1 

n2 + 1 (1) 

makes the optical index of refraction 
measurement inherently suitable for density 
determinations, with k being related to some 
molecular properties. From studying the empirical 
equation of state of sea water one learns, that one 
has to adjust for some residual influences of 
temperature and pressure and therefore these data 
must be provided with moderate accuracy when 
converting the n-measurements to p-results in the 
range of ppm accuracy. 

III. The instrument priciple 

Figure 2 depicts the basic operation priciple of 
the expendable sensor. 635 nm laser light from 
source 1 passes through the Y-coupler 2 and is 
guided through a fibre to the collimator 3 at the tip 
of the sensor head. From there a light beam with 
less than 0.5 mm diameter is launched into the sea 
water. The beam hits the index reference prism 4 
at little less than grazing angle, enters the vacuum 
optical bench module and finally hits the lateral 
effect photo diode 5 at it's end. Two trans- 
impedance amplifiers 6 and 7 convert both the 
photo currents I, and l2 into the voltages U, and U2. 
In order to correct for wavelength and light 
dispersion effects in the optical media a small 
amount of the laser light is taken via coupler 2 to 
measure the wavelength by the spectrometer 
module 10 and convert it to the voltage U^. In 
addition to this one has to account for influences of 
the temperature which is measured by temperature 
sensor 8 and associated electronics 9 delivering 
the voltage UT. 

The four simultaneously measured signals U.,, 
U2, Ox, UT of the sensor are taken to finally 
calculate the index of refraction value n. 

1219 



A o r\     f\ i    i   i 

Fig. 2: The refractometer principle. 
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Fig. 3: Typical fluctuations of total light intensity 
and refractive index signals at two different index 
values. 

IV. The instrument prototype 

To arrive at light weight and small prototype 
instruments we used specially developed micro 
optical components, fibre optics and miniature 
electronics using mostly surface mounted devices. 
All sensor parts exposed to sea water are made of 
glass and titanium. A lithium battery power pack is 
included into the sensor with a capacity of at least 8 
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hours of continous operation of the device. This is 
to prepare for a deep sea demonstration 
experiment with several probes following the 
concept of the EMMA system. 

The major specifications are as follows: 

tho 

light wavelength :   635 nm 
range :   ca. 1.331 ... 1.355 
resolution :   <10"7 

reproducibility 2x10"7 

accuracy still to be determined, 
expected to be 
<5x10"7 

refraction area 1,9 mm2 

measuring volume 1,1 mm3 

max. sampling frequency 1 kHz 
total length 31 cm 
max. diameter 4 cm 
max. operating depth 6000 m 
total mass (including 
batteries) 460 g 

Figure 3 shows a typical plot from a test run of 
the instrument, when introducing an artificial 
deflection of the light beam simulating a switching 
between the two pre-selected index values ^ and 
n2 within the measuring range of the sensor. In this 
case the sampling frequency was 25 Hz, the same 
value we anticipate to use in our first field trial with 
bottom released pop-up probes at low ascending 
speeds. On the left hand side in figure 3 one can 
see the fluctuations of the relative total intensity of 
the light as measured at the receiver. 

Finally, figure 4 shows a photograph of the first 
prototype instrument and it's protective container 
for transport. 

35 tm 

V. Remarks 

In order to meet the practical requirements of 
the oceanographical community one has to 
calibrate the sensor according to the presently 
generally adopted empirical equation of state of 
sea water. This is obviously necessary in order to 
ensure homogeneity between data sets gathered 
with different data collecting sensor systems. So 
our program is to calibrate and study the sensor 

Fig.   4:   The   instrument   prototype   and   it's 
protective case. 

roughly by use of temperature, conductivity, and 
pressure instruments with better than WOCE 
specifications, to finally come up with a statemant 
on the experimentally determinded sensor 
accuracy under practical conditions. At this place 
we would like to mention that in the course of our 
development work we used many times and with 
great advantage our very well defined sound speed 
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research facilities for reproducibility determinations 
of the optical sensor by monitoring the sound 
speed with stabilities down to 1 mm/s allowing e.g. 
to judge on refractive index stabilities down to 
about 5x108. From this measuring experience and 
in view of the still compelling sound speed equation 

OCEANS '98, IEEE Publ. No. 98 CH 36259 
Nice, France, Volume 1 (3), 37 ...41, (1998), ISBN: 0- 
7803-5045-6 

V = (3) 

we feel very much tempted to spend some effort 
and concentrate more on a fundamental study of 
the DENSITY - REFRACTIVE INDEX-SOUND 
VELOCITY - relationship in water and sea water, in 
the lab as well as at sea. 
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A Novel Approach for Obtaining Bubble 
Dissolution Measurements at Sea: Results 

Russell Costa1, Ronald A. Roy2, and Kerry W. Commander3 

Abstract- A hybrid system for measuring the 
dissolution of gas bubbles in an oceanic environment 
was developed utilizing the Coastal Systems Station's 
Light Scattering Bubble Counter (LSBC). The LSBC 
independently measures flow velocity and bubble size, 
and is capable of distinguishing bubbles from 
particulate matter. In the hybrid system, the dynamic 
range of the LSBC measurements is 50 microns to 
about 300 microns in radius. The system is filled at 
depth in the sea, purged of all gas, and then closed 
from the outside environment A steady flow is 
established and clean air is forced through a porous 
ceramic disk to create the initial bubble population. This 
bubbly mixture is re-circulated through the system at a 
constant flow rate of 22 liters per minute (LPM), or 33 
LPM, corresponding to velocities of 30 cm/s and 45 
cm/s through the LSBC aperture, respectively. The 
bubble radii are measured continuously using the 
LSBC, resulting in time-dependent bubble-size 
distributions. A numerical technique has been 
developed to estimate the dissolution rate from the 
bubble distribution time series. 

Index Terms—bubble dissolution, light scattering 

I.   INTRODUCTION 

The formation of gas bubbles beneath breaking waves 
and within surface ship wakes is an important factor in 
the design and operation of many sonar systems. 
Bubbles act as strong acoustic scatterers and 
attenuators, particularly in the vicinity of their resonant 
frequencies. Moreover, assemblages of bubbles can 
alter bulk acoustical properties in a profound way, 
leading to extreme levels of dispersion and non- 
linearity on the two-phase medium. The dynamics of 
these oceanic bubbles must be understood in order to 
factor them into models to be used in the design and 
analysis of various sonar systems. One key parameter 
is the dissolution rate (dR/dt), where R is the 
instantaneous bubble radius. This parameter, when 
coupled with the bubble terminal rise velocity, 
determines the longevity, and thus the acoustical 
significance of a bubble plume or ship wake. 

1. Naval Undersea Warfare Center, Division Newport, Newport Rl 
02841 
2. Department of Aerospace and Mechanical Engineering, Boston 
University, Boston, MA 02215 
3. Coastal Systems Station, Naval Surface Warfare Center, 
Dahlgren Division, Panama City, FL 32407 

Previous investigations to determine dissolution rates 
have been laboratory based, employing artificial or 
filtered seawater. wyman et al. [1] measured the 
dissolution rates of bubbles introduced into stirred 
seawater under pressure. The work showed the 
dissolution rate to be independent of temperature, and 
that this rate did not deviate significantly with 
changing initial bubble radius (1.5-2.5 mm). Wyman 
did find, however, that the dissolution rate increases 
with increasing hydrostatic pressure until the external 
pressure reaches between 3 and 4 atmospheres. 
More recently, Detsch [2] found that for bubbles 
ranging from 50 urn to 500 urn in radius, bubble 
dissolution rates are highly dependent on the 
dissolved gas concentration and independent of both 
the temperature and the initial bubble size. This work 
was all done at atmospheric pressure. 

For bubbles large enough to ignore surface tension 
and clean enough to ignore surface layers, the most 
important parameter governing mass transfer is the 
dissolved gas concentration (DGC), expressed as a 
percentage of saturation for the local thermodynamic 
conditions. For a liquid with a DGC of, say, 50% of 
saturation implies that the partial pressure of 
dissolved gas is approximately 14 of the ambient gas 
pressure. By Henry's law, this imbalance leads to a 
mass transfer in the direction of lower partial pressure 
at a rate that is proportional to the partial pressure 
imbalance. Oceanic bubbles may behave differently, 
owing to the presence of surface-active impurities that 
can inhibit mass transfer. These two factors suggest 
that accurate dissolution rate measurements are best 
done in situ, thus the motivation for this instrument. 

II.   SYSTEM DESCRIPTION 

The Bubble Dissolution Measurement System 
(BDMS) is a hybrid system built around the Light 
Scattering Bubble Counter (LSBC). The objective was 
a system that could be deployed from a research 
vessel, at remote sites, to measure in situ bubble 
dissolution rates at varying depths. The BDMS 
consists of a submerged, isolated, re-circulating flow 
system driven by a large-orifice peristaltic pump. The 
apparatus is deployed to depth, filled with seawater, 
purged of all gas, and then sealed.  An initial bubble 
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population  is created  using  air forced through  a 
porous disk, and repeatedly convected through the 
sensing  volume  of the  LSBC,  which   provides  a 
running record of the evolving bubble size distribution. 

A. Light Scattering Bubble Counter 
The LSBC is an instrument developed by S.C. Ling of 
Catholic University for the Coastal Systems Station 
(CSS) in Panama City, FL [3]. The instrument shown 
in fig. 1 estimates bubble size in situ from a bubbly 
flow by collecting the light scattered at 125 degrees 
forward (no glory or diffracted components) where the 
scattered returns are dominated by the specular 
component. At this angle, the peak of the scattering 
amplitude is a monotonic function over the size range 
of interest. Thus the peak amplitude scattered from a 
single bubble crossing the sample volume 
corresponds to a specific bubble radius. 

calibration data is shown below bounded by the 95% 
confidence limits with the residuals also shown. 

B) 
DARK CAVITY 

^-T^v    PHOTOMULTlPUifl 

SAMPLING VOLUME PKOTOMULTIPL1ER NO. 2   ■ 

Fij. I.   Schematic of light leitwnng bubblt dMector 

Fig. 1. Light Scattering Bubble Counter 

The instrument has two sample volumes in the center 
of a cylindrical orifice through which a flow containing 
entrained microbubbles is guided. A white light source 
is condensed, masked, and projected out into two 
sample volumes. The sample volumes are spaced 7 
mm apart in the direction of the flow. The geometry of 
the sample volumes is a result of the collection lens 
used to image the two volumes onto two separate 
photo-multipliers, which convert the scattered light to 
voltage continuously. Dark cavities are built into the 
orifice to prevent reflections of light at the angle of 
projection and scattering. The output of each photo- 
multiplier is sampled at a 10kHz sampling rate and 
saved in binary files, with a tape backup recorded 
simultaneously. 

The system is calibrated by generating single bubbles, 
beneath the two sample volumes, and allowing them 
to rise freely through the volume. An estimate of the 
rise velocity is thus obtained and from the theory of 
Stokes (with corrections from Langmuir and Blodgett) 
the corresponding bubble radius is estimated [4]. A 
correlation then exists between the bubble radius and 
the peak-scattered amplitude from the bubble 
crossing the sample volume. A polynomial fit to the 
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Fig. 2. LSBC Calibration Curve 

B.  Hybrid System Design and Operation 

To measure dissolution rates in situ using the LSBC 
several design requirements had to be met. Initially, a 
bubble-free water sample at depth had to be obtained 
and a closed system had to be created. Next, a 
bubble population, in the size range measurable by 
the LSBC, had to be generated and circulated through 
the LSBC orifice to measure the evolution of the 
bubble size distribution (BSD). Finally, the system had 
to be refilled with fresh seawater and purged of all 
remaining air before the next run. These runs also had 
to be repeatable in a reasonable amount of time 
(minimal time between runs). 

Figure 3 shows a block description of the system and 
its components. The red lines signify the control 
connections to the valves. Since the LSBC orifice is 
1.5 inches in diameter, relatively large volumetric flow 
rates are required to ensure sufficient flow velocity to 
entrain all bubbles in the size range of interest. 
Furthermore, the pump could not be intrusive to the 
bubble population. For these reasons a large capacity 
peristaltic pump was used, with 1-inch internal 
diameter (ID) tygon tubing, capable of volumetric flow 
rates of up to 45 liters per minute (LPM). Another 
attractive feature of the peristaltic pump was that it 
could pump in either direction, which helps in purging 
the system of air between runs. 

The system is filled and purged through the normally 
open, pneumatically controlled ball valves that are 
mounted above and below the LSBC orifice. The 
valves are actuated using nitrogen regulated at 85-psi 
pressure and are used to close the system prior to a 
given run. The connections are all made with 
schedule 40 PVC pipe, tygon tubing, and necessary 
fittings. The system internal volume (ocean water 
sample) is 2 liters. 
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The air delivery system for generating bubble 
populations consists of a porous ceramic disk 
mounted in a schedule 80 PVC threaded tee, a 3-way 
pneumatic ball valve, a check valve, and an air 
pressure regulator attached to a high pressure clean 
air tank. A bubble population is created, by forcing air 
through the ceramic disk. The ceramic is pressure 
rated and requires an over pressure of 7-9 psi for air 
to flow through it. The flow rate through the disk is a 
function of the input over pressure and was measured 
in the laboratory using a mass flowmeter. 

The 3-way valve controls the air delivery system in the 
following manner. The valve's normally open path 
connects the ceramic disk to the check valve. Its 
actuated path connects the air regulator to the 
ceramic disk for generation of a population. The input 
over pressure is controlled manually at the air 
regulator. While the system is being lowered to the 
measurement depth the valve is actuated and the 
input over pressure is set high at the regulator to keep 
water from seeping through the disk into the air 
system. Once the system is at the measurement 

AIR Nitgn -    Valve 

REG REG 1 
LSBC PUMP 

3-way 
Valve 

Ceramic   - 
Disk 

1 

-    Valve 1 
f\7 

Fig. 3. BDMS Functional Description 

Depth, the valve is released to its normal path and the 
check valve keeps the pressure at the face of the 
ceramic at 5 psi above the ambient pressure. This 
serves two purposes: it keeps the disk clear of water 
and it allows the void from the valve output to the disk 
to be raised to the pressure selected at the air 
regulator faster, thus minimizing the time delay for the 
air to be forced through the disk. 

In a typical run, once the air delivery system has been 
initialized as described above, the system is closed 
and the pump is started. The pump maintains a 
constant flow rate in a counter clockwise direction 
(downward through the LSBC orifice). With the pump 
operating at a constant rate and the real time displays 
cleared of bubble events, the air delivery valve is 
actuated for 5 seconds, creating an initial bubble 
population. The data is then recorded from both LSBC 
channels for a typical run length of 5 minutes. After 
each run the fill valves are released (opened) and the 
pump is cycled in both directions, at various speeds, 
to clear the system of any remaining air and to refresh 
the sample volume. The procedure is repeated for 
several repeat runs at a given depth. The typical time 

from the start of one run to the next is approximately 
15 minutes (conservatively). 

III.   EXPERIMENT AND DATA PROCESSING 

An experiment was performed at the Nanoose test 
range just off the coast of Vancouver Island, BC, 
Canada in September, 1998. The BDMS was lowered 
by crane from a research vessel and bubble 
dissolution data was obtained at depths from 5-25 feet 
at two different flow rates. The conditions for the test 
were calm and the weather had been clear for several 
weeks. The water temperature was relatively constant 
down to 20 feet depth varying slightly from 15.5 to 
14.5 °C. From 20-30 feet the temperature decreased 
to approximately 13 °C. The salinity was 
approximately 27 ppm at the depths of interest. 

The data from the test consists of 39 runs. Each run is 
a time series of light scattering data from the bubbly 
flow as it evolves from inception to full dissolution. As 
stated earlier, the LSBC is calibrated for single bubble 
events. A matched filtering scheme was implemented 
to exclude any detection that results from scattering 
from multiple bubbles or particulate matter. This is 
accomplished by matching the pulse, from each 
detection, in amplitude and duration. Scattering from 
particulate matter typically results in a flatter and more 
elongated pulse. Scattering from multiple bubbles can 
have double peaks (from interference) or are 
elongated in duration, thus are also distinguishable. 

The data from each run, after processing 
(thresholding and filtering), consists of a time- 
dependent estimate of BSD that shows an evolution 
that is the result of some given dissolution rate. Figure 
4 shows the results taken at a depth of five feet. The 
plot represents the BSD for 6-second intervals in the 
time series. The color bar is a log scale whose 
maximum is 100 (102) and minimum is 1 (10°) and 
represents the number of bubble estimates at a given 
size in the time window that is represented. A clear 
evolution from the larger bubbles to the smaller ones 
can be seen and shows qualitatively the effect of 
dissolution on the population as a function of time. 

The next part of the problem is extracting a rate of 
dissolution from the measured time-dependent BSD. 
One must first establish the statistical significance of 
our sample volume. The sample volume represents 
3% of the total volume and, to be considered 
statistically significant should be representative of the 
overall population statistics of the systemic BSD at a 
given point in time. The desired way to establish this 
would be to estimate the BSD independent of the 
LSBC sample volume, a task that would best be done 
in situ during a run while sampling another part of the 
flow. Since this was not feasible, we had to assume 
that the sample volume was sufficient. This 
assumption is not entirely baseless. From previous 
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Fig. 4. BSD evolution at 5 feet (Run 10) 

experimental data the repeatability of runs were 
found to be very good. This, coupled with the random 
nature of the bubble trajectories in the turbulent flow, 
gives us a strong basis for assuming our sample 
volume size to be sufficient. 

Figure 5 shows total histograms of repeat runs taken 
at a 5-foot depth. The histograms are taken in 1- 
micron bins and illustrate the repeatability of the 
system. The experimental mean and standard 
deviation of these runs were nearly identical. Visually, 
the plot on the left has some bins with more counts, 
giving it a spikier, sparser look. The small bin size 
accentuates this feature. 

Fig. 5. Repeat runs at 5 feet 

As a start to estimating bubble dissolution rates from 
the BSD time series we begin with the work of Detsch. 
In his experiments he found that the rate of dissolution 
was independent of initial bubble radius. If we start 
with this assumption, then a simple numerical 
approach can be applied to the data for the use of 
estimating the dissolution rate. Figure 6 outlines a 
numerical approach, which takes an initial distribution 
(sampled from the data) and then calculates a total 
BSD time series using a constant dissolution rate. 

The dissolution rate is varied from .25 ^im/sec to 15 
(im/sec in .01 micron increments. For each iteration of 
the dissolution rate, the total BSD of the model data 
(in 1nm bins) is compared with the actual data from 
which the initial BSD was derived, and the mean 
squared error is calculated. The dissolution rate 
estimate is then taken as the minimum of this curve. 

Figure 7 shows the mean square error curves for four 
runs at a depth of five feet. The mean dissolution rate 
from these runs is 1.2 (xm/sec. 

BSDJN BSD 
MEASURED 

+ MSE 

LINEAR 
DISSOLUTION 

MODEL 

BSD 
TOTAL W 

Fig. 6. Numerical Approach to Linear Dissolution 

The mean square error plots for the repeat runs 
compare favorably and the minimums are very close. 
As an additional check for model accuracy the total 
histograms for the measured and the modeled BSD 
time series are shown in fig. 8 for one of the runs from 
fig. 7. Clearly the histograms compare favorably 
adding confidence to the model accuracy and thus 
confidence in the dissolution rate estimates. 

Fig. 7. Mean Square Error of Modeled vs. Measured BSD 
(depth = 5ft) 
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Fig. 8. Modeled vs Measure BSD at 5 feet (Run 12) 
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The procedure outlined above was performed for all 
pertinent runs, and the optimum dissolution rates 
estimated for each run. Figure 9 shows the estimated 
dissolution rates as a function of depth at the two 
different flow rates for our experiment. 
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Fig. 9. Dissolution Rate Estimates 

For all the repeat runs the dissolution rate estimates 
are reasonably close and it is clear that the dissolution 
rate increases with depth and the flow rate. The 
slopes of the dissolution rate with depth for the two 
flow rates are very close showing a clear depth 
dependence. 

IV.   ANALYSIS AND CONCLUSIONS 

As part of the field experiment, at the Nanoose test 
range, salinity and temperature were measured, 
however, the DGC could not be measured (as a 
function of depth) - a parameter key to explaining the 
results from this first experiment. In particular, to 
effectively compare the estimates derived from this 
system to existing bubble dissolution models; one 
must know the local relative dissolved gas 
concentration with precision. In lieu of such gas 
concentration measurements, the authors make the 
assumption: the absolute dissolved gas concentration, 
and thus the partial pressure of dissolved gas, is 
constant down to 20 feet in depth and that it is equal 
to the saturation level calculated at the sea surface. 
The relative dissolved gas concentration thus (as 
stated earlier) decreases linearly from 100% at the 
surface to 50% at 10 meters depth, at which point the 
partial pressure of dissolved gas is equal 1/2 the 
internal pressure of the bubble (ignoring vapor 
pressure). 

In an attempt to bracket the experimental results with 
model predictions, two models where chosen for 
comparison with the experimental data. The first 
model is taken from Detsch [2], and is known as the 
"Dirty Bubble Equation" [6]. The expression in (1) is 
applicable to freely rising bubbles where the rise 
velocity has been calculated using the theory from 
Stokes [4]. 

r = = 2Ä7YACWM \
XA 

x   V P ) 
\K' 

9// 
(1) 

In (1), g is the acceleration due to gravity, R is the gas 
constant for air and P and T are the absolute pressure 
and temperature, respectively. The parameter AC 
equals Cs-C, where Cs is the saturation concentration 
(at depth) calculated from Henry's law, and C is the 
concentration at the sea surface (assumed constant at 
depth), K is the diffusion constant, \i is the viscosity, 
and p is the density. All these parameters were found 
for air-seawater as a function of temperature and 
pressure. 

This equation should act as a lower bound estimate of 
the bubble dissolution rate since it is reasonable to 
assume that added convection associated with the re- 
circulating flow in our system only serves to enhance 
the dissolution rate. Figure 10 shows the dissolution 
rate at T=15C and Salinity of 27ppm, as a function of 
the percentage of dissolved gas. 

Dirty Bubble Equation (T=15C, S=27) 
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Fig. 10. Dirty Bubble Equation 

In comparing figures 9 and 10 it is clear that the 
dissolution rates measured with BDMS far exceed 
those predicted by (1). For example a depth of twenty 
feet corresponds to a gas concentration of 
approximately 62%, which from fig. 10 corresponds to 
a dissolution rate of 0.7 nm/sec, well below that 
plotted in fig. 9. 

The next approach was derived from [5] and is shown 
in (2) below 

2RT(^)Ylr-\^c] (2) 

where   U = ||v - V\\   is the absolute value of the 

difference of the bubble rise velocity and the average 
flow velocity,  respectively.  This  is  a worse  case 
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estimate of the velocity of the liquid flow relative to the 
bubble surface (maximum), and as such should 
provide an upper bound to the predicted bubble 
dissolution rate. This equation is a result of neglecting 
contributions due to surface tension and pressure 
fluctuations, and grouping the contributions of the 
individual constituent gases so that they possess a 
combined diffusion constant, and gas concentration 
for air in seawater [ref. 5, see eq. 14]. The effect of 
surface tension, as embodied in the Laplace pressure, 
is negligible for bubbles in our size range. Also, 
pressure fluctuations associated with the flow and with 
small changes in depth are deemed insignificant. 

Figure 11 shows the dissolution rate, as a function of 
depth, calculated from (2) and averaged over the 
radius range of 70 u,m to 300 urn. 
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Fig. 11. Mean Dissolution Rates from equation (2) 

This plot shows a clear dependence on flow velocity 
and depth, for the rate of dissolution similar to that 
shown in the data. The absolute values of dR/dt are 
significantly higher for this model, however, than for 
those estimated from our experiments. The difference 
is approximately a factor of 2-3 times higher. Although 
many factors could contribute to this difference, we 
believe the largest error comes from overestimating 
the liquid flow velocity relative to the bubble surface. 
Future experiments must account for the details of the 
bubble trajectories within the system. It might be 
possible to do this in the lab using particle image 
velocimetry to track the relative motion of the fluid and 
the bubbles. 

In the course of this work we designed and built an 
instrument for a novel approach to obtaining bubble 
dissolution estimates in situ at sea, and developed a 
numerical technique for estimating the mean 
dissolution rates for a population of bubbles. The 
motivation for this work came from observations of 
variability in acoustical measurements of surface ship 
wakes and ambient bubble populations. The 
variations appear extreme, in so far as the lifetimes of 
micro-bubbles in the sea are concerned. Of particular 
interest   is   variability   seen   for   different   oceanic 

environments, which made an in situ measurement 
approach attractive. At this point in the work, we are 
confident that the system itself is viable and that with 
additional instrumentation and more sophisticated 
modeling, in situ dissolution rates could be extracted 
accurately and consistently. 

V.   ACKNOWLEDGEMENTS 

This work was supported by ONR code 333 and code 
3210A. 

VI.   REFERENCES 

[1] Wyman, J. Jr., Scholander, P.F., Edwards, G.A., and Irving, 
L, "On the Stability of Gas Bubbles in Seawater", J. Mar. 
Res., 11, pp. 47-62, 1952. 

[2] Detsch, R.M., "Dissolution of 100 to 1000 um Diameter Air 
Bubbles in Reagent Grade Water and Seawater", J. Geo. 
Res., 95 (C6), pp. 9765-9773, 1990. 

[3] Ling, S.C., and Pao, H.P., "Study of Microbubbles in the 
North Sea", Sea Surface Sound, B.R. Kerman, Ed., Kluwer 
Academic Publishers, pp. 197-210,1988. 

[4] Crum, L.A. and Eller, A.I., "Motion of Bubbles in a Stationary 
Sound Field", JASA, 48, pp. 181-189, 1970. 

[5] Merlivat, L. and Memery, L, "Gas Exchange Across an Air- 
Water Interface: Experimental Results and Modeling of Bubble 
Contribution to Transfer", J. Geo. Res., 88 (C1), pp. 707-724, 
1983. 

[6] Levich, V.G., Physicochemical Hydrodynamics, Prentice- 
Hall, Englewood Cliffs, NJ, 1962. 

1228 



SHALLOW WATER 
EXPENDABLE AND TRAWLER 

SAFE ENVIRONMENTAL 
PROFILERS 

Robert Tyce**, Federico de Strobel*, Vittorio 
Grandi*, Lavinio Gualdesi* 

** Department of Ocean Engineering, 
University of Rhode Island, 

Narragansett, RI, 02882 USA 
*SACLANT Undersea Research Centre, 

Viale San Bartolomeo, 400, 
19138 San Bartolomeo (SP), Italy 

Abstract 
A prototype Shallow Water Expendable Environmental 
Profiler (SWEEP) for rapid environment assessment has been 
developed and tested by SACLANT Undersea Research 
Centre in collaboration with the University of Rhode Island 
Department of Ocean Engineering. The SWEEP system is 
intended for autonomous vertical profiling of acoustic, optical 
and physical properties of the water column and seafloor in 
depths down to 100m. It is designed for data return and 
control via cellular phone or worldwide satellite packet 
communication while on the surface. The first prototype is an 
anchored profiler that uses an integral buoyant winch and 
sensor package to profile from the bottom up to the surface. 
The system is modular in design, allowing modules to be 
reused in new deployment alternatives. Already being 
planned is a Shallow water Environmental Profiler, in Trawl 
safe, Real time configuration (SEPTR). SEPTR is a bottom- 
up profiler with added ADCP, tide/wave gage and extended 
duration battery packages in a recoverable trawler safe 
housing. The design duration for the SWEEP is one month or 
100 profiles in 100m water depth. The design duration for 
SEPTR is 3 months or 360 profiles in 100m. The profilers 
make use of new low cost, high performance sensors that 
include the following: 

• 3-axis acceleration and magnetic field sensors 
Conductivity, temperature and pressure sensors 
Ambient light / optical attenuation sensors 
Ambient noise and current sensors 
Seafloor acoustic sensors 
DGPS navigation sensors 

Two way communication of data, position and control allows 
profile results to be returned in real time, and operational 
commands, profile schedules, and DGPS correctors to be sent 
to multiple profiler instruments. Complete profiles will also 
be stored on board for recoverable units. 

I.   Background 
Recent years have seen the development of a number of 
autonomous profilers to improve our ability to remotely 
observe the ocean (Rosby et al., 1986; Davis et al, 1991; 
Downing et al, 1992; McCoy 1994, and Stevenson 1997). 
The Shallow Water Expendable Environmental Profiler 
(SWEEP) is a new winch driven autonomous profiler being 
developed as part of the NATO SACLANT Undersea 
Research Centre's program in Rapid Environmental 
Assessment (REA). Begun in 1997, the design includes the 
following modules: 1) Winch with line, motor, and battery 
subsystems; 2) physical, acoustical and optical sensor 
subsystems; 3) Cellular / satellite packet communication 
subsystems, together with DGPS navigation and antennas; and 
4) Microprocessor computer system for control, 
communication and data logging. The system uses two way 
communication of data, position and control; allowing profile 
results to be viewed in geographic context, and new 
operational commands and profiling schedules to be sent to 
multiple SWEEP instruments. The first prototype uses 
cellular phone communication, with testing of new Low Earth 
Orbit Satellite systems for future profilers (Tyce et al., 1998). 
Figure 1 illustrates the operational scenario for an air-launched 
SWEEP buoy. 

II.   Measurement Requirements 
A set of requirements was developed for the SWEEP system 
consistent with the Rapid Environmental Assessment project 
at SACLANTCEN for NATO. The requirements include an 
expendable package deployable from ship or aircraft platforms 
with low cost sensors, accurate navigation, and 
communications systems able to send data and receive 
commands worldwide in near real time once surfaced. A 
month of autonomy with up to 100 profiles at rates to 0.5 
m/sec in 100 m maximum water depth was deemed necessary. 
Measurements required in addition to traditional 
oceanographic measurements of temperature, conductivity, 
currents and depth include optical, acoustical, and physical 
properties of the water column and sea surface. Table 1 details 
the present list of required and desired characteristics of the 
SWEEP system. This project is intended to produce a 
production prototype with all of the required characteristics. 
Both required and desired characteristics are included in the 
recoverable, trawler safe version now being planned. 

III.   Design Concepts 
The primary design concept for this project is an expendable 
autonomous instrument with a single set of sensors profiling 
the water column at programmed intervals and reporting water 
column, seafloor and sea surface parameters at controlled 
times via wireless communication. The vertical profiler 
concept includes both expendable anchored instruments that 
profile water column properties up from the bottom, and 
recoverable trawler safe bottom up profilers. These 
instruments might be deployed either from an aircraft in 
sonobuoy size format, or from a ship in larger, trawl safe 
format. They have a modest set of inexpensive sensors at very 
low cost, or can include more expensive sensors such as 
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Figure 1: SWEEP Operational Scenario 

ADCP sonars and tide/wave gages when required by the 
mission. This overall design concept is feasible at this time as 
the result of several recent developments: 1) New low cost 
environmental sensors developed in Europe and the US. 2) 
New Low Earth Orbit 2-way satellite communication 
networks such as ORBCOMM (Griffith et al. 1996). 3) New 
small submersible winches. Sensors have been obtained for 
all of the required measurement systems which cost between 
$5 and $100, with the exception of the 3 axis magnetometer at 
$200, and the new current and ambient noise sensor systems 
which are being built at SACLANTCEN with production costs 
to be determined. Integration of very inexpensive sensors is 
essential to achieving an expendable system. Our target cost 
is $6-10k US per system in production, excluding the trawler 
safe configuration, which includes an Acoustic Doppler 
Current Profilers (ADCP) and a tide/wave gage. Use of very 
inexpensive sensors is made possible partly by advances in 
sensor technology and partly by the operational nature of the 
measurements required for this system, which are generally 
not as demanding as scientific research requirements. The 
first SWEEP prototype is an anchored profiler that uses an 
integral buoyant winch and sensor package to profile from the 
bottom up to the surface. 

IV.   SWEEP Modules Included 

Two-way communications modules (COM): Choice of 
GSM cellular telephone or ORBCOMM two way satellite 
communication options with submersible antennas. A recently 
developed GSM communicator with integral modem from 
TELITAL Italy is being used for cellular phone 
communications. An ORBCOMM LEOS mobile satellite 
communications system is also being tested for integration 
with the SWEEP prototype. These modules include flexible 
antennas custom built at SACLANTCEN. 

GPS/DGPS Navigation module (NAV): A DGPS capable 
receiver, with differential corrections from fixed reference 
stations provided by the 2-way communications module when 
possible. This module uses NMEA and RTCM 104 standard 
messages at 4800 baud and an internal GPS antenna which 
receives through the fiberglass pressure case. 

Oceanographic sensor modules (CTD): Low cost pressure, 
temperature, and conductivity sensors for determining water 
density, sound speed, swell, tides. Based upon existing 
Idronaut CTD profiler sensors. Provides interface, control and 
signal    conditioning    for    strain    gage    pressure,    PT100 
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temperature and 7 element conductivity sensors. 
Includes a 4 channel, 24 bit A/D with serial interface to 
the CPU module. 

Acoustics Module (CUR): The acoustic current meter 
is based upon a commercial "sing around" sound 
velocimeter design. This system interfaces to the 
frequency/period measurement channels in the CPU 
module and measures current and sound velocity. 
Orientation for current and ambient noise is provided by 
the 3-axes magneto resistive and accelerometer 
modules, which serve as compass and roll/pitch (tilt) 
sensors. There is also an optional CPU interface for 
RS232 data from separate ADCP and tide/wave gage 
systems for more detailed current and surface elevation 
measurements in the trawler safe configuration. 

Ambient    noise    is    derived    from    conventional 
hydrophones using low frequency preamplifiers based 
upon   a  previous   SACLANTCEN   development  for 
towed array applications.     Noise intensity is used to 
prevent surfacing during ship passage. We also plan to use the 
phase relationships amongst several transducers to determine 
noise directionality in  SEPTR.     Preamplifier outputs are 
interfaced to the 12-bit A/D converter in the CPU module. 

Light attenuation/irradiance sensor module (LITE): This is 
an internal low cost light to frequency converter module for 
solar irradiance measurements at the surface and diffuse 
attenuation coefficient profiles submerged (Dierssen et al., 
1997). This module interfaces to a time processor input on 
the CPU module. 

3-Axis Accelerometer module (ACC): This internal low cost 
accelerometer module serves to measure sensor tilt and heave 
during current, ambient noise, and surface wave 
measurements. Its 3 DC outputs interface to the A/D 
converter on the CPU module. 

3-Axis Magneto Resistive module (MAG): Internal low cost 
magneto resistive modules provide both magnetic field 
measurements and compass heading for other sensors. It uses 
3 A/D converter channels 

Central Processor Unit module (CPU): Manages all 
communications, sensor control, data acquisition, signal 
processing, storage and retrieval. Includes Motorola 68332 
microprocessor and both analog, digital, and time processor 
interfaces sensing and control. 

Winch Module (WCH): A low cost internal DC motor and 
gearbox coupled to a modified fishing reel with level wind 
through an enclosure end cap, makes up the winch module. 
The motor control electronics provides a digital interface to 
the CPU module. The winch is designed to accommodate 
125m of 0.8mm electromechanical cable or longer high 
strength fishing line. A latching solenoid controls a low 
power brake. 

Table 1: Measurement Performance Requirements 

Function Range Resolution Accuracy Units 
Required Desired Required Desired Required Desired 

Pressure 0-10 0.002 0.005 bars 
Depth 1-100 0.02 0.05 m 
Temperature 0-40 0.02 0.02 degrees C 
Conductivity 0-60 0.02 0.05 mS/cm 
Current speed 0-100 10 10 cm/sec 
Current Direction 0-360 2 5 degrees 
Noise Intensity 50-150 1 3 dB/uPa/Hz 
Noise Direction 0-360 1 5 degrees 
ADCP profiles 0-100m 1 hr 0.1 kt 
Swell Magnitude 0-20 0.1 0.5 m 
Tide magnitude 0-20 0.1 0.5 m 
Position (D)GPS Global 1 0.1 100 2 m 
Sound Velocity 1.4-1.6k .1 .01 1 0.1 m/sec 
Vehicle Buoyancy X X X From CTD 
Communication Coastal Global 2.4 up 15 up 4.8 dwn 15 dwn kbaud 
Light attenuation 0-100 1 1 %/m 
Solar irradiance 1-10*5 0.1% 0.2% uW/scm/nm 
Wave height 0-20 0.1 0.5 m 
Wave Direction 0-360 1 5 degrees 
Acceleration-3 axes 4000 10 10 mg 
Magnetic Field +1-2 50u 100u Gauss 

Motor Control Module (MCM): A 68HC11 based motor 
controller developed at SACLANTCEN is interfaced to the 
CPU by serial RS232. A digital encoder enables absolute 
motor positioning and speed control. The system uses PWM 
motor speed control with a latching solenoid brake. 

Battery and power supply modules (BATT): The SWEEP 
includes a combination of alkaline batteries for long life and 
rechargeable batteries for occasional high current requirements 
(winch and radio transmitter). The alkaline batteries are used 
to trickle charge the rechargeable batteries for optimum 
battery life. Voltage regulation and DC/DC conversion are 
provided to the electronics. 

Enclosure modules (ENC): The integral anchored SWEEP 
configuration consists of two lightweight fiberglass cylinders 
with end caps joined by the open frame winch and current 
meter assembly. Designed for operation to 100m depth. 

Anchor module (ANC): The anchor module includes both a 
heavy anchor released under winch control plus 2 meters of 
light weight chain to insure constant tension on the winch line 
while heaving on the surface. 

Air launch module (AIR): Modifications to support 
sonobuoy type air launch are expected as part of a future 
effort. 

V. Prototype Testing 
During 1998 and 1999 the modules for the first SWEEP 
prototype were built and tested. Submerged field tests were 
also conducted of the assembled prototype. Figure 2 shows the 
SWEEP prototype buoy surfaced in the vicinity of a diver with 
underwater video camera. This camera was used to observe 
actual buoy dynamics. The tests included the following: 
• Orbcomm Low Earth Orbit Satellite communicator tests 
• GSM cellular phone communicator and antenna tests 
• DGPS navigation system test using GSM correctors 
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CTD calibration tests 
Battery system tests 
Accelerometer sensor tests 
Current meter and ambient noise sensor tests 
Echo sounder subsystem tests 
Pressure case overpressure and motor seals tests 
Motor driver and winch performance tests 
Submerged field tests June, July, Nov. '98 & Mar. '99 

Figure 2: SWEEP buoy surfaced near diver 

The first submerged field tests evaluated various prototype 
system modules. During July and November '98 submerged 
field tests, the first integrated prototype buoy conducted 
automated profiles. Figure 3a shows repeated SWEEP 
profiles for 15 minutes during November in 10 m water depth. 
In this figure the buoy began at just over 4 meters water depth 
and made 5 subsurface profiles. It then profiled to the surface, 
called the ship via GSM cellular phone and reported the data. 
After reporting the data it awaited new profiling instructions 
via the same phone link. 

Figure 3b shows the temperature data for this series of profiles 
over only 15 minutes. Note the nearly 1 degree increase in 
temperature near the surface over this short period. This 
experiment was conducted outside of La Spezia bay near 
power plant and town outfalls in shallow water, so several 
causes for this rapid temperature change are possible. Note 
that the temperature is relatively constant at 4 m depth. These 
data demonstrate that environmental water column profilers 
are needed in order to monitor and model areas of rapid 
environmental change. 

In addition to profiler data return, November field tests also 
evaluated novel Differential GPS navigation and remote 
control of the buoy by means of two-way cellular phone 
communications.     After phoning  "home"  and  delivering 

profiler data, the buoy received new profiling instructions and 
executed additional profiles. The buoy also received standard 
RTCM differential correctors (computed by nearby 
SACLANTCEN shore equipment) via cellular phone and 
successfully used them to provide accurate buoy positioning 

Figure 3a: Sea Test Depth Recording 
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Figure 3b: Sea Test Temperature Profiles 

without a separate radio receiver for commercial RTCM 
broadcast reception. 

VI. Trawler Safe Development of SWEEP 
In 1999 it was decided to develop a new profiler configuration 
which combines SWEEP environmental profiler capabilities 
with the trawler safe ADCP capabilities of the Barny 
instruments previously developed at SACLANTCEN (de 
Strobel et al, 1994). It is referred to as SEPTR, for Shallow 
water Environmental Profiler in Trawler safe, Real time 
configuration. Figure 4 shows a trawler safe Barny ADCP 
platform just as it releases its pop-up recovery buoy, which 
contains the ADCP. The added capabilities of the SEPTR will 
permit real time reporting of ADCP and tide/wave gage data 
together with all the SWEEP water column profiler data. 
Complete data will also be stored on board. For recovery, the 
Barny uses a pop-up float to bring a strong line to the surface 
along with the ADCP (figure 6). The new configuration is 
expected to contain a smaller pop-up buoy for recovery as well 
as the winch driven profiler. Battery packs for 3 months 
endurance and 360 profiles will be contained in a standard 
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Barny size housing. Figure 5 is a conceptual diagram of the 
new trawler safe SEPTR design. . The present plan is to 
complete two SEPTR prototypes for use in support of 
oceanographic modeling efforts planned for September 2000. 

VII. SWEEP Production 
SACLANTCEN is now developing both standard SWEEP and 
trawler safe SEPTR profilers. By mid 2000 the pre- 
production SWEEP prototype should be complete, and 
commercial production will be undertaken to produce a small 
series of SWEEP buoys for Rapid Environmental Assessment 
demonstrations in 2001 and 2002. By September 2000, two 
SEPTR units will be complete, and field trials undertaken as 
part of other SACLANTCEN programs. At the end of 2000 
plans for production of trawler safe profilers will be evaluated. 

Dierssen, Heidi M., and Smith, Raymond C. (1997), 
"Estimation of irradiance just below the air-water interface," 
Ocean Optics XIII, Proc. SPIE 2963 , pp. 204-209. 

Downing, John, De Roos, B. G., and McCoy, Kim (1992), 
"An Autonomous Expendable Conductivity, Temperature, 
Depth Profiler for Ocean Data Collection," 1992 IEEE Oceans 
Proceedings, Vol. 1, pp. 672-677 

Griffith, Peter C, Potts, Dana C, and Morgan, Stephen Lee 
(1996), "Low-Earth-Orbit Satellite Systems in Ocean 
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McCoy, Kim (1994), "The Autonomous Profiling Vehicle," 
1994 IEEE Oceans Proceedings, Vol. 1, pp. 419-423. 

Figure 4: Trawler Safe BARNY Sentinel recovery 

VIII.   Conclusions 
SACLANT Undersea Research Centre and the University of 
Rhode Island are well along in the development of low cost 
and trawler safe environmental profilers for rapid 
environmental assessment, with the potential for significant 
impact on our ability to observe and predict ocean 
environmental properties. During the next year these systems 
should be completed, extensive field tests undertaken, and 
production of a small series of SWEEP buoys contracted for 
future demonstrations. 
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Abstract - We present data from four different satel- 
lite sensors, which have been acquired over the same 
sea area during an algae bloom, within less than two 
hours. The data includes: the Thematic Mapper (TM) on 
Landsat-5, the synthetic aperture radar (SAR) aboard the 
Second European Remote Sensing Satellite (ERS-2), the 
Wide Field Scanner (WiFS) aboard the Indian IRS-1C 
satellite, and the Advanced Very High Resolution Radi- 
ometer (AVHRR) flown on the NOAA-14 satellite. Using 
this extensive data set, for the first time, an investigation 
of the usefulness of the fusion of different remote sens- 
ing data (particularly by incorporating radar data) for 
monitoring of an ongoing algae bloom has been per- 
formed. The results of our analysis show that the fusion 
of optical and microwave remote sensing data (even with 
different spatial resolutions) can yield more information 
about the biological and oceanic characteristics of sea 
surface areas. 

I. INTRODUCTION 

Regularly occurring blooms of nitrogen-fixing fila- 
mentous cyanobacteria (blue-green algae) in the Baltic 
Sea have given rise to an increasing interest and con- 
cern due to their environmental impact and health haz- 
ards. The summer (July - August) blooms in the open 
sea are often dominated by the species Nodularia spu- 
migena and Aphanizomenon sp. Due to the high spatial 
and temporal variability, and the scarcity of data from the 
open sea, the extent of cyanobacteria blooms is very 
difficult to show using data from conventional shipboard 
monitoring. During the later phase of the bloom, algae 
start to flocculate and accumulate on the sea surface in 
large quantities, thereby becoming visible even with non- 
optimal satellite sensors. The possibility to detect the 
surface accumulations by a satellite sensor is most often 
limited to the visible spectral bands, but in areas of inten- 
sive surface accumulation, the near infrared band can 
also be used. 

The use of satellite data, such as the Advanced Very 
High   Resolution   Radiometer  (AVHRR),   is   limited  to 

cloudfree days because of the used optical and infrared 
bands, and to large-scale patterns due to its low spatial 
resolution. Moreover, the spectral resolution is also not 
optimal for algae detection and monitoring. Nevertheless, 
for long time-series comparison of the dynamics of algae 
blooms, and near real-time monitoring of ongoing 
blooms, AVHRR has proven to be a useful data source, 
due to its high temporal resolution. 

Recently, a large variety of different sensors have 
been operational, thus allowing for synoptical studies 
concerning the monitoring of the same oceanic (and 
atmospheric) phenomena, such as ongoing algae 
blooms. We have therefore searched our archives in 
order to find a data set of satellite images acquired by 
different sensors within a short time period. Such data 
sets may give rise for better understanding of oceanic 
(and atmospheric) phenomena and their imaging by the 
different sensors working at different electromagnetic 
frequencies. 

II. AVAILABLE DATA 

On July 15, 1997, a day with extensive cyanobacterial 
blooms in large parts of the Baltic Sea, especially the 
northern Baltic Proper, data from four different satellite 
sensors have been acquired over the same sea surface 
area. The data includes: the AVHRR flown on the NOAA- 
14 satellite, the Wide Field Scanner (WiFS) aboard the 
Indian IRS-1C satellite, the Thematic Mapper (TM) on 
Landsat-5 and the synthetic aperture radar (SAR) aboard 
the Second European Remote Sensing Satellite (ERS-2). 
Details about the different sensors, the satellite plat- 
forms, spatial resolutions (pixel sizes), and acquisition 
times are given in Table 1. 

All sensors working in the visual and infrared part of 
the spectrum are passive sensors. The TM with its seven 
wavelength bands (ranging from 450 nm to 12.5 urn: 
three in the visible, one in the near infrared, two in the 
mid infrared, and one in the thermal infrared part of the 
spectrum) has good capabilities of detecting the different 
variations  of  algae  accumulations.   The   high   spatial 
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Table 1. Pixel sizes and acquisition times for the four 
different sensors on July 15, 1997. 
Sensor Satellite Pixel size (m)    Time (UTC) 
TM Landsat-5 30 m                 08:57 
SAR ERS-2 12.5 m              09:47 
WiFS IRS-1C 188 m                10:26 
AVHRR NOAA-14 1.1km              11:01 

resolution also helps to identify the surface patterns in 
great detail. 

The WiFS sensor, with only two spectral bands (600- 
800 nm: one visible and one near infrared) also identifies 
most of the surface patterns in the area. The resolution 
of 188 meters makes it an interesting contribution be- 
tween the high (TM) and low (AVHRR) resolution im- 
agery. 

The AVHRR/2 sensor uses five spectral bands 
(600 nm - 12.5 urn), but because of its low spatial reso- 
lution (see Table 1) it is only capable of registering meso- 
and large-scale surface patterns. AVHRR data have 
been thoroughly used for monitoring algae blooms such 
as the cyanobacteria accumulations in the Baltic Sea [1]. 

ERS-SAR images are two-dimensional maps of the 
radar backscattering at 5.3 GHz (C-band, 5.7 cm), here 
from the ocean surface. This backscattering is caused by 
small-scale surface waves, which have wavelengths 
comparable to the radar wavelength (7.2 cm; Bragg 
waves). These waves are often damped by the surface 
films produced by the (blooming) algae, so that the natu- 

Ahvejlänmaa 

Sweden 

Hiiumaa 

Fig. 1: Composite AVHRR image (visible, near and 
thermal infrared) taken on July 15, 1997 at 11:01 UTC 
over the northern Baltic Proper between Sweden (left) 
and Finland (upper right). The image dimensions are 300 
km by 300 km and the rectangle denotes the location of 
the subsections shown in Fig. 2. 

ral slicks, apart from other oceanic and atmospheric 

Fig. 2: Subsections (29 km x 45 km) of the TM band 4 (left), SAR (middle), and WiFS band 2 (left) images (the location 
is denoted in Fig. 1). All images were acquired within 2 hours on July 15, 1997, and were resampled to a pixel size of 50 m 
to allow better comparison. The algae bloom accumulations are visible in all images. The dashed line corresponds to the 
profiles shown in Fig. 3. 
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comparable to the radar wavelength (7.2 cm; Bragg 
waves). These waves are often damped by the surface 
films produced by the (blooming) algae, so that the natu- 
ral slicks, apart from other oceanic and atmospheric 
phenomena, are visible on SAR images as dark irregu- 
lar patches [2J. The advantages of SAR sensors are 
their independence of daytime and weather conditions 
and their high spatial resolution. 

All satellite images were georeferenced to the same 
projection (UTM, zone 34) with the same comer coordi- 
nates as the TM scene, the smallest of the four satellite 
scenes. The total RMS error in the transformation be- 
tween the images is about 0.5 pixels for the optical sen- 
sors and 1 pixel for the SAR scene. 

Apart from satellite imagery, bathymetry data, wind, 
and modeled current data have also been available for 
our analyses; however, in this paper we concentrate on 
the comparison of the satellite imagery. 

III. RESULTS AND DISCUSSION 

The bright patches in the center of the AVHRR com- 
posite shown in Fig. 1 are due to algae accumulations, 
but also due to clouds and contrails (see the elongated 
lines). In order to study the imaging of the ongoing algae 
bloom by the different sensors we have chosen a sub- 
section marked by the rectangle in Fig.1. The corre- 
sponding parts of the WiFS band 2, SAR, and TM band 
4 images are shown in Fig. 2. 

Cyanobacteria accumulations occur in large quanti- 
ties in most of the investigated area. The spatial varia- 
tions that exist give rise to the typical patterns seen in 
each of the panels of Fig. 2. These patterns show up in 
all visible and near-infrared images, with the most obvi- 
ous patterns in the visible bands (not shown herein). The 
reason for this is the ability of the TM 2 sensor (0.5- 
0.6 urn) to detect also sub-surface algae. However, the 
accumulations are also visible in the TM 4 near infrared 
band (0.8-0.9 urn), but to a smaller extent compared to 
the visible band (TM 2). 

The widespread cyanobacterial accumulation that 
can be seen in the near infrared, indicates that in those 
areas the accumulations are very close to or at the sea 
surface. Most surface patterns are well visible in both 
the high-resolution (30 meters) TM scene (left panel of 
Fig. 2) and the medium-resolution (188 meters) WiFS 
scene (right panel). The densest accumulations are also 
visible in the AVHRR imagery (Fig. 1), but in less detail 
compared to imagery with higher spatial resolution. The 
dark signatures visible in the SAR image (middle panel 
of Fig. 2), which are usually attributed to the occurrence 
of slicks on the sea surface, are very well correlated with 
high reflectance areas seen in the band-4 scene of the 
TM (near infrared, 750 - 900 nm). This indicates that the 

SAR sensor detects the presence of the cyanobacteria 
on the sea surface. 

We have calculated profiles along the dashed lines 
included into each panel of Fig. 2. The results are shown 
in Fig. 3, where the upper (red) curve corresponds to the 
relative pixel values of the TM band 4 image, the middle 
(green) curve corresponds to the pixel values of the 
SAR image, and the bottom (blue) curve corresponds to 
the relative pixel values of the WiFS band 2 image. 
Note that the middle curve is plotted in logarithmic 
scales for better visualization. 

As can be seen from the profiles in Fig. 3, we found 
an obvious correlation between low values in the SAR 
image and peaks in the TM band 4 and WiFS band 2: at 
a relative distance of about 15 km the single spike in the 
WiFS band 2 (bottom curve) corresponds very well with 
the singular drop of the SAR image intensity (middle 
curve) and with a respective peak in the TM band 4 
(upper curve). A similar good correlation can be found at 
distances of about 18 km and about 40 km, where all 
sensors detected a triple spike. This good correlation is 
a strong indicator that both the SAR and the near infra- 
red sensors detected cyanobacterial accumulations at 
the very surface of the sea. 

Due to the surface current in the area there is a small 
displacement of the surface features identified in the 
various satellite images. From this displacement and 
from the time periods between the image acquisitions 
we calculated mean current velocities between 10 cm/s 
and 30 cm/s. From our results we infer that the mean 
surface current along the scan line in the southern 

Distance [fcml 

Fig. 3: The three graphs show the relative pixel val- 
ues for the TM band 4 (top, red), SAR (center, green), 
and WiFS band 2 (bottom, blue graph) along the profiles 
indicated in Fig. 2. Low values in the SAR image, due to 
the dampening of the small-scale surface waves, corre- 
late well with the peaks in the TM band 4 and WiFS 
band 2. 
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(20 cm/s, derived from SAR and WiFS data, respec- 
tively). However, by comparing the right-handed parts of 
the profiles shown in Fig. 3 (corresponding to the north- 
ern (top) parts of the panels in Fig. 2) we inferred that the 
mean surface current along the scan line in this particu- 
lar area was changing from 10 cm/s in southerly direction 
(derived from TM and SAR data) to about 30 cm/s in 
northerly direction (derived from SAR and WiFS data). 
We attribute this finding to the fact that at the time of the 
image acquisitions an inflow of cold water from the Both- 
nian Sea in the north into the northern Baltic Proper in 
the south occurred. The front line of this inflow passes 
through the image subsections of Fig.2, thus causing an 
overall turbulent current field in that particular area. 

In order to better demonstrate the spatial displacement 
with time of the observed features, we have generated a 
three-color composite shown in Fig. 4 by using the TM 
band 4 (red channel), SAR (green channel), and WiFS 
band 2 (blue channel) images thereby denoting the time 
order of acquisition. The image dimension is 90 km x 
90 km, and all data have been resampled to a pixel size 
of 50 m. Note that for a better visualization of the inter- 
esting features we have inverted the SAR image so that 
areas of reduced radar backscatter appear as bright 
green patches. The oceanic front is well visible in the 
SAR image (see the bright green line reaching towards 
the upper left image corner), and the observed dis- 
placements can best be seen in the image center, north 
of the oceanic front. Contrails visible in the WiFS band 2 
image can be seen as elongated blue lines in the upper 
right image corner. 

The obvious 'front' in the middle of the image (reaching 
from northwest to southeast) is visible in all investigated 
images and spectral bands. The homogeneous area to 
the left (west) of this front is due to somewhat colder and 
cyanobacteria-free water flowing from the Bothnian Sea 
southwards into the Baltic Proper. 

An area of high surface concentration of algae, which 
is likely to coincide with a locally low wind field, causes 
strong reduction of the radar backscattering (visible as a 
bright green patch in the image center). 

IV. SUMMARY AND CONCLUSIONS 

We have presented first results of our synoptical 
studies of the imaging of an ongoing algae bloom by 
different optical and microwave sensors. It turned out 
that the subsurface algae accumulations were best de- 
tected by the visual TM band 2 (not shown herein), but 
that we found best correlation between the different im- 
agery between the SAR and the near infrared images. 
We believe that this finding reflects the fact that both 
sensors (radar and near infrared) are influenced by phe- 

Fig. 4: Three-color georeferenced composite based 
on TM band 4 (red), SAR (green), and WiFS band 2 
(blue) images. For better visibility the SAR data has been 
inverted so that areas of reduced radar backscatter ap- 
pear in bright green. Image dimensions are 90 km x 90 
km. 

nomena occurring at the very sea surface, like the 
damping of the small-scale surface waves (seen by the 
SAR) and the accumulation of cyanobacteria at the sea 
surface (seen by the TM band 4 and by the WiFS band 
2). 

Whether the SAR detects the presence of any 
oily/fatty substances released by the algae and then con- 
centrated along the observed patterns, or whether it de- 
tects the physical presence of the cyanobacteria accu- 
mulation on the sea surface is an issue to be investi- 
gated further. 

Noteworthy is also the fact that the front line is dis- 
placed in the SAR image with respect to the other sen- 
sors, which cannot be explained by a different density of 
cyanobacteria on the water surface and which is still 
under investigation. 

Summarizing, our investigation has shown that the 
combination of satellite imagery of different (optical and 
microwave) sensors may help better understanding and 
monitoring those phenomena which are often observed 
in satellite imagery, in particular, ongoing algae blooms. 
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monitoring those phenomena which are often observed 
in satellite imagery, in particular, ongoing algae blooms. 
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Abstract - The oil pollution of the southern Baltic Sea, 
the North Sea, and the northwestern Mediterranean Sea 
has been studied within a two-year period from Decem- 
ber 1996 until November 1998. In total, we have ana- 
lyzed more than 700 synthetic aperture radar (SAR) im- 
ages, which have been acquired over the three test ar- 
eas by the Second European Remote Sensing Satellite 
(ERS-2). In this paper, we present the results of our sta- 
tistical analyses. Moreover, we introduce advanced im- 
age processing techniques for the classification of the 
observed radar signatures, namely the calculation of the 
fractal dimension, and discuss the possibility of identify- 
ing different types of oceanic phenomena. 

I. INTRODUCTION 

Within the project „Clean Seas", which is funded by 
the European Commission, three test areas in European 
marginal waters, namely the southern Baltic Sea and 
North Sea and the northwestern Mediterranean (for de- 
tails see [1]), were chosen for the remote sensing of ma- 
rine pollution. The test areas include some main ship 
routes and the estuaries of the major rivers Oder (Baltic 
Sea), Thames, Rhine (North Sea), and Rhone (Mediter- 
ranean). In total a sea surface area of more than 250,000 
km2 has been monitored. From each of the three test 
areas 15 SAR frames [1] have routinely been acquired 
by the synthetic aperture radar (SAR) aboard the Second 
European Remote Sensing Satellite (ERS-2), so that a 
total of 709 SAR images could be used for our analyses. 
Since oil spills dampen the small-scale surface waves, 
which are responsible for the radar backscattering from 
the water surface, they are visible as dark patches in 
SAR imagery. 

However, some oceanic and atmospheric phenomena 
may cause signatures similar to those of oil spills, so that 
any automated oil detection algorithm using radar im- 
agery may cope with false alarms. For that reason, we 
analyzed the SAR images by eye, in order to ensure 

maximum confidence of the statistics to be produced. 
The SAR images were processed at a resolution of 
100 m and were provided by the RApid Information Dis- 
semination System (RAIDS) SAR processing facility in 
West Freugh, UK. 

II. STATISTICAL RESULTS 

During the two years of our studies, 220 SAR images 
have been acquired over the Baltic Sea test area, 207 
SAR images over the North Sea test area, and 282 SAR 
images over the test area in the northwestern Mediterra- 
nean Sea. We have analyzed every SAR image with 
respect to the occurrence of marine oil pollution. The 
locations and sizes of the detected oil pollution have 
been calculated and catalogued. As a result, we included 
circles into the three maps shown in Fig. 1 at the loca- 
tions of the detected oil spills. The sizes of the circles are 
proportional to those of the oil spills, ranging from 
0.1 km2 to 56 km2. 

The main pollution occurs along the main ship traffic 
routes, which is most obvious in the Baltic Sea (see the 
left panel in Fig. 1) going from southwest to northeast. 
This effect is less pronounced in the North Sea test area, 
because of the overall dense ship traffic. In the north- 
western Mediterranean, however, main ship traffic routes 
may also be inferred from the locations of detected oil 
pollution. However, the highest occurrence of marine oil 
pollution was found in the northwestern Mediterranean, 
south of Barcelona, where the outflow of the river Llobre- 
gat seems to cause a high incidence of pollution in that 
particular area. In total, we detected 675 oil spills from 
which 122 covered a sea area of more than 5 km2 [1]. 
We found more oil spills during summer time (bright, i.e. 
green, yellow, and orange, circles) than during winter 
time (dark, i.e. red, blue, and purple, circles). 

In order to better demonstrate the spatial distribution 
of the detected marine oil pollution in the northwestern 
Mediterranean Sea we have calculated maps showing 
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Fig. 1: Maps of the three test areas Baltic Sea (left), North Sea (middle), and Mediterranean (right). The 
the locations of the detected oil spills, the circle sizes are proportional to the respective sizes of the oil spills, 
coding gives the time of the year (namely the month) when the pollution has been detected. Note that the 
occurs along the main ship traffic routes and that we detected more oil spills during summer time (bright, i.e. 
and orange, circles) than during winter time (dark, i.e. red, blue, and purple, circles). 

circles denote 
and the color- 
main pollution 
green, yellow, 

contour plots of the mean spill-covered area per SAR 
image. As an example, our results for the northwetsern 
Mediterranean Sea are depicted in Fig. 2. For the upper 
panel only oil pollution detected during winter time (Octo- 
ber through March) has been taken into account, and for 
the lower panel only pollution detected during summer 
time (April through September). Each plot has been gen- 
erated by determining the local (normalized) percentage 
of the total spill-covered area (i.e., the sum of the sizes of 
all detected oil spills divided by the area of the grid cell, 
which was chosen to be 20' by 20'). As a maximum, we 
found mean polluted sea surface areas of more than 
4000 m2 per km2 off the mouth of the river Llobregat near 
Barcelona. 

It is noteworthy that the measured pollution is higher 
during summer time is higher than during winter time, 
which we attribute to the fact that the visibility of any 
marine pollution is higher in summer because of the 
overall lower (mean) wind speed and wave height. Thus, 
any oil pollution may be easier to detect because of the 
wind speed dependence of the visibility of oil spills on 
SAR images [1,2]. Especially during summer time (lower 
panel), the areas of highest pollution can easily be de- 
lineated: (1) south of Barcelona, where the outflow of the 
river Llobregat is driven southwards by the local currents, 
(2) along the main ship traffic routes going from Barce- 
lona southwards and eastwards and from Marseille to- 
wards southwest, (3) around the harbor of Marseille, and 
(4) south of Tarragona, between Barcelona and the 
mouth of the river Ebro. 

III. CALCULATION OF FRACTAL 
DIMENSIONS 

Some of the theory relating fractal analysis to the tur- 
bulence is presented in [3]. Recently, fractal (image) 
analysis has become a rapidly evolving research field 
with various approaches, ranging from mathematical to 
experimental. In this paper we present a basic method 
for identifying different dynamical processes that might 
influence the radar backscattering from the ocean sur- 
face to demonstrate the capability of fractal analysis of 
improving existing oil pollution detection algorithms. 

We used a box-counting algorithm to detect the self- 
similar characteristics for different SAR-image intensity 
levels. This purely geometrical description may be re- 
lated to dynamical (oceanic and atmospheric) processes 
assuming that an energy transfer generated at a certain 
range of scales will affect the ocean surface at the same 
scales. The best geometrical characterization of a multi- 
fractal set showing different fractal dimensions D for dif- 
ferent SAR-image intensities / is given by the maximum 
fractal dimension; however, relevant information may 
also be obtained from the complete function D(i). 

The fractal dimension D(i) as a function of intensity /' 
may be calculated using 

D(i) = - 
logA/(/) 

loge 
(1) 

where N[i) is the number of boxes of size e needed to 
cover the contour at a SAR intensity (i.e. radar back- 
scattering) level /. The algorithm operates by dividing the 
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digitized (two-dimensional) surface into smaller and 
smaller square boxes and by counting the number of 
them which have values close to the respective SAR 
intensity /. 

Let us assume a convoluted line, which is embedded 
in a plane (that is why it is usually referred to as D2, or 
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Fig.2: Contour plots denoting the mean spill-covered 
area in the northwestern Mediterranean Sea as retrieved 
from SAR images acquired between December '96 and 
November '98. The mean (detected) pollution is higher 
during summer time (lower panel: April through Septem- 
ber) than during winter time (upper panel: October 
through March). For each grid cell (20' by 20') the total 
slick-covered area has been weighted with the number of 
acquired SAR frames. 

fractal dimension within an Euclidean plane of dimension 
2). If it is a single Euclidean line, its (non fractal) dimen- 
sion will be one. If it fills the entire plane its dimension will 
be two. The box-counting algorithm divides the embed- 
ding Euclidean plane in smaller and smaller boxes (by 
dividing the initial length L0 of the SAR image by n, which 
is the recurrence level of the iteration). For each box of 
size LJn it is then decided if the convoluted line, which is 
analyzed, is intersecting that box. The number N(i) is the 
number of boxes which were intersected by the convo- 
luted line (at intensity level /). Finally, we plot N versus 
LJn (i.e., the size e of the box) in a log-log plot, and the 
slope of that curve, within reasonable experimental limits, 
gives the fractal dimension. Note that the sign of the 
fractal dimension is not relevant. As a demonstration of 
the calculation of fractal dimensions Fig. 3 shows a log- 
log plot of the number of boxes N(i) covering the convo- 
luted line at a certain intensity level /' as a function of the 
box size e (in pixels). 

The calculation of N{i) has to be done for different 
contour levels corresponding to different SAR intensity 
levels /'. However, for practical purposes it is enough to 
check at the edges of the boxes whether there is any 
pixel with the desired intensity level, except in very frag- 
mented convoluted lines. 

We show in Fig. 4 five different sections of ERS-2 
SAR images corresponding to different oceanic and at- 
mospheric phenomena. Also plotted are the respective 
functions D{i) without (dark, purple) and after applying a 
speckle-noise (Kuan) filter (bright, pink): a,b) anthropo- 
genic oil spills of different shapes, c) atmospheric con- 
vective cells, d) biogenic sea slicks, and e) rain cells. 

All curves shown in Fig. 4 exhibit a strong increase of 
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Fig. 3: Exa mple for the calcula tion ol the fractal di- 
mension. In this log-log plot the number of bixes covering 
the convoluted line is plotted as a function of the box size 
(in pixels). 
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D(i) at low SAR image intensities (or normalized radar 
cross sections, NRCS) between -30 dB and -20 dB and 
a strong decrease at larger backscatter values between 
-18 dB and -5 dB. Especially Panels a), b), and e) show 
a pronounced maximum at large NRCS values (i.e. at the 
right-handed side of the curve), which is due to the 
speckle noise, a typical characteristic of SAR images. 
However, the anthropogenic oil spills (Panels a) and b)) 
tend to exhibit a second peak at lower backscatter val- 
ues. This second peak, which is best pronounced for the 
elongated spill shown in Panel a), has a smaller (maxi- 
mum) fractal dimension. On the other hand, the wind- 
induced patterns and natural slicks (Panels c) and d), 
respectively) show a broad (and larger) maximum of D{i). 
The irregular-shaped rain cells (Panel e)), again, seem to 
cause a second peak at lower backscatter values. The 
"tail" at the high-backscatter ends of the curves in Panels 
b) and c) are due to ships, which are visible as bright 
spots in the respective SAR subsections. 

We are aware that this small set of examples may not 
be representative for the entire range of different kinds of 
signatures in SAR imagery caused by various oceanic 
and atmospheric phenomena. However, our analysis 
shows that there seems to be a basic difference in the 
curves of D(i) dependent on the main spatial characteris- 
tics of the observed feature. That is, large- and meso- 
scale phenomena, such as the atmospheric convective 
cells and the large sea surface area covered by natural 
slicks, seem to exhibit a broader curve of D(i) without a 
second maximum, whereas small-scale, more "patchy" 
features, like oil spills and rain cells, tend to give rise to a 
second maximum, which may be more or less pro- 
nounced, depending on the shape of the particular fea- 
ture. 

The application of an adaptive speckle filter (like the 
Kuan filter; see the bright, pink curves in Fig. 4) leads to 
a reduction of the second maximum of the D(i) curves, 
especially for the "patchy" features, like oil spills and rain 
cells (Panels a), b), and e), respectively). It is also note- 
worthy that the speckle filter causes a smaller difference 
in the D{i) curves of the large- and meso-scale phenom- 
ena (convective cells and slicks, Panels c) and d)). Fi- 
nally, the differences in the maximum fractal dimension 
are better visible after having applied a speckle filter. 

IV. SUMMARY AND CONCLUSIONS 

In the framework of the joint European project "Clean 
Seas", the oil pollution of the southern Baltic Sea, the 
North Sea, and the northwestern Mediterranean Sea has 
been studied within a two-year period from December 
1996 until November 1998. Our statistical analyses 
clearly show that satellite-borne SAR is an appropriate 
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Fig. 4: Five different sections of ERS-2 SAR images 
corresponding to different oceanic and atmospheric phe- 
nomena. Also plotted are the respective functions D(i) 
without (dark, purple) and after applying a speckle-noise 
(Kuan) filter (bright, pink): a,b) anthropogenic oil spills, c) 
atmospheric convective cells, d) biogenic sea slicks, and 
e) rain cells. 
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system for routine oil spill detection, both in coastal areas 
and along ship routes. However, due to the poor cover- 
age in time we are still far from using satellite-borne SAR 
imagery as a sufficient tool for oil spill monitoring. 

We have introduced an advanced image processing 
technique for the classification of the observed radar 
signatures, namely the calculation of the fractal dimen- 
sion. There seem to be differences in the maximum 
fractal (box counting) dimension of oil spills compared to 
other types of oceanic phenomena, probably due to the 
short span of the spills. We believe that by using fractal 
analysis techniques existing oil spill detection algorithms 
may be significantly improved. Finally, our results show 
imply that even the presence of a ship (or any other 
small bright feature) within a given SAR subsection can 
be inferred from the high-backscatter "tail" of the calcu- 
lated D(/) curves. 
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Abstract 

Optical sensors are being added to some of the 17 
meteorological ODAS (Ocean Data Acquisition System) 
buoys which provide weather and ocean data along and 
off the west coast of Canada for the Environment and 
the Fisheries departments of the Canadian federal 
government. The added sensors, installed on two 3- 
meter discus buoys so far, measure insolation, water 
colour, salinity and fluorescence. They are planned to 
provide time series of surface water properties that can 
be linked to ocean colour images from satellites such as 
Seawifs. These satellite images show coastal physical 
and biological patterns in space and time for fisheries 
management and climate-related studies. Buoy data are 
presented and discussed to show the progress that is 
being made towards a system for operational monitoring 
of coastal productivity patterns. 

i. Introduction 

Data on marine ecosystems have traditionally been 
limited by the space and time scales imposed by ship 
cruises. More recently "ocean colour" satellites are 
starting to provide large-area images of phytoplankton 
biomass and data on their spectral properties. To 
complement these data, time series of physical and 
biological parameters at fixed locations are required for 
calibration and validation, for interpolation between the 
cloud-free periods when satellite images are available, 
and for tracking changes over short (blooms, seasonal 
cycle) and long (interannual and climate) time scales. 
Related requirements for monitoring the newly- 
announced Marine Protected Areas on the west coast of 
Canada are also being evaluated. 

To provide time series which are useful in these 
contexts, various sensors are being tested for addition 
to some of the 17 buoys along and off the west coast of 
Canada which provide weather and ocean data for the 
federal Environment (EC) and Fisheries and Oceans 

(DFO) departments. A system for real-time display of the 
data on the web is under development at http://www- 
sci.pac.dfo-mpo.gc.ca/ecobuoys. Additional sensors 
(transmissometer, acoustic profiler, improved 
fluorometer) are planned. 

The first 3 EC/DFO meteorological buoys were 
installed on the west coast of Canada in 1987, and the 
array was finally brought up to its full number of 16 in 
1993, with an additional experimental buoy (46134) 
being added in 1998. Three of the buoys are deployed 
offshore, 6 are in exposed locations near shore, and 8 
are in sheltered waters (Figure 1). The buoys are well 
located for monitoring coastal water as well as weather. 
They provide adequate power, data handling and hourly 
real time data relay for all data. The standard buoys 
measure wind speed and direction, wave height and 
spectrum, surface water and air temperature and 
atmospheric pressure, data which are very useful when 
interpreting the biological data, or when planning a 
service call to the buoy. 
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Fig. 1. Locations of the weather buoys in the west coast 
network. Biological sensors have been installed on 
buoys 46146 in southern Georgia Strait, and 46134 near' 
the Institute of Ocean Sciences in Sidney, BC. 
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Fig. 2a. Weather buoy 46134 in Saanich Inlet near IOS. 
The buoy design is based on a standard 3-meter discus 
hull. Anemometers, radar reflector and satellite 
antennae are mounted at about 4 m above the sea 
surface. An automatic water sampler is mounted on the 
centre of the buoy deck. The top of the package holding 
the optical instruments can be seen on the deck at right. 

iiilf 

Fig. 2b. The "biological" instrument package withdrawn 
from the well in which it is mounted to look below the 
buoy. The lower end of the package is closer to the 
camera, over the well opening. Instruments presently 
include two fluorometers, a salinometer, and a 7-band 
optical radiometer. An optical PAR meter and a deep 
water inlet are hung 8 meters below the package. 

As well as their intended use in weather forecasting, 
the data from the buoys have been used to validate 
COADS wind data (Cherniawsky and Crawford, 1996), 
wind and wave measurements from the Topex/Poseidon 
satellite (Gower, 1994), and to detect the long term sea 
surface temperature trends associated with El-Nino and 
climatic change. The need for biological time series of 
data is made especially urgent by the launch (in August 
1997) of the Seawifs satellite, and the planned launch of 
other satellites with similar and more sophisticated 
sensors in the near future. 

The buoys have sufficient sensor, data handling and 
communication bandwidth capacities to relay additional 
measurements. A project to install additional sensors 
was initiated in 1996 starting with a few test sensors on 
easily accessible buoys. The proposal is to eventually 
expand the system to a network of Marine Ecosystem 
Observatories, which would be based on the existing 3- 
m buoy or on an improved design. 

II. Sensor Installation on Canadian West Coast ODAS 
Buoys 

A minimally modified test buoy with externally 
mounted sensors was deployed on Constance Bank 
near Victoria on September 24, 1997. An irradiance 
PAR sensor was installed on the top of the buoy, and a 
similar underwater PAR sensor was deployed at 2.5 m 
depth under the centre of the buoy, looking up. A 7- 
channel radiometer designed to cover the Seawifs 
satellite spectral bands plus in-situ chlorophyll 
fluorescence at 685 nm was mounted under the buoy, 
looking down. Water was pumped to two fluorometers, 
mounted on the buoy, from depths of 0.5 and 2.5 m. 
Problems with the buoy electronics prevented data 
acquisition until December 17 after which 
measurements continued until April 18 1998, when the 
buoy was recovered. On May 13 1998, this same buoy 
was re-deployed on a standard ODAS location on 
Halibut Bank (46146), where it is still providing data. 
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Fig 3. Pumped water flow in the sensing system used 
on buoy 46134. "T" indicates small flow-though anti- 
fouling modules. The outflow water is pumped onto the 
window of the radiometer to discourage growth. 

Problems were quickly encountered with cleaning the 
optical sensors on this buoy. Their fixed locations under 
the buoy required use of divers or of a vessel large 
enough to lift the buoy out of the water. In addition, the 
use of separate fluorometers to measure at two depths, 
made it hard to separate spurious differences due to 
fouling, from real differences due to near-surface 
stratification. Also, a measurement depth deeper than 
2.5 meters is required to sample below the summer 
pycnocline, but this was limited by the draft of the buoy. 

In 1998 an improved sensor package was 
constructed, designed to be mounted in a well or "moon- 
pool" cut vertically through the hull of the buoy (Fig. 2). 
The underwater PAR sensor and a deep-water inlet 
were located 8 meters below this package at the end of 
a weighted line. In addition, water was pumped from the 
two depths through both fluorometers and a salinometer 
with small anti-fouling modules in the line (Fig. 3).. This 
package was deployed on November 28, 1998 in a new 
buoy at a location in Saanich Inlet near the Institute of 
Ocean Sciences, and given the code 46134. The 
location is accessible and sheltered, and in an area 
known for its high spring and summer productivity. 

III. Examples of buoy data 

A. Solar Irradiance (PAR) time series 

This appears to be the simplest and cheapest 
parameter to measure from a buoy, of those here 
attempted. The sensors are mounted in air and at both 
the Halibut Bank and the Saanich Inlet locations they 
appears to remain clean over long periods. The data 
are   important  as showing both the energy supply for 

CS 
■o 
"3 
o 
E 

« u c n 
'■& 

E 

5.0&07 - 

4.0B-07 

3.0B-07 

=   2.0B-07 

cs 
Q 1.0B-07 

O.OB-00 4 

2/1/1999     3/3/1999     4/2/1999     5/2/1999     6/1/1999 
Date 

7/1/1999 

Fig. 4. PAR time series from buoy 46134 showing 
increased insolation during the spring. Real-time data 
collection is interrupted for brief periods due to trouble 
with networks at IOS. Hourly measurements are here 
converted to daily totals. 

photosynthesis and the heat input to the ocean. Aerosol 
optical depth can also be deduced on relatively cloud- 
free days. An example of a PAR time series is shown in 
Fig 4. 

B. Fluorometer time series 

The two fluorometers on buoy 46134 provided 
consistent data over most months of 1999. Occasional 
periods of erratic disagreement were encountered which 
appeared to be due to the aggregation of phytoplankton 
into clumps of "marine snow." This gave different 
average readings for the one-minute periods (separated 
by one minute of flushing) over which the two 
instruments are read out. 

Fig. 5 shows fluorometer measurements of the 
increase in chlorophyll pigment concentrations 
associated with the spring bloom in Saanich Inlet in late 
March 1999. Concentrations remain mostly low at 8- 
meters depth. Fig. 6 shows chlorophyll values 
measured by the fluorometer during April when the 
values were declining. PAR irradiance (insolation) 
measurements are plotted as a dotted line, showing the 
day/night cycle. The photoinhibiting effect of daylight on 
the fluorescence signal can be clearly seen as an 
apparent drop in chlorophyll pigment during the day. 
Times are in UT, so that daylight is approximately 
symmetrical about 20:00 hrs each day. 
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Fig. 7.  Calibration of the two fluorometers using results 
of analysis of water samples from 8-meters depth. 

Fig.5. Time    series    of    chlorophyll     pigment 
concentrations deduced from fluorescence 
measurements on buoy 46134 at near-surface and 8 
meters depth, showing the increase due to the spring 
bloom at the surface near the end of March. 

12 
Day of April 1999 

Fig 6. Chlorophyll pigment time series in April (heavy 
line) showing the effects of photoinhibition on the 
fluorescence signal. The light line shows the daily cycle 
of solar irradiance. 

The fluorometer output is scaled to chlorophyll 
pigment concentrations in these two Figs, using 
analyses of water samples collected near- 
simultaneously with buoy measurements (interpolated 
between the two nearest hourly times) at 8-m depth, 
avoiding the photoinhibition at the surface. 

C. Colour time series 

Measurements of the up-welling radiance under the 
buoy show the changing colour (blue to green) of the 
water with increasing phytoplankton concentration. This 
increase in "greenness" can be expressed by the 
"green-to-blue" ratio of the radiance measurements at 
555 and 443 nm (Fig 8). Measurements of radiance will 
need to be corrected for shadowing by the buoy before 
comparison with satellite data. 

D. Effects of fouling 

Over a long period, fouling of underwater optical 
sensors by growth of marine animals or plants will 
reduce measured optical signals, change their 
measured spectral properties, and eventually reduce the 
available signal to zero (Fig 9). Fluorometer data is also 
subject to errors when material lodges in the test 
volume. 
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Figure 8. Time series of upwelling radiance colour ratio 
measured at the Saanich Inlet buoy during March 1999, 
showing the colour change (blue to green) caused by 
the start of the spring bloom of phytoplankton near the 
end of the month (compare to Fig 5). 

o 
c 
n 
'■5 
so 

c 

c 

I 
a 

1400 

1200 

1000 

800 

600 

400 

200 

A;''**, fc-::''i' 

 ! 
i 

» ■;:,ft;y;f 
i 
i 

■ 
1    • .1 

-;M ,:'■■■' .■ 
it ■£'■?*■■"" 

■l 

"1 -::,;•■* 

.            1 iili 1 

i 

V ff 
] 

■ ■          » 

*■■« 

:     1 1   #   • 
1        _■ niill im UL- jj 

11   16   21 

Day of March 1999 

26 31 

Figure 9. Reduction of the optical signal due to 
biological and physical fouling. This is most marked on 
the up-looking PAR sensor (shown here), since falling 
particles settle on it, and the high illumination of the up- 
facing surface encourages growth. 

IV. Conclusions 

The project is making steady progress towards the 
goal of an operational Marine Ecosystem Observatory. 
Funds are now being sought to extend the sensor 
installation using the newer package design on buoys in 
Georgia Strait, off the west coast of Vancouver Island 
and in Hecate Strait. In addition, further instruments are 
being evaluated, including a transmissometer and an 
acoustic profiler for detecting Zooplankton biomass and 
perhaps fish. In December 1998, the first of two new 
Marine Protected Areas on the west coast were 
announced. A suitably instrumented buoy may well 
have a role for marking and monitoring such areas. 
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Abstract 

Determining the position and surface area of critical 
fish habitats such as seagrass beds is an essential 
component of coastal zone management. Positional data 
is particularly important as the boundaries between 
habitats may determine the loss or maintenance of 
seascape units essential for ecosystem functioning. 
These data are also important for land or seabed owners 
or leasees, since property boundaries must also be 
considered. Surface area data are also vital to track 
temporal changes in the extent of habitats through time, 
and responses to natural and anthropogenic changes. 
Mapping scale is particularly important to surface area 
determinations and cumulative effect studies. Some 
resource managers are concerned with interacting habitat 
units as small as 100 m2 

In this paper, we present results and experience of 
mapping and assessment of algae and seagrass beds in 
British Columbia (B.C.) using air photo interpretation, 
compact airborne spectrographic imager, ground surveys 
using a high precision GPS, and conventional survey 
techniques. Low-level colour air photography (1:5000 
scale) was found to be an effective and accurate 
methodology, but only when accompanied by 

thorough ground-truthing. Ground-truthing was conducted 
by foot surveys at low tide or by observations from a boat 
or hovercraft at high water. Results from CASI were more 
problematic, especially to determine the boundaries if 
similar plant or algae habitats, but could be improved with 
more spectral signature data of specific plant species as 
well as consideration of the seasonal change of those 
spectra. Mapping of algae beds using a GPS at 1:500 
scale (est.) was tested by foot surveys to delineate the 
boundary of the habitat or by a grid system where the 
positions of vertical and horizontal transects were 
georeferenced using the instrument. The latter method 
was accurate and relatively efficient and enabled quick 
mapping of the habitat units into a GIS. There are very few 
data on the temporal change of the extent and position of 
specific habitats in our region. However by reviewing data 
in a land tenure data base maintained by the Government 
of B.C. obtained with conventional survey techniques (e.g. 
transits) we determined that the number of hectares of 
nearshore habitat used for industrial purposes (log 
storage) has declined over the past decade in the Strait of 
Georgia. As an indicator of trends in habitat use over the 
entire shoreline of the Strait, these data were sufficient. In 
an effort to increase the role of the public in habitat 
monitoring overtime, we developed and tested methods 
for mapping by citizens. The methods in the 
"Shorekeeper's Guide" give citizens options for using 
conventional survey and/or GPS methods for mapping 
beaches in coastal communities. Scales for this work are 
about 1:500. 

I. Introduction 

The coast of British Columbia (B.C.), the west shore of 
Canada, encloses some of the most complex geophysical 
and ecological units around the Pacific Rim. Including all 
of the major islands and archipelagos, the total shoreline 
length is 27,000 km. A wide variety of marine and 
estuarine habitats are represented on this coast, including 
open ocean beaches, fjords, estuaries, rocky shores, and 
tidal channels. On the south portion of the coast, a 
brackish enclosed sea, the Strait of Georgia (SoG), is the 
home for the majority of B.C.'s people. Vancouver, 
Canada's major Pacific port, is located here, and is 
characterized by a rapid population growth rate of about 
15 % in recent years. Industrial and urban development in 
the SoG has led to significant losses of environmentally 
sensitive fish habitat, especially marshes in estuaries and 
seagrass beds in nearshore areas (Levings and Thorn 
1994). On the north coast, the human population is much 
sparser, and habitats are generally less impacted by 
development. In this region, industrial forestry in river 
basins is the current major threat to coastal habitats, 
since logs removed from the forest are usually dumped 
into and transported through marine zones. The riparian 
habitats 
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along the coast, as well as the catchment basins of rivers 
entering estuaries, can be affected by these activities 
(Simenstad at al. 1997). Oil spills are a potential major 
threat to habitats on the west coasts of Vancouver and 
the Queen Charlotte Islands, since tankers from Alaska 
routinely transit the offshore waters, enroute to refineries 
in the State of Washington (Waldichuk 1990). 

In this paper we describe some recent advances in 
methodology useful for integrated coastal zone 
management in B.C. Technical staff responsible for 
management of coastal environments and habitats need 
tools to assist them in their task to keep track of changes 
in coastal regions. In particular, quantitative data on 
habitat loss and gain are required when monitoring 
estuarine habitat restoration using vegetation transplants 
or other habitat recovery techniques (Levings 1995, 
1996). Some of the most important techniques involve 
the rapidly evolving field of Geographic Information 
Systems (GIS). Although GIS has been used widely to 
assist in terrestrial habitat management for wildlife 
(Burrough 1986), its application to coastal zone 
management in our region has been limited. There is a 
great potential to use GIS to organize, analyze, and 
present basic data required by fish habitat managers 
under the fish habitat management policy of the 
Department of Fisheries and Oceans (DFO) (1986). 
These data include: 

a. What is the location of the habitat, usually in 
relation to planned industrial activity? 

b. What is the area of the habitat? 
c. What is the ecological value of the habitat? 
d. How much of this habitat will be lost if an 

industrial activity is permitted? 
e. If a habitat restoration or compensation project 

has been conducted, did it meet prescribed target 
in terms of area? 

Habitat managers need to keep track of relatively small 
bits of habitat, particularly in the intertidal zone and in 
shallow water (1< 20 m) since these nearshore areas are 
where most of the land use changes (diking, port 
development, urbanization) are occurring. Tracking the 
location and temporal change of small habitats is 
essential for cumulative effects analysis. For seagrass 
habitat, for example, as a general policy about 100 m2 is 
the minimum area of concern in our region. This requires 
mapping at a much larger scale than needed for broad 
scale planning or oil spill contingency plans - other 
agencies in our region have developed habitat maps for 
the latter purposes (e.g. Howes and Wainwright 1993). It 
is necessary to keep track of the cumulative total of 
small habitats in particular areas, in order to avoid 
insidious losses of the estuarine environment that 
have occurred on many coastlines 

(Odurn 1970). Now technology that enables rapid and 
accurate quantification of these habitat measurements, in 
a cost-effective manner, is of obvious direct use for 
integrated coastal zone managers. 

II. Data Availability 

In the past two decades there has been very rapid 
growth in data banks and technical report literature on 
coastal areas, especially reports written and maps 
produced by government agencies and private 
consultants. Many of these data are difficult to locate for 
use in decision making since they do not enter the usual 
scientific literature data bases such as the Aquatic 
Scientific and Fisheries Abstract service. In order to 
improve their availability it is necessary to launch specific 
searches for the information. Once found, the awareness 
of the information can be enhanced through publication 
of bibliographies listing reports, data, and maps. As an 
example, we have recently published an annotated 
bibliography for fish habitat maps in the Strait of Georgia 
(Lessard at al. 1996a). We have also created an Internet 
home page with this information (http)://www.ios.bc.ca/ 
ios/mehsd/coast). 

There are very few data on temporal change of the 
extent and position of specific habitats in our region. We 
reviewed data in a land tenure data base maintained by 
the Government of B.C. obtained with conventional 
survey techniques (e.g. transits)(Glover and Levings 
1998). We found that the number of hectares of 
nearshore habitat used for a specific industrial purpose 
(log storage) has remained fairly stable over the past 
decade in the Strait of Georgia (Table 1). As an indicator 
of trends in habitat use over the entire shoreline 
perimeter, of the Strait, these data were sufficient. 

Table 1. Area (ha) leased for log storage in the Strait of 
Georgia, 1986 to 1996. Data compiled from Province of 
B.C. Crown Lands data base, using methods described 
in Glover and Levings (1998). 

YEAR NEWLY LEASED RENEWALS 

1986 49.9 345.8 
1987 108 441.5 
1988 296 302.8 
1989 154.3 105.8 
1990 24.9 142.2 
1991 135.2 114.7 
1992 29.2 144.6 
1993 58.6 280.8 
1994 17.3 253.2 
1995 41.5 104.8 
1996 43.1 119.9 
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III. Global Positioning Systems 

Decisions on habitat are particularly sensitive to 
locations relative to legal, zoning, and ecological 
boundaries. Given the high economic and ecological 
values involved, it is important to make sure that 
positions are accurate. There are no published standards 
available on this matter for work in the coastal zone. 
Based on recommendations from the manufacturer and 
B.C. Surveys and Resource Mapping Branch, if at least 
180 readings are taken with a Differential Global 
Positioning System (DGPS) instrument (Trimble 
Navigation, Pathfinder Basic Plus), point measurements 
have an error of < 5 m. This is probably sufficiently 
accurate for most decisions. We have not made 
comparisons of locating habitats using conventional 
surveying methods such as laser transits. However many 
habitat surveys are needed in relatively remote areas 
where benchmarks are scarce so that obtaining 
horizontal control points is difficult. There is a definite 
advantage in using DGPS under these circumstances. 

DGPS can also be very useful for mapping habitats 
(e.g. algae beds at low tide) at large scales (e.g. 1:500). 
In Howe Sound B.C. we used GPS (Trimble TDC2) to 
delineate the boundaries of the algal habitats directly or 
with a grid system where the positions of vertical and 
horizontal transects; on the beach were georeferenced 
using the instrument. The latter method was accurate, 
relatively efficient, and enabled quick mapping of the 
habitat units into a GIS (Levings, unpublished data). 

IV. Remote Sensing 

A. Intertidal 
Tides on the B.C. coast typically range between 3 and 

5 m, but at the heads of some fjords the range is up to 8 
m (Thomson 1981). In this region the lowest tides during 
daylight hours, when the water line is close to chart 
datum, occur for about a week in summer. Depending on 
the slope of the local shoreline, extensive areas of the 
intertidal habitat can be photographed or otherwise 
sensed from aircraft or satellites during this "window", 
contingent on sunlight and weather conditions. Protocols 
for aerial photography for mapping coastal habitat, 
particularly submerged aquatic vegetation, have been 
published by Dobson et al. (1995). 

Because of large scale mapping requirements, 
lowlevel colour or infrared photos combined with 

groundtruthing and DGPS have been used extensively in 
developing substrate and vegetation maps in our region. 
In a recent study of Saanich Inlet, on Vancouver Island, 
about 95 km of shoreline was mapped to compile a 
tabulation of the relative areas of two species of 
seagrass (Table 2). In this project colour air photos 
(scale 1:6000) were obtained on the lowest daytime tides 
in 1995. Fieldwork for ground-truthing required about 20 
person-days and included foot surveys on beaches, 
video, 35-mm photos, and direct observations from a 
small boat. As required, point or boundary data on the 
seagrass beds were registered with DGPS (Lessard at 
al. 1996b). The polygons marked on the air photos were 
georeferenced, digitized, and overlain on standard 
terrestrial bass maps as described in Durance (1996). 
The data were finally imported into the GIS Arcinfo for 
further analyses as required. The Compact Airborne 
Spectrographic Imager (CASI) was investigated in 
Baynes Sound, Vancouver Island, as an alternate 
method to aerial photography. Although CASI is a more 
advanced technology it may not necessarily be more 
objective (North 1996). CASI records the reflectance of 
ground features and is able to distinguish different types 
of vegetation. The advantages of CASI over air photos 
include: 

a. 
b. 

c. 

Data are digital rather than analogue 
Greater spectral range and possibility of setting 
spectral bands specifically, which may allow 
better discrimination of vegetation types 
Possibility of detecting and discriminating 
submerged features (see below for possible 
application to subtidal surveys). 

However, CASI data must always be "trained" with 
ground-truthing and spectral records from various 
vegetation types. The spectral data from the instrument 
then need to be analyzed and classified with various 
computer algorithms (including multivariate analyses), 
which are the choice of the investigator. To develop a 
meaningful classification of the data, the investigator 
must work with a computer at several stages, particularly 
to identify training sites and determine which of the pixels 
in the CASI image are most similar to those in the 
training sites. The classification process is therefore not 
completely automated and is in some degree as 
subjective as air photo interpretation 
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Table 2. Areas of polygons of eelgrass (Zostera marina and Z japonica) in several reaches of Saanich Inlet, British 
Columbia, mapped from aerial photos and ground-truthing in July, 1995 (from Durrance 1996, and Lessard et al. 1996b). 

LOCATION SPECIES COMPOSITION 
OF POLYGONS 

AREA (HECTARES) 

pureZ.m.      Z.m.+Z.j.        pureZj.       pureZm.      Zm.+Z.j.      pureZj.      total 

EAST COAST 

Deep Cove 
Deep Cove to Patricia Bay 
Patricia Bay 
Patricia Bay to Coles Bay 
Coles Bay 
Brentwood Bay 
Sub-total 

WEST COAST 

near Bamberton 
Mill Bay 
Hatch Point to Mill Bay 
Sub-total 

SOUTH END 

Goldstream Estuary 
SAANICH INLET (TOTAL) 

Z m. - Z. marina Z.j. - Z. japonica Z.m. + Z.j. - both species 
* Value includes polygon areas of <0.1 ha that were not included in the table (0.8 ha) 

3 1 5 2.8 <0.1 1.3 

2 11 0 0.2 0.8 0.0 

8 9 3 5.6 1.9 6.6 

0 1 0 0.0 0.2 0.0 

4 0 0 <0.1 5.2 1.3 

4 0 0 1.2 0.0 0.0 

21 22 8 9.8 8.1 9.2 

1 0 0 0.0 0.3 0.0 

3 1 0 2.4 5.0 0.0 

4 0 2 0.7 0.0 2.7 

8 1 2 3.1 5.3 2.7 

2 0 0 0.0 1.9 0.0 

31 23 10 12.9 15.3 11.9 

4.1 
1.0 

14.1 
0.2 
6.5 
1.2 

27.1 

0.3 
7.4 
3.4 

11.1 

1.9 
*40.9 

B. Subtidal 
Shallow water habitats, below the limit of lowest tide, 

can only be mapped with remote technology. There are 
some exceptions to this generalization. SCUBA can be 
used to make direct underwater observations and the 
diver's position can be plotted using DGPS in a surface 
vessel. This method was recently used to develop a 
habitat map for Vancouver Harbour. Kelp and seagrass 
habitats occur to the limit of light penetration into coastal 
waters, which in turn depends on local conditions such 
as turbidity. If the water is very clear it is possible to use 
aerial photos and CASI for sensing below the water's 
surface. For very large kelp (e.g. (Macrocystis pyrifera) 
where the blades float an the surface, aerial photos and 
multispectral imagery can also be used. The former 
method has been developed for mapping biomass of kelp 
on the west coast of Vancouver Island by Foreman 
(1975). 

A variety of acoustic methods have been used for 
mapping subtidal habitats. In an early application, a 

200 kHz echosounder was used to map seagrass beds in 
San Francisco Bay (Echeverria and Fulton 1989). Water 
depth was shallow enough so that groundtruthing could be 
done from a helicopter and boat. In our region, depth and 
habitat type as defined by sediment type have been 
mapped using Acoustic Substrate Classification (ASC) 
("RoxAnn" or "Quester Tangent' technologies), which also 
provides accurate positioning using DGPS (Curran 1995). 
Cripps (1996) reported that subtidal clam habitat, which is 
characterized by a particular combination of sand and 
mud, was successfully mapped with ASC. He also 
reported that eelgrass beds could be mapped with this 
technology. Bornoldatal. (1996) found that sidescan 
sonar, another example of ASC, was an effective 
technique to investigate subtidal habitats off the Oregon 
coast. As with the other remote sensing techniques 
described above, ASC methods require considerable 
ground-truthing, using SCUBA, submersible, video or still 
camera, ROV, or core sampling. 
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V. Ecological Classifications 

A basic principle in an ecological accounting system is 
the use of a standardized "currency" for keeping track of 
habitats. Alternatively if a standard currency is not 
available, data should be collected in comparable units 
that when aggregated will allow comparisons through 
time in monitoring programs. On the northeast Pacific 
coast, it is very difficult to compare habitat data because 
there is no agreed upon ecological classification system 
in use. In the Strait of Georgia-Puget Sound inland sea, 
for example, there are at least 8 systems in place 
(Levings and Thorn 1994). In order to overcome this 
problem, and match with the capability of remote sensing 
systems, we have decided to use a relatively simple 
system that relies on relatively easily recognizable 
vegetation units (e.g. eelgrass beds) and sediment 
features (e.g. sand flats) as habitat units. 

VI.   Ground-truthing Surveys to Confirm 
Identification of Habitat and Estimates of Area 

The effort expended on ground-truthing before, 
during, or after remote sensing surveys is obviously 
related to the complexity and extent of the study area. 
Site specific forestry surveys (scale 1:5000 to 1:20000) 
require that between 76 and 100 % of the polygons from 
air photo interpretation are checked by ground-truthing 
(Resources Inventory Committee 1995). We could not 
find similar criteria to use for coastal work in our region. 
Air photo interpreters can provide guidance for field 
verification by noting areas where they had difficulties 
(e.g. sun glare or shadow). Because the extent of 
vegetation can change rapidly owing to seasonal 
changes, the ground-truthing should be done at the same 
time as the remote sensing, if at all possible. 

As noted above, habitat managers in our agency need 
to account for habitats > 100 m2 in area, which is quite 
similar to the 300 m2 minimum specified in the protocol 
for submerged aquatic vegetation mapping given by 
Dobson at al. (1995). However Durance (1996) found 
that the minimum polygon size for seagrass observable 
in aerial photos from Saanich Inlet was 1000 m2. In 
addition to the obvious matters such as photo clarity, it is 
likely that biological factors, which determine the 
sharpness of the habitat boundaries, such as plant 
density and morphology, are factors, which influence the 
minimum size that an interpreter can detect. During 
ground-truthing on shorelines at low tide, the area of 
habitats with well-defined boundaries, such as seagrass 
beds, can be assessed with conventional surveying 
techniques but as mentioned above horizontal control 
can be a problem in remote areas. However DGPS can 
be used to delineate the perimeter of habitats, and 
algorithms are available to compute area. The position of 
the habitat can be georeferenced and 

placed on a base map. Accuracy can be improved by 
taking a large number of readings at single points around 
the perimeter of the habitat or tracing the perimeter by 
walking around the boundaries. The accuracy of the 
latter method can be improved by placing small objects 
(e.g. ping pong balls) at short intervals around the 
perimeter. 

In an effort to increase the role of the public in habitat 
monitoring over time, we developed and tested methods 
for mapping by citizens. The methods in the 
"Shorekeeper's Guide" (Jamieson et al. 1999) give 
citizens options for using conventional survey and/or 
GPS methods for mapping beaches in coastal 
communities. Scales for this work are about 1:500 

VII. Error 

There are several error issues that we have 
encountered in trying to quantify habitat boundaries and 
areas. Clearly defined boundaries between habitat types 
occur rarely in nature, and their occurrence is scale 
dependent. A boundary between water and adjacent land 
may be easily mapped at 1:250000 scale. But at 1:5000 
scale, the visibility of details in the shoreline may make 
location of the boundary less certain, or may result in a 
more complex boundary being mapped. The problem is 
even more apparent for boundaries between vegetation 
types, where two communities of vegetation grade into 
each other. Identification and mapping of such a 
boundary will depend both on scale and on the 
classification system being used. 

Identification of boundaries from remotely sensed 
images, such as air photos or CASI multispectral data, is 
a complex and somewhat subjective process, as 
mentioned above. In the case of air photo interpretation, 
identification of features based on the tone, texture, and 
colour of the photo is a skill that takes some time to 
develop. Classification of multispectral imagery involves 
identification of training sites (areas on the image for 
which the habitat type is known, and that the computer 
can use as a basis for classifying the rest of the image) 
and selection of the classification algorithm. 

Determination of the area of habitat from remotely 
sensed images depends partly on image resolution. The 
area cannot be calculated to a precision of one square 
metre if the resolution of the image is only 10 m2. 
Furthermore, habitat boundary generalization that results 
at smaller scales will decrease the precision of area 
calculations. The resolution of the image depends partly 
on scale, which depends on flying height. For example, 
1:6000 scale air photos are obtained at a flying height of 
6000-ft (1829 m), and can give a 
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resolution of less than a metre. However, photos at this 
scale may not cover enough area to include recognizable 
features, such as roads and piers, which makes 
georeferencing more difficult and less accurate. CASI 
data collected for us at Baynes Sound at a flying height 
of 6700-ft (2042 m) have pixels of four by four metres. 
Decreasing the pixel size to obtain greater resolution 
may increase the data set to an unmanageable size, and 
will also mean that a longer flying window (time when 
tides, light angles, and weather conditions are suitable 
for flying) is required to cover the study area. 

Georeferencing is required both for the imagery itself 
and for the field data used to help classify the imagery. 
GPS data and aircraft roll, pitch, and yaw data can be 
collected at the same time the imagery is collected, and 
used in processing, along with existing basemaps, to 
georeference the imagery. Even after this processing, 
there may be some inaccuracy in the georeferencing 
(e.g. a few metres). Corrections for aircraft motion cannot 
completely remove this source of error, and DGPS 
accuracy is limited, although GPS receivers used to 
georeference CASI imagery are more accurate (e.g. < 1 
m). The accuracy of the GPS instruments used in our 
recent algal habitat surveys was also within this range. 

VIII. Conclusions and Research 
Recommendations 

The use of technological advances such as those 
described in this paper will improve the effectiveness of 
coastal zone managers but there are still several areas 
where applied research and development are needed 
before they can be fully implemented. An urgent need is 
for the development of standards for field checking of 
photo/multispectral data classification and for collection 
of training-site data for multispectral data classification, 
especially with respect to use of DGPS and large-scale 
mapping. There is also a requirement for refinements of 
CASI remote sensing techniques, particularly 
development of a more extensive spectral library and 
more detailed study of methods to distinguish key habitat 
and vegetation types. Similar refinements are needed for 
subtidal habitats and ASC methods. Coastal ecologists 
need to focus on development of habitat classification 
systems that enable the bridging of field biological data 
with remote sensing and GIS. It is unlikely that 
technology will ever replace the good judgment of an 
experienced ecologist, but remote sensing may remove 
the subjectivity of some traditional habitat mapping 
methods. The effectiveness of coastal habitat surveys 
can therefore be improved by deploying small teams 
involving specialists in remote sensing, GIS, and field 
ecology. 
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Abstract 

Trajectory Analysis Planner (TAP 11) is a computer- 
based tool designed to investigate the probabilities that 
spilled oil will move and spread in particular ways within a 
particular area, such as a large bay or inlet with substantial 
ship traffic. By graphically presenting the results of thousands 
of oil-spill trajectory simulations, TAP 11 helps emergency 
planners understand and anticipate many possible outcomes 
when developing local-area contingency plans for oil spill 
response. 

TAP 11 assists in the following planning tasks: 
• assessing potential threats from possible spill 
sites to a given sensitive location 
• determining which shoreline areas are likely to be 
threatened by a spill originating from a given location 
• calculating the probability that a certain amount of 
oil will reach a given site within a given time-period 
• estimating the levels of impact on a given resource 
from a spill 
• analyzing shortfalls in response personnel and 
equipment 

I. Introduction 

Community oil-spill response is a complex business 
that typically brings together stakeholders from a wide range 
of disciplines, including engineers, natural resource trustees, 
property owners, government managers, emergency 
responders, maritime industry representatives, fish and 
wildlife experts, etc. To even begin developing a unified plan, 
these groups must share a common understanding of oil 
spills and the likely impacts of a spill in their local area. 
Many members of community response planning teams have 
little or no background in physical oceanography or trajectory 
analysis. The task for oil-spill modelers in support of these 
planning groups is to present a practical ensemble of 
information on potential spills and their probable 
consequences in relation to the various stakeholder interests 
represented on the planning team. A more detailed 

discussion of this complex task is given in Gait & Payton 
(1999). 

Oil spill response planners must have a basic 
understanding of what is likely to happen. 

1 What (and how much) oil might spill? 
2 Where might the oil spill? 
3 Where might it go? and how much? 
4 Who or what might get hurt? 

The first two questions can be answered by 
looking at the kinds and sizes of vessels that normally 
travel in an area, their cargo, and the types and amounts 
of oil they carry, as well as onshore oil handling facilities. 
TAP 11 is a tool that provides information to answer the 
last two questions: Given a specific spill location and 
type, where might it go and what might it harm? 

II. Why TAP 11? 

The current state of the practice is scenario-based 
spill response planning, whereby a response is planned for 
a so-called "worst case scenario" or, in some cases, a small 
set of scenarios. To generate these scenarios, sets of 
oceanographic and meteorologic conditions are selected 
based on a set of assumptions about what constitutes the 
worst possible outcome from a given spill at a given location. 

There are limitations to this approach. For example, 
although a particular worst case may pose the worst possible 
outcome from the perspective of one stakeholder, this may 
not be true from another perspective. Fig. 1 is a schematic 
of a hypothetical bay where an oil spill could occur. 
Depending on the conditions at the time of the spill, the oil 
could threaten a wildlife preserve (Scenario A), a beach with 
many tourist hotels (Scenario B), or a nuclear power plant 
with a cooling water intake (Scenario C). Different 
stakeholders would give very different answers as to which 
is the worst case. Another difficulty with worst-case scenario 
planning is that even if a worst case is agreed 
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Fig. 1. Three possible worst-case scenarios of an oil spill in a 
hypothetical bay 

upon and planned for, the likelihood ofthat particular scenario 
is often unknown. Also, a response plan formulated for a 
particular worst case may be inappropriate for other 
scenarios that would require a completely different response. 

TAP II provides an alternative approach: statistics- 
based planning. Statistical analysis is an analysis of data 
derived from a sample in order to predict the characteristics 
of the population under study (Morris 1992). In the case of 
oil-spill response planning, the population under study is 
the set of all possible oil spills in a region. TAP II is the 
interface to a database of thousands of modeled spills, a 
sample of the population of all possible spills. The TAP II 
interface helps response planners understand characteristics 
of the possible oil spills in a given region. Understanding 
these characteristics allows responders to plan not only for 
one or a few possible high-impact events, but to determine 
the best overall plan for many events, across the entire 
spectrum of probabilities and levels of impact. 

A. History of TAP and TAP II 

The Trajectory Analysis Planner (TAP), a user- 
friendly tool to support spill-response planning, was developed 
in 1998 by the Hazardous Materials Response Division 
(HAZMAT) of the National Oceanic and Atmospheric 
Administration (NOAA). Initially developed as a pilot study 
for Delaware Bay and San Francisco Bay, TAP is an 
application and viewing engine for an area-specific database 
that allows the user to view graphically the probabilities that 
a specific oil will move from a specified spill site to a 
designated target location. After completing the TAP pilot 
project, HAZMAT (now a division of the Office of Response 

& Restoration) worked with response planners to evaluate 
their receptiveness to the product and to observe how they 
interpreted the information given. We also began an in-depth 
analysis of the statistical methods used in TAP so that we 
could better understand uncertainty of the information 
presented and the potential spatial gaps in the initial 
geophysical data used to generate a specific scenario set 
(Barkers Gait 1999, Lehr et al. 1999). 

The results of this usability testing lead to the 
realization that TAP'S configuration failed to provide some 
statistical analyses that would be highly useful to planners. 
These include distinguishing between 1) locations very likely 
to be oiled with a small amount of oil, and 2) locations, 
although less likely to be oiled, that would be hit with a large 
amount of oil. We also found that users often misinterpreted 
the information that TAP did provide. The results of these 
studies have lead to the reformulation of the TAP analysis 
procedures. The new version, known as TAP II, provides a 
greatly expanded and more powerful spill-trajectory database 
that specifically addresses major areas of concern to 
spill-response planners. 

B. Methodology of TAP II 

To provide statistics of oil spill movement, TAP II 
must process data from a large number of trajectories. Each 
trajectory is a function of the physical processes of oil 
movement, including-the dynamics of wind, ocean currents, 
and turbulent diffusion. Each trajectory is calculated using 
a unique set of data of hydrologic, oceanographic, and 
meteorologic conditions. For each location chosen (e.g., 
San Francisco Bay), historical wind records are examined 
to determine the wind field for as long a time-period as 
possible. Typically, at least 10 years of continuous wind 
records are available. In many locations, weather patterns 
vary substantially among seasons. To accommodate these 
variations, temporal parameters of the data are broken down 
by season, with wind and ocean patterns specific to each 
season. Data on historic tidal currents, river flows, and 
wind-driven current patterns are also computed by season 
to complete the geophysical dataset that defines the 
physical processes that move the oil. 

Once the physical processes have been defined, 
the entire shoreline of the bay is divided into about 200 
separate segments or "receptor sites." About 200 possible 
spill locations, or "source sites," are defined throughout the 
bay, covering all likely spill locations. Some 500 "start times" 
are randomly chosen from the time-period for which adequate 
meteorological records are available. For each of these start 
times, and for each source site, OSSM (NOAA's "On-Scene 
Spill Model") uses the geophysical dataset to compute a 
complete trajectory of the oil over a period of 5 days. As the 
simulated oil spill progresses, the amount of oil that passes 
through each receptor site is calculated. This is a massive 
computational task, taking about 2 weeks on 12 Macintosh 
350-Mhz G3 computers. 
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The result of this computation is a large database 
of the amounts of oil from each source site that threaten 
each receptor site for each of 500 simulated spills. The TAP 
II interface is a graphical tool designed to display this data 
in various ways that are of interest to planners. The user 
interface provides four display modes, each of which 
summarizes the database in a different way. 

III. Display Modes of TAP II 

In all of the display modes the user defines the 
parameters of the potential spill understudy. 

Oil type: TAP II includes a simple oil evaporation 
model. The rate of evaporation depends upon the type of oil 
spilled. 

Amount of oil released, (provided by user) 
Season: The TAP 11 dataset is divided into seasons 

according to similarity of wind patterns. This could be two 
seasons (as in San Francisco), or up to four seasons. The 
user may be interested in a different season at different 
locations, because the environmental sensitivity of some 
locations may vary by season. 

Time post-spill: The TAP 11 dataset includes data 
on how much oil reached each receptor site for ten different 
time-periods (up to 5 days) following the spill. The data for 
each time period is cumulative, i.e., the amount of oil that 
passes through each receptor site from the beginning of the 
spill until the selected end-point in time. By examining the 
data at different times following the spill, the user can 
determine how quickly the response must be mobilized. 

Level of concern: Different shoreline types have 
different sensitivities to oil. The level of concern (LOC) 
depends on the amount of oil that would be expected to 
significantly impact a particular site. The LOC is the volume 
of oil that enters the receptor site. All the receptor sites 
throughout the bay are approximately the same size (~2 
km of shoreline in San Francisco Bay), so that the same 
volume of oil would have a similar density at all sites. 

A. Threat Zone Analysis 

Threat Zone Analysis (Fig. 2) helps answer the question: 
Where might a spill occur that could threaten a shoreline 
location of concern? The user selects a receptor site of 
interest (perhaps a sensitive wetland), and is provided with 
a color contour map of the entire bay, indicating the likelihood 
of oil reaching the selected receptor site from any location 
in the bay. The map colors correspond to the percentage of 
modeled spills from each location in the bay from which the 
movement of oil to the selected receptor site is equal to or 
exceeds the LOC for that site. By repeating this analysis for 
a number of different receptor sites, the user can gain an 
understanding of the geophysical processes that move oil 
in the entire area. 

B. Shoreline Impact Analysis 

Shoreline Impact Analysis (Fig. 3) helps answer 
the question: If oil is spilled at a given spot, what shoreline 
locations are likely to be impacted? A spill source site in 
the bay is selected, and a color map is presented that 
indicates the likelihood that oil from a spill at that location 
will reach each of the shoreline receptor sites. The colors 
correspond to the percentage of modeled spills originating 
at the selected source site that exceed the LOC for all the 
receptor sites in the bay. 

C. Site Oiling Analysis 

Site Oiling Analysis (Fig. 4) provides a way to 
visualize how a particular receptor site is likely to be oiled 
by a spill originating at a particular location. The user selects 
a spill site and a receptor site and is presented with a graph 
showing the percentage of modeled spills that resulted in a 
given amount or more of oil reaching the site in the selected 
time-period. 

D. Resource Analysis 

Resource Analysis (Fig. 5) provides data on the 
quantity of a given resource impacted by the modeled spills, 
or the level of response required to adequately address the 
impacts of those spills. The user specifies a spill site and a 
resource of interest, and TAP II generates a graph that 
indicates the total costs of each of the modeled spills in 
terms of that resource. The values on this graph are the 
costs of oil impacting each site at greater than its LOC, 
summed over all the sites for which the LOC is exceeded. 

The cost of a site could be the number of nesting 
birds at that location, or the length of boom required to protect 
the site, or virtually any resource of interest, in any appropriate 
units. The user provides data about each resource in a 
standard text-file format. These data include the quantity of 
each resource associated with each receptor site, and the 
LOC for that site and resource. The LOC is expressed as 
the amount of oil that must reach the site for the resource to 
be considered impacted. Because the resource data files 
are in a text-file format, they can be generated in a text 
editor, spreadsheet, or database software. Because the 
information required is spatial, the locations of the receptor 
sites are provided and can be entered into a GIS system to 
generate resource files from virtually any GIS dataset. 

For examples of resource data files, NOAA provides 
files generated from our Environmental Sensitivity Index (ESI) 
maps (NOAA 1997). This data includes the quantity (meters) 
of each type of ESI shoreline found in each receptor site. 
For example (as shown in Fig. 5), using this data in the 
resource analysis mode allows the user to determine how 
many meters of saltmarsh shoreline are impacted by each 
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Fig. 2. Example of Threat Zone Analysis for part of San Francisco Bay. Colors indicate the percentage of modeled spills that 
reached the selected receptor site within 3 days. 
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Fig. 3. Example of Shoreline Impact Analysis for part of San Francisco Bay. Colors indicate the percentage of modeled spills 
that exceeded the Level of Concern (LOC) at each receptor site within 3 days. 
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Fig. 5. Example of Resource Analysis for part of San Francisco Bay. Graph indicates total ESI type-10A shoreline (sale/ 
brackish-water marsh) impacted by each of the modeled spills within 3 days, y-axis is meters of shoreline impacted x-axis is 
percentage of modeled spills in which a given length or more of shoreline has been impacted. 
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of the modeled spills. The y-axis is the length of shoreline 
impacted; the x-axis is the percentage of modeled spills for 
which a given amount or more of shoreline has been impacted. 
In this case, 0% of spills impacted more than 62,200 meters 
of shoreline, 50% of spills impacted about 33,000 or more 
meters, and 100% of spills impacted 6,000 meters or more. 
(Note: Fig. 5 is from an early prototype of the program. In 
the final product, the graph will be easier to read.) 

Resource Analysis is a powerful tool for response 
shortfall analysis. Once a response plan for each sensitive 
location in a bay has been developed, the data from that 
plan can be entered into a resource data file, indicating, for 
example, the quantity of boom required to protect each 
sensitive site. Because it is unlikely that every location 
included in a plan would need protecting at the same time, 
Resource Analysis can be used to compute the total quantity 
of boom required to respond to any of the modeled spills in 
the database. The total costs can be computed for any of a 
number of different time frames, so that one could know that 
one quantity would be needed within 24 hours, and more 
within 3 days, allowing time for long-distance transport of 
the equipment to the site. 

While, at first glance, Shoreline Impact Analysis 
and Resource Analysis appear to answer similar questions, 
they are fundamentally different. Although site A and site B 
may both be impacted by about 30% of the spills modeled, 
the two sites are probably not impacted by the same 30% 
of spills. In fact, it's possible that two given sites are never 
impacted simultaneously, such that protecting both of them 
simultaneously would never be required. The Resource 
Analysis mode computes the total cost of each spill 
individually, so that these two sites would not simultaneously 
contribute to the total cost. 
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IV. Conclusions 

TAP II is a graphical tool designed to display 
localized oil-spill trajectory data in various ways that are of 
interest to emergency response planners. The dataset is 
generated using historical wind patterns and both tidal and 
non-tidal circulation patterns. NOAA's OSSM model uses 
this information for the next step, generating a series of 
thousands of individual trajectory analyses, each 
representing a different potential oil spill scenario. The results 
are sorted and compressed into a database that TAP 11 
uses to generate its graphic displays. The user interface 
provides four display modes, each of which summarizes the 
database in a different way. 

TAP II is now under development for the San 
Francisco Bay and San Diego Bay. Negotiations are 
underway for additional TAP 11 implementations. TAP II runs 
on Macintosh or Microsoft Wndows operating systems. For 
more information, visit our Web site at http://response. 
restoration.noaa.gov, ore-mail tap@hazmat.noaa.gov 
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Abstract 

The General NOAA Oil Modeling Environment 
(GNOME) is a new tool developed by the National Oce- 
anic and Atmospheric Administration (NOAA) for oil-spill 
response. GNOME generates spill scenarios that support 
the NOAA standard for trajectory output by providing both 
"Best Guess" and "Minimum Regret" solutions. GNOME 
also serves as a tool for novice users, from high school on 
up, to learn more about oil-spill trajectories and actually 
run them. The GNOME model, regional location files, docu- 
mentation, and training materials are available on the 
internet at http://response.restoration.noaa.gov/software/ 
gnome/gnome.html. Training courses are also offered by 
NOAA HAZMAT. Research is underway on how to effec- 
tively use nowcast/forecast models as sources of ocean 
current fields for the trajectory model. Questions of data 
size, time-step interpolation, and relevant physics are be- 
ing investigated to use these models as data fields in 
GNOME. 

I. Introduction 

Under the Oil Pollution Act of 1990, the National 
Oceanic and Atmospheric Administration (NOAA) is man- 
dated to provide scientific support to the U.S. Coast Guard 
during marine oil spill response. Spill trajectory predictions 
for use during spill response are one of many kinds of sci- 
entific support provided by the Hazardous Materials Re- 
sponse Division (HAZMAT) of the Office of Response and 
Restoration. These spill trajectories have been generated 
by the latest version of the On-Scene Spill Model (OSSM) 
designed and initially implemented by HAZMAT over 20 
years ago. A new trajectory model currently under devel- 
opment to replace OSSM is the General NOAA Oil Model- 
ing Environment (GNOME). Both OSSM and GNOME sup- 
port the NOAA standard for trajectory output by providing 
both the "Best Guess" and the "Minimum Regret" solutions. 
The "Best Guess" solution is the trajectory created assum- 
ing that all model inputs are correct. The "Minimum Re- 
gret" solution is a statistical compilation of trajectories that 
samples possible forecast errors used to generate an un- 
certainty boundary that allows planners to examine spill 

trajectories that, although less likely, may pose greater risks 
environmentally or economically. 

GNOME is designed to be a multi-purpose trajec- 
tory model used by both experts and the public through 
three different modes: Standard, GIS Output, and Diag- 
nostic. The GNOME model runs trajectories on screen and 
allows the user to output trajectory images in print, GIS- 
compatible, and animation formats. The GNOME model, 
regional location files, documentation, and training mate- 
rials are available via download from the internet at http:// 
response.restoration.noaa.gov/software/gnome/ 
gnome.html. Documenta- tion includes "A Guided Tour of 
GNOME" and a User's Guide and Example Problems for 
each Location File. The model is available for Macintosh, 
Windows NT, and Windows 95 or above. Two types of 
GNOME training are available through NOAA: GNOME'S 
Standard and GIS Output Modes are covered in a 2-day 
course; trajectory modeling and GNOME'S Diagnostic 
Mode are covered in a 4-day course. See the HAZMAT 
website for more information. 

This paper will acquaint the reader with the 
GNOME project design, with the location files, the trajec- 
tory model, model uses, and current research and devel- 
opment. 

II. Overall GNOME Design 

A. Model Modes and Location Files 

GNOME is designed to run spill trajectories in three 
different model modes: Standard, GIS Output, and Diag- 
nostic. The Standard and GIS Output modes use Location 
Files that incorporate regional hydrographic information 
coupled with a mini-expert system containing the map, 
ocean currents, and model parameters, including exten- 
sive error checking and help topics. The mini-expert sys- 
tem guides the user in finding and entering relevant oceano- 
graphic information, generating spill(s), and running the 
trajectory model. This system then sets up the trajectory 
model by converting the user's input into model param- 
eters. 

The diagram in Fig. 1 illustrates the flow of infor- 
mation from the user through GNOME.  In Standard and 
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Fig. 1. Diagram of information flow from the user through GNOME and the output options available. In Standard and GIS-Output modes, 
a Location File assists the user in setting up the model and a mini-expert system converts the input into model parameters and setup. In 
Diagnostic Mode, the user is responsible for all model data fields and parameters, and thus the user is expected to have sufficient 
oceanographic and spill modeling knowledge to create and use the model appropriately. 

GIS-Output modes, the user answers questions presented 
by the Location File. In Diagnostic Mode, the user sup- 
plies all the data fields required by the model; thus the 
user should have a working knowledge of oceanographic 
processes. 

Five Location Files are currently available: central 
Long Island Sound, Columbia River Estuary, Prince Will- 
iam Sound, Santa Barbara Channel, and Tampa Bay. Ini- 
tially, NOAAis creating Location Files according to a Coast 
Guard priority list of 32 Marine Safety Offices. Other Lo- 
cation Files planned for this year include New York City, 
Boston, Philadelphia, San Diego Bay, and the Strait of Juan 
de Fuca. 

Diagnostic Mode allows the user access to all the 
model controls. Diagnostic users can create their own re- 
gional models by adding their own map, adding and scal- 
ing their own currents, and setting model parameters, such 
as the model time-step. This mode is used in spill response 
and advanced training in spill modeling. 

B. GNOME Trajectory Model 

GNOME is a mixed Eulerian/ Lagrangian trajec- 
tory model that uses Lagrangian Elements (LEs) or par- 
ticles to represent spills of oil or other pollutants within 
Eulerian currents and wind. The model is designed to be 

very user-friendly so as to reduce user errors during late- 
night emergency spill response. Fig. 2 shows the model 
map window containing the model controls along the 
toolbar and the model settings and data fields down the 
left-hand side. The map area presents the visualization of 
the spill calculation. 

Spills also have product information associated 
with them that is incorporated in a simple weathering model. 
GNOME simulates six product types: gasoline, diesel, fuel 
oil #4, medium crude, fuel oil #6, and a non-weathering 
tracer. Although product weathering is modeled within 
GNOME, NOAAalso offers a separate weathering model, 
ADIOS™ (Automated Data Inquiry for Oil Spills), for more 
accurate weathering predictions. An example of the weath- 
ering mass balance is shown in Fig. 2 in the lower left- 
hand corner under the SPILLS heading. 

Hazmat current patterns are created by NOAA's 
CATS (Current Analysis for Trajectory Simulation) appli- 
cation, in which the user selects from three different hy- 
drodynamic models that simulate different combinations 
of physical processes. Tides are added either with a time- 
series of tidal currents or tidal coefficients at a reference 
point. A map is used to create the shoreline to determine 
product beaching. 

GNOME is written using the latest object-oriented 
methodologies in C++programming. In this way, maps, pol- 
lutants, and movers (e.g., diffusion, winds, currents) are 
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Fig. 2. Screen shot from the GNOME model showing a diesel spill in the Columbia River Estuary. The "Best Guess- 
solution is indicated by black dots, and the "Minimum Regret" solution by red dots. 

all self-contained objects, responsible for their own details 
such as memory management, data storage, etc. The 
model simply calls upon (or asks) a list of "mover" objects 
to move the pollutant, based on their individual hydrody- 
namic characteristics. New objects can easily be added to 
the model, such as an additional map type (e.g., a bit map 
instead of the normal vector format). A new.map must an- 
swer the same basic questions as the vector-format maps, 
such as whether a given LE is on land or in the water. A 
new type of current mover must answer a displacement 
(or movement) of an LE. Most importantly, new maps, pol- 
lutants, and movers can be added to the model without 
affecting any of the existing objects. This will allow GNOME. 
to interface with third-party models and tools with relatively 
little effort and modification. 

III. Model Uses 

GNOME is designed for use by responders dur- 
ing actual spills and to educate others about oil spill trajec- 
tories. However, we recommend that only experts in spill- 
trajectory modeling use GNOME for oil spill response. 

For spill-response planning, we recommend us- 
ing the Trajectory Analysis Planner (TAP), a statistical tool 
that graphically presents the results of hundreds of oil-spill 
trajectory simulations in a specified area, enabling emer- 
gency planners to understand and anticipate many pos- 
sible outcomes when developing local-area contingency 
plans. 

A. Spill Response 

GNOME is a flexible spill-response model when 
used in Diagnostic Mode. The model allows the user to 
quickly load input-data files, set parameters, and run a spill 
trajectory. GNOME'S interface enables the user to exam- 
ine and alter the model setup, and then rerun the spill. The 
user can view the results of each time-step on the screen, 
stop the model at any time during the integration, and scan 
back through each hour of the current trajectory from the 
Map Window. The model also incorporates both the "Best 
Guess" (Forecast) and "Minimum Regret" (Uncertainty) tra- 
jectories, so that the "Best Guess" trajectory can be run 
separately, or both trajectories can be run simultaneously. 
Uncertainty parameters for movers can be set individually. 
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B. Creating Scenarios 

Spill scenarios can be generated, tested, and re- 
vised using either a regional model setup in Diagnostic 
Mode or a NOAA Location File in any mode. The variety of 
output options—saved files of the model setup for later 
use, picture printout, movie animation, and GlS-compat- 
ible output—allows the user to customize products for re- 
ports or table-top exercises. The TAT application (soon to 
be renamed GNOME Analyst) utilizes Thessian analysis 
to convert GNOME output into oil-concentration contours 
and uncertainty bounds. 

Fig. 3 illustrates a second type of GNOME output 
for the Columbia River Estuary, in which the LE distribu- 
tions have been converted to concentration contours and 
an uncertainty bound by the TAT application using Thessian 
analysis. In contrast, Fig. 2 uses spots to indicate LE dis- 
tributions and the "Best Guess" and "Minimum Regret" so- 
lutions. 

C. Intuition Building 

GNOME's design allows the user to isolate par- 
ticular dynamic forcings in the Diagnostic Mode. By exam- 
ining how different forcings affect spill trajectories, the user 
can develop greater intuition regarding trajectory forecasts 
under a variety of conditions. Standard Mode allows the 
user to run the same spill under different climate condi- 
tions. For example, the user can change the winds or the 
spill timing to alter the tidal phase. Diagnostic Mode also 
offers a number of tools for visualizing the dynamics of 
different model physics. An example is the movement grid, 
which shows where an LE would move in one time-step, 
sampled evenly over the model domain. The user can also 
turn the different movers (e.g., diffusion, wind, or individual 
current patterns) on and off to gain an understanding of 
how individual physical forcings move the spill. 

IV. Current Research and Development 

Development of new LE "movers" continues to 
expand the range of physics that GNOME can simulate. 
We are just completing testing of a mover that improves 
the tie between variable wind and the water-current pat- 
tern used. Expanding from 2- to 3- and 4-dimensional mod- 
eling is a high priority for development. Besides adding 
our own vertical parameterization, we also plan to allow 
users to import current fields from finite-difference circula- 
tion models. Eventually we want to be able to use the data 
fields from external nowcast/forecast models in GNOME 
to compare with our own hydrographic model results to 
see how these external models can be used in spill re- 
sponse. 

Research has just begun to develop tools for us- 
ing time-dependent 3-dimensional models in GNOME. We 
want to be able to run GNOME without having to import 
data for every time-step of a circulation model. Thus, we 

need to define the trajectory error caused by interpolating 
individual time-steps between data files that are output at 
intervals longer than one time-step. 

9:00      9:15      9:30      9:45      10:00 

D D DD D 
9:00 10:00 

Interpolation. 

These types of criteria—such as the longest al- 
lowable time between model output files for a given trajec- 
tory error—will vary according to the numerical model, the 
region where the model is implemented, and the condi- 
tions simulated. As part of this research, comparison runs 
are being done between GNOME and the Southern Puget 
Sound Model (SPASM) of the Washington State Depart- 
ment of Ecology. 

Some models include representations of stochas- 
tic phenomena that give the simulation a more realistic 
look, but are inappropriate for spill-response trajectory 
modeling. For example, eddy-resolving models can cre- 
ate realistic eddy fields that evolve both spatially and tem- 
porally within the model. Although these phenomena exist 
within the ocean, a trajectory prediction with an eddy field 
that does not represent real conditions would be more in- 
accurate than a prediction using the mean field with an 
uncertainty estimate. For this reason, NOAA HAZMAT has 
adopted a standard for trajectory information that includes 
a "Best Guess" scenario based on deterministic physics 
with a "Minimum Regret" error bound created by statistical 
trajectories that take into account stochastic physics and 
errors in data fields and forecasts. 

To utilize offsite nowcast/forecast models for spill 
response trajectories, an estimate of their uncertainty and 
its temporal development through the forecasted time pe- 
riod is required. NOAA/HAZMAT is just beginning research 
on how to best use these external models to improve our 
response trajectory modeling. 

V. Summary 

GNOME is a spill trajectory model designed for a 
variety of users ranging from spill responders to individu- 
als who want to model spill scenarios and build their spill 
modeling intuition. The model, regional location files and 
documentation are available currently from http:// 
response.restoration.noaa.gov/software/gnome/ 
gnome.html. As model development continues, we plan to 
implement tools to allow external nowcast/forecast circu- 
lation models to be used to supply the water current fields. 
We are currently beginning research into how to effectively 
use these models within GNOME. 
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What is Project Oceanography? It is a Marine 
Science educational outreach program designed for 
active participation of middle school students. Kids 
are being turned onto science by researchers at the 
University of South Florida (USF) Department of 
Marine Sciences through this hands-on learning 
experience. Technology provides researchers the 
ability to share equipment and real-world science 
problems and solutions that students can not 
otherwise experience in their classrooms. Project 
Oceanography expects to continue to grow and 
expand through a new initiative to build an 
interactive teaching center with laboratory and 
studio facilities. 

MISSION STATEMENT 

The mission of Project Oceanography is to broadcast 
affordable, age-appropriate educational programming to 
middle school students, incorporating current topics in 
marine science to teach basic concepts and promote 
active learning, thereby enhancing the traditional 
classroom experience. 

WHY IS IT IMPORTANT? 

Educators have found that exposing students to 
research science and allowing them to participate 
alongside the scientist is the premier way to excite 
students about science.   Project Oceanography is 
unique in that it brings actual scientists into the 
classroom. The Consortium for Oceanographic 
Research and Education (1996) cites ocean science as 
providing an ideal framework for teaching the disciplines 
of geology, physics, biology, chemistry, english, and 
mathematics. Using technology and innovative thinking, 
the program successfully accomplishes its goal: to bring 
marine science research and its technologies into the 
middle school classroom. 

WHO WATCHES PROJECT OCEANOGRAPHY? 

As of June 1999, Project Oceanography had satellite 
downlinks in 27 states, with over 247 registered 
participants. More that 65 of these participants are 
instructional television stations, which rebroadcast 
Project Oceanography via cable TV stations or directly 
into schools. The estimated viewing community consists 

of over 1.8 million students in public, private, and in- 
home schools. The programming is a successful 
teaching tool for all types of students, including magnet, 
at-risk, handicapped, and those with specific learning 
disabilities. Participation by members of the live studio 
audience helps maintain the attention of classroom 
students. 

WHAT IS TAUGHT? 

World-class oceanography is used to enhance 
understanding of basic science concepts. Broadcast 
during the school year, the 28 weekly programs cover 3- 
5 topics, organized into learning modules of 3-6 
programs per module. Each module is designed by a 
staff writer under the direction of the lead scientist. In the 
1998-99 season, a module on the Marine Reserve at 
Weedon Island, FL, taught students about coastal 
habitats, salinity, and effects of pollution on the marine 
environment. Experts used live plants, screech owls, 
red-tailed hawks, snakes, and a mini wetland re-created 

Figure 1. Presenter Howard Rutherford and student volunteer build a 
model coastal wetland during the Weedon Island module. 

in a 4 x 12 tub! Another module, Fish Ecology, centers 
on fish adaptation to ecological niche, but also includes 
lessons on ocean geography, water zonation, light, 
diffusion and osmosis. The students can receive real 
'mystery fish' in the mail - making it possible for them to 
work 'alongside' the TV presenter in their remote 
classrooms. 
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Materials and programs are distributed at no charge 
to registered participants. A highly detailed packet of 
materials is mailed to each registered site prior to the 
start of a new broadcast module. The materials include 
background information that the teacher may use for 
teaching, hands-on activities, a series of fun facts and 
trivia, vocabulary words and references for further study. 

"Boy, what a great show. My kids have never been 
so attentive....(Project Oceanography) is turning out to 
be the highlight of our year." -J. Chittenden, 8th Grade 
Science Teacher 

HOWWEDOIT 

The distance learning classroom is located at the 
University of South Florida, in St. Petersburg, FL. The 
scientist and student audience in the television studio 
are linked real-time with students at distant locations via 
television, telephone and computer links. The modern 
studio includes slide-to-video-projector, fiber optic 
transmitters and receivers, tape playback, studio 
cameras, ELMO, chromakey (superposition of the 
instructor into the picture), PictureTel (two-way video), 
and a Trinity Graphics System. The Trinity System is 
used to generate and enhance graphics, edit video, and 
provide stills from video. Two-way audio connectivity (via 
telephone or PictureTel) makes interaction between 
studio and remote sites possible. 

Studio with Audience 

Figure 2. Simplified schematic of how technology connects the Project 
Oceanography studio to the students in their classrooms nationwide. 

Technology allows students to view and experience 
hands-on research equipment like video-enhanced 
microscopes, satellite mock-ups, and a real Year of the 
Ocean drifter buoy. In the upcoming year, satellite 
transmissions will link scientists at work in the Antarctic 
to the distance learning classrooms via video and the 
internet. 

Live broadcasts are distributed in Florida, Idaho, 
Vermont, Wisconsin, and North Carolina. Some sites 
have schedule conflicts, or time zone offsets, and have 
delayed broadcast. Sites without satellite downlink 
equipment can request videotapes, either for broadcast 
or for classroom use. Some elementary and high school 
teachers have requested tapes and materials which they 
adapt to appropriate grade levels for their classrooms. 

STUDENT INVOLVEMENT 

Presenters are encouraged to present their research 
materials in a way such that the students can actively 
participate as volunteers. In the past, student volunteers 
have completed chemistry experiments, held live 
animals such as lizards, snakes and fish, dressed in fire 
garb, and interviewed with people involved in marine- 
related careers. Other students are positively boosted to 
ask questions of the presenter about the equipment or 
experiment they are displaying, the materials that they 
are talking about, or just if they need to gain better 
comprehension of the topic. 

Students, local and nationwide, are able to call in 
questions during the show using the toll-free number, or 
send questions via mail or email. The instructor's 
answers are part of the total learning experience, giving 
the students access to the science professional. 

"Project Oceanography is a good idea because we 
actually get to see what is going on instead of just 
reading it out of the textbook. I like to 'see' the science. 
The only downside to this project is that it only lasts for 
half an hour." -Moya Burgess -8th Grade from Seminole 
Middle, FL 

FUNDING AND PARTNERSHIPS 

Project Oceanography is a collaborative effort of the 
University of South Florida (USF) Department of Marine 
Science, the National Ocean Partnership Program 
(NOPP), the Pinellas County School system, the 
National Geographic Society, the U.S. Geological 
Survey (U.S.G.S) and the Florida Department of 
Environmental Protection.   Support for the program 
comes from USF, the National Ocean Partnership 
Program and the State of Florida. 

PROGRESSING INTO THE FUTURE 

Project Oceanography has grown faster and larger 
than was initially dreamed. Our goal of making the 
programming available to all students, regardless of 
ability to pay, requires that we search for corporate 
sponsors, or other philanthropic dollars, to continue this 
project. Teachers also may need support to purchase 
the technology needed to receive the signal real-time, or 
for telephones in their classroom. Additional training for 
teachers during summers would help them better utilize 
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the materials, at the same time giving them a chance to 
share their valuable classroom observations and 
experience with us to improve the program. 

Technological advances are also going to make 
Project Oceanography much more accessible for 
teachers and students around the country. Use of 
MPEG encoders would enable us to transmit our audio 
and video signal to schools equipped with an MPEG 
decoder or via the internet. The MPEG system is still 
beyond the financial means of most schools, but will see 
expanded usage in the future. 

Future plans for Project Oceanography include live 
broadcasts from a remote location, including 
simultaneous web casts and chat rooms, increased 
involvement of students in laboratory settings, and 
involvement of scientists in other locations as program 
hosts. 

Lastly, we hope to eventually have a home of our 
own. With our partners at USGS, DEP, the Florida 
Institute of Oceanography, the Pier Aquarium and the 
City of St. Petersburg, we are proposing a collaborative 
initiative, Port Discovery, which would create a marine 
education and research facility on Bayboro Harbor 
adjacent to USF's Department of Marine Science. 
Students and teachers would have access to state-of- 
the-art teaching laboratories, a computer lab with real- 
time oceanographic data, and a research vessel. All 
these facilities would be linked with the television studio 
for live broadcasts of oceanographic research missions. 
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Abstract 

This paper highlights the major efforts and 
achievements of the Marine Advanced Technology 
Education (MATE) Center since its founding in 
September 1997. The MATE Center was developed 
through a multi-year grant (DUE-ATE #9752028) from 
the national Science Foundation's Advanced 
Technological Education program 

A major goal of the MATE Center is to work closely 
with industry and educational organizations to build 
strong collaborations that will improve marine 
technology education. The MATE Center has 
designed and implemented methods to gather 
information from stakeholders in the marine 
community. The process has led to collaborations, 
partnerships, internship opportunities, industry 
guidelines for technical jobs in 5 occupational clusters, 
and the development of a model degree and certificate 
program in marine technology at Monterey Peninsula 
College. Five partner high schools have strengthened 
relationships with local community colleges, and 
begun development of a curricular framework for 
pathways from high school to college. Industry/ 
government and university partnerships have been 
initiated to steer program development regionally. 

The MATE Center has taken effective steps to 
create and distribute information and outreach 
materials for increasing the Center's impact on major 
stakeholders in marine science and technology. 
These include: brochures and informational materials, 
a web site, quarterly and bi-weekly newsletters, visits 
to high schools, seminars, and displays at national 
meetings. 

I. INTRODUCTION 

The Marine Advanced Technology Education 
Center is one of 11 Centers funded by the National 
Science Foundation's Advanced Technological 
Education (ATE) program. ATE Centers serve to 
develop and support educational programs in today's 
key industries with a focus on preparing technicians 
for the rapidly changing, technologically advanced 
work environments. This is considered essential for 
the nation to remain internationally competitive in 
these fields. The MATE Center's focus is on the fields 
of marine technology and the education of technicians 
to work in those fields. These fields and related 
occupational clusters include ocean resource 
extraction, aquaculture, ocean exploration and 
research, ship operations, remote operated vehicle 
technology, marine related communications 
technology, marine transportation, coastal 
engineering, and marine habitat protection and 
monitoring. The Center's goals include development 
of programs at the community college level, with 
strong connections to high school and university 
programs, and establishing collaborations between 
educational institutions and industry, military, 
government, and labor organizations. 

The MATE Center is located at Monterey Peninsula 
College (MPC) in Monterey, California, where a new 
Marine Science and Technology Associates Degree 
and Certificate program will begin in Fall of 1999. 
Although located at MPC, the Center has numerous 
educational partners throughout the country. These 
partners are also interacting with industry to collect 
data regarding employer needs, core skills needed, 
and job trends. This information is being used to 
develop new or modify existing marine technology 
programs. These efforts are leading to improved 
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marine technology education at the technical level 
across the United States. 

Despite the wealth of new information produced 
by recent advances in technology, the seas remain 
the major unexplored region of our globe. Recent 
attention on a national level to our oceans has 
provided an important spotlight on the role the oceans 
play in research, climate, the economy, resource 
procurement, ecosystem sustainability, pollution 
abatement, and culture. All of these roles, and others 
not listed, offer new opportunities for meaningful 
careers. However, appropriate preparation and 
education are essential for achieving these career 
goals. The MATE Center is an important catalyst for 
this effort. Center goals are not only to create 
communication links between existing marine 
education programs and to develop new programs in 
collaboration with industry, but to make available 
knowledge of career and educational opportunities 
to people and workers seeking professional 
development or career changes. 

II. INTERACTIONS WITH EMPLOYERS 

A key element of effective curriculum design is 
knowing the needs of the employers who hire program 
graduates. In many cases, students emerging from 
today's education system fall short of employer 
expectation in several areas, including technical 
knowledge. An efficient way to address this shortfall 
in student preparation is to ask employers and 
currently employed workers what is needed to be 
successful in their jobs and advance in their 
profession. With this information, educators can align 
curricula to real-world needs, and ensure the future 
success of students in the technologically rich world 
of work. 

The MATE Center has been successful in 
designing and implementing methods to obtain 
information and generate support from the marine 
industry and research community. These include: 
telephone interviews, written surveys, workshops with 
employers and technicians, internet searches, 
partnerships with the Department of Labor and other 
government agencies, partnerships with professional 
organizations, and industry site visits. 

Establishing industry/research based guidelines for 
curriculum development 

The MATE Center has developed industry 
guidelines for five marine occupational clusters: 
Ship-board Marine Technicians, Marine Surveyors, 
Aquaculture Technicians, Oil Spill Response 
Technicians and Remote Operated Vehicle 
Technicians. The guidelines are developed through 
the use of surveys and workshops, and are designed 
to help educators understand what types of jobs and 
job clusters are in highest demand, and how to align 
curricula with current workforce needs. 

Surveys have provided information on workforce 
trends, job descriptions, skills needed and skills 
lacking in the workforce, employer interest in hosting 
interns, and employer interest in supporting 
educational program development. Survey 
information is valuable in helping to target specific 
occupational clusters for -further analysis. The MATE 
Center has taken the next step in developing specific 
guidelines for occupations by holding directed 
workshops where technicians and supervisors 
currently working in the field are brought together to 
discuss and outline the skills, knowledge and abilities 
needed to be successful at their jobs. 

Eight to twelve technicians, selected from 
appropriate industry/research locations, are invited 
to participate in the process of establishing guidelines. 
Participants are sent a survey ahead of time asking 
them to describe their jobs, and list the skills needed 
to perform well. These preliminary surveys help to 
establish the baseline from which the workshop will 
expand. At the workshop, participants define the job 
or jobs (job description), the personal qualities needed 
for the job, instruments/equipment commonly used 
(current and projected future types), job functions, 
job tasks, and the knowledge, skills, and abilities 
needed. They are asked to address the need for both 
technical skills and basic skills including academic 
foundations, critical thinking skills, teamwork skills, 
and interpersonal skills. 

This process produces a table outlining the job, 
and what is needed to do it well. The information is 
then sent to a wider audience within the field to 
validate the information collected at the workshop. 
This validation process allows for critical input and 
'fine tuning' of the guidelines from a larger group of 
stakeholders. The information is then used to develop 
a core curriculum, and specialty activities, labs, and/or 
internship experiences. These give students the tool 
box needed to succeed when looking for jobs. 
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Faculty and curriculum developers at the MATE 
Center and partner institutions have found significant 
overlap in core knowledge, skills and abilities identified 
from the industry guidelines developed for Ship-board 
Marine Technicians, Marine Hydrographie Survey 
Technicians, and Remote Operated Vehicle 
Technicians. This has provided the foundation for 
program development emphasizing core skills, with 
specialty areas of knowledge attainable through 
specialty courses, activities and/or internships. 
Identifying the overlap in core skills allows the 
educational program developers to emphasize broadly 
transferable skill sets that will prepare students for a 
variety of related jobs, thus making them more 
marketable. 

Internships give students real-world experience in 
addition to providing the exposure and training in 
specialty technical areas. The MATE Center has 
launched two technical internship programs to respond 
to this: one is a Monterey regional program in which 
students are matched with employers for a temporary 
job experience that emphasizes technical skills; and 
the other is a national program in partnership with the 
University National Oceanographic Laboratory System 
(UNOLS) and the Ocean Drilling Program. In the latter, 
students are placed for varying lengths of time in paid 
internships on a research vessel or marine lab. In each, 
a relationship is established with the host agency, and 
a supervisor (mentor) is assigned to the intern. An 
agreement outlining the expectations and scope of the 
internship is signed by the student and the supervisor. 

III. INTERACTIONS WITH EDUCATIONAL 
ORGANIZATIONS 

The development of a Monterey regional program 
using the process described above has led to 
collaborations and partnerships between academic 
institutions. The MATE Center, through Monterey 
Peninsula College, is a member of a regional consortium 
of institutions of higher education: the Monterey Bay 
Crescent Ocean Research Consortium (MBCORC). 
This consortium allows for the development of 
collaborative projects, sharing of faculty and students, 
leveraging of funds, and broadened access to facilities 
and resources. 

Courses for a regional MATE program were 
developed in partnership with the California State 
University Monterey Bay's Earth System Science and 
Policy program. This allows students to exit after a two 

year program at the community college, or transfer to 
the CSUMB program with minimal credit loss. Five 
regional high schools have participated in curriculum 
development with the MATE Center. This has improved 
communication between the high schools and the 
community colleges, and will help prepare high school 
students for college programs, particularly in marine 
science and technology. Critical components of the 
courses and activities developed are the incorporation 
of employer guidelines, and an emphasis on basic skills 
and knowledge. 

The MATE Center is committed to involving 
employers in the educational process to enhance 
student learning and workforce preparation. A series 
of curriculum and faculty development workshops for 
educators and industry partners is being planned to 
develop a process for incorporating industry guidelines 
into curricula. 

MATE Center partner institutions are implementing 
many of the processes outlined above, and are key to 
the success of the Center. Specific projects being 
conducted by MATE academic partner institutions 
follows: 

• Cabrillo College (Aptos, CA) has developed four 
modular curricula in support of beach monitoring 
and at sea opportunities for students. 

• Cape Fear Community College (Wilmington, NC) 
has developed a new Marine Propulsion program 
in which 11 students participated, submitted a report 
for the submersible program, developed a marine 
electronics course outline, developed an 
assessment plan for the Marine Technology 
program, and offered career development 
opportunities for teachers and students. 

• Clatsop Community College (Astoria, OR) is 
planning an institute in coastal/watershed 
technology related fields for students and 
educators, to be held in the summer of 1999; 
announcement cards have been printed, course 
list has been developed and a list of institutions 
providing faculty has been published. 

• Harbor Branch Oceanographic Institution 
(Fort Pierce, FL) is working on an internship 
manual for MATE and has developed four career 
scenarios for users to learn more about career 
opportunities in the marine environment and to 
provide problem sets for the classroom. 
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• Nunez Community College (Chalmette, LA) has 
focused on gathering information on the local 
marine related industries, disseminating MATE 
information and recruiting students (on Dec 3, 
1998, 22 students from Slidell High School 
attended an interactive session on marine 
technology focusing on water quality activities). 

• Hartneil Community College (Salinas, CA) has 
participated in the development of a regional 
workshop for local employers and developed a 
new course called "Careers in Marine Technology". 
Additionally, Hartnell has updated its coastal 
Geology Course and has developed a preliminary 
outline for an Industrial Technician Program, which 
will have a thirteen unit core, then branch into a 
variety of technical areas, including Marine 
Technology. 

• Southern Maine Technical College (South 
Portland, ME) has participated in an Aquaculture 
DACUM (defined as 'Developing A CUrriculuM) is 
collecting information on existing Aquaculture 
education programs and has identified a student 
internship opportunity. 

• Prince William Sound Community College 
(Valdez Alaska) PWSCC's major project is the 
development of an on-line web based course in 
oil Spill prevention and response. Vince Kelly of 
PWSCC also worked with Alyeska pipeline 
Service Company to develop scholarships to help 
fund Alaska Natives' tuition in the Spill Response 
and Safety Management degree program. 

IV. INFORMATION AND OUTREACH 

The MATE Center has taken steps to create 
information and outreach materials and to increase 
its outreach efforts to the major stakeholders in the 
marine science and technology fields. A web site has 
been developed that provides information, and serves 
as a repository for many of the products being 
developed. Surveys which provide valuable 
information from employers, students and educators 
are located on the web site. The web site features a 
job listing, including internships, and an interactive 
database with the employer information collected. The 
Center also produces a bi-weekly news updates 
(available on the Web) and a quarterly newsletter. 

V. SUMMARY 

The MATE Center has embarked on a national 
mission to improve technology education aimed at 
serving businesses and workers in marine related 
fields. Although targeted training programs are often 
necessary in highly technical fields such as Remote 
Operated Vehicle operations, there are, many skills, 
knowledge, and abilities that overlap several 
occupational clusters. Educational programs in these 
areas can provide the foundation skills which will make 
students employable in a variety of jobs. Specific 
training and education targeted to narrow occupations 
needs to happen in partnership with industry and 
research organizations who can contribute the 
expertise and technology required. In part, this training 
will come from internships and other work-based 
educational programs. We believe this combination 
of foundation skills and realworld, workplace based 
training and experience, achieved through academic/ 
employer partnerships will provide the toolbox needed 
for students, workers, and businesses to be most 
successful, today and tomorrow. 

For more information about the MATE center, or to 
contact our office, see our website at 
www.marinetech.org, or call 831.645.1393, or write 
to the MATE Center, Monterey Peninsula College, 980 
Fremont St. Monterey CA. 93940. 

REFERENCES 

Braddock, Douglas J. (1992, February) Scientific and 
Technical Employment Monthly, Labor Review, 
Department of Labor, Washington, D.C. 

California Department of Education, Industrial and 
Technology Education Unit, 1995. Industrial and 
Technology Education Career Path Guide and Model 
Curriculum Standards 

1273 



Crane et al. 1998. The Marine Advanced 
Technology Education Center, Developing an 
Education Infrastructure for our Nation's Marine 
Oriented Workforce. Proceedings of the 1998 
Symposium, Diving for Science, American 
Academy of Underwater Sciences. 

Crane et al. 1997. Critical Issues in Marine 
Technology Education. NSF/DUE Report. Heritage 
Press. 

Fenton, Steve, 1994 Developing a CurriculUM -The 
DACUM Process, ATEEC News: Quarterly Review 
of Education and Career Opportunities in 
Environmental Science and Technology, Winter 
1994 Vol. 1:4 

The Oceanography Society for the Department of 
the Navy Grant N00014-89-J-3125, 1995. Careers 
and Employment Opportunities in Oceanography 
and Marine-Related Fields, (1995). Office of Naval 
Research, Virginia Beach, VA 

The Secretary's Commission on Achieving 
Necessary Skills (SCANS). U.S. Department of 
Labor, 1991 What work requires of schools: a 
SCANS report for America 2000. 

Synergy Bulletin, National Science Foundation, 
Directorate for Education and Human Resources. 
Advancing Technological Education. March 1999. 
James S. Deits (Ed.) Deborah Shapley, Corby 
Horvis, Gerhard Salinger, Elizabeth Teles 
(contributing authors). NSF 99-71. 

U.S. Government Printing Office, Washington, D.C. 
1992. Science and Technology Act, 1992. 

1274 



CONSTRUCTION AND VISUALIZATION OF A SEAFLOOR 
BACKSCATTER DATABASE USING NAVAL "THROUGH THE 

SENSOR"TECHNOLOGY 

W. E. Brown,1 M. L. Barlett,2 and J. F. England2 

1 Naval Oceanographic Office, 
1002 Balch Blvd., Stennis Space Center, MS 39522 

2 Applied Research Laboratories, The University of Texas at Austin, 
P. O. Box 8029, Austin, TX 78713 

ABSTRACT 

This paper describes recent developments in the 
Sonar Active Boundary Loss Estimation project. The 
aim of the project is to produce high-resolution bottom 
backscatter and bottom-loss databases using combatant 
AN/SQS-53C sonar "through the sensor" data collection. 
The approach utilizes modified signal processing 
techniques developed specifically for Naval sonar 
systems to automatically detect and identify features of 
interest in the recorded time series of each beam. The 
current implementation is able to process acoustic 
returns from a variety of sonar setups. For each ping, all 
beams are processed. Feature parameters are 
extracted from the sonar signals, automatically geo- 
referenced, and stored in a database along with 
supporting ship and sonar status information. Unique 
features inherent to the database, analysis tools, and 
visualization capabilities include use of MATLAB, a 
commercially available software package; on-the-fly 
creation of gridded data at arbitrary (user-specified) grid 
cell resolution; ship's status, navigation, and sonar setup 
data; the ability to extract, analyze, and display 
parameters by azimuth of observation; and the ability to 
generate "images" of the ocean bottom along the ship's 
track as seen by the actual sonar system. In this paper 
we present an overview of the signal and data 
processing from the sonar beamformer output to the 
production of a gridded geo-referenced database and 
provide several examples of data visualization and data 
filtering which are possible with this approach. 

I.  INTRODUCTION 

The Sonar Active Boundary Loss Estimation 
(SABLE) project is developing the capability to produce 
high-resolution bottom backscatter and bottom-loss 
databases using combatant "through the sensor" data 

collection. Efforts to obtain this capability are motivated 
by a variety of factors. In recent years major changes in 
U.S. Naval doctrine and requirements have taken place 
during an era of declining defense budgets. Moreover, 
these changes have had a corresponding impact on 
requirements for oceanographic and geophysical 
databases to support fleet operations. Operational 
requirements for littoral seas and shallow water that are 
anisotropic in nature and require high-resolution 
databases to describe them are now taking a higher 
priority. These requirements, in conjunction with 
reductions in defense spending, place a premium on 
efficiency. At the same time, continued advancement of 
ADP hardware and software promotes the collection and 
processing of larger data sets. This confluence of 
changing requirements, decreasing resources, and 
evolving technology presents both a challenge and an 
opportunity. Our effort to meet this challenge is the 
focus of this paper. 

Two approaches for estimating seafloor acoustic 
backscatter are direct measurement techniques1,2 and 
methodologies of systematic comparison between 
observed reverberation and modeled results.3"5 Direct 
measurements have the advantage of reducing degrees- 
of-freedom and uncertainty in the estimate of scattering 
coefficients. A primary limitation of this approach has 
been the large volume of data and corresponding 
collection resources required when constructing high- 
resolution databases over large areas (e.g., worldwide). 
The data-model comparison approach, when coupled 
with detailed knowledge of seafloor sediments, has the 
potential to extend databases to regions where 
measured data are sparse. The intent of the SABLE 
approach is to utilize the best of both of these 
approaches. The use of combatant data collections 
greatly increases the volume of data for direct 
measurement analysis and creation of high-resolution 
databases and reduces associated collection costs. In 
addition, detailed modeling and comparisons of modeled 
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reverberation and measured reverberation will be used 
to validate and/or correct derived bottom scattering 
parameters. 

In the following section, we present an overview of 
the SABLE data processing stream from the recorded 
outputs of the AN/SQS-53C (53C) beamformer to the 
extraction of database feature parameters. We also 
provide a general description of the database, which 
contains the feature parameters, as well as ship's status, 
sonar setup, and navigation information. We then 
present examples of visualization tools available to 
display parameters of the database and illustrate how 
these tools may be used to extract, analyze, and display 
database parameters as a function of constraints on 
database variables. Finally, we provide a synopsis of 
planned future extensions and refinements of the SABLE 
database. We do not intend to present methodologies for 
deriving bottom loss/backscatter parameters from 
"through the sensor" sonar measurements in this paper. 
Rather, the objective of this paper is provide an overview 
of an innovative database from which such information 
can be extracted and to illustrate visualization and the 
filtering capabilities inherent in this approach. These 
capabilities can, in turn, be used to interpret and validate 
derived quantities such as bottom scattering parameters. 

II. SABLE DATA PROCESSING AND 
SABLE DATABASE 

The processing chain described in this section 
provides a capability to process "through the sensor" 
data from the 53C sonar and extract various parameters 
associated with features identified in the received 
acoustic time series. All beams are processed, and 
features and associated parameters are geo-referenced 
using ship navigation and sonar parameters. Currently, 
the processing is limited to specific sonar setups, but this 
is primarily a research decision which was implemented 
for simplicity; in principle, any sonar setup may be 
processed via the methods described in this paper. 

The input to the SABLE processing chain consists of 
complex, quadrature demodulated outputs from the 53C 
beamformer. When available, these inputs are obtained 
via conversion of tapes from the AN/SQQ-89 System 
Level Recorder (SLR) system. For those ships not 
equipped with the SLR system, an adjunct 8 mm 
recorder (microDRAPS) may be installed to acquire 53C 
data. The microDRAPS tapes are also used as inputs 
into the SABLE processing chain. In addition to the 53C 
acoustic data, these tapes typically contain both ship 
status and sonar setup information. Ship's navigation 
information is also fused into the database processing 
stream to provide ship position at ping initiation. 

The 53C sonar system has a variety of operator- 
selectable transmit waveforms, pulse durations, pulse 
train structures, and transmitter/receiver spatial beam 
setups. For transmit structures containing multiple 
waveforms (e.g., coded pulse (CP) and continuous wave 
(CW)),  returns for the transmitted components are 

separable spectrally and are thus individually available 
for processing. At present, the SABLE processor 
employs structures derived from a CP waveform to 
identify regions of interest. Using knowledge of the 
temporal and spectral separation of the CP-CW pulses, 
regions of interest identified in the CP transmission are 
also identified in the CW transmission. Schematic 
diagrams of the shipboard data acquisition process and 
SABLE processing chain are given in upper and lower 
panels of Fig. 1, respectively. 

Shipboard Data Acquisition 
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Fig.1. Schematic diagram of shipboard data acquisition 
(upper panel) and SABLE data processing stream (lower 
panel). 

As discussed above, the initial acoustic inputs are 
recorded basebanded beamformer outputs from the 53C 
sonar. For each beam, the CP complex, basebanded 
time series is replica correlated (match filtered) with the 
transmit waveform. The correlation provides a degree of 
"time compression" in the return to improve the temporal 
localization of structures in the CP return. 

Following replica correlation, the correlator output for 
each beam is then normalized by a local noise estimate. 
For each correlator output test point, X, a split window 
spanning the point X is used to estimate the median 
value, Mx, associated with the test point. The median 
estimate is then compared with the test point value, Ax, 
and the test point value is "sheared" if the value exceeds 
a shear threshold, Tx: 

Tx = shear constant * Mx. 

If Ax > Tx, the test point value is replaced by 

Ax = replacement constant * Mx 

(1) 

(2) 

Test points not exceeding the shear threshold are left 
unchanged. The process continues through the entire 
input sequence ("edge" effects are accommodated by 
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data wrapping), producing an edited median sequence. 
The median sequence is then used to make an estimate 
of the local noise associated with a given test point by 
combining weighted split window averages for each test 
point, and the correlator output is normalized by dividing 
the test point value by the estimated noise mean for the 
test point. The half windows are "slid" to the next point, 
and the normalization repeated until the entire correlator 
data sequence has been normalized. Examples of time 
series at the beamformer output, correlator output, and 
normalizer output for a CP pulse are shown in the upper, 
middle, and lower panels of Fig. 2, respectively. 

The normalized CP correlator outputs for each beam 
are used to identify "regions" of interest in the CP 
normalizer time series. This is done using a combination 
threshold/clustering approach. For each beam, a 
threshold is applied to the normalizer output. Points 
which exceed the threshold are then grouped into 
"clusters" (time series segments) according to user- 
specified rules. The clustering criteria can include a 
minimum temporal (or range) separation between 
clusters (i.e., grouping threshold crossings within a 
minimum time from the previous crossing together), a 
minimum number of crossings per cluster, and a 
minimum number of contiguous threshold crossings per 
cluster. 

Once clusters for a given beam have been identified, 
each cluster is geo-referenced, and features associated 
with each cluster are extracted. In order to geo- 
reference each cluster, the amplitude-weighted mean 
CP normalizer output over the cluster duration is used to 
compute the mean travel time of the cluster. This time is 
then converted to the range from the projector using 
parameters from the sonar system. Using the ship's 
position and the absolute beam bearing, the latitude and 
longitude of the cluster are then computed. 

In addition to computing the latitude and longitude of 
each cluster, various other parameters which can be 
used to characterize the cluster are extracted for each 
cluster and written to the database. These include the 
beginning/ending sample numbers, cluster duration, the 
peak sample number and value, weighted cluster center, 
and travel time. Other parameters which are more 
directly related to bottom interactions (e.g., statistical 
estimators of energy and its moments) are not calculated 
at the CP normalizer output because the normalization 
process affects interpretation of these measures. 
Rather, energy-related parameters are calculated at the 
beamformer and correlator outputs prior to the 
normalization process. 

Beamformer Output 
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Fig. 2. Representative CP time series at the 
beamformer output (upper panel), correlator output 
(middle panel), and normalizer output (lower panel). The 
x axis is the sample number; the y axis is the received 
amplitude (linear). The dashed line in the lower panel 
represents the clustering threshold. 

Time segments of the beamformer and correlator 
outputs corresponding to the travel time interval of each 
CP normalizer cluster are identified by accounting for 
temporal shifts in the sonar processing stream due to 
parameters such as transmitted waveform pulse width 
and correlator delay. Additional parameters are then 
extracted from these data segments, associated with 
each geo-referenced CP normalizer cluster, and written 
to the database. Information extracted includes 
characteristics of the "cluster" (endpoints, peak value, 
duration, etc.) at the beamformer and correlator outputs, 
as well as the statistical characterizations (mean, 
median, moments, etc.) of the return amplitudes 
associated with the cluster at these points in the 
processing stream. Features are also calculated at the 
CP beamformer output which are used to characterize 
phase information contained in the CP return. Finally, 
for sonar setups in which both CP and CW waveforms 
are sequentially transmitted, parameters characterizing 
the amplitude and phase response are derived at the 
CW beamformer output for travel times corresponding to 
each cluster and are also recorded in the database. 
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Thus, at present, there are three (four) points in the 53C 
processing stream where characteristics of the sonar 
return are measured for a CP (CP/CW) transmitted 
waveform. These measures, together with sonar setup, 
ship navigation information, and dataset descriptors 
comprise the database entries for each cluster. 

III. VISUALIZATION TOOLS AND 
DATABASE FILTERING 

In the previous section, the processing of 53C 
acoustic data and the construction of the SABLE 
database were described. The database produced in 
this process is a point database (as opposed to a 
gridded database) and contains acoustic information in 
the form of basic estimators and measures derived from 
the 53C output time series at various points in the 
processing chain. Although this approach produces a 
database containing a large number of parameters, it 
has the distinct advantage in that it affords great 
flexibility in producing "end-products." For example, with 
this approach it is possible to filter or constrain the 
database parameter(s) used to calculate a bottom 
scattering parameter, in order to investigate sensitivities 
of derived parameters to variations in input constraints, 
etc. In this section, we present illustrations of several 
ways in which parameters from the SABLE point 
database can be displayed, and also provide illustrations 
of how database parameters can be filtered or 
constrained. 

Several different visualization tools have been 
developed to aid in the display and interpretation of 
parameters stored in the database. Visualization of data 
may be performed either as point data or as gridded 
data at user-specified resolution. Examples of point and 
gridded visualizations are given in the upper and lower 
panels of Fig. 3, respectively. In the top panel of the 
figure, the geo-referenced cluster positions for a series 
of pings is plotted, with each cluster indicated by a '+'. 
In the bottom panel of the figure, these data have been 
gridded with a resolution of 0.01 deg and the data 
displayed as the logarithm (base 10) of the number of 
times a cluster fell into each grid cell (i.e., number of 
hits). Such information and displays are useful for 
establishing the statistical significance of derived 
physical parameters, area coverage, etc. In addition, 
gridded visualizations can be produced with resolutions 
to match existing environmental or geophysical 
databases, simplifying displays that combine data from 
multiple databases. 

Fig. 3. Illustrations of point (upper panel) and gridded 
(lower panel) database displays. The grayscale in the 
bottom panel represents Iog10 of the number of counts 
in a grid cell. 

Database entries may also be constrained or filtered 
prior to display or use. For example, the top portion of 
Fig. 4 shows the geo-referenced cluster distribution for a 
series of pings. In this case the clustering algorithm 
grouped all threshold crossings within 65 yards of the 
previous threshold crossing together into a cluster and 
required a minimum of 2 threshold crossings per cluster. 
In the bottom portion of Fig. 3, the average of the mean 
cluster energy at the CP beamformer output is displayed 
over a 50 X 50 grid. Similar displays are shown in Fig. 
5, except that 10 threshold crossings per cluster were 
required for the data shown in these displays. The effect 
of requiring additional threshold crossings per cluster not 
only reduces the number of clusters over the set of pings 
being processed, but it also tends to select the clusters 
with the larger average mean energies out of the original 
database, as one would expect. 
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Fig. 4. Geo-referenced cluster positions for a series of 
pings (upper panel) and corresponding gridded average 
cluster amplitude for the CW return (lower panel) in dB. 

IV.  FUTURE DEVELOPMENTS 

There are several enhancements to the current 
processing methodology and corresponding database 
which are planned for future implementation. A version 
of the processing stream that will accommodate 
significantly more sonar setups than are processed with 
the current version is currently under development. This 
will provide a corresponding increase in the number of 
samples that can be incorporated into the database. In 
addition, a new version of the database is under 
development which will contain embedded bathymetric 
and environmental data (sound speed profiles, wind 
speed/direction, and sea state) when available from 
other sources. Inclusion of such information in the 
database will permit additional data filterings based on 
environmental constraints that are not currently possible 
for both measured and derived parameters. Finally, a 
modeling system will be developed that supports 
propagation path   analysis for range 

Fig. 5. Geo-referenced cluster position (upper panel) 
and gridded average CW cluster energy in dB (lower 
panel) for clusters which are constrained to have a 
minimum of 10 threshold crossings. 

corrections and bottom loss estimation. The modeling 
system will also be used for comparisons between 
modeled reverberation levels and measured 
reverberation data to determine database constraints 
that will enhance clustering associated with significant 
bottom interactions while suppressing responses from 
surface and volume reverberation. 

V. SUMMARY AND CONCLUSIONS 

A novel point database approach has been 
developed for use in analyses of recorded "through the 
sensor" sonar returns. The database incorporates both 
geo-referenced acoustic measures from structures 
observed in the sonar returns as well as sonar setup and 
ship's navigation information. Visualization tools have 
been developed which permit display of point data 
parameters, gridding of point data at user 
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specified resolution, and filtering of displayed data based 
on database constraints. 

The flexibility inherent in the database design 
provides an advantage over previous approaches for 
characterization of acoustic bottom properties. The 
database structure permits examination of dependencies 
of derived bottom parameters on various characteristics 
such as observation angle, sonar parameters, etc. In 
addition, data may be displayed either as cumulative 
results or as "through the sensor" results along a 
particular ship's track. It is our belief that this approach 
will permit better control over the quality of bottom 
measurements derived from "through the sensor" 
acoustic measurements. 
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Ship to Shore "Digital Status Report" Multimedia Communication 
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ABSTRACT 

A methodology is currently being tested which makes it 
possible to better inform shore-based managers about 
shipboard operations. A multimedia software package 
called a Digital Status Report (DSR) is being developed, 
and is intended to make it easier for shore-based staff to 
more clearly visualize remote operations. This highly 
desirable capability can be achieved through a remote 
user's ability to view video clips, images, text and data 
routinely collected at sea and transmitted to the U.S. Naval 
Oceanographic Office (NAVOCEANO) via the 
NAVOCEANO Network and then routed through the 
INMARSAT on a daily basis. This new possibility also 
makes it feasible for highly trained staff at multiple locations 
to network ideas and solutions concerning decision-making 
situations at remote locations where less experienced staff 
may need additional assistance. This type of multimedia 
conferencing is certain to have a large impact on resource 
sharing and troubleshooting problems. 

The first page of the DSR contains fields with images 
concerning the ship position, local meteorologic and 
oceanographic conditions, as well as video clips of the 
current shipboard activities. Any type of graphic media 
(satellite images, sonar images, bathymetric plots, etc.), 
including video clips as well as images captured from video 
or other sources, is brought into the software and made 
accessible to the user with event associated push buttons. 
A popup text box also appears in which the sender or 
receiver may type information concerning the recorded 
event. Subsequent pages contain information specific to 
the ship and survey operations. 

At the end of the survey, each day's DSR will be written 
onto a CD-ROM, thereby providing a permanent record of 
the survey. This end product may prove to be a useful 
resource for future surveys when the mission guidelines 
remain the same but different personnel are involved. The 
CDs may also be used in some cases as training for new 
personnel, public relations tools, or a methodology to 
familiarize other scientists with NAVOCEANO operations. 

INTRODUCTION 

The ship to shore multimedia software package, Digital 
Status Report (DSR) is currently in a state of dynamic 
development. The current version of the DSR is written in 
a C++ scripting software package called ToolBook 
Instructor Ver. 6.5 1. In addition to the software, a digital 
camera, video camera and video capture card and are all 
essential items in the overall program concept. 

The DSR is intended to be used by regularly capturing 
video clips and images of shipboard operations. This 
information is to be sent daily from the ship back to Naval 
Oceanographic Office headquarters. The video and image 
data will be captured using a HI8 video camera with 450- 
lines-per-inch resolution. To minimize the file size, 5- 
second video clips (avi files) are recorded at a capture rate 
of 15 frames per second. This translates into 5 MB per 
video clip, which will then be compressed. The frame 
grabber can also be used to capture individual images (jpg, 
bmp, etc.) from the video. 

The first page of the DSR consists of event driven push 
buttons that will give the viewer back at NAVOCEANO 
pertinent information concerning the ship position, 
meteorology, sea state condition, and the current 
shipboard activities. A preprogrammed package is 
available, however, events are easily programmable and 
may be reprogrammed easily. Fig. 1 shows is first page of 
the DSR. 

1 ToolBook II Instructor Ver. 6.5 is a C++ authoring package 
from Asymetrix. 
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Notice that the event push buttons are in two colors; the 
red buttons indicate a video clip, and the blue buttons 
indicate an image. Images can consist of still frames 
captured from the video or digital camera, as well as 
satellite images, acoustic images or graphical output from 
just about any source. A text box, included in the bottom 
left-hand corner, allows both the originator as well as the 
recipient of the package to make any comments they feel 
necessary. All pages also have push buttons in the bottom 
right that will allow the user to navigate forward or 
backward. Subsequent pages of the DSR illustrate detailed 
presentations of current engineering operations. 

Retrieval of SEAMAP using the launcher. 
JSEAMAP Just out of the water Launcher    | 
Is art« degrees. 

StituiRrpoit 
ShlpboudEgMmu 1 _    USMllM 

<«       I        >» 
Fig. 2 

In this example Fig. 2 provides event push buttons that 
break down SEAMAP launch and recovery procedures. 
This type of graphic illustration can be used to replay any 
type of shipboard engineering operation. One advantage of 
using this type of graphics software over current 
conventional methods is that with a push of the button it is 
possible to visualize any shipboard operations. It is one 
thing to read a written communication that simply states in 
black and white that the sea state is too rough to perform 
any deckwork, and quite another to see an image or a 
video clip of waves breaking over the ship as in Fig. 3. 

seas brought about the retrieval of TOSS and 
Initiated activities to secure al ondeck 
tnnilnmant. _  

Fig. 3 

In addition, there may be occasions when engineering 
operations onboard the ship could well require the 
assistance of engineers back at NAVOCEANO. Taking a 
video clip or images of the equipment and the problem and 
then sending it back for senior engineers to review will 
undoubtedly assist in troubleshooting many problems. 
Even communications between various NAVOCEANO 
ships could be facilitated by elements of the DSR. Using 
this type of human resource sharing will enhance the 
capabilities of all shipboard operations and allow our most 
valuable human assets to be used to the maximum 
potential. 

II. SHIPBOARD INFORMATION SYSTEM 

In its full-featured version, the DSR functions as a part 
of the OceanVision System. There are numerous 
components to this package which have large sections 
devoted to the major shipboard systems. Fig. 4 illustrates 
a push button selection of those areas. More selections 
could be added or others removed. In a complete version 
each image would be tied to a database and would be 
associated with attribute information about each item. In its 
current state of development, each image recorded is 

stored in a flat file and is not associated with a database. 
Fig. 4 

Clicking on the red button for shipboard Equipment and 
Operations will take the viewer to a series of screens which 
gives the option of navigating to an area of interest with 
other images and video concerning the ship. Clicking on 
the red button associated with NAVOCEANO operations 
will navigate the viewer to a series of screens specifically 
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concerned with NAVOCEANO personnel and the 
operations they have performed on this specific survey. 
(See Fig. 5) 

Fig. 5 
III. LITHOLOGIC INFORMATION SYSTEM 

The entire software package was written around the 
Lithologic Information System (LIS) module. It has many 
screens to assist the user in viewing maps, reports, and 
images of sediments. (See Fig. 6.) It allows the viewer to 

Fig. 6. 
access images taken during the coring process as well as 
detailed  lithologic  descriptions  concerning  sediments 

examined thru a microscope. The microscope is connected 
to a video camera that is in turn connected to a frame 
grabber on the computer. After focusing on the subject 
under the microscope, an image may be taken at either low 
or high magnification and stored in an easy-to-use lookup 
table. The following example uses software and data 
(Cash, 1997) that were generated from a system the author 
used prior to working for NAVOCEANO. In Fig. 7 the 
viewer may examine an image containing a microfossil 
along with a text box with information concerning the depth 
and a fossil description. 

Fig. 7 

The DSR will become operational in the very near 
future. It will be used to collect near real time information 
that will then be sent back to NAVOCEANO. The most 
significant drawback to this procedure concerns the 
bandwidth of the satellite transmissions, and the time it will 
take to relay the data back to NAVOCEANO. Considering 
the cost of using INMARSAT ($5 per minute) it will be an 
expensive proposition to use the fully developed DSR for 
routine operations. As the cost of satellite transmission 
goes down, this procedure will certainly become 
commonplace. 

As a means of keeping permanent records of survey 
operations it will be easy to make CDs of the individual 
surveys when this procedure is used. Uses for these CDs 
will include training new NAVOCEANO oceanographers 
and engineers, as well as providing the scientific/academic 
community with a valuable source of information. 

It is also under consideration to rewrite the DSR in order 
to make it more compatible with other NAVOCEANO 
software. ArcView Ver. 3.12 is the most likely candidate for 
this change in application software. 

Additionally, there is much attention being given to 
sending operational real time video and data directly from 
the ship back to NAVOCEANO. Soon it will be possible to 
send real-time video and data back from ships from all over 
the world. When this becomes an operational reality, the 
next big issue will be how to display this information most 
effectively. Currently the method being investigated for this 
is to use 3D visualization technology. 
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Abstract 

The Naval Oceanographic Office (NAVOCEANO) 
Department of Defense (DoD) Major Shared Resource 
Center (MSRC) operates as a DoD shared high 
performance computing (HPC) center, serving over 2000 
users nationwide. Scientific visualization is an essential 
element of HPC that provides the methodology to 
explore, define, and present the results of computations. 
Accurate and understandable representation of data 
impacts a project in several ways: it helps scientists 
understand the physical phenomena they are studying, it 
helps communicate this work to their colleagues, and it 
helps explain the work and its significance to the public. 
Our scientific visualization team, in conjunction with 
researchers at our facility and other DoD facilities, have 
accomplished numerous visualizations of large data 
sets. In this paper we present examples of the methods, 
techniques, and results of our efforts to visualize 
observational data and the output of numeric ocean 
models. 

I. Background 

The staff at the Naval Oceanographic Office 
(NAVOCEANO) Major Shared Resource Center (MSRC) 
Visualization Lab is tasked with supporting the DoD 
research community by providing state-of-the-art 
scientific visualization support involving several 
Computational Technology Areas (CTA). Our MSRC 
provides tailored support for Computation Fluid 
Dynamics, Signal Image Processing, Climate Weather 
and Ocean Modeling, Environmental Quality Modeling, 
Computational Electromagnetics and Acoustics. We 
also work closely with various components of 
NAVOCEANO's operational community, to assist in the 
development of new techniques to display, analyze, and 
quality control some of the measurements and model 
output which provide critical operational support to the 
Navy. The common problem that this support must 
overcome is dealing with large data sets. "Large" is a 
fluid definition; it changes as technology evolves.    In 

today's environment we are dealing with datasets that 
range routinely from hundreds of megabytes to several 
gigabytes. Service to remote users also poses a 
challenge to our scientific visualization staff. Remote 
could be considered anywhere from a room in another 
building, to another building, in a different state, in a 
different time zone. Our user base is nationwide. 

II. Introduction 

The premise of this paper and presentation is to 
demonstrate the utility of an interactive digital 
environment to analyze oceanographic data and 
measurements. In such an environment one can gain 
insight into physical processes and ensure the quality of 
both measurements and model output by exploring and 
interrogating the data in both time and space. In this 
case we are dealing with environmental processes which 
are historically difficult to model and measure. Some if 
not all of these processes have impact on naval 
weapons and sensors. Our ability to understand, model, 
predict, and present these phenomena is important to 
our military. In our study we will analyze ocean 
bathymetry, circulation, and other ocean climatology 
over several domains. We will explore both space and 
time as we interrogate these data sets in 3-D computer 
space. Each data type has its own unique requirements 
and must be available to the display routine. The routine 
involves storage, networking, processing power, 
memory, and more to achieve this environment. 
Fortunately, these requirements are becoming readily 
available at low cost. 

Modern oceanographic survey and modeling 
techniques, coupled with the successes of high 
performance computing, have begun to overwhelm both 
scientists and researchers with numerical information. 
The challenge of scientific visualization is to present the 
critical, distilled information to a varied client base, but in 
all cases, maintain the integrity of the data. These data 
appear to be increasing in resolution at an enormous 
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pace, both spatially and temporally. The term "large 
data set" will be continuously redefined. 

Our 3-D environment will represent static measured 
boundary conditions, such as bathymetry, fused with 
dynamic modeled oceanographic parameters, such as 
circulation and temperature. 

III. The Data 

A. Measured 
Digital elevation data obtained from a variety of public 

domain sources form the frame of reference in which to 
present our time series oceanographic information. It is 
critical when presenting this type of information to 
accurately define the surface and geophysical boundary 
conditions of the modeled environment. For the most 
part we will define our geophysical boundary with 
ETOP05, but have enhanced some enclosed basins 
with higher resolution bathymetry. Therefore, our 
topography represents nominally 5-nmi horizontal 
resolution and our bathymetry anywhere from 5- to 1-nmi 
resolution. The techniques developed using these grid 
resolutions can and will be applied to higher resolution 
data. Work with different components within 
NAVOCEANO has involved viewing a variety of data 
types within the context of our terrain visualization. 
These data types include, but are not limited to, acoustic 
imagery, bioluminescence, circulation, salinity, sonic 
layer depth, and temperature. 

B. Modeled 
The modeled data that we present illustrates 3-D 

ocean circulation and create a large overhead in 
storage, memory, and input/output (I/O). Model output 
comes in a variety of formats, with varying resolutions in 
both the spatial and temporal domains. Determining the 
optimal sample rate and display resolution becomes the 
challenge of scientific visualization. Higher resolutions 
have larger storage/bandwidth requirements. One 
timestep of the Miami Isopycnal Coordinate Ocean 
Model (MICOM), which covers the Atlantic with 16 
vertical layers, is approximately V2 GB. 

The following describes the modeled output we 
visualize: 

Numerical modelers at the University of Miami have long 
pursued the goal of studying the ocean circulation using 
models formulated in density (ispycnic). Because many 
physical processes in the ocean are rather intimately 
related to ispycnal surfaces and to the way in which they 
deviate from the horizontal, isopycnic models must have 
to contribute in elucidating oceanic circulation features 
with scales ranging from frontal to global. The 
association of vertical shear with isopycnal packing and 
tilting in the ocean makes these models appropriate for 
studies of strong baroclinic currents, such as the Gulf 
Stream. However, the fundamental reason for modeling 

ocean flow in density coordinates is that this system 
suppresses the "diapycnal" component of numerically 
caused dispersion of material and thermodynamic 
properties. It is this characteristic that allows isopycnic 
models to keep deep water masses near the freezing 
level for centuries—in agreement with observation— 
while surface waters can be as warm as 30 degree 
Celsius. Models framed in Cartesian coordinates suffer 
from vertical "heat leakage" which cases the ocean to 
act as a giant heat sink in climate simulations. 

The long-term goals of the modelers at the University 
of Miami are to perform a realistic, truly eddy-resolving 
wind- and buoyancy-forced numerical simulation of the 
North Atlantic Basin with data assimilation capabilities 
and to assess the nowcast/forecast capabilities of such a 
high-resolution ocean model. One of the primary 
research objectives is real-time forecasting of both 
Lagrangian trajectories and 3-D Eulerian fields 
associated with such physical parameters as velocity, 
temperature, salinity, and density. The five major 
components of the effort will be (1) MICOM, (2) data, (3) 
an Extended Kaiman Filter (EKF) with a Gauss-Markov 
Random Field (GMRF) model for spatial covariances, (4) 
a random flight turbulence model for Lagrangian 
trajectory prediction, and (5) contour-based parameter 
estimation and assimilation techniques. The 
computational requirements for basin-scale ocean 
modeling at the resolutions of interest (less than 10 km) 
are extreme. Each time that the horizontal resolution is 
increased by a factor of n, the computational load goes 
up by a factor n3 since the n-fold reduction in linear 
mesh size requires n times more time steps to integrate 
the model over a given time interval. 

The main scientific goal will be to generate optimal 
estimates of the time-varying ocean state in support of 
the Navy's needs on synoptic time scales on the order of 
weeks to months and on spatial scales typically on the 
order of 100 to 1000 km (mesoscale). Doing this in real 
time requires interplay between large varied data sets, 
numerical ocean circulation models, and data 
assimilation algorithms. Due to the large demand placed 
by near-optimal assimilation techniques on raw 
computing power, this work will fit most naturally under 
the Grand Challenge label. 

The project's fine-mesh simulation of the North 
Atlantic circulation (mesh size 0.08 degree longitude, 6 
km on the average) is presently in its eighth year of 
integration. This simulation has generated considerable 
interest in both the computing and the oceanographic 
community. The term "fine-mesh" describes a horizontal 
grid resolution—typically of order 10 km—which allows 
barotropic/baroclinic instability, shear instabilities typical 
for geophysical flows, to be modeled. Since these 
instabilities cause ocean currents to meander and break 
up into individual eddies, fine-mesh ocean models are 
also referred to as "eddy-resolving." 
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In this configuration, a realistic result for the Gulf 
Stream separation is achieved. This result supports the 
view that an inertial boundary layer (which results from 
the fine resolution) is an important factor in the 
separation process. It was also the first simulation with 
a fully thermodynamic basin-scale model to simulate the 
separation in a realistic fashion. This simulation allows 
direct and detailed comparisons with observations such 
as satellite data (sea surface height and sea surface 
temperature), mooring measurements, inverted echo 
sounders, and free-floating drogues. 

The computational domain is the North and 
Equatorial Atlantic Ocean Basin from 28°S to 65°N 
(including the Caribbean Sea and the Gulf of Mexico but 
excluding the Mediterranean Sea) with a horizontal 
resolution of 1/12 degree (mesh size on the order of 6 
km) and 16 layers in the vertical. The vertical grid was 
chosen to provide maximum resolution in the upper part 
of the ocean. 

NAVOCEANO has developed an operational 
capability to forecast ocean currents and thermal 
structure in semienclosed seas. The Persian Gulf is one 
of the areas in which a numerical modeling system has 
been employed. The principal elements of the system 
are (1) a 3-D primitive equation circulation model, (2) 
temperature, salinity, and bathymetry data bases, and 
(3) meteorological forecasts provided by the Fleet 
Numerical Meteorology and Oceanography Center. 

The model uses terrain-following vertical coordinates, 
where each level is a fixed fraction of the water depth. 
The spacing of the levels is reduced near the surface 
and bottom so that top and bottom boundary layers are 
resolved. The Persian Gulf models uses an along-axis 
resolution of 4.4 nmi and a cross-axis resolution of 4.6 
nmi. 

The Persian Gulf is a shallow, semienclosed basin 
with a mean depth of only 25 to 40 m. The circulation of 
this basin is driven primarily by the local wind stress and 
secondarily by thermohaline forcing. The prevailing wind 
in the Persian Gulf is from the northwest and is called 
the shamal. A wind-driven generally cyclonic circulation 
results. The lands surrounding the Persian Gulf are dry 
so there is strong excess evaporation over the Persian 
Gulf. This results in a surface inflow of relatively fresh 
water and an outflow of deeper, more-saline water at the 
Strait of Hormuz. 

Model output shows the generally cyclonic circulation 
but with more complexity. Some of the highest current 
speeds are in the inflow through the southern side of the 
Strait of Hormuz. This inflow feeds the eastward coastal 
current along the south edge of the Gulf, which is 
strongest near Qatar.   Along the Iranian coast, there is 

another eastward current where it terminates and its 
remnant turns south into the interior. 

IV. The Application 

There are several generations of explorers built to 
view uniquely different data sets. Our strategy is to build 
the application around the data and provide low-cost 
portable tools which are tuned to the user's data 
visualization needs. In an interactive computer 
environment such as the one we describe, one must be 
able to deal with the geometry which describes the 
ocean basin before attempting to inject and interact with 
additional information, such as time-series circulation, 
temperature, or salinity. Rendering the terrain 
dynamically is accomplished using Dynamic Surface 
Generation (DSG). DSG uses layers of varying 
resolution (mip mapped) to provide optimum resolution 
vs. interactive performance with the option to view full 
resolution at any time. We plan to provide 
NAVOCEANO's Seafloor Data Bases Division a version 
of this software which will provide them a low-cost, 
portable means to assist in the exploration and quality 
control of their gridded data bases. They will push the 
envelope of our application, applying it to their high- 
resolution grids, which are nominally .1 arc minutes or 
approximately 180 m. 

DSG is a simplification of the Silicon Graphics, Inc. 
(SGI) Active Surface Definition (ASD) technique. ASD 
maximizes terrain quality (both surface texture and 
geometry) while maintaining high frame-rate interactivity. 
It is intended for visual/flight simulation and supports 
real-time texturing of large landscapes. Its ability to 
roam large textures is based on clipmapping hardware 
available only on SGI Infinite Reality systems. To 
maintain portability, DSG does not use clipmapping. 
DSG builds surface geometry on the fly by computing 
the extent of longitude and latitude within the user's field 
of view. Multiple-resolution copies of the bathymetry 
data exist in a mipmap, which can be thought of as an 
inverted pyramid with the highest resolution layer on top 
and progressively smaller resolution layers working 
downward. The best resolution layer is chosen such that 
the number of polygons needed to cover the extent of 
longitudes and latitudes is keep to a minimum. This 
minimum can be set lower or higher to increase 
interactivity or resolution, respectively. 

DSG is optimal when the view direction is 
perpendicular (i.e., looking top down) to the surface. As 
the view direction becomes parallel with the surface, the 
viewing area increases and drives DSG to use a coarser 
resolution to cover the increased area of data. Fly- 
through visual simulations, by their very nature, operate 
with view direction parallel to the surface. Because of 
this, ASD optimizes surface resolution by combining 
high-resolution data closest to the user with lower 
resolution data farther away. This is an involved process 
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that contrasts DSG's approach of maintaining a uniform 
resolution for all data in the field of view. This simpler 
approach works well in oceanographic applications 
where it is common to look at the data in a top-down 
fashion. 

The viewing area used by the DSG is not only 
important for interactive terrain rendering, but for 
visualizing large data sets. Because the full range of 
data is often much larger than the memory and graphics 
can handle, the viewing area limits the amount of data 
that needs to be read. Data are read at a resolution that 
matches the terrain. When data are read across a large 
view area, a coarser version is produced to fit the 
memory and graphics. As the view area becomes 
smaller, the application can visualize the data closer to 
its original resolution. The application interleaves data 
I/O with its animation and user input. This allows data 
covering different areas/resolutions to be processed, 
while allowing the user to interact with the current data. 

The data bounded by the topography are dense and 
curvilinear along one or more dimensions. The data 
contain velocity information that is visualized via two 
techniques: glyphs and particles. Glyphs are 3-D arrows 
that provide the viewer with a general feel of the vector 
data. They are constructed as cones with a tube body 
and rendered with OpenGL, which is the standard 
graphics library for 3-D rendering on PC's and 
workstations. The length and color of the glyphs map 
the ocean current speed. The color mapping defaults to 
speed, but can be mapped to other scalar information 
throughout the grid. The standard blue, green, red is 
used, but any table of colors can be supplied. The 
glyphs can be sampled at full or partial resolution across 
the data. Even at full resolution, glyphs by themselves 
are only clues about the flow of information hidden within 
the data. Particle advection is used to reconstruct the 
continuous sense of flow by interpolating velocities and 
grid layer depths (for isopycnal models) in space and 
time. Integrating particle velocities creates paths lines 
that are persistent across time. This persistence allows 
time-varying data to be studied more effectively than 
glyph animations. Path line colors are mapped the same 
as glyphs. The color of each path line changes 
continuously to highlight the particle speed. 

The advection is a P-space algorithm which 
integrates particle velocities in the physical (longitude, 
latitude, meters) world coordinate system. P-space 
world coordinates are inverted back to their C-space 
logical (i, j, k) data coordinates to obtain velocities at 
each particle. The P-space position of each particle is 
integrated by its current velocity. Either a first-order 
(Euler) or second-order (Runge-Kutta) integration 
method may be used. Integration continues until the 
particle exits the grid or enters a singular area of the grid 
(i.e., land) which does not have an inverse from P-space 
to C-space. 

The accuracy of the integration was tested by forming 
computer-generated velocities with each timestep 
pointing in a constant compass direction (E, NE, N, NW, 
W, SW, S, SE) in a counterclockwise order. Particles 
were advected at the beginning timestep and were 
allowed to complete several cycles. All paths were 
observed as purely circular. There was very little or no 
deviation as the particles made several passes around 
the circle. 

The application does not have a conventional 
graphical user interface with menus, forms, and text 
fields. Instead the rendered scenery itself is the 
interface. For local navigation the user can travel to a 
point in the scene by holding the mouse at that point. 
For global navigation a small reference map showing the 
full topography can be clicked on to travel anywhere. 
Once in the desired area, the user can drag the mouse 
to change line-of-sight and to move forward or 
backward. Glyphs at different depths can be turned on 
or off by clicking a vertical legend of grid layers. 
Particles can be placed uniformly across a layer, or 
individually placed by clicking the desired location in the 
scene. 

The user observes and controls time through a 
timeline at the top of the scene. The timeline covers all 
timesteps in the given model output. A marker in the 
timeline shows the current time which can be changed 
by clicking a different area in the line. The application 
maintains a timer that can be toggled on and off. When 
the timer is on, the application advances the current time 
by a given increment (default is 1 hour) and interpolates 
and adjusts all data and graphics to reflect the new time. 
Fig. 1 shows a typical Micom_Explorer scene with 
pathlines demonstrating the loop current in the Gulf of 
Mexico. 

V. The Hardware 

Our development hardware environment consists of a 
variety of SGI workstations up to and including ONYX2. 
The ONYX systems provide the raw power and memory 
for testing interactive techniques on large data sets. 
These systems contain up to 8 processors, 4 GB of main 
memory, and 64 MB of texture memory. This texture 
memory provides for hardware texture mapping, which 
outperforms software texture mapping. The Infinite 
Reality graphics pipe is the industry standard, for 
producing virtual environments. These servers come 
equipped with a Graphics to Video Option (GVO), which 
allows the capture of interactive screen sessions directly 
to video tape. SGI has historically transitioned their 
graphics technology from the large graphics servers 
down to their desktops. The Octane demonstrates this 
featuring dual processors, hardware texture mapping, 
and cross-bar switched memory. The INDIG02 is our 
most abundant and commonly used platform. They are 
single-processor systems with high impact graphics and 
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256 MB of main memory. There are also several 02's 
which provide multimedia capabilities. Our target 
hardware is any system or workstation with a C compiler 
and OPENGL libraries. 

VI. The Software 

The operating environment at the MSRC 
Visualization Lab is IRIX UNIX. With the release of IRIX 
6.5 we have a common version operating system 
between all of our SGI platforms. We are investigating, 
porting, and benchmarking some of these codes to other 
operating systems such as SOLARIS, LINUX, and NT. 
Our facility maintains a toolbox of commercial off-the- 
shelf software to assist in the display and analysis of a 
wide spectrum of data. These software applications 
range from a suite of Geographic Information Systems 
for analyzing geospatial data, to robust application 
environments such as IBM Data Explorer (DX) and 
Application Visualization System (AVS), to high-fidelity 
batch rendering applications that support a wide range of 
special effects such as Alias/Wavefront (now MAYA). 
These products provide us with a rapid prototyping 
environment when undertaking new projects. They 
provide the means to translate and understand the 
various data structures and how they map into 2-D and 
3-D space. A full range of shareware/freeware 
visualization utilities available today is also supported. 
Eventually the application is ported to C code which 
exploits graphics libraries that are available on virtually 
every class of workstation. 

VII. The People 

It requires an interdisciplinary staff to accomplish 
these tasks. The sophistication of the visualization 
requires computer scientists and specialists to work 
closely with oceanographers, ocean modelers, 
geophysicists, and even warfighters to tune a 
visualization application to the data. Fig. 2 shows the 
co-author and developer of these OPENGL applications 
in front of a large screen projected in stereo, which 
provides an immersive experience. 

VIII. Future Efforts 

In the immediate future we want to optimize and 
transition our DSG surface generator to NAVOCEANO's 
Seafloor Data Bases Division to help them explore and 
quality control their gridded datasets. It may be possible 
to interface this application to a 2-D grid editor rather 
painlessly. Work continues on the draping of acoustic 
imagery over DSG-generated 3-D surfaces. The 
imagery resolutions provide a challenge to create an 
interactive tool which allows exploration at full resolution. 
Dynamic paging of textures will be required, but 
hopefully portability can be maintained. Data correlation 
in general, will be exploited, but specifically, temperature 

and/or salinity will be displayed with circulation in our 
digital exploratory environment. 
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I. Abstract 

The last few years of the 20th century have witnessed 
the "coming of age" of Airborne Laser Bathymetry (ALB) 
and its transition from research and development 
technology to routine operational use. Despite this 
transition, the technology is still generally poorly 
understood in the hydrographic survey community, and in 
this environment it has been difficult to establish a 
universally accepted philosophy for its use. This paper 
explores the strengths and limitations of the technology 
and relates these characteristics to several scenarios, with 
particular emphasis on how the use of Airborne Laser 
Bathymetry systems is likely to impact survey operations 
of the future. 

II. Introduction 

There has been a tendency to regard Airborne Laser 
Bathymetry (ALB) technology as developmental and only 
an addendum to multibeam echo sounders (MBES). 
However, as with MBES, several systems have now 
reached operational maturity, and it is clear that ALB has 
proven its worth as a survey tool for hydrographic surveys. 
This paper discusses the characteristics of ALB and how it 
can be best employed to integrate with existing survey 
systems. 

The attraction of ALB lies in its capability to augment 
conventional surveys in a cost-effective manner, while 
operating within relatively clear, shallow-water regions that 
are the most costly, hazardous, and time-consuming areas 
for ship and boat operations. This capability is highlighted 
by the comparison between ALB and multibeam fitted 
launches which suffer from significantly decreased swath 
width in very shallow waters, while ALB swath width 
remains fixed, irrespective of depth (Fig. 1). This is 
particularly significant in an environment where the US 

Navy has vast "brown water" requirements. In addition, 
ALB has the ability to provide a rapid response to new 
survey areas measured in weeks, as opposed to months, 
for typical shipborne operations. In summary, 
Hydrographic Survey Launches (HSLs) are currently the 
primary platforms for surveys in depths shallower than 
50m, but suffer from the following disadvantages: 

A. Dependence on a Mother ship, 
B. Slow coverage rates, 
C. Vulnerability to damage. 

ALB has the potential to overcome all these disadvantages 
(Guenther, 1985). 

Fig. 1. Comparison of ALB and MBES coverage. 

III. Principles of Light Detection and Ranging (Lidar) 

All Lidar systems operate on the principle that water 
depth may be calculated from the time difference of laser 
returns reflected from the sea surface and seabed.    In 

1  The Joint Airborne Lidar Bathymetry Technical Center of Expertise (JALBTCX) was established in May 1998 by the signing of a 
Memorandum of Agreement between the US Army Corps of Engineers, South Atlantic Division, the Waterways Experiment Station, and 
the Commander, Naval Meteorology and Oceanography Command. 

1290 



most systems an infrared channel (1064 nm) is used for 
surface detection, while bottom detection is from a blue- 
green channel (532 nm), as shown in Fig. 2. The 
maximum depth measurable by a system is heavily 
dependent on water turbidity and can vary considerably 
from just a few meters in very turbid water to several tens 
of meters in very clear water. Water clarity is usually 
expressed as the diffuse attenuation coefficient Ka, which 
numerically is the distance over which light intensity 
diminishes to 1/e of its initial value. Consequently, depth 
performance of ALB systems is generally expressed as 
the product Kd D, where D is the depth. 

Fig. 2. ALB depth measurement. 

The basic geometry of an ALB system is shown in Fig. 
3, though it should be noted that the rectilinear scan 
pattern shown is a generalization, since many systems 
employ a swept arc pattern. Although source beam 
divergence is of the order of 12 mrad, producing a spot on 
the sea surface of about 1.5m diameter, the many 
spreading and scattering effects mean that 90% of the 
energy is contained within a footprint of diameter 
approximately equal to the depth. However, much of this 
energy is returned with a significant time lag and is 
insignificant    for    measurement    purposes. The 

consequence is that a footprint with a diameter of % the 
water depth (containing 50% of the energy) is normally 
regarded as the "effective" footprint of an ALB system. It is 
important, however, to realize that illumination of the 
bottom does not infer detection of small targets within the 
footprint. For this to occur, the ratio of illuminated target 
area to illuminated bottom area has to be sufficiently high 
to enable both automatic and human recognition. To 
understand the reasons for this, it is necessary to discuss 
briefly how bottom detections are made. 

Beam Divergence 
(3-12 mrad) 

Scan Angle (cp) 
(30° - 40°) 

pot Density 
(3 -15 m) 

Surface Spot 
Diameter 
.5m approx) 

"50% Energy Footprint" (0.5 x D) 

Fig. 3. Basic AMB geometry. 

Although surface detection is usually made with the 
infrared channel, the blue-green channel will also detect 
the surface. Because of this, the generic ALB waveform is 
of the type shown in Fig. 4, with two distinct returns from 
the air/sea interface and the bottom. The asymmetry of 
the bottom return is a consequence of the large footprint 
but, as stated above, the "tail" is largely from outside the 
"50% diameter" footprint. Since the detection is measured 
on the leading "up" ramp of the waveform, it becomes 
clear why this scattered energy is irrelevant to the depth 
calculation. Present ALB systems have demonstrated 
capability to achieve depth accuracy standards at least 
as accurate as current acoustic systems (Riley, 1995) 
and because of this, compliance with current IHO 
Standards can justifiably be claimed. 

Fig. 5 illustrates a typical shallow-water waveform. The 
bottom is saturated on the deep channel, clearly illustrating 
that the use of two channels is often preferred. In Fig. 6, a 
deep return is shown; not only does this fall beyond the 
maximum depth of the shallow channel, but it has a low 
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amplitude waveform resulting from considerable spreading 
of energy, which results in a large "footprint" that may get 
lost in noise. 

Although the examples above describe the majority of 
cases, it is the determination of target detection 
capabilities that is fundamental to the characterization of 
Lidar as a hydrographic survey tool. The distinction 
between bottom illumination and confident target detection 
is therefore important to understand. Fig. 7 illustrates the 
case where there is evidence of a return above the bottom 
(deep channel); however, the shallow channel shows this 
to be a distinct and separate return, so the likelihood is that 
this is fish. In Fig. 8, both the deep and shallow channels 
show a separate return in midwater column, clearly 
indicating fish or other suspended material. These cases 
are just two examples of the problems posed in 
distinguishing apparent anomalies with real bottom 
hazards; the technology has changed, but the role of the 
hydrographer as an interpreter of the data has not. The 
situation becomes even more difficult in deep water, where 
a decreasing proportion of the total incident energy will 
illuminate small objects so they become masked by the 
"up" ramp of the bottom return. 

Surface |[iiicrfiice) 
Keturn 

TIME 

Fig. 4. Generic Lidar waveform. 

IV. Hazard Detection 

So far, only the single sounding (often known as a 
"shot") has been considered, and it should be clear by this 
point that such a situation falls short of the requirements of 
a hydrographic system, both in coverage and object 
detection. Current ALB systems employ a mechanical 
scanning mirror to achieve a swath, which when combined 
with the PRF of the laser produce a grid pattern of spots. 
Equally, the need for drawing a clear distinction between 
100% bottom illumination and hazard detection confidence 
should also be recognized.    Because of the need to 

illuminate a target with sufficient proportion of the laser 
footprint to result in detection, denser spacing of shots 
results in higher chances of detection. 

This "sounding" spacing is generally referred to as spot 
density, and considerable debate has occurred over recent 
years as to optimum spot density required for hydrographic 
purposes. Guenther et al. (1996) highlighted this issue in 
a study from which Fig. 9 is developed. This is a stark 
illustration of the relative effectiveness of different spot 
densities and underlies his conclusions that "significant 
gains can be obtained in many cases by decreasing 
average linear sounding spacing to 3m." It was further 
concluded, "objects less than 1m high are not frequently 
detectable." As will be apparent from this paper, the 
operational benefits of ALB over acoustic systems are so 
compelling that the desire to replace these older 
systems with ALB has become extremely powerful. 
Consequently, the need to define the envelope of ALB 
capabilities is an important step if it is to replace 
traditional acoustic systems in legitimate circumstances. 
It is in this area that the most significant work in proving 
the efficacy of laser hydrography can be done; and while 
the work of Guenther et al. (1996) has been a leap 
ahead in the characterization of Lidar for hydrography, 
the process of fully characterizing ALB performance is 
only in its infancy. In parallel with this, we are also 
challenged to fully define the capabilities of our older 
technologies and, moreover, to be honest as to whether 
they actually achieve the capabilities we have so often 
only assumed. Most importantly for ALB, although its 
ability to achieve compliance on the basis of depth 
measurement accuracy with all Orders except "Special" 
(of the new IHO Standards) is assured, target detection 
criteria will dominate as the controlling factor over which 
Order an ALB survey will fall into. 

V. Cost Effectiveness 

Fig. 10 compares the coverage rates in differing 
depths of ALB to other shallow-water survey systems. 
While the vastly superior coverage rates of ALB over 
most shallow-water survey systems should come as no 
surprise, the relative effectiveness of ship-mounted 
multibeam in depths greater than 50m is evident. 
Consequently, there seems little to be gained from 
increasing the depth capability of ALB systems at 
present. Equally, it is worth noting that, while acoustic 
systems are close to maturity and therefore to their 
performance limits, ALB has much potential for further 
development and is only likely to increase its 
advantages. 

Several studies have attempted to analyze the cost 
benefit of ALB, the most recent of which examined 
several scenarios including ALB in a mutiplatform 
environment (Axelsson and Alfredsson, 1999). To an 
extent, the validity of this exercise is questionable since 
the  comparison  between  a  high-resolution  sidescan 

1292 



Surface Return 
Shallow 

Fig. 5. Shallow-water waveform. 

Shallow 

Fig. 6. Deep-water waveform. 

Fish or Hazard? Deep 

Bottom Return 

Shallow 

Fish or Hazard? 

Fig. 7. Waveform showing return close to seabed. 

Bottom Return 

Surface Return 

Shallow 

Fish 

Fig. 8. Waveform showing midwater column return. 

survey and ALB, for instance, is not a fair one. 
However, the utility of this is to indicate where the 
potential benefits of different systems are most likely to 
be realized. Indeed, Fig. 10 indicates some startling, if 
hardly surprising, features. Most notable is that ALB is 
at least as cost effective to run as conventional systems, 
while it is most economical in areas where conventional 
assets are least economic—in very shallow water. 
When taken in these terms, the new International 
Hydrographie Organization Standards for Hydrographie 
Surveys (SP 44) becomes especially significant, as it 
gives far more latitude for the survey planner/charting 
authority to choose required resolutions. 

VI. Practical Applications 

In July 1996, the Airborne Lidar Bathymetry Technical 
Center of Expertise (ALBTCX) was established by the 
United States Army Corps of Engineers (USACE). Its 
missions are to produce quality products using the 
SHOALS system, promote the commercialization of lidar 
bathymetry, and foster the evolution of airborne lidar and 
complimentary technologies. The ALBTCX is comprised 
of personnel representing the USACE, John E. Chance 
and Associates, the National Oceanic and Atmospheric 
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Fig. 9. Probability of detection of a 2m cube by 
different spot densities (Guenther et al., 1996). 

Administration's Aircraft Operations Center (AOC), the 
National Ocean Service (NOS), and Optech, Inc. 

A Memorandum of Agreement (MOA) signed by the 
Commander, Naval Meteorology and Oceanography 
Command (COMNAVMETOCCOM) and the USACE in 
May 1998 expanded the scope of the USACE ALBTCX to 
a Joint ALBTCX (JALBTCX), incorporating the Naval 
Oceanographic Office's (NAVOCEANO's) needs into its 
mission and promoting the mutual leveraging of 
knowledge, resources, and expertise with respect to ALB 
and related technologies. It also serves as a vehicle to 
facilitate the availability of SHOALS to support 
COMNAVMETOCCOM/NAVOCEANO surveys. One of 
the primary roles of the JALBTCX is to develop the 
applications of Lidar technology; this has principally 
been achieved through operational use of the Scanning 
Hydrographie Operational Airborne Lidar Survey 
(SHOALS) system. Probably the most versatile Lidar 
survey system in use anywhere in the world today, it has 
recently undergone a major upgrade to enable it to 
operate from either fixed wing aircraft or helicopter. The 
system was installed in a Twin Otter (Fig. 12) during the 
fall of 1998 and has since completed projects in New 
Zealand, Hawaii, and the Bahamas in addition to the 
continental USA. 

SHOALS incorporates a 400Hz laser, scanning a 
swath of up to 220m with a selectable spot density of 3 
to 15m. Depending on selected scan width and spot 
density, the system can be flown at speeds up to 120kn. 
A single operator can operate the airborne system, but 
due to the extended duration of flights, usually two 
operators are used. Data are recorded onto Exabyte 
8mm dual tape drives, which are also used for loading 
survey flight planning data. After landing, the data are 
processed by specialized postflight depth extraction 
procedures that calculate depths and positions, and 
correct for tides and waves. Automation is maximized in 
this part of the software so that the amount of human 
intervention is reduced, producing a time ratio of 1:1 with 
data   collection.      The   output   from   the   automated 

processor can then be accessed via a manual processor 
interface, that is the primary method of editing and 
quality-controlling the data. The final postprocessing 
product is an ASCII x, y, z file that can be imported into 
any standard CAD package for mapping. 

VII. Regional Coastal Management 

One of the main reasons for the development of 
SHOALS was to conduct USACE channel condition and 
structure surveys and their impacts to adjacent 
shorelines. However these surveys have traditionally 
been small in scale and narrowly focused, which 
degrades many of the economic benefits of SHOALS. 
More recently, however, there has been a realization 
that effective management of the coastline relies on 
accurate, quantified characterization of a region over 
time. This approach allows computation of sediment 
volumes of smaller areas, which can then be monitored 
over time to establish sediment transport budgets. 
Traditionally the typical method of collecting survey data 
in and around coastal projects consists of widely spaced 
transects or profiles derived from conventional acoustic 
sounders and land leveling. The need for greater detail 
on the regional level is typically overlooked and often 
results in missing associated features that have an effect 
on surrounding areas. In an effort to redress this 
situation, the USACE has started to move toward a 
regionalized approach for sediment management, 
starting with a demonstration area in the coastal regions 
of the northern Gulf of Mexico. The objective of the 
proposed demonstration is to assess the benefits of 
managing sediment, specifically sand, as a regional- 
scale resource and to identify the obstacles that may 
hinder or prevent the realization of such benefits (Parson 
et al., 1999). 

Conceptually, this approach appears to make perfect 
sense; however, it has become viable only as a result of 
Lidar technology. Because of its ability to rapidly survey 
entire regions seamlessly across the land/sea interface, 
SHOALS has become the tool of choice. The key to this 
has been the development of Kinematic GPS capability, 
which has effectively given SHOALS the ability to collect 
data independently of the sea surface. Consequently, all 
vertical elevations are directly related to the ellipsoid and 
are not subject to errors introduced by tidal 
measurements and changing datums. 

As a participant in the USACE sediment management 
initiative, the Florida Department of Environmental 
Protection (FLDEP) has been concerned with the fact 
that almost 40% of the beaches are suffering serious 
erosion (Green, 1998). Using traditional methods, 
FLDEP has been able to survey only 4 counties each 
year quickly. However, in 1998 SHOALS commenced a 
program that will result in the entire Florida coast being 
mapped every 2 years, 50% each year. Elevations from 
500m landward of the waterline to 750m seaward are 
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collected at 8m spacing; the data are then fused with 
aerial photography and overlaid in a GIS for presentation 
and analysis (Fig. 13). This represents a quantum leap 
in resource management that has come to fruition only 
because of the availability of Lidar technology (Watters 
and Wiggins, 1999). 

Fig. 12. SHOALS Twin Otter at Invercargill, New Zealand. 

VIII. Nautical Charting 

Since becoming operational, SHOALS has completed 
major nautical charting projects in Mexico (Pope et al., 
1997), New Zealand, and the Bahamas. The survey of 
Snares and Solander Islands (see Fig. 14), lying 60 
miles SW and 120 miles south of the New Zealand 
mainland illustrates the considerable benefits accruing 
from combining Lidar capability with conventional acoustic 
platforms. These sub-Antarctic island groups of Snares 
and Solander Islands are remote, dominated by 
predominantly foul weather and surrounded by pinnacles 
that rise unpredictably to form one of the most infamous 
ship graveyards in the world. In addition, both the 
islands are wildlife sanctuaries that attract an increasing 
number of cruise ships, so human impact has to be 
minimal. The challenge was therefore to mobilize during 
an extremely short weather window a survey effort that 
could collect a bathymetric data set in dangerous, 
uncharted waters and delineate inaccessible coastlines, 
while also ensuring the safety of survey craft operating 
around the islands. SHOALS was quickly identified as 
crucial to such a project, able to meet all the inshore 
requirements while also providing safe clearance for 
conventional acoustic platforms to work in the deeper 
water. The advantage of using SHOALS in an 
environment as hostile as the Snares and Solander 
Islands lies in its ability to rapidly chart shallow-water 
areas close to rocky coasts where conventional ship 
methods are difficult and dangerous (West et al., 1999). 

Delineating and classifying features that are 
anomalous to the general trend of the seabed is one of 

the critical elements of any nautical charting survey; this 
was a key role for SHOALS and one that it is optimized 
for. Small pinnacles, only a few meters in cross-sectional 
area but tens of meters in vertical extent, were 
commonplace. Although some of these dangers were 
self-evident, the more dangerous ones rose from depths 
in excess of 30m to within a few meters of the surface 
without breaking it (Fig. 14). SHOALS was therefore 
used to sweep many apparently deep areas with the aim 
of locating any rocks which posed a danger to surface 
navigation. Quality control (QC) of the complexes of 
drying and breaking rocks in the inshore zone required 
particular attention, as the Lidar waveform 
characteristics of Whitewater and land are extremely 
similar. Integration of data sets from vastly differing 
sensors can be a challenge, and the value of powerful 
QC packages was key to reconciling the datasets. 
Overall, the New Zealand survey was a model of the 
innovative solutions that will increasingly be required by 
the marine community of the future. Close integration of 
SHOALS with conventional methods was fundamental to 
this. 

IX. Rapid Reaction Surveys 

A combination of the SHOALS' features outlined in the 
preceding paragraphs has made it increasingly attractive 
as a tool for support of military operations. The ability to 
quickly chart an area inclusive of topographic elevations 
and water depths is naturally the prime attraction. 
However, SHOALS' potential to be significantly less 
vulnerable than boats to enemy activity may also prove to 
be important in the future. During the last years of the 20 
century, there has been a shift in emphasis of naval 
warfare to "brown water" activities that has resulted in new 
shallow-water requirements being generated considerably 
faster than the ability of routine survey activity to keep up. 
Consequently, the incidence of short-notice survey 
requirements has increased dramatically, while at the 
same time the theatres have become less of a single 
military arm's problem and more joint in nature. 

While conducting surveys in Hawaii during early 
1999, two "rapid reaction" demonstration projects to 
illustrate the concept of Lidar support for the warfighter 
were undertaken. The area shown in Fig. 15 was one of 
these areas and comprised 1.8 sq km, which took 10 
minutes to fly and one hour to map, and resulted in a 
data set containing 200,000 points through which 
profiles could be cut as required. Supporting data from 
the same flight came from oblique photography and 
grabs from the vertical video record that is always run 
during survey operations. Although this survey took 
place in highly controlled conditions, the potential for 
Lidar to provide a comprehensive product rapidly is 
clear, and for this reason the Navy will further develop 
this proof of concept during a NATO Rapid 
Environmental Assessment exercise scheduled to take 
place in 2000. 
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Fig. 13. SHOALS bathymetry merged with aerial photography. 

Fig. 14. Rock Complex, Solander Islands, New Zealand. 
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SHOALS Bathymetry   Collected on 27 March 1999 
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Fig. 15. SHOALS Rapid Amphibious Beach Survey (RABS) product. 

The need to respond rapidly to evolving situations is 
not just the province of the warfighter, though, and 
SHOALS has now become one of the USACE's primary 
resources in the aftermath of hurricanes striking the 
southern USA. For example, in 1995, a Category 3 
Hurricane, Opal, struck the Florida panhandle, causing 
widespread damage and reshaping of coastal features. 
At the time, SHOALS was engaged in routine surveys in 
New England but received an immediate call to assess 
the condition of East Pass Channel at Destin. In 
response, SHOALS had, by 5 p.m. on the second day 
after call, flown the survey; maps and volume 
calculations were generated and delivered less than 6 
hours later. 

X. Conclusions 

The potential benefits of ALB are considerable and will 
continue to open up new opportunities in fields as diverse 
as regional sediment management and warfighting 
support. In the field of conventional hydrographic survey, 
ALB should become the tool of choice in clear, shallow 
waters that are noncritical to deep-draught navigation 
since it will usually achieve coverage rates several orders 
higher than current launch methods at less cost per 
square mile. Therefore, deployment of a survey launch in 
such waters is, by comparison, a waste of an asset and 
should be confined to high-resolution surveys or where 
Lidar is ineffective. Conversely, ALB has diminishing 
benefits in deeper water where multibeam fitted ships 
become steadily more efficient. Consequently, there are 
limited gains associated with increasing depth penetration 
of an ALB beyond 50m, unless there is also an increased 
swath width and/or speed of operation.   Route surveys 

where obstruction location is critical will continue to be the 
domain of high-resolution sidescan and/or mechanical 
sweep surveys. It still remains to be seen whether we 
have adequately defined the boundary between ALB 
capabilities and other surveying tools, but such 
characterization will to a greater extent be system specific. 
The result of this determination will not always be a simple 
and close integration of ALB, and conventional assets 
such as in New Zealand will often be mutually beneficial. 
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Abstract 

This paper gives an overview of the design and 
operational details of a Beach and Seabed Crawler UUV 
(Unmanned Underwater Vehicle) constructed to make 
oceanographic measurements in tidal shore 
environments. Currently, there is no established way of 
rapidly collecting data in near-shore and surf zone 
environments. The ability to move instruments quickly to 
a series of known locations within a single tidal cycle (7 
or 13 hours), and to accurately repeat / return to known 
locations on a shore, hugely increases the value of such 
oceanographic measurements. 

To meet this need, a twin-tracked crawling vehicle with a 
range of standard vehicle and oceanographic 
instruments has been constructed. The vehicle was 
recently used in Portugal as part of the two month 
fieldwork programme of the INDIA (Inlet Dynamics 
Initiative Algarve) project. The focus of INDIA is the 
oceanographic study of a small, tidal, highly dynamic, 
multiple-inlet system in southern Portugal, and includes 
partners from the UK, France, Netherlands, Portugal, 
USA, Australia, Korea, and Poland. This paper describes 
the electrical and mechanical features of the crawler, 
and the measurements taken as part of the fieldwork 
trials. 

I Introduction 

Seabed crawling vehicles make up only a small minority 
of the underwater vehicles in operation today. Most 
UUVs (Unmanned Underwater Vehicles) are free 
swimming and are used extensively in offshore oil and 
gas production, and increasing in marine environment 
studies. The crawling vehicles that are in use are 
typically work-class vehicles (weighing many tonnes) 
used for seabed trenching and cable burying. 

Oceanographic scientists working in shore environments 
currently mount instruments on poles buried or fixed on 
the beach at low tide, or (in deeper water) on platforms 
dropped to the seabed. As most, the beach-deployed 
instruments can be moved every tidal cycle (13 hours), 
though more typically every few days. With submerged 
platforms, instruments are deployed to a single location 
for perhaps months at a time. 

Ideally, the scientists would like to move the instruments 

to several locations during the same tidal cycle, perhaps 
returning to each location two or three times in the cycle. 
By repeating the whole process at a different location the 
following day, a complete survey of the environment can 
be assembled, allowing them to investigate the effects of 
sediment transport and wave-current interaction. 

The BSC vehicle is a unique design, with the aim of 
providing a mobile deployment platform for 
oceanographic instruments. It incorporates several novel 
features that facilitated rapid construction and minimised 
costs. Fig. 1 shows a photograph of the BSC during field 
trails in March 1999 and gives some idea of scale. Fig. 2 
shows a close up of the vehicle. 

Fig. 1: BSC (Beach and Sea-bead Crawler) with 6m 
GPS Mast on Field Trials in Portugal 
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Fig. 2: Close up of the BSC Vehicle 

II        Vehicle Sub-Systems 

A    Overview 
The focus of the INDIA (Inlet Dynamic Initiative Algarve) 
project is the oceanographic study of a small, tidal, 
highly dynamic, multiple-inlet system in southern 
Portugal. An overview of the whole INDIA project can be 
found in [1]. As part of the INDIA project, the design of 
BSC Vehicle (Beach and Seabed Crawler) was 
constrained by the budget and time-scales set out in the 
overall project. This is important since the 12 months 
and UK £60K (approx. US $100K) had a strong influence 
on the design and the choice of both off-the-shelf 
mechanical and electronic components. This has led to a 
dual PC design incorporating an embedded PC on the 
vehicle, and standard PC workstation as the pilot's top 
station. The vehicle is linked to the surface via a 500 
metre umbilical cable carrying: 2 independent 240V AC 
circuits; a 10 Mbit/s Ethernet link; 2 video channels for 
onboard video cameras; and 3 bi-directional RS422 
differential serial communications links. A standard 
Honda 4.5KW, 240VAC petrol generator powers the 
entire system. The vehicle and the supporting hardware 
can be deployed without the need for heavy lifting 
equipment, and can be easily managed with a team of 
three. 

The following sections provide a description of the 
various aspects of the BSC vehicle. 

B    Mechanical 
After an initial study to determine the time and costs of 
manufacturing a completely new tracked suspension 
unit, the decision was made to use a Honda "Power- 
carrier". This could then be "cannibalised" to form a 
basic starting point for the mechanical design (see Fig. 
3). The "Power-Carrier" is a petrol driven horticultural 
vehicle, twin tracked with a frame strong enough to carry 

>500Kg up steep (>25%) slopes. Its tracked design 
gives it good traction, even on the softest sand, and will 
survive extended periods of submersion if washed down 
with fresh water after removal from the sea. This 
approach gave the advantage of an off-the-shelf solution 
for the tracks and drive train, and allowed the 
mechanical design to concentrate on conversion to a 
precision controlled electric drive and suitable watertight 
enclosures. 

Fig. 3: Basic vehicle chassis at early 
stage of assembly 

The space requirements of the electric drive (see section 
C), and stability considerations, required the vehicle to 
be widened from 0.55m to 1.0m. On top of this base is a 
metal frame designed to safety distribute the load of the 
6 metre aluminium mast (with GPS antenna). The frame 
is designed to withstand the maximum loading 
(approximately 11 tonnes) from the mast when then 
rigging wires are fully tensioned. 

The electronics are contained within three watertight 
enclosures: two cylinders containing the embedded PC, 
interface electronics, internal sensors, and power 
electronics for the electric drive; and a third custom 
enclosure designed to house the stepper motors and 
gearboxes. The pressure rating of all the watertight 
enclosures is in excess of 100 metres. 

C    Drive System 
The design of the electrical drive system is a 
compromise between power consumption, load carrying 
capability and the maximum speed of the vehicle. The 
lack of mains electricity at the fieldwork site and cost, 
meant that a hydraulic or 3-phase solution was 
infeasible. Brushless DC servomotors were considered, 
but the final design used two relatively small stepper 
motors (Pacific Scientific K33HLFL-LNK-NS-00) with 
15:1 reduction gearboxes (Bayside right-angle 
gearboxes RA90-15). The output shafts of the 
gearboxes are coupled to the drive sprockets of the left 
and right tracks (see Fig. 4). The arrangement will 
generate about 1 hp per track. 

The drive system  uses  Parker Automation  Ministep 
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CD80M drivers connected to an I/O card frequency 
generator controlled by the embedded PC. This allows 
precision control of the drive system using software 
running on the onboard PC, or from the top-station PC 
via the 10 Mbit/s Ethernet communications link (see 
section D). Each track can be controlled independently, 
both forwards and backwards, giving a zero turning cycle 
(i.e. the vehicle can rotate to any heading on the spot). 

Typically vehicle speeds are in 0.1 m/s to 0.5 m/s, 
however absolute top speed is less important than many 
underwater vehicles since the oceanographic 
instruments require the vehicle to be stationary while 
sampling. In addition, the drive system has been 
optimised to provide low speed torque at the expense of 
top end speed. This is essential on soft sand beaches. 

met). Again, this leaves the software design to 
concentrate on data validation (i.e. does the received 
data make logical sense), and speeded the development 
process. 

Fig. 4: Single Motor Unit with Right-Angle Gearbox 
and Drive Sprocket 

D   Electronic and Computer Systems 
A schematic of the electronic systems is shown in Fig. 5. 
The vehicle and its top station essentially form a two PC 
LAN linked via the 500-metre umbilical. 

Standard embedded PC components were used to build 
the Intel P-233 MHz based machine. The PC runs 
Windows NT to allow standard PCI-based I/O, video 
capture and network cards to be used. The choice of 
Windows NT for an embedded design is unusual. It was 
choosen because NT driver support is now standard for 
almost all card manufacturers, and allows industry 
standard development tools such as Visual C++ to be 
used. This use of standard hardware and development 
tools, resulted in rapid prototyping and testing of the 
BSC's computer systems. 

Communications between the top station and vehicle 
uses standard TCP/IP protocols. By using standard high- 
level OS functions calls, the software design can 
assume that all low-level error detection / correction / 
retransmission is handled by the OS (with various 
exceptions raised if certain quality measures are not 

Power 
Generator 

Top Station 

füqnal | 

Top-station 
PC System 

Differential 
Global 

Seawater level 

Positioning 
System 

External 
Sensor 

"" 

System 

Bottom Station 
(Crawler) 

i   ! Internal 
i 
i 

Sensor 
System 

i Bottom-station 
i 

l ' Embedded PC 

i 
i 

System 
Interface 
Circuit 
Board i 

i 
Vision 
System 

r, 
i     . ► 

Drive Micro-controller i 
Electronics System 

r 
i 

"l i 
i 

i 
i 

Stepper 
Motors 

i 

Motor Box 
L J    (BOX) 

Fig. 5: System Diagram 

The vehicle is fitted with various sensors that help 
provide real-time feedback to pilot, as well as essential 
information when post-processing the data logs for use 
with the external oceanographic instruments. The 
internal sensors include: KVH C100 flux gate compass; 
two Lucas Control Clinometers (for pitch and roll); water 
pressure transducer (for depth and wave turbulence); 
temperature; internal humidity sensor (acting as water 
ingress alarm). All these sensors are connected to the 
onboard PC, and their readings passed to the top station 
PC for logging, and display on the Pilot Console. 

The top station is a standard PC workstation running 
Windows NT. The Pilot Console software (Fig. 6) allows 
the operator to monitor the vehicle's various systems, 
and drive the vehicle using the joystick. The Console 
software also allows the operator to start and stop the 
various data loggers, and control the external 
instruments that require an external timing trigger. 
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Fig. 6: Screenshot of Pilot Console running 
on Top Station PC 

E    RTK GPS System 
One of special features of the BSC is its navigation 
system. When deploying instruments conventionally, 
perhaps to securely fixed poles, they are surveyed in. 
This may involve a conventional theodolite survey, or 
perhaps DGPS fix. The aim to the BSC vehicle within the 
INDIA was to investigate the use of a mobile deployment 
platform. It was an essential requirement of the 
oceanographers that the position of all the 
measurements were known as accurately as possible, 
ideally. This is not possible using standard DGPS, which 
has a positional accuracy between 1m and 5m. 

The latest state-of-the-art differential based GPS 
equipment support dual-band L1 / L2 phase-based 
corrections. Commonly known as RTK (Real Time 
Kinematic), this equipment provides a 3D fix to 
centimetre accuracy, up to 5Hz. Since it is a differential 
based system, a base station must be established within 
a few kilometres at a known position, and a 
communication path to transfer the RTCM-104 
correction data established (see Fig. 7). 

The BSC vehicle is fitted with a Trimble 7400 RTK 
receiver, and can be configured to receive the RTCM 
correction messages via the umbilical cable, or via a 
UHF radio modem. The waterproof UHF antenna is 
mounted with the L1 / L2 GPS antenna on top of the 6 
metre mast. The unique mast and rig design supports 
the antenna clear of the water, and provides ultra- 
accurate positioning of the vehicle in water up to 6 
metres deep. 

Standard GPS navigation software was used to navigate 
the vehicle around the field site. In addition, the 3D 
positional fix was logged, along with the data from the 
other sensors and instruments for detailed analysis. The 
accuracy of the fix is such that the roll and pitch of the 
vehicle can be corrected for to give the absolute position 
of the instruments. 

The ability to rapidly deploy oceanographic instruments 
to several locations (included those below the low water 
mark) and move them with such accuracy to several 
locations within a tidal cycle is, we believe, unique. 
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Fig. 7: RTK system diagram 

External Sensors Systems 

Since the mid 1980s, interest in sediment movement has 
focused on quantifying the effects of turbulent currents 
and wave action, and their combined effect on the 
transport of sedimentary material. To measure the 
effects of these processes requires techniques that have 
sufficient resolution to resolve the fine scale processes 
involved. To achieve this, it is necessary to measure 
both the 3-dimensional flow characteristics of the water, 
and to quantify the amount of material in suspension. 

The BSC was fitted with instruments to measure both of 
these properties: Acoustic Back-Scatter (ABS) and 
Optical Back-Scatter (OBS) systems to measure the 
suspended sediment; together with an Acoustic Doppler 
Velocimeter (ADV) to measure the flow characteristics. 
The philosophy of the BSC design means little or no 
modification is needed to external instruments, or their 
software, for deployment on the BSC vehicle. 

A   ABS: Acoustic Back-Scatter 
ABS instruments have become established as a way of 
obtaining high quality measurements of the sediment in 
suspension. Excellent papers covering the acoustic 
properties of the instrument, and its use in 
oceanography can be found in [2] and [3]. 

The typical mode of operation of ABS systems is to 
mount a downward looking transceiver, between 1m and 
2m above the bed. The transducer typically operates in 
the range 1 - 5 MHz, and the transmitted pulse is in the 
order of several microseconds in duration. As the sound 
propagates from the transceiver to the bed, the envelope 
of the back-scattered signal is recorded. This record is 
used to obtain information on the material in suspension. 
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The great advantage of acoustic measurement is that it 
provides suspended sediment profiles unobtrusively and 
remotely. The temporal and spatial resolution of the 
instrument allows examination of "within wave" and 
turbulent sediment processes. 

The BSC vehicle was fitted with three ABS transceivers, 
operating at 1MHz, 2MHz and 4MHz. All three were 
mounted as close as possibly (to measure the same 
column of water), and in a known (close) configuration to 
the OBS and ADV. The trigger for the ABS data-logging 
cycle could be synchronised with the other instruments 
from the Pilot Console software. However, other than 
providing DC power and the trigger signal, no 
modifications to the ABS were needed. This is part of the 
BSC philosophy, i.e. that conventional instruments can 
be deployed using the BSC with little or no modification. 

B   OBS: Optical Back-Scatter 
Miniature Optical Back-Scatter instruments are another 
established method of quantifying the amount of 
suspended sediment. The BSC was fitted with three 
OBS sensors arranged in a vertical log-spaced profile, 
connected to a Marine Data System data-logger. Data 
acquisition was synchronised using the GPS time signal. 
Except for DC power, no modifications to the OBS was 
needed for deployment. After the vehicle's return, the 
recorded data can be downloaded and later correlated to 
the data from the other instruments. 

C   ADV: Acoustic Doppler Velocimeter 
ADV is a relatively new instrument that offers highly 
accurate three-dimensional flow measurements at high 
sampling rates, with a small sample volume. An 
excellent evaluation of the ADV in field experiments can 
be found in [4]. 

The ADV was originally developed for use in physical 
model facilities [5]. It operates using the Doppler shift 
effect, implemented as a bistatic (focal point) acoustic 
Doppler system. It consists of a 10MHz transmitter and 
three receivers positioned at 120° intervals, 30° from the 
vertical axis of the transmitter. This focuses the sampled 
volume approximately 10.8 cm from the probe. 

The probe is submerged in the flow, and the transmitter 
gives short acoustic pulses along the transmit beam. As 
the pulses propagate through the water column, a 
fraction of the acoustic energy is scattered back by small 
particles suspended in the water. The phase data from 
successive coherent acoustic returns are converted into 
velocity estimates in each of the three directions. 

The BSC was fitted with a Nortek ADV. Its serial 
communications interface was wired onto one of the 
umbilical's bi-directional twisted pairs. This allowed the 
ADV's standard PC-based data acquisition software to 
be run without modification on a laptop back at the pilot's 
control cabin. The ADV software gives an instant, real- 

time display of the water velocity and is very useful in 
monitoring the status of the vehicle with respect to the 
current. 

D   LBS: Laser Bedform Scanner 
This is a new instrument being developed at Liverpool. It 
uses the principle of "laser line deformation" to measure 
small (a few centimetres) differences in seabed height. 
The principle is illustrated in Fig. 8. The laser line is 
projected about 50cm in front of the vehicle. A CCD 
camera in a separate watertight housing observes the 
scene from a slightly offset viewpoint. This difference in 
viewpoints causes a perceived vertical displacement of 
the laser line as it passes over the non-uniform surface. 
Since the amount of displacement is proportional to the 
difference is height, the relative height of every point in 
the line can be calculated. As the vehicle moves forward, 
changes in the line's profile reflect the changing 
bedforms. Conventional image processing techniques 
are used to threshold and identify the position of laser 
line. This can be done at full video rates (25Hz), and the 
resulting data when combined with the RTK-GPS 
position, can be used to build large-scale 3D maps of 
seabed. A detailed discussion of the principles behind 
laser line deformation can be found in [6]. 

Laser line 
projected 
to seabed 

Side View 

Laser line 
deformed 

by 
seabed 
ripples 

Laser line 
&CCD 
camera 

Plan View 

Fig. 8: Diagram of Laser Scanner Assembly 

Problems with the video system in Portugal meant no 
data from the LBS was recorded. However, further 
fieldwork trials in the UK are planned for Summer 1999 
to help us evaluate the performance of the LBS system. 
We are also experimenting with building Virtual Reality 
(VR) models of the data sets, to aid the visualisation of 
the seabed data. 
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IV       Field Trials: Ancäo Inlet, Faro, 
Portugal 

The INDIA project is focused on a large, tidal, highly 
dynamic, multiple-inlet system in southern Portugal, and 
includes partners from the UK, France, Netherlands, 
Portugal, USA, Australia, Korea, and Poland. 

As part of the INDIA project, the BSC vehicle was 
deployed at the Ancäo Inlet, near Faro. This inlet was 
artificially opened in June 1997. The INDIA project has 
been studying its development, and modelling the 
coastal processes at work. The overall aim is to better 
understand the general processes at work on this type of 
coastline, typically of main places in Europe, North 
America, and Asia. 

Over the 2 years since the Ancäo Inlet was opening, 
natural sediment transport process have widened the 
inlet to 350 metres, and are now causing its migration 
eastwards along the coast. There is a typical tidal range 
of 4 metres, with peak currents in the inlet over 5 knots 
(10 m/s). 

Fig. 9: Map of the Ria Formosa Inlet System, 
Southern Portugal 

Fig. 10: Aerial Photograph of the Ancäo Inlet 

During the INDIA fieldwork period of January to March 
1999, the BSC vehicle performed field trials to evaluate 
its performance as a mobile platform for instrument 

deployment. The BSC fieldwork team worked out of fixed 
base (fieldwork hut), and were able to perform sample 
transepts in the lagoon, across the inlet and in the surf / 
swash zone on the seaward beach. 

The instrument sampling regime was 20 minutes of data 
collection, on the hour and half-hour. This left 10 minutes 
to move the crawler to the next sampling location. This 
was achieved using the RTK GPS equipment, with some 
visual adjustment via radio from spotters on the beach to 
the pilot. Sampling was over half (7 hours) and full (13 
hours) tidal cycles, with the crawler returning to the 
same locations to make several readings over the cycle. 

With a rigid mast (3m or 6m), and 1.0 m x 1.3m footprint, 
stability was always going to be an important issue. The 
BSC performed well in both the lagoon and inlet, in 
currents up to 4 knots (2 m/s). Traction was good both 
on the beach and in the water (with very soft, saturated 
sand sea floor), with the vehicle remaining stable on 
slopes up to 30°. Much greater problems were 
encountered in the surf, because of the huge shock 
force experienced by the waves breaking. It was 
impossible to launch in breaking wave heights greater 
than 0.5m with mast. In tests without the mast and rig 
(i.e without the GPS antenna), it was still too difficult to 
travel the 150m plus to get the crawler beyond the (more 
typical) 1m - 2m high breakers. This goes to emphasise 
the extreme forces exerted by breaking waves. 
Performance in the lagoon and inlet leads us to believe 
that if the crawler could have got beyond the surf zone, it 
would have had fewer problems moving about the sea 
floor at greater depths. However, with breaking surf of 
any significant size the simple approach of "driving 
through the waves" will not work, especially with the 
GPS mast attached. 

In addition, a problem with drive assembly and tracks 
became apparent during the field trials. Our design 
estimates of the power output of the vehicle had 
predicted that, although not overpowered, the low-speed 
torque (via the reduction gearbox) should have been 
sufficient to turn the track under most conditions. 
However in the field, the vehicle seemed under-powered 
especially compared to a petrol driven (but similarly 
rated) "Power Carrier" being used to move equipment 
around the fieldwork site. 

Both tracks, but particularly the right track seemed to 
jam under quite modest conditions (for instance, 
climbing soft shallow slopes). This was worse in the dry 
compared to in the water, but still below our exceptions. 
This was eventually traced to an error that was made 
during final assembly. A small misalignment of the rear 
motor and gearbox assembly had led to a metal-on- 
metal friction contact between the gearbox housing and 
one of the track's guide wheels. As sand was thrown up 
from the beach, it increased dramatically the energy 
wasted in turning the track wheel against the gearbox 
housing. Inevitably, this caused the track to stall under 
demanding conditions. We estimate that more than 30% 
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of the available power was being lost. Unfortunately, to 
correct this problem would have required a workshop to 
strip down the vehicle. This was not possible, but since 
the stalling was less of a problem in the water (due to 
the sand being washed out more quickly) it did not 
interfere too much. 

Since our return, the logged data from both the on-board 
sensors and external instruments has now error checked 
and has gone through the first stages of quality 
exception tests. An example of this is shown in Fig. 11. 
This graph shows the recorded value of the pressure 
transducer (depth sensor) over a full tidal cycle. The 20 
minutes of stationary data collection, followed by 10 
minutes of vehicle movement to new location can easily 
be seen in the general form of the graph. The arc of the 
graph during the 20-minute sampling periods is caused 
by the incoming, and then outgoing tide. 

All the data has now been entered into the INDIA project 
database, together with the data collected by the other 
groups. It is hoped that it will contribute to the models of 
the inlet system, and help predict how it will evolve in the 
future. 

Crawtor'a D«pth Graph 
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Fig. 11: Graph of Recorded Pressure (Depth) 
over a 13-hour Tidal Cycle 

V        Conclusions and Future Work 
Although the BSC vehicle was successfully deployed 
during the INDIA fieldwork campaign, certain problems 
did become apparent. The metal-on-metal contact that 
causing significant power loss from the drive system has 
now been rectified. Interference problems on the video 
signals, which prevented the use the LBS in Portugal, 
have also been resolved. There are still issues of 
stability, particularly in the surf zone when operating with 
the mast. We are considering the use of ballast and 
stabilising "out-riggers" in such conditions. However, we 
were pleased with the vehicle's stability in high current 
conditions (experienced at peak flow in the inlet), and on 
slopes up to 30°. 

As to future work, in the short term the BSC is being 
prepared for some field trials in a large estuarine 
environment in the UK. The aim is to evaluate 
improvements to vehicle's control software, and in obtain 

some real field data with the Laser Bedform Scanner 
(LBS). 

In the medium term, we are looking into semi- 
autonomous and autonomous navigation for the BSC. 
The aim would be to allow the vehicle automatically 
navigate its way to sites for data collection. The pilot 
would be able to specify locations the vehicle should 
move to, describe the sampling regime, how often it 
should return to a particular location. Autonomous 
navigation would also be very useful in systematic 
seabed surveys with the LBS system. 

In the longer term, we are looking into umbilical-less 
operation using on-board batteries and a high-speed 
radio data link. We are also considering the problem of 
accurately positioning the vehicle at greater depths 
without a mast, perhaps using a floating GPS buoy, or a 
Sonar Positioning Net (SPN). 

Although the BSC vehicle was designed to meet the 
needs of the scientists working on INDIA project, it was 
always a specific design goal to create a vehicle with 
enough flexibility be used in different situations in the 
future. We have already had some enquiries from other 
oceanographic and marine engineering groups in 
Europe and the USA. We would be happy to hear from 
any groups who would be interested in making use of 
the BSC as mobile deployment platform. 
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Abstract 
A free-swimming vehicle UROV7K has been developed 
since 1996. This vehicle is equipped with a high quality and 
high-speed communication system for wide frequency band 
devices such like TV cameras, obstacle avoidance sonar 
and manipulator. Using with the expendable optical fiber 
cable, the cable is one millimeter in diameter and stored in 
a spooler such like a fishing reel. The lithium-ion battery 
which is rechargeable and immersed in oil, has been 
developed for this vehicle. Its capacity is 100V 60Ah. The 
big cable store winch, traction winch and high voltage power 
source are not necessary for this system. 
The vehicle was able to dive to more than 2000 meters in 
depth and swim for 90 minutes December 1998. We have 
a plan to dive this vehicle up to 7,000meters in depth July 
1999. 

I. INTRODUCTION 
ROVs (Remotely operated vehicles) which have 

received a power supply and have data communications 
through tether cables linked the vehicles with the support 
ships, are generally used at present. 

The tether cables are valuable in both supplying 
sufficient power to ROVs and which enable them to making 
high speed communication such as video signal 
transmissions between support ships and underwater 
vehicles. However, because activity of the vehicles must 
be reduced, and the cable handing onboard equipment such 
like a cable store winch or traction winch are big. 

On the other hand, cableless under water vehicles 
(AUVs), which could move freely without restriction. 
However, these vehicles cannot make effective 
investigations by means of real time moving pictures of the 
sea floor, because of their inability to transmit high speed 
signals such as videos, and are weak in works using with 
manipulators. 

In addition AUVs can only perform limited operations, 
and are unable to respond with precision and flexibility to 
all the users' needs. Given these limitations, AUVs cannot 
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take the place of ROVs. 
The authors have been developing ROV "UROV" 

(development code name) system using with the expendable 
optical fiber cable. This system can provide both high 
maneuverability and high speed communication. In other 
words, it can simultaneously provide advantages of both 
cabled ROVs and unOcable ROVs (or AUVs). 

Since 1987, the UROV2000, which could descend to 
2000m from the sea surface, had been developed as a 
prototype, and had been used for the study of creating an 
evolutionary system corresponding to various needs. 
UROV500 was the first UROV system developed for 
practical use, investigation for fishes or crabs in Japan Sea. 
Since 1996, we have been developing a 7,000meter class 
UROV. 

II. OUTLINE OF UROV SYSTEM 
The vehicle has a single optical fiber whose diameter 

is smaller than 1mm. This single optical fiber is the sole 
link between the vehicle and the support ship, and high 
speed data communications are possible through this optical 
fiber. The operator controls the vehicle on the support ship 
by observing video pictures. It is unnecessary to supply 
any power from the support ship because the vehicle has 
secondary batteries as energy source. . 

This UROV system has three spoolers. The two of 
them are put on the vehicle, and another one is overboard 
on the support vessel. In one spooler, the optical fiber is 
wound 10,000meter. The fiber is smoothly loosen out from 
the spooler in its axial direction with slight tension. The two 
spoolers on the vehicle connected in series, are connected 
one on the support vessel. During operation, the vehicle 
moves around leaving the optical fiber loosen out from the 
spooler, enabling the vehicle to carry out long distance 
cruising of over 30,000m away from the support ship with 
high maneuverability, because of little cable drag. 
Accordingly, it is possible to investigate a submarine-volcano 
or a bomb, above which support ship can not stay with 
safety. 

At the beginning of the operation, the vehicle is 
launched 



from the support ship loaded with two kinds of ballast. The 
vehicle descends from the weight of these two ballast 
weights and after reaching the destination depth, it releases 
one of them. By adjusting the weights, the vehicle can 
achieve neutral buoyancy without the left ballast while 
surveying at the destination. After cruising, the vehicle 
releases another one to get positive buoyancy, and ascends 
to the surface where it is recovered. At the same time, the 
optical fiber can be cut with an optical fiber cutter placed 
at the top of the spooler on the vehicle. In this system the 
optical fiber is expendable, so fiber troubles cannot do any 
damage to the whole system. This means the vehicle can 
make its way even through the complicated structures. 

3. SPECIFICATION OF UROV SYSTEM 
Table 1 shows the major features of UROV7K. The 

system can be operated with a small ship because the 
system does not need large on-board equipment such as a 
cable store winch or a power supplier. 

The onboard system consists of an optical data 
transmission unit, two computer units, ajoy-stick controller 
box, acoustic positioning CRT, obstacle avoidance sonar 
CRT, video monitors, VTR sets and status indicator units. 

4. SYSTEM COMPONENTS OF UROV7K 
4-1. OPTICAL FIBER SPOOLER 
The optical fiber is broken down at a tension of about 5kgf, 
and is also easily broken down by bending or kinking. The 
equipment is necessary for the UROV system to allow the 
optical fiber to be drawn out smoothly under lower tension. 

When using a rotary type drum, the momentum and 
friction will create huge tension. Moreover, in that case, to 
use a rotary connector is necessary and this increases the 
optical loss. 

To solve this problem, a non-rotary type optical fiber 
supplier " spooler" has been developed and is used in the 
UROV system. The spooler is designed to avoid applying 
a high level of friction on the optical fiber. The tension 
needed to draw the fiber out of the spooler is about 1 Ogf, 
as measured in a free fall test in a pool. 

During operation, to avoid the optical fiber being 
overdrawn, a braking device is placed on the spooler to 
adjust the tension needed to draw out the fiber. The spoolers 
are located on both the vehicle and the ship to reduce the 
possibility of the fiber being severed even if it is caught by 
something on the sea floor. 

An optical fiber cutter is also located at the top of the 
spooler, so that the operator can cut from a remote distance. 

4-2. OPTICAL DATE TRANSMISSION SYSTEM 

Water pressure, tension and bending affect the optical 
power loss. Therefore, the transmission method must be 
one that can work under variable optical loss. 

In order to send all the data through a single optical 
fiber, there must be no more than two optical channels 
(uplink and downlink), due to the wavelength division 
multiplexing method. 

Uplink data consists of three channels of video signal 
and other sensor signals, such as a depth sensor and a 
direction sensor. The pulse coded modulation (PCM) 
method has been adopted to send the signals because of its 
simple construction and high endurance against change in 
optical loss. The sensor signals are multiplexed electrically 
with the video signal. Using this method, the number of 
uplink optical channels is reduced to one. 

On the other hand, control signals are sentto the vehicle 
as one channel (downlink) using the pulse code modulation 
(PCM), time division multiplex (TDM) method because of 
the easy interface with the CPU unit and high endurance 
against change in optical loss. Measurements show that 
loss change allowed with the system is about 1 OdB, which 
reveals there would be no problem for practical use. 

4-3. CONTROL AND DATA PROCESSING SYSTEM 
UROV7K has a control and data processing system 

using micro computers on board. This system processes 
the joystick controller data and controls the rotation of the 
motors of the thrusters, and it can also perform automatic 
depth and direction hold operations. Uplink data such 
as,depth, water temperature, and direction are indicated by 
seven segment LEDs, although battery power. 

As a self-diagnosis function, this system informs the 
operator with an alarm lamp when optical or electrical 
signals cease. Moreover, when water leakage into the 
pressure housing is detected, this system not only inform 
but also releases the ballast automatically, to enable the 
vehicle to surface quickly before it loses sufficient buoyancy. 

When the optical fiber is accidentally cut, the vehicle 
loses control and it is impossible to draw the vehicle up 
because no tension member exists. To ensure the vehicle 
can be retrieved even in such an event, the vehicle is 
designed to automatically switch off all of the equipment 
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and release the ballast five seconds after the optical signal 
from the ship ceases. 

4-4. POWER SOURCE 
The power source is one of the most important in 

providing practical UUVs or AUVs without power cables. 
The types and capacities of power sources should be 
determined according to the operational conditions of the 
systems. A pressure-balanced secondary battery is a suitable 
energy source for the UROV7K system because it is 
rechargeable, light and safe. Among these types of batteries, 
Li-ion battery is used because of its long life, ease of handling, 
and high energy density. These batteries supply 100 V of power 
for the thrusters and halogen lights, and converted to several 
voltage level power sources for the control unit, cameras, 
and other sensors. Necessary capacity to carry out a three 
hour operation on sea floor are appraised at less than 60Ah. 

4-5.  THRUSTERS 
The vehicle has two vertical thrusters (600W each) and 

two horizontal thrusters (600W each) oilfilled, 
pressure-compensated DC bushless motors are used because 
of their small size and high reliability. Their rotation speeds 
are controlled with the onboard computer using the pulse 
width modulation (PWM) method. 

4-6. BALLAST DEVICES 
The vehicle has two kinds of ballast devices. One is 

loaded to put weight on the vehicle for descent, and by 
releasing this ballast, the vehicle achieves neutral buoyancy. 
The other is loaded to keep the buoyancy neutral while cruising 
the sea floor, and releasing this ballast gives the vehicle positive 
buoyancy to ascend. In the UROV7K system, descent weighs 
about 200kg and the other for ascent weighs about 150kg. 
Small steel balls (2~3mm in diameter) can be used, for the 
ballast weights. The ballast balls are contained in hoppers 
and it is released by opening the bottom lid. This method is 
relatively safe the ballast should be released accidentally on 
board, and the weight is easily adjustable. Electromagnets 
are used to take on and release the ballast. In this case, residual 
magnetism acts to prevent the ballast from being released, so 
the magnetism eraser circuit, which reverses the direction of 
current repeatedly, is used to ensure the release. 

5.     SEAGOING TESTS AND PRACTICAL 
OPERATIONS 

Seagoing tests were carried out in December 1998, with 
JAMSTEC's "YOKOSUKA" as the support vessel at Sagami 
Bay and Suruga Bay. The Li-ion batteries fast charging 
capability allowed a operations per day, so four test dives of 
about two or three four each could be carried out in five 
days. The vehicle reached the maximum depth of 2,11 lm. 

It was shown that the automatic direction holding 
system could hold the vehicle's heading direction. Distinct 

color video pictures of the sea floor proved its ability to make 
effective investigations. 

In one test, the optical fiber was broken to examine the 
security functions for vehicle recovery. As soon as the optical 
fiber was cut, the vehicle released the ballast and ascended 
to the surface automatically. It showed that the system worked 
reliably, in accordance with its design. 

After some adjustment in improving the system, next 
operations will be carried out in July 1999 at Japan Trench. 

6. CONCLUSIONS 
UROV system has developed as a easy-use, high 

performance submarine robot system, applying an optical data 
transmission technique. It shall be available not only for 
simple investigations of marine resource, but also for various 
studies or work in the marine field. 

In the future, UROV7K will be examined to consider 
the feasibility of equipping with a autonomous abilities or 
some sensors for underwater science, and to study 
improvement to create a more evolutionary system. 
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Fig. 1 UROV7K System 

Table. 1   Specification 

Weight About 2700 kg 

Dimensions About 2.8 (L) X 1.8 (W) X 2.0 (H) m 

Max. operating 
depth 

About 7,000 m 

Power Lithium-Ion Rechargeable Battery IO8V6OAI1 
( Oilfilled and Pressure-compensated) 

Propulsion 2 horizontal thrusters, 2 vertical thrusters 
DC brushless motors 800W ( Oilfilled and Pressure-compensated ) 

Equipment • Wide color TV cameras ( X 2 )    • 3-CCD color TV camera 

• Monochrome TV camera              • Still camera & strobe light 

• Altitude sonar                              ■ Depth meter 

■ Ring laser gyro                               • Flasher 

• Obstacle avoidance sonar             • Acoustic transponder 
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Abstract - The software system on the Ocean Explorer 
(OEX) at Florida Atlantic University provides a mission 
command language (MCL) for the user to program 
missions. Recently, MCL was augmented to permit the 
definition and use of high-level macros in mission plans. 
This paper describes the syntax of MCL macro definition 
and use, and the implementation of the macro 
mechanism. It also illustrates how mission command 
macros are used in programming practical AUV missions 
and in communicating with the OEX through its acoustic 
modem. 

I. Introduction 

In autonomous underwater vehicle (AUV) or robotics 
research, one important area is to make AUV missions 
highly configurable by end users ([4], [5], [6]). Similar to 
ISER's AUV control system, which gives users the ability 
to create and change critical mission parameters through 
a simple script editor, the OEX control system provides a 
simple, special purpose scripting language, called 
mission command language (MCL) for the user to 
program missions. Because MCL contains very few 
flow-of-control constructs (i.e., no loops), the scripts for 
complex missions, such as those involving lawnmower- 
pattern surveys, can be quite large, with sections of code 
repeated many times. As the plan size increases, so 
does the potential for errors, and the cost of modifying 
plans for future missions. 

Recently, we have augmented MCL to permit the 
definition and use of high-level macros in the mission 
plans. The benefits of the macros are similar to those 
derived by the use of macros in modern programming 
languages, including parsimony and modularity. The 
macros greatly increase the parsimony of the mission 
plans  by  substituting  simple  macro  invocations  for 

repeated blocks of code. The modularity provided by the 
macros tends to localize errors in mission plans to a 
single macro, instead of having that error repeated many 
times throughout a plan. 

Another important benefit of the parsimony induced 
by the macros is that it facilitates the communication of 
the OEX with the surface. The communications 
capabilities of the OEX make it possible for on-surface 
human operators to transmit commands to the OEX 
remotely in real time via its on-board acoustic modem, 
but because of the noisy environment, the modem's 
throughput is very low. The macros decrease the size of 
these transmissions, increasing the efficiency of operator 
control of the OEX. 

This paper describes the syntax of MCL macro 
definition and use, and the implementation of the macro 
mechanism. Finally, we illustrate how mission command 
macros are used in programming OEX missions, and in 
communicating with the OEX through its acoustic 
modem. 

II. Mission Command Language 

The MCL in which mission plans are written has the 
following syntax [1]: 

1) Set <what> <value(s)> 
To set the value of a specific item indicated in 

<what>, which can be heading, rudder, speed, criteria, 
combination-type etc. 
2) Start <what> <value(s)> 

To start the item indicated in <what>, e.g., managers, 
motor, etc. 
3) Stop <what> <values> 

To stop the item indicated in <what> 
4) Need <what> 
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To select specific features of a behavior tree, that is, 
to configure an arbiter. <what> can be simplealtitude, 
complexaltitude, auvsimspeed, etc. 
5) Clear <what> 

To clear the item mentioned in <what>, e.g., criteria. 
6) Go <label> 

To execute a set of setpoints/waypoints given so far, 
where <label> is an optional command label. 
7) Gohome 

Return the OEX to the HomePosition coordinates in 
shared memory. 

A mission plan written in the above MCL is as below: 

Set Origin 30 10.05 N 88 44.7 W 0.0 
Set HomPos 30 10.1  N 88 44.76 W 
Start Mgr StateMgr 100 

Need SimpleAltitude 

Clear criteria 
Set Criteria Plane -2 
Set TimeOut 800 
Set   Depth 3.0 
Set Speed 2.5k 
Set WaypointNE -100-450 
Go 

Stop Motor 
Stop Mission 

The MCL syntax and the above mission plan example 
show that MCL contains very few flow-of-control 
constructs (i.e., no loops). The scripts for complex 
missions, such as those involving lawnmower-pattern 
surveys, could therefore be quite large, with sections of 
code repeated many times, especially when patterns 
only change slightly from mission to mission. As the plan 
size increases, so does the potential for errors, and the 
cost of modifying plans for future missions. A solution to 
this problem is to add the capability for the user to define 
command macros in the mission plan, and use the 
macros to simplify and avoid repetition of commands. 
Mission command macros allow the user to specify tasks 
in pieces of reasonable size. The pieces can be 
combined hierarchically to create large plans. 

III. Mission Command Macros 

The mission command macro feature added to the 
current OEX MCL greatly simplifies mission 
programming. The user defines mission command 
macros using existing mission commands illustrated 
above, and then uses these macros in the mission 
command file. A macro can also be defined using an 
already defined macro. A special macro "repeat" 
command is provided, so that a macro command can be 
repeated many times.   This is similar to adding a loop 

control construct to the current MCL. The syntax of 
macro definition, macro use and the repeat command is 
illustrated below. 

A. The Syntax of Macro Definition 

macro <macroName> <parameter(s)> 
<command(s)> 
endmacro 

macro: MCL keyword that starts a macro definition. 
<macroName>: The name of the macro 
<parameter(s)>: MacroName is followed by 0 or more 

parameters for the macro. 
<command(s)>: One or more lines of mission 

commands, or macro commands that have already been 
defined, or a repeat command. 

endmacro: Keyword that ends the definition of a 
macro. 

An example of a macro definition would be: 
macro mad x y 
Set wayPointDeltaNE x 0 
Go 
Set wayPointDeltaNE 0 y 
Go 
Set wayPointDeltaNE -x 0 
Go 
Set wayPointDeltaNE 0 y 
Go 
endmacro 

B. The Syntax of Macro Use (A Macro Command) 

<macroName> <parameter value(s)> 

An example macro command is: 
mad 100 100 
When the mission is run, this command will be 

replaced with the definition of macro mad, with x, y 
being replaced with 100, 100 respectively. 

C. The Syntax of Repeat Command 

repeat <count> <command> 

<count>: A positive integer that specifies how many 
times to repeat the macro command. 

<command>: A mission command or user defined 
macro command. 

An example would be: 
repeat 5 mad 100 100 
which means to repeat "mad 100 100" 5 times. 

Obviously this does a lawnmower-pattern survey since 
waypoints are specified relative to current location. 
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IV. Implementation of Mission Command Macros 

The OEX software systems ([1], [2], [3]) consist of 
several supporting tools, including a shared memory 
management system, a data logger, a monitor, various 
types of arbiters, and several managers to handle 
scheduling. The managers are: PlannerMgr, NavMgr, 
PositionMgr, SpeedMgr, etc. Mission planning and 
navigation are implemented by PlannerMgr and NavMgr. 
The Planner is responsible for interpreting the mission 
command file "mis_plan", and generating navigation 
commands to be executed by the navigator. The planner 
parses the mission plan in MCL, converts the commands 
to navigation commands, and sends them to the 
navigator via the navigation command queue 
(NavQueue). There are three command queues: 
NavQueue, ModemQueue, and ErrorQueue. Navigation 
commands from the rrrssion plan file are processed 
through the NavQueue, commands sent by the operator 
through the acoustic modem are placed in the 
ModemQueue, and commands for exception handling 
are stored in the ErrorQueue. Each command queue 
has a priority, and the navigator executes the command 
from the queue with highest priority. A single navigator 
command may consist of one, or a group of planner 
commands. 

To augment MCL to permit the definition and use of 
high-level macros in the mission plans, there could be 
two strategies: 1) Add a preprocessing module to 
compile the mission plan with macros into a mission plan 
without macros and give it to the planner; 2) Make 
changes to the Planner so that it could parse macro 
definitions and macro commands. We adopted the 
second strategy in implementing macro commands. The 
planner stores macro definitions in shared memory when 
parsing macro definitions, and when parsing macro 
commands, it replaces the macro with the mission 
commands from the macro definition. Therefore, the 
planner parses the macro definitions and commands 
together with other mission commands. The advantage 
of such an implementation is that it facilitates 
communication of the OEX with the surface. The 
communications capabilities of the OEX make it possible 
for on-surface human operators to transmit commands 
to the OEX remotely in real time via its on-board 
acoustic modem, but because of the noisy environment, 
the modem throughput is very low. Since the planner is 
able to parse macro commands dynamically, we can 
send shorter macro commands to the AUV remotely 
through the acoustic modem, thus improving efficiency. 
It should be noted that macro definitions should be 
included in the mission plan file, since it would be very 
inefficient to send lengthy macro definitions through 
acoustic modem. 

V. Programming Missions with Command Macros 

A.  A Practical Mission Plan Example with Macros 

The following is an example of mission plan file with 
mission command macros (a line starting with "//" is a 
comment): 

// Macro definitions 
macro GetGpsFix DELAY HEADING 

// set depth to 0 
clear criteria 
set criteria depth 0.0 1.2 
set depth 0.0 
go S surface 
// stop the motor 
clear criteria 
set rpm 0 
set torque 0 
set direction 0 
go SM stop motor 
// Cycle power on the gps 
clear criteria 
set payload MHPowerCtrlOut 2 
goS1 Turn off gps 
// Put up the antenna 
clear criteria 
set criteria GPSfix 2 
set timeout DELAY 
set payload MHPowerCtrlOut 3 
set payload gpsAntennaeCmdOut 1 
go S3 Get fix 
// put the antenna down 
set criteria duration 30 
set payload gpsAntennaeCmdOut 2 
set payload MHPowerCtrlOut 2 
go S10 turn off gps power 

endmacro 
// End of GetGpsFix  

macro HfssNSLeg L S E 
clear criteria 
Need Tracking 
set criteria plane-15 
set speed 2.5k 
set depth 10.0m 
setwaypointDeltaNE OS 
go OFF1 east S 
// Go a little way before turning on the HFSS 
set waypointDeltaNE -E 0 
go OFF1 North -E 
// South bound leg 1  
// Start collecting HFSS data 
set payload startHFSScanOut 1 
set waypointDeltaNE -L 0 
go L2 North -L hfss data on 
set payload startHFSScanOut 0 
set waypointDeltaNE -E 0 
go L3 North -E hfss data off 
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setwaypointDeltaNE OS 
go L4 east S 
setwaypointDeltaNE E 0 
go L5 north E 
// North bound leg 2  
set payload startHFSScanOut 1 
set waypointDeltaNE L 0 
go L6 north L hfss data on 
set payload startHFSScanOut 0 
setwaypointDeltaNE EO 
go SP1 north E hfss data off 
endmacro 
// End of HfssNSLeg Macro 

// HfssNSLawn L S E CNT PLANE SPD DEP TMOUT 
macro HfssNSLawn L S E CNT PLANE SPD DEP 

TMOUT 
clear criteria 
Need Tracking 
set criteria plane PLANE 
set speed SPD 
set depth DEP 
repeat CNT HfssNSLeg L S E 

endmacro 
//********** END OF MACRO DEFINITIONS ********** 

//' ********** MISSION BEGINS HERE *************** 

Set Origin   26 18.153 N 80 3.788 W 
Set HomePos 26 18.153 N 80 3.788 W 0.0 
Start Mgr StateMgr     100 
Start Mgr FSHeadingMgr   100 
Start Mgr FSPitchMgr     100 
Start Mgr FSDepthAltMgr   100 
Start Mgr SpeedMgr     100 
Start Mgr GuidanceMgr   100 
Start Mgr SimMgr       100 
Need SimSpeed 
Need SimDepth 
Need SimAlt 
Need SimRpm 
Need SimHeading 
Need SimMotion 
Need NoSurfaceSafety 
// to execute the feature selections 
goN1 
//start motor 
// Turn the HFSS payload on 
clear criteria 
set payload turnHFSScanCpuOnOut 1 
go S2Turn on sidescan power 
// Start the camera 
clear criteria 
set payload videoCmdOut 1 
go S8 Power the camera 
// Get a GPS fix 
// GetGpsFix <timeout> <heading> 
GetGpsFix 30 0 
// power up the fish 
clear criteria 

set criteria duration 3 
set payload turnHFSScanPowerOnOut 1 
// Go to the NW corner of grid 1 
clear criteria 
set criteria plane-15 
Need Tracking 
set timeout 600 
set speed 2.5k 
set depth 10.0 
set waypointLL 26 18.153 N 80 3.778 W 
go W1 Go to the NW corner of grid 1 
// Do 6 legs (3 north/south cycles) 
// HfssNSLawn <length> <space> <end zone> 

<count> <plane> <speed> <depth> <timeout> 
HfssNSLawn 200m 25m 20m 3 -15m 2.5k 10.0m 

600 
GetGpsFix 30 0 
set rpm 0 
set torque 0 
set direction 0 
go STP0 
stop Mission 

In the mission plan, three command macros are 
defined: GetGpsFix, HfssNSLeg and HfssNsLawn. The 
GetGpsFix macro contains steps for getting a GPS fix, 
for example, to set the depth to 0, stop the motor, turn 
off the GPS, put up the antenna, etc. The HfssNSLeg 
macro does one north south cycle of a lawnmower 
pattern for the HFSS payload. Fig. 5.1 illustrates the 
path of HfssNSLeg macro and its three parameters: L, S, 
E. It first goes south distance E before turning on the 
HFSS (be), then turns on HFSS and collects data as it 
goes south distance L (cd), then turns off HFSS (de) for 
distance E, then goes east for distance S (ef), and north 
distance E (fg) with HFSS off, and then north distance L 
(gh) with HFSS on, then north S with HFSS off, and so 
on. Macro HfssNSLawn does a lawnmower pattern 
survey with HFSS by repeating HfssNSLeg. The path 
and the parameters are illustrated in Fig. 5.2. 

b 

4- t 
L: Length of HFSS runs 

(cd,gh) 
S: Spacing between runs 

(ab, ef) 
E: The 'end zone' before 

& after the run, when 
HFSS is off (be, de, fg, 
hi) 

d g 

Fig. 5.1 Survey path of macro HfssNSLeg 
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V J^t J^t 4,t 
L, S, E: Same as in HfssNSLeg 
COUNT: The number of North/South cycles 
PLANE: the plane criteria to use for 
waypoints(e.g-15) 
SPD: speed 
DEP: depth 
TM OUT: timeout 

Fig. 5.2 Survey path of macro HfssNSLawn 

B.  Acoustic Communication with Command Macros 

The implementation of the command macro 
mechanism makes it possible to send shorter command 
macros to AUV through acoustic modem to control 
mission in real time. This greatly improves the practical 
ability to control the AUV remotely since acoustic 
communications have inherently low throughput. For 
example, we could download the above mission plan to 
the AUV, and make the vehicle perform the lawnmower- 
pattern HFSS survey. While the AUV is in the mission, 
the AUV transmits data back to surface through the 
acoustic modem. Based on this data, we might want the 
vehicle to concentrate on a spot and do a lawnmower 
survey in that specific small area. We could send the 
HfssNSLawn macro with parameters changed to small 
values through the acoustic modem. In this way we are 
able to control the vehicle on line to do adaptive 
sampling and other complex missions. 

VI. Conclusion 

Mission command macros have significantly 
improved the capability of the OEX AUV to the execute 
complex missions that are increasingly required as the 
OEX is used . The modularity and repeat features have 
aided users in creating error-free missions. Also, the 
time required to create error-free mission plans has been 
greatly reduced by reusing macros.. Finally, the ability to 
control the AUV remotely via the acoustic modem has 
been enhanced both by allowing complex command 
sequences to be sent efficiently, and by allowing the 
remote control interface to be quickly modified by 
defining new macros rather than changing the modem 
communications protocol. 
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ABSTRACT 

This paper describes the project that was conducted 
early this year to reinstate maritime navigation 
in Central American (CA) ports that were devastated 
by the hurricane that occurred in November 1998. The 
project objectives, which were accomplished, were 
to install navigation facilities rapidly, and to use 
advanced technologies in the renovation to insure that 
the capabilities of the new systems would exceed those 
which existed before the hurricane. The damage to 
the ports and their installations and facilities was 
severe; but the ruination of their navigation systems 
also had far reaching effects. For instance, ships 
carrying relief supplies and medicine to countries such 
as Honduras, often found it extremely hazardous to 
enter ports that had greatly diminished aids to 
navigation. Recognizing the plight of neighboring 
countries as a result of the hurricane, U. S. Secretary 
of Transportation, Rodney E. Slater, initiated a 
program to reconstruct the maritime navigation 
infrastructure in Central American ports. The Research 
and Special Programs Administration of the US/DOT, 
with technical support from the Volpe Center, was 
given the lead role in the CA Navigation Systems 
Revivification project. Working with the CA 

Commission of Maritime Transportation 
(COCATRAM), damage assessment was performed 
and a relief priority list was drawn up. The ports of 
Cortez and San Lorenzo in Honduras were hardest hit 
by the hurricane and consequently they were 
designated for the first replacements. The execution 
of the project required demanding logistics and 
acquisition planning that will be detailed in the paper. 
In the spirit of turning a disaster into an opportunity, 
it was decided to optimize the use of satellite 
technology where possible rather than revert only to 
the use of conventional aids to navigation. The Center 
for Navigation at the Volpe Center, capitalized on 
experience gained in navigation development projects 
for the Panama Canal and the Saint Lawrence Seaway 
to design and implement navigation and buoy 
positioning systems in CA. The Differential Global 
Positioning Satellite System was selected as the 
primary signal source in order to 
provide highly accurate navigation in ports recovering 
from the hurricane. In cooperation with 
COCATRAM, the rapid response navigation system 
will be integrated into a comprehensive navigation 
complex for all major ports in Central America. 
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Abstract 

A system for ROV actuator fault detection, diagnosis and 
accommodation through servo-amplifiers' monitoring and 
dedicated steady-state maneuvers has been designed on 
the basis of real data recorded during operating missions of 
Romeo, the ROV prototype developed by CNR-IAN. In 
particular, an actuator fault during at sea operations of Romeo 
enabled the validation with real data of the developed 
system. 

I. Introduction 

Currently, unmanned underwater vehicles (UUVs) can 
satisfactorily perform a large amount of scientific missions: 
autonomous underwater vehicles (AUVs) can navigate 
through a set of way points with sufficient precision for a 
large set of oceanographic surveys (Singh et al., 1995; 
Bellingham et al., 1994; Smith et al., 1995), while remotely 
operated vehicles (ROVs) can be tele-operated to execute 
tasks requiring strong interactions with the operating 
environment, e.g. exploration of an unknown area and 
operations in the proximity of the seabed or man-made 
underwater structures (Ballard, 1993; Nokin, 1998; Kirwood, 
1998; Dawe et al., 1998; Bono et al., 1998). As discussed 
in (Healey, 1998), at this stage the main technical issue is 
to improve the system reliability in order to guarantee the 
mission is accomplished even in the presence of some 
variations from the nominal conditions, i.e. faults. In this 
sense, fault management systems for UUVs able to detect, 
isolate and accommodate faults, have been investigated and 
designed in order to improve the vehicle degree of autonomy, 
reliability and capability of performing missions in harsh 
environments. These systems also play the role of interface 
between the robot and the human operator for performance 
monitoring in the case of tele-operation. 
UUVs' operations can be affected by two kinds of faults: 
failures in the hardware and software subsystems of the 
vehicle, such as thruster seizing or sensor breaking, and 
unforeseen environmental conditions, which could jeopardize 
the working mode of the sensors measuring the 
vehicle-environment interactions, such as multi-path 

phenomena affecting echo-sounders' performances. In the 
past, attention focused on the vehicle faults, 
distinguishing between actuator and sensor faults, and trying 
to classify the expected system failures on the basis of 
their probable response as reported in (Rae and Dunn, 1994), 
where zero-response breaking, permanent offset jamming, 
intermittent slipping, decreasing response creeping failure 
and random control failure damages have been listed. 
In the nineties, theoretical advancements in fault diagnostics 
obtained in various fields of applications, from aeronautical 
and aerospace systems to nuclear and chemical plants, 
have been transferred to underwater robotics. Since 
unmanned underwater vehicles can be modeled by a small 
number of state variables (Fossen, 1994), model-based 
techniques for fault detection have been preferred to 
model-free ones. In particular, fault detection techniques 
based on parameter estimation and analytical redundancy, 
i.e. the same quantity can be calculated by combining data 
from different sensors or model-based predictors, have been 
developed. An example of black-box identification combined 
with gradient filtering to generate failure events is given in 
(Rae and Dunn, 1994), while a technique to manage 
analytical redundancy through expert systems' rules is 
presented in (Orrick et al., 1994). In (Healey, 1998), a 
model-based observer is used to generate a residual between 
the sensor measured values and that predicted from the 
model in order to detect dynamic faults. A fault is detected 
when the residual magnitude is higher than a suitable 
threshold for more than a fixed length of time. The same 
method to avoid false alarms, after processing residuals 
generated through analytical redundancy, is used in (Yang 
etal, 1998), where an accommodation technique for thruster 
failures is also presented in the case of an over-actuated 
vehicle. Modeled actuator faults can be detected and isolated 
through a bank of extended Kaiman filters as discussed in 
(Alessandri et al., 1999). Due to the difficulties of having 
available recorded telemetry data of UUV actual faults, the 
above mentioned investigations are based on simulations of 
plant damages of the types classified in (Rae and Dunn, 
1994). In particular, in (Orrick etal., 1994) failure detection 
is performed on the heading and depth control surfaces and 
sensors of a simulated torpedo-like AUV. The Rae and 
Dunn's failure detection system has been tested and 
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evaluated on the simulator of the Ocean Voyager AUV in 
the case of speed sensor slipping and jamming, depth-meter 
breaking and compass jamming (Rae and Dunn, 1994). In 
the same way, the model-based observer approach presented 
in (Healey, 1998) has been tested by simulating a stern 
plane fault in the presence of wave disturbances using a 
model of the US Navy DSRV vehicle. On the other hand, 
Yang et al. and Alessandri et al. simulated thruster and 
sensor failures suitably programming the actuation and 
acquisition system of actual vehicles, Odin and Roby2 
respectively, operating in water. Anyway, only time-invariant 
actuator faults have been considered. 
In the following, research focusing on the design of fault 
detection, isolation and accommodation system based on 
operationally experienced faults in ROV actuators is 
presented. The main goal is to design a fault management 
system for unmanned underwater vehicles, able to satisfy 
the basic requirement of "handling experienced faults", and 
conventional zero output failures treated in the literature. 
In addition, the fault management system has to be easily 
integrated in the hierarchical control architectures, which 
characterize a large number of advanced UUVs such as 
the NPS Phoenix (Brutzmanetal., 1998), IFREMER Vortex 
(Le Rest et al., 1994) and Romeo. This requirement involves 
the development of fault detection and isolation modules 
at the various levels of the control architecture, such as 
servo-amplifiers, model-based dynamics and steady-state 
monitoring, resulting in a reliable diagnostics system based 
on information redundancy. Operational experience, 
ripened during the under-ice missions of the Romeo ROV 
during the XIII Italian expedition to Antarctica in 1997-98 
(Bono et al., 1998), revealed the permanent time-varying 
multiplicative effects of flooded thruster failures. The 
time-varying multiplicative nature of flooded thruster faults, 
combined with the vehicle model uncertainty and the 
unavailability of linear velocity and acceleration 
measurements, e.g. in the case of the ROV heave motion 
only noisy depth measurements were available, has made 
it difficult to generate robust observer-based residual during 
closed-loop operations and suggested the execution of 
pre-defined steady-state maneuvers specifically designed 
to solve ambiguities in the presence of position 
measurements only. 
A short description of Romeo, is given in section 2, while 
the faults occurred in the course of the vehicle operations 
are reported in section 3, where failure models are defined, 
and detection, isolation and accommodation techniques are 
evaluated on actual mission recorded data and discussed. 
In particular, the effects of the flood of a vertical thruster 
are reported. The behavior of servo-amplifiers, and 
steady-state residual generators is discussed, and a reliable 
procedure for actuator fault detection and isolation is 
proposed. Fault accommodation through the reconfiguration 
of the Romeo Thruster Control Matrix is presented in section 
4. 

II. Romeo 

The Romeo ROV has been designed and developed by 
the Robotics Dept. of the Institute for Ship Automation of 
the Italian National Research Council for scientific 
applications and research in the field of intelligent vehicles. 
Its mechanical design follows the structure of the last 
generation scientific ROVs, such as Tiburon (Kirkwood, 
1998) and Victor (Nokin, 1998). The vehicle is constituted 
by three sections: on the bottom an interchangeable toolsled 
for scientific devices is connected to the basic frame, the 
foam for buoyancy is positioned on the top, while in the 
middle section, the basic frame carries on control and 
communication electronics, sensors and actuators as 
shown in Figure 1. The resulting ROV is about 1 m in height, 
0.9 m in width and 1.3 m in length, weighs about 450 kg in 
air and is intrinsically stable in pitch and roll. 

LRR 

Fig. 1. Romeo mechanical design 

As shown in Figure 1, the thrusters are arranged two by two 
in the corners, with the horizontal ones parallel to the 
diagonals of the xy section. This redundant thruster 
configuration uncouples the horizontal control of surge, 
sway and yaw, from the vertical control of roll, pitch and 
heave. Calling the module of the angle between the 
horizontal thrusters and the vehicle's longitudinal axis, b, c 
and d the thruster arms with respect to the vehicle center 
of mass respectively for yaw, roll and pitch motion, the 
horizontal and vertical Thrust Control Matrixes, relating the 
thruster forces 

TH - lTHFL      THFR      THRL      THRR J and 

TV=[TVFL   TVFR   TVRL   TVRR P      to the 6 DOFs force 

and torque <)>„=[FU   FV   Tr]
TAND(|>v = [T„   Tq   F^, 
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are 

Bv = 

BH = 

cosa    cosa    -cosa   —cosa 

sina    -sina     sina      -sina 

b        -b        -b b 

and 

-c -c   c 

-d   -d    d    d 

1111 
respectively. 

A general purpose "optimal" distribution of the control actions 
consists in minimizing the quadratic energy cost function 

j = iTTPx„   which,   in   the   case   all   inputs   are 
2 

equally weighed, has the solution B# = BT(BBT j', known 
as Moore-Penrose pseudo-inverse (Fossen, 1994). For the 
square case, as when one faulted actuator is disabled, B* is 
simply equal to B\ and the unique solution is computed. 
More detailed information about Romeo computer and 
software design can be found in (Caccia et al., 1999). 

III. Actuator faults: blooded thruster 

During the execution of at-sea trials for the identification of 
Romeo vertical dynamic model, see (Caccia et al., 1999) 
for details, the pilot revealed anomalous values of the 
current of the vertical front left thruster. The mission was 
immediately suspended, the ROV was recovered and the 
faulted thruster dismantled. 

A. Blooded thruster: fault model 

Investigations carried out in the Italian station lab revealed 
that the water inside the thruster modified the internal 
electrical connections. In particular, the salt water caused 
a dispersion, which reduced the feed-back signal nm, of the 
motor revolution rate n from the tachometer to the 
servo-amplifier, i.e. nm = A,n,0<X<l. In these conditions, 
when the servo-controller forced the feed-back signal nm to 
track the desired speed n*, the actual speed n was higher 

1   . 
than the desired one, i.e. n -» -n . 

Since at bollard conditions, the thrust T delivered by a 
propeller is c=anlnl*, the magnitude of the actual force of 
the blooded thruster 

1 
t=—an In | =—x 

is higher than the desired one. 
In addition, the thruster fault affected the motor armature 
current ia too. The torque exerted by a rotating propeller at 

bollard conditions is Q(n)=Q|n|n|n|n , while the DC motor 

dynamics is described by equations: 

La-^ = -Raia-27iKMn + ua 
at 

27tfm-^- = KMia-Q(n) 
at 

where La, Ra ua and are the armature inductance resistance 
and voltage, KM is the motor torque constant, Jm is the 
moment of inertia of motor and thruster, and Q(n) is the load 
from the propeller. In steady-state conditions: 

KMi.=Q(n,vll),i.e. iaoc|n|n,^- = k, 

the armature current is proportional to the signed square of 
the propeller revolution rate, i.e. to the propeller thrust. In 
the case of Romeo, the motor current imot, has been acquired 
and recorded, and the current-thrust coefficient 

k = is2L has been identified on the basis of 
|n|n 

experimental tests. The vertical thrusters have been excited 
with a square wave signal of the reference propeller 
revolution rate and the corresponding motor currents of 
the four vertical thrusters have been measured, as shown 
in Figure 2. 

Thruster Identification Data (trial Heave72) 
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Figure 2. Reference propeller revolution rate and vertical motor 
currents during identification tests 

A Least Square procedure has been applied to the 
steady-state data, estimating the current-thrust coefficient 
k=0.0094 As2. As shown in Figure 3, where the inverse of 
the current-thrust coefficients computed forthe Romeo vertical 
thrusters in correspondence of the fault of the front-left 
actuator is shown, the effects of the flooding are time-varying 
(see the vertical front-left computed coefficient in the top-left 

plot). Anyway, k^. 
is minor than kr1 indicating that the actual propeller revolution 
rate is higher than the nominal one. 

B. Blooded vertical thruster: fault detection and isolation 

While a single residual is sufficient to detect a fault, a set of 
evaluated residuals is, in general required for fault isolation. 
In order to solve this ambiguity, monitoring of other residuals 
at the various level of the control architecture is required. 
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Measured "current-thrust" coefficients ("Flood steady-state identification' trial) Then the symptoms are computed as 

520 540 560 580 600 620 520 540 560 580 600 620 

520 540 560 560 600 620 
time [s] 

520   540   560   580   600   620 
time [s] 

Figure 3. Computed current-thrust coefficients in fault case 
(trial Heave50) 

For instance, a motor current higher, in magnitude, than the 
expected one can be a symptom both of a flood or seizing 
thruster and a fault in the corresponding A/D channel. 
Monitoring the innovation of the model-based depth estimator 
in nominal plant conditions can allow the detection of some 
failure in the vertical thrust system. Since, in many operational 
conditions, the force disturbance induced by a flood thruster 
fault is of the same order of size of the model uncertainty 
and only noisy depth measurements are available, this 
method too generates false alarms, and more reliable 
residuals have to be monitored. This is the case of pitch and 
roll displacements from the equilibrium point in steady-state 
conditions when the system is excited with a constant 
vertical thrust. The corresponding Incidence Matrix for vertical 
thruster faults is reported in Table 1, where also the 
progressive seizing of an actuator has been considered. Fault 
detection is performed by monitoring the servo-amplifiers 
residuals, while fault isolation requires the vehicle to execute 
steady-state maneuvers. This means that the fault 
management system has to interact with the robot mission 
controller, asking for the execution of dedicated maneuvers 
to isolate failures. After fault accommodation, the robot can 
continue the mission or scheduling a "gracefully" degraded 
one. 
A detailed description of servo-amplifiers, and steady-state 
residuals generation and evaluation follows. 

1) Servo-amplifiers residual generation and evaluation 

Given the required propeller revolution rate, for each thruster 
the expected motor current and the corresponding residual 
at time t are computed as: 
1motW=knj|nj| 

and 

where j is the thruster index. 

t«| >£ thr 

[    0, otherwise 
Since the measurements ijmot(t)  are quite noisy, 
persistence degrees ^of the symptoms Sj in a sliding window 
of width N At are computed as: 

N-I 
2>,(t-iAt) 

PiW-*-5— 
and a fault alarm fj(t) at time t is given if p(t) higher than a 

threshold P™t (Theilliol et al, 1997). 

2) Steady-state maneuvers residual generation and 
evaluation 

In the case the UUV is excited with a nominal constant 
vertical force and no pitch and roll torque, the residuals 

|s9(t]| = |<p(t)-<Po| and |ee(t)| = |e(t)-e0| are considered, 
where cp0 and 90 are the equilibrium points for the vehicle's 
roll and pitch when a null vertical thrust is applied. 
The steady-state roll and pitch symptoms are computed 

on the basis of the tests |s(p(t)|>e£r and |ee(t]|>E*r 

respectively and the corresponding persistence degree 
indexes are computed in order to reduce the number of fault 
alarms fv(t)  and  fet). 

C. Blooded vertical thruster: experimental results of fault 
detection and isolation 

The above described algorithms for fault detection and 
isolation have been tested on a large amount of data recorded 
during Romeo campaign in Antarctica. In this paper two 
prototype trials are examined: 

"Steady-state identification": Romeo was excited with 
open-loop square wave vertical thrust to identify its 
vertical drag and thruster installation coefficients and 
work in nominal conditions; 
"Flood steady-state identification": Romeo was excited 
with open-loop square wave vertical thrust to identify its 
vertical drag and thruster installation coefficients and 
the vertical front-left thruster was flood. 

In the case of Romeo operating at sea, the motor current 
residuals have been computed and evaluated with the 

values e^ot =0.65 A and p|* =0.5.    The results of the 
servo-amplifier fault detection processing for the examined 
trials are plotted in Figures 4 and 5 together with the applied 
nominal vertical force and measured depth. 
The symptom of a vertical front-left thruster failure is detected 
in the case "Flood steady-state identification" trials, while 
no false alarms are generated. 

1321 



"Steady-state identification" 
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"Flood steady-state identification" 
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Figure 4 and 5. From the top to 
the bottom: nominal heave force, 
measured depth, 
expected and measured vertical 
motor currents, fault symptom 
persistence and signals 
for the trials "Steady-state 
identification" (Fig. 4) and "Flood 
steady-state identification" (Fig. 5). 

The considered trials also enable the evaluation of dedicated 
steady-state maneuvers for fault isolation. The threshold 

values e^ =e^ =0.9deg and p^ = p$* =0.5 have been 
chosen for residual evaluation and persistency degree tests 
respectively. Results are plotted in Figure 6. 
In the case of the "Flood steady-state identification" trial, 
the combination of the fault alarms, according to the Vertical 
Thruster Fault Incidence Matrix reported in Table 1, enables 
the isolation of a flood vertical front-left thruster fault as shown 
in Figure 8, about at time 570 s. 

IV. Fault accommodation: 

Actuator fault accommodation is performed by inhibiting the 
faulted thrust and by reconfiguring the distribution of the 
control actions canceling the corresponding column in 

Pitch & Roll Steady-State Values and Fault Symptom Signals [FAULT=1 ,NOMINAL=0] 
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Figure 6. From top to bottom: pitch and roll 
measurements, and steady-state fault symptom signals: 
"Steady-state identification" trial 
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Pilch & Roll Steady-State Values and Fault Symptom Signals [FAULTS ,NOMINAL=0] 
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Figure 7. From top to bottom: pitch and roll measurements, 
and steady-state fault symptom signals "Flood steady-state 
identification" trial. 

the Thrust Control Matrix. As discussed in (Caccia and 
Veruggio, 1999), Romeo tracking performances are not 
affected by the fault of one horizontal and one vertical 
thruster. Of course, the maximum force and torque the 
vehicle can exert are reduced. 
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Figure 8. From top to bottom: motor current, steadystate 
fault symptom signals, and flood thruster signal for the 
vertical front-left thruster during the "Flood steady-state 
identification" trial. 
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actuator fault D/A fault 
symptoms flood t nruster increased D/A gain 

VEFL VEFR VERL VERR VEFL VEFR VERL VERR 

s 
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r 
V 
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£VEFL 
■mot 

>8thr 1 0 0 0 1 0 0 0 

VEFR 
!mot 

>elhr 0 1 0 0 0 1 0 0 

eVERL 
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>Fthr 
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0 0 1 0 0 0 1 0 

VERR 
1mot 

>Ethr 0 0 0 1 0 0 0 1 

s 
t 
e 
a 
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y 
s 
t 
a 
t 
e 

Fz >0, Atp>0 0 1 0 1 0 0 0 0 

F2>0, Acp<0 1 0 1 0 0 0 0 0 
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Table 1. Vertical Thruster Fault Incidence Matrix 
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Abstract: It is widely recognized that Synthetic 
Aperture Radar (SAR) technology holds great 
promise for shoreline mapping applications. Because 
SAR offers flexibility over weather and time of day 
restrictions, it may be especially valuable when 
mapping remote areas such as southwest Alaska. 
We have mapped a five nautical mile stretch of the 
coast of Castle Bay Alaska using both 1-meter 
airborne SAR and RADARSAT fine mode imagery. 
We have compared the resulting shoreline 
manuscripts with shoreline data produced using our 
conventional photogrammetric process. Although the 
different data sets are separated temporally by 
several months, and tidal differences exist, the 
resulting comparisons yield an opportunity to quantify 
the performance of SAR for this application. As part 
of our work, we have developed a semi-automated 
approach to remove positional biases from SAR 
imagery, and we use the residual vector from this 
approach as a metric for evaluating accuracy. We 
present results to date in the analysis of RADARSAT 
data. 

I. Introduction 

The shoreline of the United States is the 
Planimetrie position of the land/ water interface at a 
specific stage of tide: Mean High Water (MHW). 
NOAA navigational charts show the shoreline as a 
solid line at the land/sea boundary (U.S. Dept. of 
Commerce, 1997). Similarly, charts show the position 
of Mean Lower Low Water (MLLW) as a dotted line. 
This dotted line is the coastline. It is the vertical 
datum for hydrographic surveys and the horizontal 
reference for the determination of the seaward 

boundaries of the nation (Hicks, 1986). Clearly, these 
two cartographic features are important to marine 
navigation. But, they are also key elements of the 
United States National Spatial Reference System 
(NSRS). Within NOAA and the National Ocean 
Service (NOS), the National Geodetic Survey (NGS) 
establishes and maintains the NSRS. We conduct 
extensive survey operations designed to map the 
shoreline and coastline of the nation. For more than 
50 years, we have conducted this work using 
photogrammetry. Our production system, which is 
based on metric photography, softcopy work stations, 
and Global Positioning System (GPS) technologies, 
is both highly refined and accurate. We typically 
achieve shoreline accuracies of about 3 meters on 
the open coast, and better than 1 meter on hard 
targets such as piers and bulkheads. These results 
easily meet most requirements arising in NOAA's 
nautical charting program. Our production system is 
economical and reliable. But there are instances 
where tide-coordinated aerial photographs are 
difficult to get, and in these cases shoreline mapping 
with photogrammetry becomes difficult and 
expensive. In this paper we present results of 
ongoing experiments designed to evaluate the 
usefulness of an alternate technology, Synthetic 
Aperture Radar (SAR). 

NGS has long recognized the potential of SAR. 
Because it is largely unaffected by the presence of 
dense cloud cover, SAR delivers flexibility over 
weather constraints, and introduces the possibility of 
nighttime operations. Initial investigations by 
personnel in our research group questioned whether 
SAR systems deliver the necessary geometric 

1325 



resolution and reliability for this demanding application 
(Malhotra, 1985). However, in the past decade the 
capabilities of both airborne and spaceborne SAR 
systems have improved dramatically. For example, the 
best resolution achieved with commercial satellites is 
about 8 meters (RADARSAT International, 1998); the 
typical resolution achieved by commercial airborne SAR 
vendors is about 2.5 meters (Bullock et al, 1997); and 
several research-level airborne systems have resolutions 
better than 1 meter (DiMango, etal, 1994). In 1997, we 
began a series of experiments with SAR technology. 
Because positional accuracy is important, we have 
concentrated on this issue in our research. We have 
recently completed our first estimates as to accuracies 
achievable with Fine Mode RADARSAT imagery, and we 
present these results here. 

II. Methodology 

We purchased a single 8-meter RADARSAT fine mode 
scene over a test site in southwest Alaska. We also flew 
panchromatic, 1:50,000 scale, reconnaissance quality 
aerial mapping imagery of the same area. Our strategy 
has been to map the shoreline from both sets of imagery 
and to compare the results from the SAR imagery to the 
shoreline manuscript produced using photogrammetric 
techniques. It is important to note that we are, therefore, 
comparing the SAR-derived shoreline to another estimate, 
and not to an absolute definition. In this experiment, we 
define the shoreline mapped from the aerial photographs 
to be the reference shoreline, and the shoreline measured 
on the SAR imagery to be the test shoreline. 

Radar and optical imaging are very different processes. 
We expect the shoreline data mapped from the two 
sources to differ. Our goal is to understand these 
differences and to evaluate when RADARSAT imagery can 
be used for NOAA's nautical charting requirements. There 
are several aspects of our methodology that may influence 
the results: (1) factors arising from the geornorphology 
and the interaction of the SAR signals with the 
environment; (2) differences introduced because the two 
sets of images were acquired at different heights of tide; 
and (3) differences that arise from the mensuration 
procedures. In this work we define such differences to be 
errors, and we attempt to associate errors with causes. 

A. Project Area 

The area mapped in this experiment covers a 5 
nautical mile stretch of Castle Bay in southwest Alaska. 
Castle Bay is a prominent geographic feature located 250 
miles southwest of Kodiak and 5 miles south of the village 
of Chignik, on the Shelikof Straight side of the Alaska 

Peninsula. The region is one of the most rugged and 
remote areas of the nation's shoreline, yet it is important 
to the Alaska commercial fisheries industry. Chignik's 
fishery is one of the richest and busiest in western Alaska 
(Rennick, 1994). 

B. Geornorphology and Radar Phenomenology 

The geornorphology of Castle Bay must be considered 
when analyzing our results. The area is fjiord-like in 
structure, with steep, rocky cliffs rising to mountains of 
3000 feet over a horizontal distance of 1 mile. The 
shoreline is a mixture of: rocky beaches backed by high 
bluffs; sand beaches backed by lower bluffs; and rocky 
headlands with no beach at all. Because of the 
well-known layover effect in SAR imagery, it is possible 
that the bluffs obscure the shoreline in some parts of the 
RADARSAT image (Tuell, 1998). Radar shadowing also 
occurs in topographic regions that slope away from the 
SAR sensor, creating dark areas that are difficult to 
interpret. When the reference shoreline and test shoreline 
differ because of these two effects, we label the 
differences phenomenology - induced errors. 

C. Image Acquisition 

The photography was flown at a slightly higher level 
than usual, 25,000 feet, and with significant cloud cover. 
For this reason, we classify the images to be of 
reconnaissance quality. The photo mission was executed 
by NOAA personnel in the NOAA Cessna Citation aircraft 
on August 27,1997. The predicted stage of the tide at 
time of photography was 6.0 feet above MLLW. The 
MHHW level for the area is 8.5 feet feet (NOAA Chart 
16566). The film was processed under contract and 
scanned into digital files using a pixel size of 12.5 urn. 
The resolution in the digital photographs is about 0.6 
meters per pixel. 

We worked with NOAA colleagues at NESDIS, and 
through personnel at the University of Alaska, Alaska 
SAR Facility to acquire the RADARSAT image specifically 
for this experiment. The scene was acquired on May 22, 
1998, when the satellite was in the ascending orbit. The 
predicted height of tide at the time of image acquisition 
was 1.3 feet. The imaging mode for the satellite was SAR 
Fine 5 FAR Beam, and the image resolution is nominally 
8 meters. The product delivered to NGS was a Path Image 
Plus, on a CDrom. 

The resolution in the aerial photographs is almost an 
order of magnitude better than in the SAR image. Previous 
research published by our group has suggested that in 
order to achieve accuracies that are competitive with 
photogrammetry, 1 -meter or better resolution SAR 

1326 



^r 

Fig.2 8-meter RADARSAT Image 

Fig. 1.1 -Meter Orthophotograph of Project Area 

imagery is required (Tuell, 1999). The reader can gain 
some measure of appreciation for this issue by comparing 
a detail from the 2 types of images as presented in Fig. 1 
and Fig. 2. We show a 1-meter resolution orthophotograph 
constructed from the original aerial photographs in Fig. 1, 
and the same area from the RADARSAT image in Fig. 2. 

In the 8-meter RADARSAT images, we can not say 
inside a pixel where the shoreline exists. In comparison 
with the aerial photographs, we expect resolution-induced 
errors to be as large as 7 meters at any one pixel. 
However, over a large number of shoreline pixels this effect 
should tend to zero. 

The two sets of image data were acquired eight 
months apart, and were obtained with a 4.7 foot difference 
in predicted tides. We define errors in the shoreline 
comparison associated with the tidal differences to be 
tide-induced errors. Simple trigonometric relationships 
show that these errors are a function of the beach 
morphology. Over the extent of the shoreline covered in 
this experiment, we expect that the magnitude of 
tide-induced errors will range from zero, on the rocky 
headlands, to as much as 8 or 9 meters on gently sloping 
beaches. Here we note that this error range may lie within 
the area covered by a single pixel in the SAR image. 

D. Shoreline Mapping Procedures 

The reference shoreline was mapped from the aerial 
photographs by an experienced photogrammetrist using a 
softcopy workstation. The aerotriangulation solution was 
performed using airborne GPS data to compute the 
postional elements of the exterior orientation, and by 
making photogrammetric observations of tie points to 
estimate the rotational elements. The mensuration of the 
shoreline was performed in the stereo models, and the 
shoreline was stored as a digital file. This file was 
imported into ERDAS Imagine as a GIS vector layer. The 
shoreline file was projected onto the Alaska State Plane 
Coordinate System. 

The test shoreline was mapped from the RADARSAT 
imagery by the same photogrammetrist. The scene was 
imported into ERDAS Imagine and the geographic 
coordinates were projected onto the Alaska State Plane 
System. Mensuration of the shoreline was performed in 
the mono mode and consisted of manually tracing the 
land/water interface. The RADARSAT image was not 
manipulated in any way other than to occasionally alter 
the contrast in order to better interpret the land/water 
interface. Because we have not had previous experience 
in mapping from RADARSAT data, we expect the test 
shoreline contains interpretation-induced errors. As an 
example, we noted areas where the interpreted location of 
the shoreline could be shifted by one or two pixels. This 
uncertainty in interpretation typically occurred where there 
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were areas of pronounced radar shadowing at the 
shoreline. We expect the magnitude of 
interpretation-induced errors to be on the order of 8 to 16 
meters, particularly in areas of radar shadow. 

III. Georeferencing the SAR Imagery 

Early in our experiment, we discovered that the 
RADARSAT image was not rigorously georeferenced. The 
magnitude of the error is clearly visible in the display of 
the initial results of the shoreline mapping operations 
shown in Fig. 3. Here we can see a prominent positional 
bias in both coordinates of the RADARSAT data. In this 
image, the RADARSAT - derived shoreline is positioned 
approximately 100 meters to the south and west of the 
photogrammetrically mapped shoreline. Without 
correction, georeferencing-induced errors dominate all 
other differences in the two depictions of the shoreline. In 
order to proceed with a mapping application of the SAR 
data, we must bring the SAR image into closer positional 
agreement with the aerial photographs. We have explored 
several procedures that can be used for this purpose. We 
elaborate on this issue in this section, and detail the 
development of a solution that can be used to remove the 
positional biases and provide a foundation for the 
accuracy analysis. 

m *m 
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Fig.3. Positional Bias in RADARSAT 

A. The Conjugate Point Approach 

The usual approach to the georeferencing problem is 
to solve for a 3 parameter transformation based on the 
identification of conjugate points in the two sets of data. 
This computation is shown in (1), where one might choose 

to treat the RADARSAT coordinates as observations 
(primed notation) and the photograph coordinates as fixed. 
The parameters are the two translations, and the 
trigonometric functions of the rotation required to bring the 
RADARSAT data into agreement with the photograph 
(after a change in algebraic sign). 

X1 =   X cos6 + Y sine + 7 

Y' = -X sine + Y cos6 + T 
(1) 

In the mapping sciences, (1) is typically solved by 
measuring a large number of conjugate points, and 
then casting the solution as a least squares 
adjustment for the translations (Tx and Ty) and the 
Rotation (q). This was our initial approach. However, 
the procedure proved to be tedious and the results 
unimpressive. Using 12 conjugate points, we achieved 
estimates of a 70 meter translation in X, a 121 meter 
translation in Y, and a rotation of zero. Although a 
graphical application of these corrections applied to the 
RADARSAT data indicated that these estimates were 
believable, we were disturbed by the very large 
residuals associated with our solution (some more than 
50 meters). It was clear that the poor solution resulted 
from the difficulty of identifying the conjugate points 
themselves. 

One way to increase the reliability of the estimates is 
to measure a very large number of conjugate points. 
However, this is not an appealing solution because it 
requires a human operator to attempt the process when 
he has the differences in resolution and phenomenology 
working against him. Furthermore, the results would differ 
among individual operators. We decided to reject this 
approach in favor of one that was based on comparing the 
measured shoreline rather than the images themselves. 
This approach amounts to comparing two lines, and 
allows us to treat the problem as a correlation. 

B. The Correlation Approach 

In the correlation-based approach, we adopt the 
definitions given in Section II: the shoreline measured on 
the photographs is defined as the reference shoreline and 
the shoreline measured on the RADARSAT image is the 
test shoreline. The two shorelines have very different 
sampling intervals that were inherited from the imagery 
from which they were mapped. So, for this experiment we 
also characterize the reference shoreline as the high 
resolution shoreline (HiRes) and the test shoreline as the 
low resolution shoreline (LoRes). 

We developed a solution based on matching 
distinctly-shaped segments of the reference shoreline to 
the test shoreline, and using correlation as the similarity 
measure. We implemented this approach as a 
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1-dimensional correlation in which we stepped the 
reference segment along the test shoreline with the lag 
coincident with the X-axis. By interpolating the LoRes 
shoreline to the same resolution as the HIRes shoreline, 
we were able to generate a solution containing more than 
10,000 points, and this is a clear improvement over the 
manual method. But, even though the solution yielded 
believable results, it failed when the trend of the test 
shoreline ran more generally 

Fig.3 Distance of Points from Line Segment 

along the Y-axis. These failures required an error analysis 
to remove false matches from the solution, and then an 
iteration of the computation (Graham et al, 1999). We 
concluded that a 1-dimensional correlation was not 
sufficiently objective for our applications. 

C. An Approach Based on Minimizing the Residuals 

We have developed a new technique that 
simultaneously addresses the goal of high dimensionality 
and objectivity. It is based on the widely accepted 
principles of least squares mathematics. In this approach 
we compute a shift (systematic error) in X (easting) and Y 
(northing) required to bring the test shoreline into the 
position of best average fit to the reference shoreline. In 
contrast to our previous correlation-based approach, we 
interpolate the HiRes shoreline to a regular grid, and 
compute distances from the interpolated points along a 
direction perpendicular to the line connecting the two 
nearest points on the LoRes shoreline. These distances 
are signed according to whether they are landward or 
seaward, and their standard deviations are used as the 
statistic to quantify the random error in the LoRes 
shoreline. 

In the first step, we re-sample the HiRes shoreline at a 
fixed interval of one unit (one foot in this case) along its 
length. This technique differs from that used in the 
correlation approach where the re-sampling was at unit 

intervals along the X-axis. (That process resulted in very 
sparse sampling along shoreline running approximately 
north and south.) Although sampling along the length of 
line required more computation, it resulted in a more 
reasonably spaced set of points with which to work. 

Our technique requires a priori knowledge of the 
approximate transformation. As a second step, we 
estimate and apply the shift required to bring the test 
shoreline into close correlation with the reference 
shoreline. In our experiment we used the approximate 
shift estimated from the conjugate point method 
discussed in Section III, A. We found that the translations 
computed from several points well distributed over the 
lengths of the data sets brought the two representations of 
the shoreline into position for our iterative procedure to 
converge. In the following paragraphs we describe the 
procedure used to generate the observations for the least 
squares adjustment (Lucas, 1999). 

Let A and B be two consecutive nodes on the LoRes 
shoreline and P and Q two points on the HiRes shoreline 
as shown in Fig. 1. (Recall that in this example the LoRes 
shoreline is also the test shoreline). The normal form of 
the equation of a line through the points A and B is 

Xcos a + Vsin a (2) 

where h is the length of the line segment from the origin 
perpendicular to the line and a is the positive angle it 
makes with the positive X-axis. The perpendicular 
distance from point P to the segment AB is given by 

D X cos a 
p 

Y sin a 
p (3) 

and a substitution of the coordinates of Q will provide the 
distance of this point to the segment. This equation 
provides a signed distance. If the segment is considered 
to be a directed distance from A to B, then distances of 
points to the right will be positive and those of points to 
the left will be negative. 

Because of its signed nature, the distance equation 
(3) can serve as an observation equation for a least 
squares adjustment to remove systematic errors from the 
positions of the LoRes nodes. Each point on the HiRes 
shoreline generates an observation of the distance (and 
direction) that the particular LoRes segment must shift in 
order to coincide with that point. The least squares 
adjustment of all of these observations provides a single 
shift that, when applied to all LoRes nodes, minimizes the 
sum-of-squares of the perpendicular distances between 
the HiRes points and the corresponding LoRes segments. 
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Fig.5. Analysis of Residuals 

While the observation equations are linear in the 
unknown shift parameters, the adjustment does not 
behave as a linear adjustment. Once the computed shift is 
applied, some points may be beyond the terminus of the 
line segment to which they were being compared and 
must now have their distances from a different segment 
evaluated. This situation creates the need to iterate the 
adjustment until the computed shifts become sufficiently 
small as to be disregarded. 

IV. Discussion 

In our experiment, we used the minimized residuals 
approach to compute and remove the following positional 
biases from the RADARSAT imagery: Tx = 74.9 meters 
and Ty = 134 meters. The computation used about 9500 
points. The standard deviation of the residuals is 14.2 
meters, and the residuals are less than or equal to 28 
meters in 95% of our data. 

We can interpret the residual vector as a description of 
the separation between the reference and test shorelines 
at one foot spacing along the length of the data sets. One 
can imagine walking, one foot in front of the other, along 
the length of the reference shoreline and looking left and 
right at the incorrectly positioned test shoreline. The 
residuals are caused by interaction of the error sources 
discussed in Section II. Our goal is to understand the 
residuals within the framework of these errors. 

As an aid in the analysis, we have found it useful to 
study the residual vector in a geographic context. The 
upper part of Fig. 5 shows the RADARSAT shoreline 
plotted on top of the photogrammetric shoreline after we 
applied the translations. This plot can be compared to Fig 
3., where the reference shoreline (photogrammetric 
shoreline) is also depicted with the black line. The center 
illustration in Fig. 5 shows the residual vector from the 
least squares solution placed in its proper geographic 
orientation. The bottom part of the figure shows the 
orthophotograph. 

Although the average error shown in the residual plot 
is zero, there are varying segments where the RADARSAT 
shoreline is too far landward and others where it is too far 
seaward. (Here, a positive residual corresponds to the 
RADARSAT shoreline being located too far seaward). The 
data points used in our analysis lie between point A and 
point G (about 5000 points over a distance of about 1.5 
nautical miles). The area corresponding to A is composed 
of a steep cliff, with no beach. Here, the RADARSAT 
shoreline is seaward of the reference shoreline by as 
much as 33 meters. This error appears to be induced by a 
combination of resolution difference and shadowing, which 
are manifested in interpretation errors. 

Between A and S, the agreement between the two 
shorelines is very good. This area is composed of a low, 
sandy beach backed by a low, grassy bluff. The residuals 
are on the order of 10 meters. We expect to encounter 
tide-induced errors in this situation. The low residuals 
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appear to validate the prediction that tideinduced errors 
are on the order of one pixel in the RADARSAT scene. 

At ß there is a zone in which the RADARSAT 
shoreline is too far landward by 25 meters. This error 
results from a combination of shadowing, and 
interpretation errors. Inspection of the RADARSAT image 
reveals that the shoreline is not visible in this area. 

At C, there is a broad area of good agreement along a 
rocky beach backed by a low bluff, but at D there is a 
larger area where the SAR shoreline is too landward. The 
area at D is a small sandy beach backed by a low bluff. 
The residuals here result from a combination of 
tide-induced, resolution-induced, and shadow-induced 
errors. 

At Eand F there are interpretation-induced errors 
resulting from radar shadowing. There is a 35 meter error 
at F clearly arising from shadowing. 

Between F and G, on the left side of the thumbshaped 
peninsula, the SAR shoreline is too far landward by as 
much as 30 meters. Because of the steep topography on 
this peninsula, we believe that these errors are generated 
by layover. We can see a crisp edge in the SAR image, 
but this edge is probably not the beach/water interface but 
rather the apparent interface between the cliff top and the 
water. 

At G, there is another area where the SAR shoreline is 
too far landward. This error arises from shadowing and 
interpretations errors. 

The observations in the preceding paragraphs appear 
to support a few generalizations. 

(1) In this scene, radar shadowing generated more 
interpretation errors than did the inherent difference in the 
image resolutions. 

(2) The tide-induced errors appear to be within the 
predicted range of one to two pixels in the RADARSAT 
image. 

(3) Layover-induced errors did occurwhen steep bluffs 
facedl he direction of satelline illumination. These errors 
were on the order of 20 meters. 

(4) In this example, most of the interpretation-induced 
errors resulted in a landward shift of the RADARSAT 
shoreline. 

(5) In this very complicated topography, the overall 
agreement between the two shorelines was better than 30 
meters at the 2 sigma level. 

V. Conclusions and Further Work 

We have shown that differences in shoreline data 
mapped from RADARSAT Fine Mode images and aerial 
photographs are caused by numerous factors. In this 
case, the predominant error source was the 
misregistration of the RADARSAT image. We have shown 
that a postitional bias (in this case 70 meters in one 
coordinate and 130 meters in the other) can be removed 
using a semi-automated technique. Our technique is 
based on registering the two shoreline vectors to each 
other using the least squares criterion. We achieve both 
high dimensionality and objectivity. The residual vector 
from the solution provides a natural mechanism for 
analysis of errors. 

In this experiment, the georeferencing error was a first 
order effect. Phenomenology-induced errors (layover and 
shadowing) were tightly coupled with interpretation - 
induced errors. These two classes are second order 
effects, and in this case, they interacted to generate 
mapping errors less than 28 meters in 95% of our data. 
Tide-induced errors did not appear to be significant, and 
we have classified them as a third order effect. 

One can argue that the results of this experiment 
represent a worst-case scenario. There are few areas of 
the U.S. coast that have more rugged and forbidding 
terrain than Castle Bay. In other areas 
phenomenology-induced errors are likely to be smaller 
and tide-induced errors larger. Also, we expect 
interpretation-induced errors to decrease as our 
experience with SAR technology increases. 

We believe the results of this experiment are 
encouraging, and we have entered into active discussions 
with our NOAA colleagues in the Office of the Coast 
Survey to explore the application of RADARSAT shoreline 
to the nautical charts. To facilitate further work, we intend 
to increase the level of automation in our georeferencing 
approach. We also intend to apply this technique to other 
sources of data, for example to 1-meter airborne SAR 
data. 
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ABSTRACT 

The paper presents results on millimetre wave radar 
backscattering from laboratory water waves. Firstly, in a linear 
wave-tank, the radar has sensed mechanically generated 
surface waves of varying frequency (1 to 4Hz) and amplitude 
(0.5 to 10cm). Finally, in a 13m diameter wave-tank, scaled 
versions of particular internal wave phenomena have been 
set-up under mechanically generated surface waves, and 
the resulting wave-field has been sensed by the radar in 
SAR mode. Both series of experiments have been carried 
out at the Laboratoire des Ecoulements G6ophysiques et 
Industrieis, Grenoble, France, within the EC project 
Mesoscale Ocean Radar Signature Experiments. First, the 
role of the radar and its operating mode are briefly presented, 
and the experiments are described. Then, the paper focuses 
on the data analysis and draws some conclusions on the 
backscattering mechanisms. 

I. INTRODUCTION 

In the frame of the European MAST project MORSE [1], 
an experimental W-band radar has been designed and 
developed at University College London Department of 
Electronic and Electrical Engineering, as part of an effort to 
improve the understanding of internal wave SAR imaging 
[2]. The idea was to obtain high resolution images of the 
water surface in the presence of internal waves, under 
laboratory conditions. The original design of the radar is 
based on two techniques: Synthetic Aperture Radar (SAR) 
and Frequency Modulation Continuous Wave (FMCW) [3]. 

The centre frequency is 94GHz corresponding to a 3.2mm 
electromagnetic wavelength. The radar bandwidth is 3GHz, 
which provides a slant range resolution of 5cm. A Pulse 
Repetition Frequency (PRF) of 625Hz or 2500Hz is used. 
Table 1 summarises the main radar parameters and Fig. 1-1 
shows a picture of the radar front-end, with separate dual 
polarization capability transmit and receive antennas. 

The FMCW transmitted signal is linearly frequency 
modulated and radiated by a W-band antenna. A similar 
antenna receives the echo which is a delayed version of the 
transmitted signal. The mixing of both signals (intermediate 
Frequency signal) results in an instantaneous frequency 
difference between the echo and transmitted signal and this 
beat frequency is proportional to the target range. Hence, a 
variation in range is equivalent to a variation in frequency. 

Therefore, the range information can be recovered by spectral 
analysis of the beat frequency. Thus, the simplicity of this 
radar system is that the downconversion of the IF signal is 
direct to base-band, which is convenient for signal 
processing, and gives a much lower bandwidth of the signal 
to be processed. 

High resolution in cross-range implies the use of aperture 
synthesis techniques with the radar front-end moving along 
a circular arc in the wave-tank. The synthetic antenna 
provides a bigger aperture and consequently a better 
resolution. 

Table 1: MORSE radar parameters 

centre frequency 94GHz 
wavelength 3.2mm 

sweep bandwidth 3GHz 
Pulse Repetition Frequency 625/2500Hz 

sweep duration 1.6/0.4ms 
IF bandwidth 100-400kHz 

antenna beamwidth 32° 
slant range resolution 5cm 

azimuth resolution 0.5 to 1cm 

Figure 1-1: MORSE radar front-end 
A schematic view of these experiments is provided in [4]. 

A.     Flume measurements 

In static measurements, the radar is looking at the water 
surface at a height of 1.5 m and with an incidence angle of 
35°. Over 1s, 625 (or 2500) FMCW chirps are transmitted 
and the received signal is recorded as a function of time. 
For each chirp, the Fourier transform of the echo yields the 
range information. Then, for each range bin, the Fourier 
intensity over 1 s provides the time variation of signal intensity, 
at that particular range. To extract the frequency of the 
modulations appearing in the time variations of a given range, 
a Fourier transform of the time variation is performed, 
providing Doppler information. 

The linear wave-tank is 55cm wide and it is filled with 
a fresh water column 25cm high. The water surface in 
this flume is modulated by a wedge-wave generator 
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B. Coriolis wave-tank measurements 
In SAR measurements, the synthetic aperture is 

performed with a platform speed of 1 m/s along a circular arc 
of 1 m, which corresponds to an integration time of 1s. The 
radar front-end is placed at a height of 1.7m, looking at the 
water surface with a 35° incidence angle. 

In the circular wave-tank, a 4cm high fresh water column 
is lying above an 80cm salt water. An internal wave is 
generated by the rapid release of 1001 of fresh water in the 
wave-tank. The internal wave, of a few millimetres amplitude 
at surface level, propagates just below a mechanically 
generated surface wave field of 3cm amplitude and the 
surface wave frequency varies from 2 to 5Hz. 

C. Comments on the radar signal strength 
In both experiments, the measurements are made for a 

W-polarization since other polarization set-ups provide a 
significantly weaker radar signal. 

A stronger radar echo is found for larger wave amplitude. 
But in the circular wave-tank experiments, the surface wave 
amplitude is limited by the fresh water layer height. It must 
therefore be kept small enough to maintain a good interface 
between the two layers. 

The signal is also stronger for lower PRF, which is easily 
explained by the radar equation. But a higher PRF system 
exhibits less low-frequency noise so it is interesting to have 
both types of measurements. 

The time variations of interest are those corresponding 
to the closest ranges, i.e. to the smallest incidence angle. 
Beyond 30° incidence, the signal cannot be properly 
analysed because of a weaker echo amplitude. 

III. DATA ANALYSIS 

A.      Doppler information 
From mechanically generated surface wave 

measurements, slow modulations as well as rapid ones are 
observed in the intensity of the echo, in both types of 
experiments. Fig. 111.1 and Fig. III.2 illustrate these signal 
modulations in a flume experiment, for waves of 6 cm 
amplitude. To extract the frequency of the modulations, a 
Fourier transform of the time variation is performed, hence 
providing Doppler information. The idea is to try and 
discriminate the respective contributions of the dominant 
surface wave, free and bound capillary waves, Bragg waves, 
to the radar backscattering. Theoretical Bragg scattering 
occurs for a hydrodynamic wavelength such that: 

Aradar 

2sin0 
(111.1) 

These time variations show that the mm-wave 
backscattering occurs in discrete bursts typically lasting 
0.25s, which has also been observed from water wave 
experiments at other radar frequencies [5] in which they 
were thought to be related to small-scale events. But the 
peaks in the plot do not correspond to wave crests, as proved 
by the theoretical wave speed and average spacing of these 

gravity waves. Using Eq. III.2 and Eq. III.3, in the flume, a 1 
Hz wave has a wavelength of 1.4m and a speed of 1.3m/s 
while for a 2.5Hz wave, we have respectively 25cm and 0.6m/s. 

The difference in the Doppler shift sign between Fig. 111-1 
and Fig. III-2 is due to the look direction of the radar. It can 
distinguish between a wave coming toward its front-end (Fig. 
111-1) and a wave moving away from it (Fig. III-2). 

In the flume, by watching the surface wave profile 
carefully, one can easily see small capillary waves generated 
at the wave crests. They mainly propagate in the dominant 
surface wave direction, but a small portion generated on the 
back side of the wave, propagates in the opposite direction. 
This last observation is confirmed by the Doppler spectra of 
the lower plot of Fig. III-3, where a small peak appears at 
40Hz, while the main energy lies in the negative part of the 
spectrum. 

-. . — ... 
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Figure 111-1: Time variations and Doppler shift of a 
2.5Hzwave 

Figure III-2 Time variations and Doppler shift of a 
1 Hz wave 

We now try to relate the theoretical Doppler shift to the 
Doppler information we have extracted. The theoretical 
surface wave phase velocity is given by: 

c = Agh 
th(kh) 

kh 
(III.2) 
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k = 27t/A is the hydrodynamic wave-number, where A 
is the average spacing between two wave fronts and h is the 
water column height. For a surface wave frequency a>, A is 
found using: 

— = kth(kh) 
9 

(111.3) 

Then, the Doppler shift 1$ is related to the phase velocity 
c by Eq. 111.4, where 9 is the incidence angle and X is the 
radar wavelength: 

2sin0 
(111.4) 

Fig. 111—3 shows the theoretical Doppler shift of wave of 
wavelength varying from 0.1 to 10cm, when sensed by a 
mm-wave radar at different incidence angles. It can be 
deduced from this graph that the Doppler shift and hence 
the wave speed, increases with the average spacing between 
two crests and decreases with the radar incidence angle. 

«SS 
Figure III—3: Theoretical Doppler shift as a function of incidence 
angle and hydrodynamic wavelength 

Let us now compare the experimental and theoretical 
values of the 1 Hz and 2.5Hz surface gravity wave. First, we 
can see that the experimental spectrum is made up of several 
peaks, which shows that scatterers of various wavelengths 
are detected. Both time variations correspond to the same 
range, i.e. an incidence angle of 25°. At this angle, the 
theoretical Doppler shift of the dominant surface waves is 
respectively 343Hz for 1Hz, and 158Hz for 2.5Hz. These 
values are well above the values we find in the experimental 
data. For the 2.5Hz wave, the Doppler shift main energy 
varies from 40 to 70Hz, while for a 1 Hz wave it varies from 10 
to 45Hz. 

These observations clearly show that the mm-wave energy 
collected by the radar is mainly due to very small wavelength 
scatterers (slow scatterers). They correspond to the region 
0.2 to 2cm wavelength in Fig. III-3, which includes the Bragg 
wavelength (3.8mm at 25°). It could be seen in the flume 
that the capillary waves generated on the wave crests were 
very small for a low frequency wave, while they were more 
numerous and of various wavelengths for a higher frequency, 
which explains the difference between both experimental 
Doppler shifts. 

B.       SAR reflectivity of surface waves 
The SAR processing had to be adjusted to Coriolis 

experiment, for the geometry of the experiments required a 
particular processing, Fig. III-4. The resulting images are 
shown in Fig.lll-5 and Fig. III.6, with a 5cm x 1cm imaging 
resolution. In the corresponding measurements, no internal 
wave is generated but the water wave is sensed for two 
surface wave frequencies. The white lines represent the 
theoretical average spacing between the crests of the surface 
wave for each frequency. The distance is respectively 28cm 
for 2Hz surface wave, and 14cm for 3Hz. 

radar 
support structure 

d area 

Figure III-4: SAR experiment geometry 

The look direction (arrow on the illuminated area), as 
shown in Fig. ill-4, corresponds to the arrow appearing on 
both Fig. III-5 and Fig. III-6. It has to be noted that the 
colouring of the images is artificial, the intensity increases 
with the electromagnetic reflectivity. 

Figure III-5: 2Hz surface wave SAR image 

We can see from these images that, although no precise 
surface wave field feature can be detected, the image 
reflectivity increases with the surface wave frequency. This 
can be explained by the fact that a higher surface wave 
frequency generates more different waves, i.e. more 
scatterers, to which the radar is sensitive. 
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Figure 111-6: 3Hz surface wave SAR image 

C.       Internal wave interaction with surface wave 
In experiments where an internal wave propagates 

simultaneously with a surface wave, for ranges close to the 
radar, an interesting observation is made. It seems that the 
effect of the internal wave on the water surface is to modulate 
the surface wave field very finely in both time and distance. 
This can be seen at a fixed range in Fig. 111-7, where the 
upper plot time variation seems to be modulated in the 
bottom plot when an internal wave is present. 

Figure 111-7: Internal/surface wave interaction 
Upper plot: surface wave 

Bottom plot: surface wave and internal wave 

These modulations in the echo intensity prove that the 
mm-wave radar is sensitive to very fine hydrodynamic 
modulations such as the interaction of an internal wave of 
very small amplitude with the surface wave-field. 

IV. CONCLUSION 

The MORSE radar is original because it combines the 
FMCW and SAR techniques, at 94GHz, in a simple design. 
The overall results show that the MORSE radar is capable 
of detecting fine hydrodynamic modulations: small capillary 
waves and small amplitude internal waves interacting with a 
surface wave field. 

The Doppler analysis presented here attempt to take 

into account the nature of the various scatterers detected 
by the radar. In particular, the radar wavelength (3.2mm) is 
very close to the actual wavelength of the detected scatterers. 

It has been observed that the signal was stronger for 
ranges closest to the normal, therefore the main echo energy 
might be due to quasi-specular reflections from the water 
surface at small incidence angles. From this, we conclude 
that the backscattering probably originates from the specular 
reflections of the radar signal on small facets of various 
small-scale scatterers. 

Future work includes a series of experiments, with the 
MORSE radar, in a wind-wave tank with optical 
measurement of wave profile, at the Institute of 
Oceanography, Hamburg University [6]. This will certainly 
be of great interest to better understand the mm-wave 
backscattering mechanisms. 
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Abstract 
The coincident measurements of the X-band radar 

scatterometer and the 37 Ghz polarimetric radiometer 
during the COPE Experiment (Sept - Oct'95) and the 
Labrador Sea Experiment (which was coincident with 
NSCAT measurements during the Winter of 1997) were 
used to determine the dependence of the radiometers' 
azimuthal signature on friction velocity (and incidence 
angle). The radar cross section measurement provides 
the in-situ sensing of surface winds and stress (friction 
velocity). The scatterometer radar cross section can be 
converted into friction velocity using algorithms for 
Kuband, X-band and C-band measurements. The 
azimuthal signatures of the 37 GHz Stokes vectors are 
being analyzed to study the dependence of the 2nd and 
3rd harmonic coefficients on incidence angle, wind speed 
and friction velocity. 

I. Introduction 

This study seeks to apply the measured anisotropy of 
the polarimetric microwave brightness to the estimation 
of sea surface wind stress. Coincident measurements 
with both radiometers and radars from airborne platforms 
have provided a unique opportunity to gauge the 
azimuthal parameters of the radiometer measurement in 
terms of surface wind stress, as sensed by the radar, 
with additional support from surface meteorological 
sensors. 

The capability of airborne polarimetric microwave 
radiometers for the measurement of sea surface winds is 
being extended to include the estimation of sea surface 
friction velocity. This development is being advanced 
using microwave radar scatterometers operating 

coincidentally with polarimetric radiometers during 
aircraft experimental operations. The in-situ data is 
supplemented with meteorological instruments on board 
ships (flux measurements collected on board the R.V. 
Knorr), by using dropsondes and with coincident NSCAT 
data. 

The long term goal is to develop the capability of 
polarimetric microwave radiometers to estimate the sea 
surface wind stress, both the magnitude and direction, 
and to better understand the physical causes of the 
azimuthal variation of the sea surface brightness 
temperature, and its dependence on the air-sea 
parameters. Future plans are to demonstrate the benefits 
of the integration of active and passive remote sensing to 
advance our physical knowledge and the skills of 
radiometry for measuring the air-sea interface. This will 
add to the scientific foundation for sensors, applications 
and operational space-based systems, such as the 
proposed WindSAT passive being developed by 
NPOESS. 

II. Approach 

In the COPE-95 field experiment, the radar instrument 
on board the blimp is a coherent real aperture radar 
(CORAR) developed by APL/UW that operates at X-band 
(H-pol) in either of two modes: rotating for wind, wave 
and current measurements or fixed-azimuth for imaging. 
In the rotating mode, range gating enables to radar to 
measure the normalized radar cross section at incidence 
angles from 25 to 60 degrees in steps of 5 degrees. The 
azimuthally averaged NRCS at 40 and 50 degrees are 
most useful for conversion to friction velocity. 
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The polarimetric radiometer is capable of rotating 
azimuthally and determining the wind speed and 
direction at a variety of incidence angles. Data collected 
with dual polarizations and +45 and -45 degree 
measurements enable the calculation of the second and 
third Stokes parameters. 

The instrument characteristics, flight operations, 
measurements and initial data analysis is presented in 
the paper by Irisov and Trokhimovski [1]. The algorithm 
for friction velocity that will be used to convert the radar 
cross section data is discussed in [2] and the application 
of this method is discussed in [3]. 

At each data run (which usually lasts between 10 to 15 
minutes) the radiometer scan is at a constant incidence 
angle, and the radar observes numerous incidence 
angles simultaneously (from 35° to 60° in steps of 5°) 
using a new range-gating approach. The polarimetric 
radiometer data is processed to yield the 2nd and 3rd 
Stokes parameters, from which their Fourier coefficients 
(Q^ Q2, U1 and U2) are computed. A tabulation of the 
dependence of each of these items on incidence angle 
and friction velocity will be followed by their interpolation 
to create a geophysical model function for this instrument 
with higher resolution. 

During the LABSEA Experiment, measurements 
coincident with NSCAT orbits were selected to utilize the 
u* estimates derived from the NSCAT observations. The 
37 GHz radiometer was one of many radiometers and 
other instruments on the NASA Wallops Flight Facility P- 
3 aircraft that participated in the Ocean Winds Imaging 
experiment in the Winter of 1997. [4] The aircraft rotation 
during descent in a spiral pattern enables the radiometer 
to have a variable azimuth observation. 

III. Results 

A sample of the azimuthal measurement of the 3rd 
Stokes coefficient, "U", at 32 degrees incidence is shown 
in Fig. 1. This was collected during the COPE 
Experiment from the BLIMP platform. It represents an 
azimuthal scan duration of 10 minutes. The wind speed 
was 6.6 m/s and the u*=0.31. The individual radiometer 
measurements are 1-second averages, which are binned 
in 10-degrees increments, and the error bars represent 
the standard deviation in each bin. The wind direction 
was approximately from the North, where we can see 
that "U" is zero. 

Scans such as this one in COPE and others in 
LABSEA, during a wide variety of wind conditions 
enables the collection of numerous data points for Qv 

Qj.U, and U2, with which a u* dependence can be 
studied. Fig. 2 below displays a preliminary assemblage 
of these observations. There is a clear strong 

dependence of Q2 and U2 on wind stress, but Q1 and Ul 
display rather irregular, noisy variations without a clear 
signature. 

Studies of the LABSEA data are still in progress and a 
more complete analysis of the available data will be 
available in the near future. 
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Fig. 1 Means and standard deviations of the binned groupings 
of the measured azimuthal dependence of "U" for a flight 
segment during COPE 95. Harmonic coefficients, U0, U, and 
U2, are also labeled. 
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37 GHz Polarimetric Radiomter, Incidence Angle Range: 10 to 19 degrees 
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Fig. 2 Friction velocity dependence of the 37 GHz harmonic coefficients for the 2nd and 3rd Stokes parameters using combined 
measurements of the COPE Experiment for low winds and the LABSEA Experiment for high winds. 
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Abstract 
The state of the art for using acoustics to characterize 

ocean internal waves is reviewed. Results are presented for 
several experiments that span a wide range of oceanographic 
conditions. The inclusion of the proper physics in the model 
for acoustic propagation is shown to be crucial. Examples of 
remaining challenges include developing techniques to handle 
steeply turning ray paths, and generalizing Rytov theory to 
calculate two-point statistics in the presence of a sound speed 
gradient. 

I. Introduction 
Internal waves are ubiquitous in the ocean. As a basic 

research topic, they are of interest to oceanographers. Internal 
waves cause fluctuations in the sound speed and so are also of 
interest to ocean acousticians. Models for internal wave 
fluctuations come in two general flavors: for deep water, 
where there may be many different uncorrelated sources for 
the waves, a statistical representation is appropriate; for 
shallow water, where a distinct local bathymetric feature may 
excite discrete packets of internal waves, an additional more 
deterministic representation may have to be included. In 
either case, it is natural to propose using acoustics as a remote 
sensing tool to characterize internal waves. Acoustic 
measurements provide the versatility to probe the ocean over a 
range of temporal and spatial scales not easily accessible with 
conventional oceanographic instrumentation. 

In this paper, the state of the art for using acoustics to 
characterize ocean internal waves is reviewed. Observations 
from several field experiments are summarized. These 
include the Mid-Ocean Acoustic Experiment (MATE), the 
AIWEX Acoustic Transmission Experiment (AATE), the 
recent Volume Scattering Primer Experiment, and the Shallow 
Water Acoustics in a Random Medium Experiment 
(SWARM). Together, these experiments encompass a variety 
of oceanographic situations (deep water, shallow water, the 
Arctic), acoustic frequencies (224 Hz to 150 kHz) and ranges 
(800 m to 40 km). In each case, direct environmental 
measurements were made concurrent with the acoustic 
transmissions and are critical to providing a baseline for the 
acoustic inversions. The remaining technical challenges are 
outlined. 

II. Deep Water 
By studying several deep water oceanographic data sets, 

Garrett and Munk developed a "universal" spectral model for 

ocean internal waves [Munk, 1981]. Nominal values for some 
of the parameters of the model have been estimated, but 
oceanographers are interested in cases that deviate from the 
norm. The goal of an acoustic inversion would be to quantify 
the parameters of the internal wave model. 

Like other waves, internal waves satisfy a dispersion 
relationship that relates their spatial and temporal properties. 
Using an approximate dispersion relationship, Flatte' et al. 
[1979] gave alternative forms for the internal wave spectrum 
in terms of different combinations of the spatial and temporal 
transform variables, and the internal wave modes. It will prove 
useful in the context of solving the inverse problem to use a 
mixed representation that includes both the wavenumber 
k = (kx,ky,kz)  and the time separation T.    The index of 

refraction spectrum O is written as: 

F(k) 

*(k;x) = F(k)cos(a>oT), 
 <t>g*|£zl 

^H^lN)h^+k^2' 

(1) 

(2) 

where the fact that the spectrum is a function of kx and ky 
111 

only through K =kx +ky ensures horizontal isotropy. The 
buoyancy frequency N is a function of depth while the 
inertial frequency (£> ,• is a known constant for a given latitude. 
The vertical part of the spectrum rolls off at wavenumber 
kg = j*itN/(bNo), where   j*   is the internal wave modal 

bandwidth, N0 is the reference buoyancy frequency, and b is 
the reference depth. An approximate dispersion relationship 
sets m o: 

<o0(k): 
'K

2
N

2 

K
2
 + k2 

,2   2\V2 

(3) 

It remains to fix the spectral level §g.   In general, the 

index of refraction variance for internal waves is a function of 3 
depth that scales approximately like     N    in deep water. 
Accordingly, the variance < u 0 > at the reference depth is 
defined by 

:\i0>(N/N0)
3=jdkF(k). (4) 

Work supported by Office of Naval Research Code 3210A. 
Substituting (2) into (4), the integrals can be evaluated exactly 
[Rouseff et al., 1997]. Solving for the spectral level yields an 
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expression in terms of the remaining free parameters in the 
model. Assuming the buoyancy frequency is known from 
direct measurement, there are up to four free parameters in the 
model: the variance < uo >. the mode bandwidth, j*, and the 
power law exponents p and q . Within the standard Garrett- 
Munk model, the exponents are p=q=2. A typical deep water 
value is > = 3 . In the above derivation, the WKB result is 
given. Methodology based on a more general formulation are 
also available. 

One of the first systematic efforts where observed acoustic 
fluctuations were related to internal wave activity was the 
1977 Mid-ocean Acoustic Transmission Experiment (MATE) 
[Ewart and Reynolds, 1984]. MATE was designed as a careful 
study in wave propagation in random media (WPRM) of the 
effects on acoustic intensity and phase induced by a variety of 
ocean phenomena including internal waves. Transmissions 
took place over an 18 km path between fixed towers placed on 
seamounts. Simultaneous oceanographic measurements of the 
intervening field were made so that ocean model statistics 
were determined [Levine, et al., 1986]. The original 
experiment was designed as a forward problem to test the 
ability of theory to explain acoustic phase and intensity 
statistics. Using a determined environmental internal wave 
model, the phase statistics were well explained by existing 
theory while the intensity fluctuations were not. MATE 
demonstrated that weak fluctuation theories (e.g. Born or 
Rytov [Ishimaru, 1978]) could be used to explain the phase 
fluctuations even though multiple scattering theory was 
needed to explain the intensity fluctuations. Having both 
environmental and acoustic phase measurements, the MATE 
data sets were later used to show that using Rytov theory, an 
ocean spectral model could be determined using inversion 
techniques. The results of this inversion are shown in Fig. 1 
where both environmental (moored isopycnal displacement 
statistics) and acoustic phase statistics have been converted to 
common index-of-refraction units. The region between the 
inertial and buoyancy frequency is the internal wave band and 
the moored and travel time curves are related through the 
model in (2) with q= 1.85. 
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Figure 1. MATE phase and moored temperature sensor data 
converted to normalized units. [From Ewart and Reynolds, 
1993] 

The MATE intensity requires multiple scattering theory. 
In this scattering regime, inversion methods using intensity are 
problematic as the relationship between the acoustic 
observation and the environmental model is not simple. 
Another difficult case is when the acoustic ray path is steeply 
turning. The measurements in Fig. 1 were made over a deep, 
nearly straight acoustic ray path. A second MATE ray, with an 
upward trajectory, sampled fluctuations nearer the surface. 
These so-called "upper paths" remain a challenge for theorists 
[Henyey and Macaskill, 1996]. 

Taking measurements with bottom mounted equipment is 
complicated and expensive. Using moored instrumentation 
reduces complexity and cost while making it possible to take 
measurements over a larger vertical aperture. In the very weak 
internal wave environment found under Arctic Ice, another set 
of acoustic measurements were obtained during the 1984 
AATE (AIWEX Acoustic Transmission Experiment) [Ewart 
and Reynolds, 1990; 1993]. Acoustic energy propagated over 
a 6.4 kin path between sources and receivers suspended below 
the ice. With AATE there has not been a successful inversion 
for the field. Motion in the array made use of the phase 
statistics problematic and although the weak scattering field 
produced small amplitude fluctuations, no theory exists for 
use with the ray paths encountered where there is significant 
curvature over the AATE paths. However, the concept of 
using amplitude measurements made using suspended 
receivers was later demonstrated in numerical studies [Ewart, 
et al. 1998]. The level of scattering in these studies was 
comparable to that encountered during AATE. 

Internal waves are ubiquitous in the deep ocean. At very 
long ranges, internal waves are a primary noise-process in 
tomographic measurements of large scale ocean processes. 
The "noise" induced in these measurements has been used by 
investigators to infer the strength of the internal wave field as 
well as study the more deterministic baroclinic internal tides 
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also found in the internal wave band [Colosi, et al. 1999, 
Dushaw et al. 1995]. 

III. Shallow Water 
In deep water, internal waves are typically propagating in 

many different directions. They are uncorrelated making it 
appropriate to model internal waves as a random process 
represented by a spectrum. The acknowledged success of the 
Garrett-Munk approach has lead to speculation that a similar 
model might be developed for shallow water. At a minimum, 
certain modifications to the model are known to be required 
[Henyey et al., 1997]. Shallow water internal waves are 
dominated by lower order modes; j* might be one, or even 
zero. Consequently, some approximations used to produce 
(1), particularly those derived from the WKB technique, might 
be invalid. The internal waves may also have a preferred 
direction. 

In addition to a random background internal wave field, 
there is frequently another type of internal wave present in 
shallow water. Driven by tides and propagating from distinct 
bathymetric features, discrete packets of internal waves are 
often present. Satellite images have shown that these waves 
can retain their coherence over multiple tidal cycles [Liu, 
1988. Because of the bore-like nature of these waves, the 
term "solibore" has been coined [Henyey and Hoering, 1997]. 

Despite these complications, acoustics offers a promising 
technique for studying both types of shallow water internal 
waves. At the very least, acoustic measurements can provide 
a range-averaged, integral constraint on an oceanographic 
model that might be developed. The specific inverse 
technique used will depend on the acoustic frequency and 
range, as well as the type of internal wave being studied. 

A. Short Range/High Frequency 
At sufficiently short ranges, the interaction of sound with 

the seabed can be neglected. This fact drives the inversion 
strategy and permits a rough partitioning between the effects 
of solibores and the effects of background processes. A ray- 
based model for the acoustics, similar to that used in deep 
water, remains appropriate 

As an example, consider Fig. 2. On the left is a sound 
speed profile. The profile was obtained by averaging 
measurements made during the summer for a site off the 
Massachusetts coast. The sound speed is nearly constant near 
the surface with the thermocline causing a steep gradient 
between 10 and 25 meters depth. To the right are the two 
associated eigenrays connecting source and receiver separated 
by 815 m. The one ray path is nearly horizontal while the 
other is bent by the steep sound speed gradient and samples 
more of the water column. 

Near the site where the profile in Fig. 2 was measured, an 
acoustic transmission experiment was performed in August 
1996 [Williams et al., 1999]. As part of the Synthetic 
Aperture Sonar Primer Experiment, transmissions were at 
center frequencies 6, 20, 75 and 129 kHz. Source and 
receiver arrays were mounted on towers 815 m apart, with 
both at least 10 m above the seafloor. The goal was to 
measure the effects of internal waves on acoustic propagation 
when there were at least two distinct ray paths as suggested by 
Fig. 2. 

1480      1520    200  400  600 800 
C (m/s) range (m) 

Figure 2. Shallow water sound speed profile and associated 
eigenrays connecting source and receiver. Note for the 815 m 
separation shown, two paths are permitted. 

Figure 3 shows the travel time measured along the two 
paths over the course of nearly one day. Typical of shallow 
water, the upper path is seen to arrive after the lower path. 
Note how the time lag between the two paths is substantially 
reduced    beginning    around    day    235.6. Concurrent 
oceanographic measurements show that this is when a solibore 
entered the acoustic propagation regime. The effect of the 
solibore was to depress the depth of the maximum sound 
speed gradient by about 10 m. The depressed sound speed 
profile caused the upper path to take a shallower trajectory 
closer to the lower path thereby reducing the time lag. Note 
also the increased fluctuations on both paths during the 
solibore. When the acoustic transmissions resumed at day 
235.9, the solibore had passed and the paths again became 
more widely separated. 

The detailed analysis of data from the Volume Scattering 
Primer remains an on-going effort [Henyey et al., 1997; 
Williams et al., 1999]. Two distinct approaches are being 
taken. When no solibores are present, such as before day 
235.6 in Fig. 3, the fluctuations in the acoustics are being 
attributed to background internal waves. The goal is to relate 
the statistics of the acoustics to the statistics of the internal 
waves. A different approach is needed when solibores are 
present. The distinct, event-like nature of the solibores makes 
a statistical approach unwarranted. Rather, a deterministic 
approach is taken. One goal is to relate the changes in the 
travel time to the rising and falling of the thermocline. 
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Figure 3.   Results from the Synthetic Aperture Sonar Primer 
Experiment. Travel time measurements are shown for the two 
ray paths suggested by Fig. 2. 
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Unlike in deep water, where experiments are typically in 
the strong scattering regime, one could imagine designing a 
shallow water experiment where the weak-scattering Rytov 
theory applies. A typical criterion for the validity of Rytov 
theory is that the variance of the acoustic log-amplitude be 
less than 0.3 [Ishimaru, 1978]. Calculations suggest that this 
might be satisfied along the lower path in Fig. 2 at 6 kHz 
when no solibores are present. 

There are significant practical advantages to basing an 
inversion strategy on the Rytov approach. When the 
background sound speed profile can be neglected, Rytov 
theory gives expressions for the two point statistics for both 
the log-amplitude and phase of the acoustic field. The log- 
amplitude and the phase are sensitive to different parts of the 
internal wave spectrum, a useful feature in doing an inversion. 

The way in which Rytov theory would be applied is highly 
dependent on the specific experimental geometry. At one 
extreme, consider a rigid vertical receiving array. If the 
positions of the receiving elements were known precisely, it 
would be possible to use both the acoustic log amplitude and 
the phase in the inversion. If the array were fully populated, it 
would be possible to also estimate the vertical wave number 
spectra for both the log amplitude and the phase from the 
measurements. Together with the frequency spectra, this 
would be a comprehensive acoustic data set that could be used 
in an inversion. At the other extreme, consider a single 
moored receiver. Here, there is no vertical aperture and it 
would likely prove difficult to separate sensor motion from 
acoustic phase fluctuations. The only quantity that might be 
used in the inverse is the temporal spectrum of the log- 
amplitude 

In a numerical study, Ewart et al. [1998] considered a 
hierarchy of acoustic inversion strategies based on Rytov 
theory. An ocean model was used to simulate realizations of 
a time-evolving, three-dimensional internal wave field 
[Winters and D'Asaro, 1997]. Acoustic propagation through 
the realization was modeled using the parabolic equation 
method. The various synthesized acoustic spectra were then 
used as input to a least-squares inversion algorithm. Various 
combinations of the free parameters in the ocean model (1)- 
(4) were fit and compared to theory. For the most 
complicated experimental configuration consisting of a fixed 
vertical receiving array, all four free parameters of the model 
could be recovered. For the simplest scenario of a single 
moored receiver, two parameters could still be fit with 
reasonable accuracy. This has important implications for 
field experiments. Because precise tracking of the source and 
receiver positions is not required to measure the log- 
amplitude, such measurements would be simple to implement. 
The measurements could provide an important and 
inexpensive adjunct to oceanographic experiments. 

Rytov theory is well-established, but certain extensions 
would prove useful for solving inverse problems. A priority is 
developing a theory for the two-point statistics when there is a 
background sound speed profile. Munk and Zachariasen 
[1976] included a profile in their calculations, but considered 
only the variance of the field at a single point and not the two- 
point vertical autocorrelation. 

B.   Long Range/Moderate Frequency 

For acoustic propagation in shallow water to distant 
receivers, interaction with the bottom cannot be ignored. A 
convenient representation for the acoustic pressure is in terms 
of normal modes. A forward problem model based on normal 
modes requires different strategies for solving the inverse 
problem. 

To illustrate normal modes in a simple setting, consider 
first the range-independent problem. Assume a time- 
harmonic point source is located at depth z= zs. Neglecting 
certain scaling terms, the familiar expression for the pressure 
as a function of depth and range x is [Jensen et al. 1994] 

/>(*,z) = Z(£, ̂ r11** (zsWm(z)e &** (5) 

Here, I'm is the eigenfunction (normal mode) and E,m is the 
eigenvalue (horizontal wavenumber) associated with the 
discrete mode m. 

If the medium varies in range, such as it will when internal 
waves are present, (5) no longer applies. The simplest 
generalization is the so-called adiabatic approximation. In this 
approach, the horizontal wavenumber is modified by adding a 
range-dependent perturbation term. This perturbation term 
can be directly related to the range dependence in the medium. 
The phase £, m x in (5) is replaced by the integration of the 
now range-dependent £m over range. Lynch et al. [1996] 
used this approach to study internal wave effects in an 
experiment conducted in the Barents Sea. 

If the medium is strongly range-dependent, as might be the 
case when solibores are present, the adiabatic approximation 
will fail. The next level of sophistication in the acoustic 
modeling is to assume one-way coupled modes. In this 
approach, energy is allowed to be interchanged between 
modes as the wavefront propagates. As an example, consider 
the situation shown in Fig. 4. The heavy line shows a contour 
of constant sound speed. At time T=0, the region xx < x < Xj 
contains a solibore. Over the time scales of interest, the 
solibore does not change shape; it simply propagates towards 
the shore at velocity u. Rouseff and Turgut [1998] showed 
that the pressure measured along the array as a function of 
time is 

/>(x/)Z;T) = X»Fm(z)expKm(x/ -*, +«r)] 
m 

x X(^»;c/)~,/2jP'»»4/»^)exPK»(xi - MT)]- 
(6) 

The result has a simple interpretation. The energy in mode m 
propagates to the leading edge of the packet at range *i - ux. 
The transmission matrix with elements Pmn describes how the 
packet causes mode coupling; input mode m maps into output 
mode n. The field then propagates without mode coupling 
from the trailing edge of the packet at xd - ux to the receiving 
array. 

The Shallow Water Acoustics in a Random Medium 
(SWARM) Experiment was performed in 1995 [Apel et al., 
1997]. Analysis of the fluctuations in both the travel time and 
the intensity is continuing [Headrick, 1997; Pasewark et al. 
1998]. The acoustic model (6) was developed to describe the 
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rapid decorrelation of the acoustic modes. For a more 
complete discussion of this effort, see the paper by Turgut, 
Wolf and Rouseff [1999] in these proceedings. 

Figure 4. Model for propagation through solibore. The 
solibore position is a function of in, where u is the group 
velocity and x is time. 

For the SWARM experiment, the long propagation paths 
mean that solitary waves are always present somewhere. This 
can be shown by a simple calculation. Suppose the solitary 
waves are driven by the M2 tide, and that the waves travel 
shoreward toward the acoustic source. Then the distance 
between packets equals the M2 tide period times the packet 
group velocity. For M2=12.421 hours and the 0.62 m/s packet 
velocity observed in the SWARM experiment, the distance 
between packets is 28 km. For the receiving array located at 
range 42 km, there were always at least one packet between 
the source and the array. Consequently, there is never a 
period where the acoustic fluctuations can be ascribed solely 
to the background internal waves. The model (6) neglects 
background internal waves. From the observed data, then, it 
is difficult to know how much of the acoustic fluctuation is 
due to solitary waves, and how much is due to the larger scale 
background processes. Developing techniques that would 
separate the two is the subject of current research 

IV. Discussion and Conclusions 
The experiments reviewed in this work encompass a wide 

variety of oceanographic conditions. The results emphasize 
that before the acoustic inverse problem can be solved, it is 
crucial that the forward problem be properly modeled. Ray- 
based techniques, the Rytov approach, multiple scattering 
theory, and both adiabatic and coupled modes can all be 
useful methods, but they must be applied in the proper 
context. In the MATE experiment, the Rytov approach was 
inadequate for the intensity and it was necessary to use 
multiple scattering theory. In the SWARM experiment, the 
adiabatic approximation was inadequate and it was necessary 
to include mode coupling. 

The use of acoustics as a remote sensing tool to determine 
properties of ocean internal waves is in its infancy. The work 
has largely concentrated on verifying that the correct forward 
model has been used for a given oceanographic scenario. This 
verification has been accomplished by comparing acoustic 
results with concurrent oceanographic measurements and 
demonstrating consistency. The fact that this consistency has 
been achieved in multiple scenarios lends credibility to the 
notion that acoustic inversion can be a feasible approach to 
studying internal waves. 

References 
J. R. Apel, et al., "An overview of the 1995 SWARM shallow- 
water internal wave acoustic scattering experiment," IEEE J. 
Oceanic Eng. 22, 465-500, 1997. 

J. A. Colosi and the ATOC Group, "A review of recent results 
on ocean acoustic wave propagation in random media: basin 
scales", IEEEJ. of Ocean. Eng., 24, 138-155, 1999. 

B. D. Dushaw, B. D. Cornuelle, B. M. Howe, and D. S. 
Luther, "Barotropic and baroclinic tides in the central North 
Pacific Ocean determined from long-range reciprocal acoustic 
transmissions" J. Physic. Oceanog. 25(4), 631-47, 1995. 

T. E. Ewart and S. A. Reynolds, "The Mid-ocean Acoustic 
Transmission Experiment - MATE", J. Acous. Soc. Am., 75, 
785-802, 1984. 

T. E. Ewart and S. A. Reynolds, "Instrumentation to measure 
the depth/time fluctuations in acoustic pulses propagated 
through arctic internal waves", J. Atmos. and Ocean. Tech., 
7(1), 129-139, 1990. 

T. E. Ewart, S. A. Reynolds, "Ocean acoustic propagation 
measurements and wave propagation in random media," in 
Wave Propagation in Random Media (Scintillation), edited by 
V. I. Tatarskii et al., (IOP Publishing, Philadelphia) 100-123, 
1993. 

T. E. Ewart, S. A. Reynolds and D. Rouseff, "Determining an 
ocean internal wave model using acoustic log-amplitude and 
phase-A Rytov inverse" /. Acoust. Soc. Am. 104, 146-155, 
1998. 

S. M. Flatte' (Editor), R. Dashen, W. H. Munk, K. M. Watson, 
F. Zachariasen, Sound Transmission through a Fluctuating 
Ocean, (Cambridge University Press, Cambridge, MA), 1979. 

R. H. Headrick, "Analysis of internal wave induced mode 
coupling effects on the 1995 SWARM experiment acoustic 
transmission," Ph.D. dissertation, MIT/WHOI Joint Program 
in Oceanography and Oceanographic Engineering, 1997. 

F. S. Henyey and C. Macaskill, "Sound through the internal 
wave field", in Stochastic Modeling in Physical 
Oceanography, R. Adler, P. Müller, and B. Rozovskii (eds), 
141-184,1996. 

F. S. Henyey and A. Hoering, "Energetics of borelike internal 
waves," J. Geophys. Res., 102, 3323-3330, 1997. 

F. S. Henyey, D. Rouseff, J. M. Grochocinski, S. A. Reynolds, 
K. L. Williams, and T. E. Ewart, "Effect of internal waves and 
turbulence on a horizontal aperture sonar," IEEE J. Ocean 
Eng. 22, 270-280, 1997. 

A. Ishimaru, Wave Propagation and Scattering in Random 
Media, Vol. 2, (Academic Press), 1978. 

F. B. Jensen, W. A. Kuperman, M. B. Porter, and H. Schmidt, 
Computational Ocean Acoustics, (American Institute of 
Physics, New York) 1994. 

J. F. Lynch, et al., "Acoustic travel-time perturbations due to 
shallow-water internal waves and internal tides in the Barents 

1345 



Sea Polar Front: theory and experiment," J. Acoust. Soc. Am. 
99, 803-21, 1996. 

J. F. Lynch, "Report on ONR Shallow-Water Acoustic 
Workshop, 1-3 Oct. 1996," WHOI-97-12,1998. 

M. D. Levine, J. D. Irish, T. E. Ewart, and S. A. Reynolds, 
"Simultaneous spatial and temporal measurements of the 
internal wave field during MATE", J. Geophys. Res. 91(C8), 
9709-9719,1986. 

A. K. Liu, "Analysis of nonlinear internal waves in the New 
York Bight," J. Geophys. Res., 93, 12317-12329,1988. 

W. H. Munk and F. Zachariasen, "Sound propagation through 
a fluctuating, stratified ocean: Theory and observation," J. 
Acoust. Soc. Am., 59, 818-838,1976. 

W. H. Munk, "Internal waves and small-scale processes," in 
Evolution of Physical Oceanography, edited by B. A. Warren 
and C. Wunsch, (MIT Press, Cambridge, MA) 264-291, 1981. 

B. H. Pasewark, S. N. Wolf, M. H. Orr and J. F. Lynch, 
"Fluctuations in acoustic propagation seen in the SWARM 95 
experiment," J. Acoust. Soc. Am. 104, 1765, 1998. 

D. Rouseff, T. E. Ewart and S. A. Reynolds, "Obtaining the 
ocean index of refraction spectrum from the acoustic 
amplitude fluctuations," in High Frequency Acoustics in 
Shallow Water, edited by N. G. Pace, et al., (NATO 
SACLANT Undersea Research Centre, La Spezia, Italy) 467- 
474,1997. 

D. Rouseff and A. Turgut, "Coherence of acoustic modes 
propagating through shallow water internal waves," J. Acoust. 
Soc. Am. 104,1765,1998. 

A. Turgut, S. N. Wolf and D. Rouseff, "Broad-band acoustic 
propagation through moving internal solitary wave packets in 
shallow water." To appear in these proceedings. 

K. B. Winters and E. D'Asaro, "Direct simulation of internal 
wave energy transfer," J. Phys. Oceanog. 27, 270-280,1997. 

K. L. Williams, F. S. Henyey, D. Rouseff, S. A. Reynolds and 
T. E. Ewart, "Internal wave effects on high frequency 
propagation to horizontal arrays: Experiment and implications 
to acoustic imaging." Submitted to J. Acoust. Soc. Am. 1999. 

1346 



DOUBLE DIFFUSION IN THE MODE OF «SALT FINGERS» IN THE 
OCEAN: NEW IN METHODOLOGY OF LABORATORY STUDIES. 

Valery V. Kobylyansky, Leonid S. Vilentchik, Mikhail M. Domanov, Dmitry L. Lushnikov, 
llgiz G. Ahmetsafin. 

Federal Research Center MCB «Electron». 

I. Abstract. 

Studying of convective processes regularities, 

occurred under different physical and geographical 
conditions of World Ocean, is a traditional problem of 
physical oceanology. The laboratory experiments, which 
allow simulating the real physical processes of various 
scales - being one of conventional methods of the ocean 
physics investigations. The aim of this work is the 

creation of physical-mathematical model for heat- and 
mass- exchange in self-organizing structure of «salt 
fingers». The similar processes are characteristic for thin 
termohalin structures formed in the ocean by the double 
diffusion. 

Experiments with model solutions (NaCI) and natural 

seawater were performed. The process of development 
of convective motion in two-layer nonstable system was 
initiated by double diffusion in the bath experiment. To 

measure the parameters of the process the special 
automatic installation with the termoprobe was designed 

and used, that allows to obtain good spatial-temporary 
resolution for the temperature. Dynamics (in time and 

space) and parameters of the 3-dimention complicated 
structure were studied. The fluxes of heat and salt 
between the structural elements were determined and 
compared with theoretical calculations. The experimental 
and theoretical results are discussed. 

II. Introduction. 

Interest to laboratory phenomena studies of double 
diffusion are kept in spite of the fact that the first 
laboratory experiments were executed by known authors 
sufficiently long ago (Turner, 1967; Stern and Turner, 

1969; Linden, 1971). The theoretical and laboratory 

investigations of those years have allowed to define 

integral flows of heat and salts between layers of 

seawater in exchange processes for the mechanism of 
double diffusion and to evaluate their value for the ocean 
(Williams, 1974). 

Number of problems, which one can to solve by only 
laboratory modeling, however is kept (Chashechkin, 
1994). 

We have considered expedient to execute a series of 
experimental work for more detailed study of the 
dynamics of «salt fingers» process formation, and 
determination of parameters a heat and salt exchange in 
the structure of «salt fingers». Assumed to get additional 
data about physico-chemical processes in thin 
termohalin structure and, in the end total, create a 

complete physico-mathematical phenomena model. In 

the present work the results of the first stage of 
researches are stated. 

III. The experimental method. 

Shaping of "salt fingers" simulated in the two-layer 
system: cold salty under - warm more-salty upper layer. 
Experiments were executed in the glass tank 
9.5 x 9.5 x 20cm. As a main medium the solution of NaCI 
(35°/00) is used. Temperature of the lower cold layer was 

equal to room temperature to exclude heat exchange 
through walls of container. In two series of experiments 
salinity of an added solution was differed from base 

salinity solution on ,dS=1.4°/00 and AS =0.5°/oo- For 
visualizations of shaping process of "salt fingers" added 
solution was coloured by the known amount of dye 
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KMn04. Fixed volume (10ml) of the salty dyed solution 
heated up and was cautious poured atop of cold layer. 

Temperature sensing (vertical and horizontal) realized 
by means of the probe (detector element - thermistor 
CT1-19). Results of sensing were fixed by the grapher. 
Characteristic of experimental installation allowed reliably 
registering fluctuations of temperature in 0.01 °C. The 

process of formation a spatial structure was shot by a 

camera. 
Thickness of the upper painted layer at the beginning 

of experiment, as a rule, was 1cm. Using the volume 

ratio of upper painted layer and amounts of added 

warmed solution, the salinity of upper layer at the 
beginning of experiment was calculated, and initial 

difference of salinity layer was evaluated. Subject to 

possible mistakes by the visual determination of layer 

thickness (0.2 cm) the salinity of upper warmed layer can 

be accepted equal AS =35.06±0.03°/oo for AS=0.5°loo 

and /dS=35.16±0.03°/oofor zlS=1.4°/00- 
Main parameters, which characterized the simulated 

system for 4S=0.5o/Oo are indicated in the Table 1. For 
the typical spatial scale d was accepted thickness layer 
of maximum temperature gradient (2cm). Obtained 

numbers Rs (salinity) and Ra (temperature) 

corresponds areas of "salt fingers» on the diagram of 

stability of liquid, stratified on the temperature and 

salinity (Turner, 1973). 

Table 1. 
Parameters describing simulating 

process 
Value 

vk 
~2.5xl04 

vk 
~5xl04 

aAT 
ßAS ~2 

r,        VD Re = — 
V ~3 

»-1 ~10 

<-* ~102 

In the table and below are accepted: 
g (cm/sec2)- acceleration of gravity; 

y3(°/00)-1- corresponding coefficient for salt; 

a (°C)1- coefficient of volume expansion; 
v(cm2/sec)- coefficient of kinematic viscosity; 

/c(cm2/sec)- coefficient temperature conductivity; 

V (cm/sec)- mean velocity of streams falling; 

ks (cm2/sec)- coefficient of salt diffusion; 

D (cm)-diameter of main part of "salt finger"; 

Re - Reynolds number; 

Pr- Prandtl number; 

IV. Results. 

Process of "salt fingers" structure development is 

shown in Fig.1. Cellular structure, as a rule, consisted of 

the periodically located falling streams. Mean diameter of 

streams was 7 mm, but average of falling velocity was 

0.06 cm/c for ^S=1.4°/00 and 0.04 cm/c for 

AS =0.5o/oo- On eacn side of container was observed 9- 
10 streams. Total number of forming steams was 80- 

100. 
Changing of vertical temperature profiles in the heat 

and salt exchange process between layers in the mode 
of "salt fingers" are shown in Fig.2. In Fig.3 are shown 
temperature profiles in the heat exchange without "salt 
fingers" forming (blank experiment with the same salinity 

(/4S=0), but different initial temperature in identical 
conditions). Results of temperature measurements for 
horizontal crossing through a structure "salt fingers" are 

shown in Fig.4. 
The maximum amplitude of temperature fluctuation 

through horizontal crossing of "salt fingers" was 0.037°C. 

V. Discussion. 

Using plots of temperature changing in time for 
simulated two-layer system, effective temperature 

conductivity coefficient kz through area with a "salt 

fingers" was calculated. Value of coefficient is defined 

from expression 

kr = 

rd2T 

dz*j 
(1) 

The time and directional derivatives were determined 

from experimental plots T(t) and T(z). Here and below 

t -time, z-vertical coordinate. The obtained thus mean 
value of effective temperature conductivity coefficient 
was equal 1.1 x 10'2cm2/sec, which on the order exceeds 
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a   temperature   conductivity   coefficient  for  seawater 
1.49 x 10'3cm2/sec (under 20°C). 

On the ground of measurements of "salt fingers" 
growing rate and geometric sizes of their main part were 
calculated  values  of density  in  fingers  on  different 

horizons.  For calculation  used  balance equation  in 

Stokes approximation of the form 

vpV 
gD2 ■ (2) Ap= 18 

where Ap (g/cm3) is difference of density in the buoyancy 

element and in the medium p. 

Using data of the buoyancy element temperature and 

its density values of salinity exchanging in "salt fingers" 

on different horizons were found. For the temperature of 
buoyancy element was taken a maximum absolute value 

of temperature fluctuation through horizontal. Results of 
experimental and calculation data are shown in Fig.5. 

Obtained data show that with moving away the 

interface of layers, salinity gradients between «salt 

fingers» and interfinger medium decrease. Line 

approximation shows that decrease of gradient is 
~0.002°/oo/cm. One may to note that under line 
approximations a maximum salinity value of «salt finger» 
near interface layers is evaluated of 35.04°/oo. 
Calculated     value     of    upper     layer    salinity     is 

35.06±0.03°/oo- 
Using the found values allows make principle 

evaluations of heat and salt fluxes directly in layer of 
«salt fingers». 

Obtained experimental and calculating material will be 

elaborated and used for getting the constants of 

transport equations in mathematical models describing 
heat and salt exchange in the mode of «salt fingers». 
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Fig.2. Series of temperature vertical profiling (upwards- 

downwards) when forming «salt fingers». Interval of 

profiling is 3 min. AS =0.5°/oo. 
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Fig.3. Series of temperature vertical profiling (upwards- 
downwards) without forming «salt fingers». Interval of 

profiling is 8 min. AS =0. 
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Fig.4. Spatial temperature fluctuation on different 
distances from the interface of layers. Axis x distance of 

horizontal displacing a sensor. AS =0.5°/oo 

Fig.5. Difference of «salt fingers» temperature and 
salinity and interfinger medium on different distances z 
from the interface. •-temperature (experiment), 

o -salinity (calculation). AS =0.5°/oo- 
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TIDAL ZONING and VERTICAL REFERENCE MEASURING 
COOK INLET, ALASKA 

1999 

John Oswald, 
LCMF 

Doug Lockhart, Robert Richards, 
Racal Pelagos, CA 

Abstract: 

The U.S. Department Of Commerce, National Oceanic And Atmospheric Administration 
National Ocean Service, Office Of Coast Survey, Hydrographie Survey Division (NOS) is in the 
process of obtaining basic nautical charting of 160 square nautical miles (136,000 acres) of Upper 
Cook Inlet shipping lanes during the summers of 1999 and 2000. Multibeam surveying techniques 
will be required meeting the International Hydrographie Organization (IHO) specifications. 

Racal Pelagos (RPI) and its subcontractors, LCMF Incorporated (LCMF) and Terra Surveys LLC 
(Terra), conducted an extensive vertical reference measurement and tidal study in upper Cook Inlet 
during the fall of 1998 and throughout the survey period in the summer of 1999. The primary task 
was to establish a tidal zoning scheme suitable for supporting the accuracy requirements of 
multibeam hydrographic surveys. The tidal regime for this area is the most complex in the United 
States, as the tidal range is large, sites are remote, extensive mud flats are prevalent, high currents 
are the norm, and the weather is severe. The tide correction can exceed thirty feet and constitutes 
by far the largest part of the error budget. 

The project included the installation of multiple tide stations, operating for the duration of the 
summer field season from early May through September 1999. During the preliminary surveys of 
1998, a tidal reduction method was developed and implemented during the multibeam surveys 
during 1999-2000. 
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SIMULATION AND CONTROL TECHNIQUES UTILISED FOR 
GENERIC ASSESSMENT OF A FULLY REELABLE SUBMARINE 

TOWED ARRAY HANDLING SYSTEM 

Dr S P Tomlinson, Mr. D Cowling and Mr.J.S.Baker 

Underwater Systems Integration 

Defence Evaluation & Research Agency 

Winfrith Technology Centre 

Dorchester DT2 8XJ 

United Kingdom 

1       Introduction 
The traditional design of in-service Towed 
Array Sonar within the Royal Navy has, in 
the main, employed equipments of 
relatively short acoustic aperture and 'clip- 
on' technology. However, as the role of 
the submarine has changed to meet the 
perceived threat, so the technology has 
adapted to meet the naval requirement. 
Hence, certain classes of submarine are 
required to have fully reelable towed 
arrays that provide long acoustic apertures 
and are stowed on the platform, a 
procedure entailing both deploy and 
recover operations. 

The handling and control of a fully 
reelable array transmission system 
presents a severe technical challenge to the 
designer. Operational difficulties have 
been observed in many systems required to 
recover and deploy such lengthy arrays, 
which are of a combined plastic and elastic 
composition. The plastic properties of the 
external hose give rise to material failure, 
which manifests itself either as rucking or 
stripping of the array modules. In addition, 
the physical characteristics of these 
systems vary dramatically during different 
phases of the deploy and recover 
operations,   due   to   variations   in   both 

platform speed and sea temperature. 
Reelable arrays require carefully designed 
handling transmission systems, which 
avoid both the occurrence of slack cable 
(with consequent loss of control) and the 
tendency of the array to 'ruck' (a 
distortion associated with the natural 
modal shape) when placed in compression. 
Array rucking is associated with the hose 
material strength properties and the 
complexity of the guidance path, being 
particularly prone to occur at bends and 
the passage through the deployer. 

In order to reduce the high risk associated 
with the design of a fully reelable array 
handling system, it is necessary to acquire 
a thorough understanding of both the 
complex properties of arrays and the 
transient performance of deployment and 
recovery equipment over a wide range of 
operational conditions. To this end, DERA 
Winfrith have engaged in Applied 
Research activities to further the 
understanding of these systems. This 
research involves both theoretical 
modelling and experimental activities. The 
latter makes use of a DERA Platform 
Integration and Cable/Array Handling Test 
Facility, capable of assessing a wide range 
of submarine and ship Reelable Array and 
associated systems. The principal activities 
include: 
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• Development of Control  System 
strategies 

• Development of Array and Cable 
Handling and Guidance Systems 

These   aspects   are   assessed   with   the 
following complementary activities: 

• Mathematical modelling 

• Experimental testing 

Generic mathematical models of a range of 
towed array handling systems have been 
developed, capable of predicting the 
behaviour of complex electro-hydraulic 
systems comprising winches, deployers 
and guidance routes with electronic 
feedback control systems. The term Rapid 
Control Prototyping (RCP) is used to 
describe the process whereby a system 
model is used to develop and optimise a 
control system. This control system is 
subsequently downloaded to produce a 
real time control for use in the loop with 
the real hardware (reelable array system). 
RCP (real time model) has been used for 
on-line control experimental applications 
and non real-time models used to perform 
sensitivity case studies and assess the 
effects of alternative circuit configurations 
or control strategies. The two approaches 
are complementary and combine together 
to enhance the understanding of the sub- 
systems and hence determine how these 
are best integrated to obtain optimum 
performance. 

The design and development of a fully 
reelable array system presents difficult 
control and handling system requirements, 
necessitating evaluation by means of the 
detailed computer model. The real-time 
model has therefore been used for the 
assessment of 'robust' feedback control 
systems, capable of meeting the diverse 

performance requirements over the 
required operating envelope. The 
behaviour of this type of system changes 
considerably during different phases of the 
deploy and recover operations, due to 
variations in both platform speed and sea 
temperature, the latter affecting the 
properties of the external hose. This can 
give rise to material failure, which 
manifests itself either as rucking or 
stripping of the array modules. When 
deploying the array, the control system 
ensures that the deployer unit maintains a 
positive back tension at the winch until the 
in-water drag on the array is sufficient to 
provide this back tension. However, the 
motion of the drum winch required to store 
the array presents a severe problem. When 
initiating deploy, the transmission system 
is required to provide a precise control of 
the tension, whilst overcoming very large 
frictional forces and high inertia transients. 
Both these effects require careful 
consideration in order to ensure smooth 
motion with no likelihood of either an 
array ruck or zero tension, these being 
conditions that would result in a total 
malfunction of the handling system. 

In order to overcome this type of 
operational problem, a Modern Control 
approach is required and Fuzzy logic has 
features ideally suited to the solution. 
Fuzzy logic is based on the interpretation 
of expert human experience and is 
implemented by defining linguistic rules 
which allow for partial rather than discrete 
membership of logic sets, a feature that is 
the kernal to its power. When the model 
has been developed, the fuzzy logic 
controller is added to ensure parameter 
boundaries for safe handling are not 
exceeded. The combined 
discrete/continuous software, which 
incorporates the features of MATLAB- 
Simulink and DSP ACE, is then used to 
generate real-time control system code and 
this is used for the supervisory fuzzy 
control of the array handling system. 
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The control strategy for deployment and 
recovery therefore comprises numerous 
operational modes, based on discrete-event 
handling. Finite state transition theory is 
used in a supervisory manner to send set- 
point commands to the sub-layer 
controllers. These consist of classical PID 
feedback terms, used to control the winch 
and deployer so that they can track set- 
point demands from the supervisory logic. 
The safe operating envelope of the 
deployer and array can only be determined 
experimentally, due to the high level of 
uncertainty resulting from its markedly 
non-linear and discontinuous 
characteristics. Fuzzy logic is ideally 
suited to the control of this type of system 
and the linguistic membership rules for 
this are readily determined from 
experimental results. 

To fully ascertain the key parameters 
critical to safe handling of a Fully 
Reelable Towed Array Outboard System 
(TAOS), DERA Winfrith have developed 
a generic non real-time mathematical 
system model. The elements represented in 
the model include the storage winch, 
transfer unit (for deployment and 
recovery), guidance system, spooling and 
control system. The model library 
infrastructure includes a broad range of 
hydraulic and associated equipments such 
as motors, pumps and valves, transmission 
devices such as winches, deployers, 
pulleys and bends and various types of 
array such as 'bulkhead' and 'crustacean'. 
The physical details of the array sub- 
model are outlined in this paper, giving 
considerable detail in its representation of 
the interactions between hose and strength 
member/devices. A detailed test 
programme was undertaken in order to 
fully quantify these strength and damping 
parameters. The component sub-models 
are connected together to form an overall 
system model, which is used to predict the 
system behaviour and explore the effects 
of parameter changes. As the system 
model is generic, it can be rearranged to 
examine   the   behaviour   of   alternative 

handling system configurations or control 
strategies. 

In practice, a typical handling system may 
have a number of devices of various sizes 
around which the array must be passed. 
The expression 'guidance path' is used to 
refer to the path taken by the array 
between the winch and the transfer unit. 
Figure 1 illustrates a much-simplified 
handling system guidance path, in which 
an array passes from a winch, through a 
flaking system, around a rudder stock and 
on to the transfer unit or deployer. 
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Figure. 1 Towed Array Outboard System 

1.1 Array Failure within the Handling 
System 

During array deployment or recovery, one 
intuitively expects the array between the 
deployer and winch to be in tension, 
simply because the deployer is being used 
to pull the array off the winch. Given that 
array failure by the rucking mechanism 
noted above occurs when the hose is 
placed in compression, one might expect 
that the handling system should not be 
problematic in this respect. 

The situation is in practice more complex 
than this, because one must consider 
separately the forces in the inner load 
bearing core, and the outer PVC hose, and 
the combined effects of bulkheads and 
module end-connectors, described in more 
detail in Section 3. It is then possible for 
the core to be in tension, bearing the 



majority of the overall array load, whilst 
the hose is in compression and therefore 
susceptible to failure by the rucking 
mechanism. 

In the simplest terms, this suggests that a 
well-designed handling system should 
minimise the size of compressive forces 
arising in the array hose. In practice, 
compressive strain is likely to be 
impossible to eliminate entirely, and the 
adoption of a more sophisticated failure 
condition based on a buckling criterion 
will be required. The principle of column 
buckling [1] is well understood. In effect, 
a column deforms into a modal shape, 
resulting in severe material deformation. 
Reelable arrays are conceptually plastic 
columns of variable length, which can 
deform longitudinally, laterally and 
torsionally in a variety of modes. 
Considerable analysis has been devoted to 
the understanding of the phenomena of 
array rucking under Applied Research by 
DERA Winfrith The computer model of an 
array described in this paper incorporates 
stress-strain relationships derived from the 
material stiffness, damping, creep and 
stress relaxation characteristics. These are 
very much dependent on the type of hose 
material and its temperature. The model is 
currently being validated by comparison 
with experimental data over the observed 
range of operational behaviour, including 
conditions that lead to rucking. For the 
purposes of this paper, it is proposed that 
the simplest possible 'metric' be adopted 
so that the design of a handling system can 
be quantified: namely that reduced 
compressive deformation of the array 
within the handling system is better. 

2 Non Real-time TAOS Model 
for sensitivity studies and 
assessment of alternative 
circuit configurations and 
control strategies. 

The TAOS Model comprises a number of 
subsystems of mechanical, hydraulic and 
electrical nature. There are key 
components described in detail below 
include: 

• The Array 

• The    Handling    System    (Guidance 
Route) 

• The Winch and Associated Hydraulics 

• The     Deployer     and     Associated 
Hydraulics 

• The Control System 

2.1 The Array 

The array itself comprises a stiff load 
bearing core and an outer hose. The core, 
made of kevlar, is considered as a spring 
with high stiffness that can support no load 
in compression. The hose, made of PVC, 
is intended to offer physical protection to 
the sensitive transducers contained within 
it. In practice, the hose also bears a 
proportion of the total load in the array, 
and by the nature of its construction, may 
support a small compressive load. Failure 
by 'rucking' occurs when compressive 
loads are induced that are in excess of the 
load bearing capacity of the hose. 

Acoustic transducers and electrical cabling 
are contained within the hose, which must 
therefore be acoustically transparent over 
the frequency range of interest. Overall, 
the array must be neutrally buoyant. The 
schematic of Figure 2 indicates the general 
construction. 

In the arrays in use at present, rigid 
'bulkheads' are distributed along the core. 
Their purpose is to prevent damage to the 
sensitive acoustic transducers as the array 
is stored on the winch and enabling it to 
pass safely around bends in the guidance 
path and through the transfer unit during 
deployment / recovery. The bulkheads are 
fixed to the load-bearing core, but not to 
the hose. In the absence of laterally 
applied forces there is no mechanism for 
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the transfer of load between hose and core 
and the hose can slide over the bulkheads. 
When lateral forces are applied to the 
hose, friction at the hose / bulkhead 
boundary permits the transfer of axial load 
from hose to core, and vice versa. If there 
is sufficient lateral load, then the hose will 
be constrained to move at the same speed 
as the core (this situation occurs within the 
array stored on the winch, when the hose 
and core are effectively locked together by 
forces acting radially to the winch). More 
generally, around bends within the 
guidance path or within the transfer unit, 
load is transferred between hose and core, 
but the hose may also slip with respect to 
the core, and the two may therefore have 
different velocities. This condition can 
lead to a ruck. 

A complete array is constructed from a 
number of 'modules' linked by end 
connectors. These are the only points at 
which the motion of the hose is 
constrained to exactly match that of the 
core at all times, regardless of position 
within the guidance path. The presence of 
end connectors has a very significant 
effect of overall array dynamics and 
requires careful consideration within the 
simulation. At any intermediate point 
between end connectors, the motion of the 
hose relative to the core depends on the 

loads applied to the array along its length, 
and on the creep / stress relaxation 
behaviour of the hose material. 

The PVC hose is highly significant, 
because it displays complex dynamical 
behaviour when subjected to applied 
forces and deformations. When a constant 
stress is applied to a length of this 
material, it displays creep behaviour, 
where its extension increases with time. 
When a constant strain is applied, the 
material displays stress relaxation 
behaviour where the force required to 
maintain the constant strain reduces with 
time. Mathematically, the two phenomena 
of creep and stress relaxation are well 
described by the Standard Linear Solid 
(SLS) model, comprising a spring-dashpot 
combination (known as a Maxwell unit) 
with an additional spring element in 
parallel with it, as shown in Figure 3. The 
SLS unit is characterised by the values of 
the glassy modulus Em, rubbery modulus 
Ea and viscous dashpot coefficient Nm. 
Large variations in physical properties 
occur with temperature [2] and this is 
mainly due to the change of dashpot 
coefficient Nm. It is also necessary to 
account for variations in Em and Ea due to 
the very non-linear temperature 
dependence of PVC material. 

^- --^                        hose   —^. BSpS^flffs:g5 

//        n        W               r ~ ' _ _..-..  . _j 

II        S~ "\                f *\       \|    Load-bearing 
rf—1"7      v;   it    core -* 

\\         n         //              r~ _: : J 

Figure 2:       Schematic Representation of Generic Array 

1356 



Em      Nm 

•AMr^' 

fAAM 
Ea 

Figure 3:       The Standard Linear Solid Unit 

The portion of the array within the 
handling system at any time is treated as a 
collection of SLS units connected in 
series, each modelled as indicated in 
Figure 3. The deformation of each unit is 
calculated as it passes through the 
handling system, enabling the state of the 
array hose at any point in time and space 
to be determined throughout the 
deployment or recovery processes. 

2.2 The Handling System 

The handling system comprises an 
arrangement of passive mechanical 
'devices' in the form either of pulleys or 
fixed bends, enabling the array to be 
guided around the various devices between 
winch and deployer. These devices are 
connected by lengths of straight guidetube, 
within which the array is essentially 
unrestrained. 

The devices that make up the handling 
system are highly significant because they 
provide sites along the guidance path at 
which lateral load may be applied to the 
array. These loads arise from the normal 
reaction force applied to the array by each 
device as the path of the array deviates 
from a straight line. The combination of 
applied lateral loads and friction effects 
enables these devices to modify the forces 
acting on the array in the axial direction. 
Passive devices (i.e. components such as 
fixed bends or pulleys that are not driven 
by an externally applied torque) act in 
such a way as to oppose the motion of the 
array through the handling system. 

The guidance path geometry and the axial 
forces in the array enable the friction 
forces arising and the amount of slip to be 
determined at each of the device / hose 
contacting surfaces and also at the hose / 
bulkhead contacting surfaces within the 
array itself. In this way, the velocity of the 
hose relative to the core is determined and 
this is integrated to yield the deformation 
of the array hose at any time and at any 
point within the handling system. 

As soon as any significant length of array 
has been deployed, it is necessary to 
consider the effect of outboard drag on the 
system. This results in an additional load 
being applied to the array within the 
guidance path. The total outboard drag is 
represented using the well-established 
Munn's formula [ref], based on empirical 
measurements of a number of towed 
arrays. The drag associated with 
completely deployed modules within the 
array is distributed between the core and 
hose in proportion to their relative 
stiffnesses. Thus the vast majority of this 
component is transferred to the core. The 
remaining component of the total drag, 
attributable to the length of array hose of 
the incompletely deployed module nearest 
to the submarine, is transferred entirely to 
the hose in the handling system. 

2.3 The       Winch 
Hydraulics 

and      Associated 

The winch drum, coupled directly to a 
hydraulic motor, may be considered as 
another of the handling system devices 
described above, in the sense that it 
provides a location at which lateral force 
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are applied to the array. In this case 
however, the device represents the winch 
drum, which is 'active', being driven by 
the torque imparted by a hydraulic motor. 
This torque provides a link between the 
model of the winch hydraulic circuit and 
the handling system model. 

Dynamic system models are vital when 
assessing the behaviour of electro- 
hydraulic control systems. Hydraulic and 
associated equipment models are 
developed as sets of differential and 
algebraic equations representing the 
behaviour of components in isolation. The 
hydraulic component models are 
developed as stand-alone elements in a 
library [3], which can be connected to 
form an overall system model. The 
differential equation set representing the 
system behaviour is solved using 
numerical integration techniques [4]. 
Simulink™ provides an ideal package 
with which these techniques can be 
applied, not least because the mechanical, 
hydraulic and control elements of the 
problem can be modelled together in a 
single fully integrated simulation 
environment. 

2.4 The     Deployer     and    Associated 
Hydraulics 

The deployer, also known as the transfer 
unit or caterpillar, may also be considered 
as a special kind of 'active' device, driven 
by a hydraulic motor. In this case 
however, the array does not pass around a 
bend but is pulled by a rubber belt, with a 
lateral load applied by an hydraulic press. 
The load is profiled along the length of the 
deployer, as one would expect it to be of 
reduced magnitude, close to the edges of 
the 'gripping length' of the device. It is 
the operation of this device that requires 
the presence of bulkheads in the array 
design, if it is to successfully assist in the 
deployment of the array, without crushing 
the acoustic transducers. 

2.5 The Control System 

The principal requirements of an efficient 
reelable array system are: 

• Array rucking or damage due to 
excessive tensions is avoided 

• The system deploys and recovers at the 
required speeds 

• The system operates at the required 
platform speeds 

• The system is stable 

• Array tension is maintained at the 
winch 

• The desired tension increment across 
the deployer can be controlled 
accurately. 

• The system is fail-safe 

• The system can be manually operated 
if automatic modes fail or need to be 
overridden. 

• The system is viable under all expected 
environmental conditions 

A control system is used to maintain these 
requirements during array deployment and 
recovery procedures. The difficult 
problems of controlling an array in a fully 
reelable system arise principally from the 
tendency of the hose to manifest 
significant compressive forces and hence 
ruck. Factors that are likely to increase 
hose compression include increased 
temperature, increased platform speed, 
increased guide tube friction and increased 
differential tension setting across the 
caterpillar. The array is thus a difficult 
component to deploy and recover under all 
circumstances and may be best controlled 
using an 'intelligent' system to identify 
when compressive hose forces (and hence 
high likelihood of a ruck) will be large. 
PID (Proportional-Integral-Derivative) 
may therefore be inadequate to cope with 
the complexity required for reliable 
control of an array. Modern robust control 
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systems such as 'adaptive', 'fuzzy set', 
'neural net' are able to cope with wide 
ranging plant characteristics and may well 
be applicable to the fully reelable array 
problem. 

In essence, PID fulfils three fundamental 
control functions. The proportional (P) 
term governs the speed with which the 
output (tension or speed) reaches steady- 
state. The integral (I) term governs the 
accuracy, the theoretical steady-state error 
being zero if this is functioning correctly. 
The derivative (D) governs the stability of 
the system and can take the form of a 
lead/lag network. The essential problem 
with PID is its poor robustness. If 
parameters in the plant vary significantly 
throughout the operating envelope, the P, I 
and D terms may be unable to maintain 
their independent functions. Modern 
Control systems overcome such problems 
by incorporating a 'degree of intelligence' 
to account for the effects of plant 
variations and uncertainty. Modern 
controllers are necessarily more complex 
than classical controllers as they require 
computational facilities that implement the 
required algorithms. If, however the 
system characteristics do not change 
significantly over the operating range, then 
classical control can be used. 

3 Simulation case study 

3.1 Effect      of     changing      deployer 
differential tension setting 

It is necessary to determine a suitable 
control strategy for the transfer unit that 
ensures a successfully deployment and 
recovery of the array. It is also important 
to note when developing a simulation that 
any closed loop control strategy must 
employ signals that can realistically be 
measured in the actual system when fitted 
to a submerged submarine. In this case 
study, the simulation model is used to 
examine     an     existing     configuration, 

whereby differential tension across the 
transfer unit is under PID control. This is 
done using load cells located in the 
transfer unit mounting arrangement 
combined with suitable electronic 
amplification and correction for submarine 
pitch. The controller output is used to 
drive the deployer hydraulics proportional 
flow directional control valve (DCV) in 
order to pressurise the hydraulic motor 
line, thereby ensuring the appropriate 
torque (hence line tension) is achieved. 

A simple PID controller has been adopted 
to give precise closed loop speed control 
of the winch. A typical demand speed of 1 
m/s is taken and the winch hydraulics 
adjust the opening of the proportional flow 
control value (DCV) to deliver the flow 
rate required for this deployment speed. 

The simulation is used to compare the 
behaviour of the system for different 
demanded deployer differential tension 
settings. For clarity, two values of 600 and 
1200 N are presented. An identical 
handling system is used throughout. 

3.2 Model Output 

Figure 4(a and b) is a surface plot of array 
hose strain, as a function of distance along 
the guidance path, comprising winch, 
flaking system, rudder stock guidetube and 
deployer (measured from 0 m at the 
deployer to nearly 15 m at the winch). 
These strains must be considered in the 
context of the SLS 'units' that comprise 
the array hose - the length of each is equal 
to the bulkhead spacing in the array. It is 
apparent from this single surface plot that 
along portions of the guidance path, the 
array hose can be placed in 
compression.(negative values). This is 
despite the fact that the total array load 
remains in tension throughout the 
deployment. 

Figures 4(a) and 4(b) respectively show 
the hose strain for the 600N and 1200 N 
deployer   demand   cases.   The   figures 
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indicate the benefit of reduced differential 
tension, as this yields a significant 
decrease in compressive deformation 
within the array. The maximum array 
element compression appears to decrease 
approximately in proportion to the 
reduction in differential tension. Thus, the 
simulation is able to identify a simple 
control strategy that gives a significant 
reduction in hose compressive force and 
hence likelihood of a ruck occurring. It is 
of course necessary to ensure that low 
tension conditions do not result in a slack 
cable condition. 

Figure 4a Differential tension setting 600N 

Figure 4b Differential tension setting 
1200N 

The simulation was also used to show the 
effects of variations in array temperature, 
platform and array speeds and fiction 
levels throughout the system in addition to 
a range of control and guidance route 
options. These provided valuable design 

information but are not addressed in this 
paper due to space limitations. 

Control System 
Development   using    Real- 
time Modelling 

4.1 Problems associated with Array 
Deployment and Recovery 

The design and development of a fully 
reelable array system presents difficult 
control and handling system requirements, 
necessitating evaluation using 
experimental testing, supported by a 
detailed real-time computer model. The 
model is therefore being used for the 
assessment of 'robust' feedback control 
systems, capable of meeting the diverse 
performance requirements over the 
complete operating envelope. The 
behavior of this type of system changes 
considerably during different phases of the 
deploy and recover operations, due to 
variations in both platform speed and sea 
temperature, the latter affecting the 
properties of the external hose. 

The reliable behavior of the deployer is of 
prime importance to the viability of the 
overall handling system. It is vital to 
measure (characterise) the safe operating 
envelope of the deployer for ranges of 
speed, line tension and array clamping 
force. Adverse settings for these cause the 
array to slip with respect to the gripping 
pads and if this becomes excessive, then a 
ruck will occur in the array. 
Characterisation gives a three dimensional 
envelope of safe deployer operation, which 
forms part of the real-time model in the 
form of a 'look-up' table. This type of data 
is particularly suited to 'fuzzy' control, 
whereby linguistic rules can be applied to 
various regions of operation. These enable 
changes to be made to the discrete setting 
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of hydraulic valves, which, in conjunction 
with classical PID, provide reliable robust 
control for this type of system. 

The array tensions during deploy and 
recover are quite different and the control 
system likewise will quite different. When 
deploying the array, the control system 
ensures that the deployer unit maintains a 
positive back tension at the winch until the 
in-water hydrodynamic drag on the array 
is sufficient to provide this back tension. 
However, the motion of the drum winch 
required to store the array presents a 
severe problem. When initiating deploy, 
the transmission system is required to 
provide a precise control of the tension, 
whilst overcoming very large frictional 
forces and high inertia transients. The 
deployer creates a pull force in order to 
overcome the losses in the winch and 
provide sufficient tension to deploy the 
array at the required speed. Storage 
winches are large inertia dominated 
systems and the transiently generated 
torque (I.dco/dt) is appreciable, compared 
to the torque required to generate line 
tension. This effect is particularly 
significant in the initial stage of 
deployment, when the line tension is 
comparitively low. 

Careful consideration of the controller 
design is required in order to ensure 
smooth motion with no likelihood of either 
an array ruck or zero tension, these being 
conditions that would result in a total 
malfunction of the handling system. The 
experimental programme indicates that to 
maintain positive array tension at the 
winch, it is necessary, particularly during 
the initial phases of deployment, for the 
winch drive to be accurately tension 
controlled. At the start of deployment, the 
deployer tension setting will initially be 
low and in the order of 500N to 1000N. To 
maintain controllability the minimum back 
tension must be capable of maintaining the 
levels of tension at a value lower than the 
minimum drag force. 

On recovery, the array tensions will 
initially be highest and the primary 
requirement is to prevent array damage 
due to over-stressing. The load tension is 
proportional to the length deployed and the 
square of the tow speed (approximately). 
During recovery, it is important to ensure a 
minimum positive back tension at the 
winch as this is necessary to prevent slack 
array occurring. This would result in loss 
of control and 'loose turns' appearing. 

The experimental programme has shown 
the suitability of a control strategy 
whereby the deployer is driven in constant 
speed mode and the winch in constant 
tension mode. Both hydraulic systems use 
a novel electro-hydraulic concept termed 
'differential pressure control'. Using 
appropriate pressure control valves, this 
allows bi-directional rotation of the motor 
in a variety of speed or pressure control 
modes. This technique prevents slack 
cable ('nesting' the array) which is known 
to occur if the winch were in speed control 
and the deployer in tension control mode. 
This control strategy has therefore been 
proposed for both the deployment and 
recovery phases. 

4.2      Characterisation of        Safe 
Operating    Envelope    for    the 
Deployer 

The deployer in the system under test is a 
linear transfer unit (LTU) in which two 
padded belts are driven (electrically or 
hydraulically) in unison in order to pull the 
array from inboard to outboard. A 
hydraulic actuator is used to exert a 
clamping load on the belt and this load is 
under automatic feedback control. It is 
necessary to obtain the 'safe operating 
envelope' of the LTU in order to define its 
closed loop requirements. This is 
determined by a series of open loop test in 
which line tension and speed and clamping 
force are varied throughout the overall 
operating range and safe conditions, in 
which there is no appreciable slip between 
belt  and  array,   are  determined.   These 
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conditions correspond to those where array 
rucking does not occur. The measured 
three-dimensional relationship for safe 
operation is shown in figure 5. This forms 
part of the real-time model and the fuzzy 
controller ensures that for any line tension 
and speed, the clamping force always lies 
within this envelope. 

Vök7v'../r.\i. «■A« 
■■Mil 

Figure 5 LTU safe operation envelope 

4.3      Control strategy for Deploy and 
Recovery Operations 

The control procedure incorporates the 
following sequence of operations for the 
input drive: 

4.4       Deployment Phase 

(1) Deployment is initiated by pulling 
the deployer off the winch and 
though the guidance route using 
the LTU. 

(2) Following an initial phase of 
deployment using the LTU, the 
hydrodynamic drag is continuouly 
monitored until there is sufficient 
drag to overcome the losses and 
frivtional effects of the handling 
system (hydrodynamic drag 
algorithm is a function of deployed 
length and array speed through the 

water). If this is the case the LTU 
is no longer required. 

(3) The LTU speed is set to zero and 
the winch brake is activated. The 
LTU clamp force is now set to 
completely unclamp the array. 
Once this is initiated the winch 
brake is unactivated. At this 
conjuncture the supervisory logic 
ascertains whether the winch under 
tension control continuous to 
stream the array as would be the 
case if there is sufficient outboard 
drag or hauls the array back if there 
is not. In the latter case the 
supervisory logic will stop the 
system, clamp the array again and 
deploy for a further 500N 
increment of array drag. The 
procedure is repeated again until 
full deployment is achieved. 

(4) Deployment now continues under 
tension control at the winch. The 
winch speed increases linearly until 
the set line tension is achieved. For 
safety reasons, an overrride (outer 
loop speed controller) ensures that 
array speed does not exceed a 
defined maximum. 

(5) At the end of deployment, a signal 
derived from a shaft encoder 
initiates slowing down and 
stopping of the winch at which 
point the system, is locked 

4.5      Recovery Phase 

(1) The winch recovers the tow cable 
at a set line tension. The speed is 
limited to a maximum (outer loop 
speed controller). 

(2) The end of the tow cable phase is 
sensed and the speed decreased 
linearly. The line tension for the 
array is set. and in order to prevent 
the outer layers from crushing the 
inner layer bulkheads stored on the 
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winch drum, this setting varies. 
This feature reduces the winch 
speed when the measured array 
tension exceeds the set level and 
therefore provides a natural means 
of tension limiting. 

(3) In the final stages of recovery 
when outboard drag is of a low 
value the system is stopped and the 
array is clamped. The LTU is 
driven at low speed, which aids in 
the final stages of recovery by 
creating a back tension in the 
system. 

4.6     AUTOMATIC 
DEPLOY/RECOVER 

(1) Continually monitor the system to 
determine the system operational 
mode 

(2) Determine    belt    clamp/unclamp 
actions 

(3) Set LTU belt speed commands 

Supervisory Logic 
Ajtomatic 
Semi-Artomatic 
Iwbnual 

winch control 
speedAension 

«?    It -V 
system 
demands & 
feedback 

LTU Speed 
Control 

rtu clamp 
force 
control 

set P°int V*        I 4- / / 
commands I system dynamics 

4.6      Overall 
System 

Supervisory     Control 
Figure 6 Supervisory Control Structure 

The hierarchy of the overall supervisory 
control system is shown in figure 6. This 
features a strong supervisory monitoring 
of device controllers, which in themselves 
use linguistic rule-based logic to determine 
the actions of classical PID feedback 
systems. The supervisory capability 
embodies a number of checks including 
safety/damage limits, watchdog and 
diagnostic monitoring. These allow the 
acquisition of valuable information that 
can be used both in real time and post- 
processing analysis. 

As an example of information transfer, the 
set point for the LTU clamp force demand 
is calculated using fuzzy logic, based on 
the array tension and the speed of the 
array. This setting is fed to a closed loop 
PID controller which senses a feedback 
clamp force hydraulic pressure (hence 
force) and 'closes this loop' and ensures 
that the fuzzy clamp force demand is met. 

Supervisory logic plays a major role in the 
action of the LTU, which is fully 
automated for deployment and recover. 
The following actions are required: 

4.7      Experimental     Recordings     of 
System Response 

To test the control system when the 
LTU decouples, during both 
insufficient and sufficient outboard 
hydrodynamic DERA Cable/Array 
Handling Test Facility was used in 
back to back winching. The rig set-up 
consists of two winches, the LTU and 
guidance route. Two winches are 
required, one to act as the tension 
controlling winch (8kN) and the other 
to act as the sea drag inducing winch 
(50kN). In this mode of operation the 
50kN winch is under manually speed 
control. This allows the operator to 
dictate whether the outboard tension is 
low or high). A typical automated trial 
deployment evolution is shown in 
figure 7. To assist in the understanding 
of the logged data a typical dSPACE 
deployment run with the event marks 
is indicated. 
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Figure     7     time     response     auto 
deployment 

If not already applied the 
LTU is clamped down onto 
the array to start 
deployment sequence 

The brake on the storage 
winch is released and a 
minimum back tension is 
manually set and applied to 
the array. 

Once the storage winch 
brake has released the 
automatic deployer 
sequence is initiated and the 
LTU starts to deploy. 

g 

h 

m 

n 

The 50kN winch is 
manually adjusted in speed 
to take up the array 
deployed but without 
applying a "drag induced" 
tension. 

At an appropriate deployed 
length (dependant upon 
boat speed) the LTU stops 
deploying. 

Once the LTU has stopped 
moving the storage winch 
brake is applied. 

The LTU unclamps fully. 

The storage winch brake is 
released and because there 
is insufficient "drag 
induced" tension the winch 
hauls. 

As soon as the control notes 
the storage winch is hauling 
then the storage winch 
brake is applied. 

The LTU is clamped onto 
the array and the storage 
winch brake is released. 

An additional defined 
length of array is deployed 
and the LTU stops. 

Once the LTU has stopped 
moving the storage winch 
brake is applied. 

The LTU unclamps fully. 

The 50kN winch is 
manually adjusted to 
provide sufficient "drag" 
and when the storage winch 
brake is released the storage 
winch deploys. 

As the winch deploys the 
speed is increased to the 
maximum. 

When the speed reaches the 
maximum pre-set limit the 
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tension is increases up to 
the full system drag. 

q As soon as the tow cable 
termination has left the 
guide path bellmouth it is 
assumed that full 
deployment   has   occurred 
and the speed is reduced. 

r Once the storage winch has 
stopped the storage winch 
brake can be applied. 

From the time response data, the control 
system (8kN winch) can be seen to control 
the line tension to a satisfactory degree as 
it follows the outboard drag (50kN winch). 

Summary 
Conclusions 

and 

Generic mathematical models of a range of 
fully reelable towed array handling 
systems have been developed, capable of 
predicting the behavior of complex 
electro-hydraulic systems comprising 
winches, deployers and guidance routes 
with electronic feedback control systems. 
The models are both real-time for on-line 
control experimental applications and non 
real-time to perform sensitivity case 
studies and assess the effects of alternative 
circuit configurations or control strategies. 
Thus, two allied but substantially different 
approaches have been applied to the 
problem of controlling fully reelable array 
systems. 

The real-time model has been used 
successfully for the development of 
'robust' Modern feedback control systems, 
capable of meeting the diverse 
performance requirements over the 
required operating envelope. The behavior 
of this type of system changes, often 
unpredictably, during different phases of 
the deploy and recover operations, due to 
variations in both platform speed and sea 
temperature, the latter affecting the 
properties of the external hose. 
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In order to overcome this type of 
operational problem, a Modern Control 
approach has been investigated required 
and Fuzzy logic has features ideally suited 
to the solution. Supervisory Control is also 
used to ensure that the independent device 
controllers operate satisfactorily. The 
control system strategy, developed as a 
result of this programme, addresses the 
fundamental problems associated with the 
deploy and recover phases of fully reelable 
array handling systems. The controller 
design described in the paper ensures that 
provided a suitable array and guidance 
route are chosen, then smooth motion can 
be obtained during deploy and recover. 
Thus, the likelihood of an array ruck or 
zero tension condition occurring is 
minimised, these being conditions that 
would result in a total malfunction of the 
handling system. 

The programme has demonstrated the 
power of developing the real-time model 
and adding the fuzzy logic controller to 
ensure parameter boundaries for safe 
handling are not exceeded. The combined 
discrete/continuous software, which 
incorporates the features of MATLAB- 
Simulink and DSP ACE, has been used to 
generate real-time control system code and 
this is used for the supervisory fuzzy 
control of the array handling system. 

The determination of safe operating 
envelopes for the deployer and array is 
done experimentally, due to the high level 
of uncertainty resulting from its markedly 
non-linear and discontinuous 
characteristics. Fuzzy logic is ideally 
suited to the control of this type of system 
and the linguistic membership rules for 
this are readily determined from the 
mathematical model. 

The non real-time TAOS model has been 
developed to perform sensitivity case 
studies and assess the effects of alternative 
circuit configurations or control strategies. 
The model includes all the significant 
features that govern the dynamical 
behavior of the real system but particular 



emphasis has been given to the 
development of a detailed array sub- 
model, embodying the practical features of 
this type of equipment. The system model 
is generic and is readily reconfigured to 
enable a comparison to be made between 
various design options. 

Results have been presented in this paper 
for one particular aspect of the total range 
of array designs, handling system 
configuration, and operational and 
environmental conditions that can be 
investigated using this model. The effect 
of the control strategy applied to the 
handling system has been demonstrated. 
An investigation into the variation of 
compressive deformation in the array hose 
with demanded differential tension across 
the deployer has indicated that the lower 
the tension difference the better, from the 
point of view of this array failure 
mechanism alone. The objective of this 
paper is not to propose an 'optimum' 
handling system design, but rather to 
demonstrate the power and flexibility of 
the tool by giving an indication of the 
results that can be generated. The 
simulations procedures described in this 
paper provide a means of making 
significant design decisions based on 
quantitative analysis early in the overall 
design cycle, reducing risk and 
consequently saving the customer time and 
money. 

The research has involved the 
development of novel and realistic 
solutions to counter the inherent problems 
associated  with  the  design  of a  fully 

reelable towed array system. This paper 
summarises the methodology and results 
of two complementary approaches, which 
are offered as a design solution to the 
problem of automatic array handling. 
Application of the models and control 
techniques to more complex handling 
system geometries will provide valuable 
tools to support the challenging problem of 
automatic array handling system design 
and assessment. 
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Abstract 

This paper is on the development and testing of 
sparker acoustic sources deployed in a sonobuoy for 
environmental measurements. Currently, Signal 
Underwater Sound (SUS) explosive acoustic source 
devices are used in the measurement of acoustic 
transmission loss and reverberation. Sparker acoustic 
sources are an alternative to explosives that offer 
potential as a cost-effective method of obtaining 
controllable, multiple, broadband acoustic pulses at 
various depths. Aircraft deployment constrains the 
design to a sonobuoy package, which limits the size of 
the electrical driver. Consequently, sparker efficiency of 
converting electrical into acoustic energy determines the 
source level. We report on development of high 
efficiency sparker acoustic sources, integration of the 
sparkers into a sonobuoy, and on sea tests 
characterizing the acoustic source level and spectrum 
from the sparker based sonobuoy. 

Sparker operation in ocean water typically has a low 
efficiency of converting electrical energy into acoustic 
energy. In order to maximize the source level produced 
by the sonobuoy, we investigated how the acoustic 
efficiency changes with sparker parameters, including 
geometry, electrode gap and electrical driver design. 
Based on test results we selected the most promising 
candidates for sonobuoy deployment. This lead to the 
design and fabrication of a sonobuoy that operates at 
high efficiency and accommodates small sparker arrays. 
We plan to report results of sea tests to characterize the 
acoustic   energy   and   spectrum   produced   by   the 

sonobuoy for operation as a function of depth, number 
of sparkers and electrical driver energy. 

I. Introduction 

Signal Underwater Source (SUS) explosive devices 
provide impulsive acoustic waveforms for applications 
including measurement of acoustic transmission loss 
and reverberation, deep and shallow water sonar and 
gathering oceanographic data. Use of explosives has 
environmental and safety implications that restrict use 
and impact fleet operations. Also, since explosive 
sources must be replaced after each use, testing with a 
field of explosive sources is time consuming and costly. 

Sparker acoustic sources are an electrically driven 
alternative to explosives that offer potential as a cost- 
effective method of obtaining controllable, multiple, 
broadband acoustic pulses at various depths. Sparker 
acoustic sources produce an acoustic waveform similar 
to explosives, but sparkers are safer. Also, sparkers can 
be used many times and can be packaged in a multi-use 
sonobuoy with other sensor systems. Sparker 
technology also has application in geophysical 
exploration (e.g. seismic profiling), mine 
countermeasures, minesweeping and sonar. 

In applications requiring aircraft deployment, the 
sparker design is constrained to a sonobuoy package, 
which limits the size of the electrical driver. 
Consequently, sparker efficiency of converting electrical 
into acoustic energy determines the source level and 
number of pings. 

We've undertaken the development of high-efficiency 
sparker acoustic sources, packaged sparkers in a 
sonobuoy, and plan to conduct sea tests characterizing 
the acoustic source level and spectrum for a small array 
of sparkers. 

Sparker operation in ocean water typically has a low 
efficiency of converting electrical energy into acoustic 
energy. In order to maximize the source level produced 
by the sonobuoy, we investigated how the acoustic 
efficiency changes with sparker parameters, including 
geometry, electrode gap and electrical driver design. 
Based on test results we selected the most promising 
candidates for sonobuoy deployment. This lead to the 
design and fabrication of a sonobuoy that 
accommodates small sparker arrays. Sea tests are 
planned to characterize the acoustic energy and 
spectrum produced by the sonobuoy for operation as a 
function of depth, numbers of sparkers and electrical 
driver energy. We hope to report the results of these 
tests at Oceans '99. 
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II. SUS Acoustic Sources 

H.A. Description 
The Signals Underwater Sound (SUS) device is a 

small bomb-shaped expendable device three inches in 
diameter and up to twenty-six inches long. There are 
two versions of the SUS, one an explosive and the other 
electronic. The original purpose of the explosive SUS 
was for simulating a weapons attack in place of much 
larger depth charges or depth bombs. Presently, it is 
used operationally as a signaling device from an aircraft 
to submerged submarines and is used by the acoustic 
research community as an omni-directional sound 
source for acoustic characterization of ocean 
environments. The explosive SUS uses a spring-loaded 
piston and rupture disc to sense the water depth and to 
operate the arming and firing systems. The primary role 
of the electronic version is as a signaling device from an 
aircraft to a submerged submarine. Powered by a sea 
water battery, the electronic SUS transmits coded tones 
into the water using a vibrating ceramic ring. 

II.B. Applications 
The Naval air research community uses explosive 

SUS in the collection of ocean environmental acoustic 
data. This data is analyzed to make calibrated 
measurements of reverberation and transmission loss. 
These measurements are further reduced to extract 
bottom loss versus angle and bottom scattering strength, 
which are important parameters for acoustic 
performance   modeling. Present   data   collection 
methods utilize AN/SSQ-57, attenuated (-20dB, -40dB, - 
60dB, -70dB) AN/SSQ-57 sonobuoys and MK61 SUS 
charges. Each (attenuated and non-attenuated) 
sonobuoy contains a calibrated omni-directional 
hydrophone. These hydrophones are deployed in pods 
(5 buoys per pod) at 5, 10 and 15-mile spacing. For 
transmission loss data collection, the aircraft proceeds in 
a straight line dropping one SUS every nautical mile. 
For the reverberation analysis, the aircraft drops SUS 
devices only at the pod locations collecting both 
monostatic and bistatic reverberation data. 

II.C. Limitations 
The explosive family of SUS is limited to a single 

detonation per unit and is subject to operational area 
restrictions. To achieve multiple detonations at the same 
location the aircraft must return to the location and 
deploy a second unit. The uses of explosive devices are 
restricted within a specified distance of land and within a 
specified water depth. Malfunctioned SUS pose a threat 
to fishing operations, sea mining operations, and future 
offshore construction. 

The electronic SUS is usually not used for ocean 
characterization due to its severely limited frequency 
response and low source level.   The frequencies are 

limited to 2.95 kHz and 3.5kHz while the maximum 
sound pressure level is 160 dB//1uPa at 1 meter. 

II.D. Emerging Naval Air Requirements 
As undersea warfare transitions to littoral 

environments, the lack of historical data, and the large 
spatial variability of many environmental parameters 
such as bottom loss, and bottom scattering strength, 
dictate the need for in-situ data collection to be input into 
tactical decision aids in order to update tactical 
predictions. Presently, the Navy is exploring sparker 
technology as a potential candidate for a safe, 
economical broadband source that would be 
incorporated into an aircraft deployable, acoustic 
measurement sonobuoy. This multi-sensor sonobuoy 
potentially would combine the AN/SSQ-57 omni- 
directional calibrated hydrophone sonobuoy, the 
AN/SSQ-36 bathythermograph sonobuoy and additional 
sensors to measure wave characteristics, surface 
currents, wind speed, air temperature, acoustic bottom 
properties, bottom composition, salinity, turbidity and 
transmission loss. 

III. Sparker Acoustic Sources as an Alternative 
to SUS Sources 

Sparker acoustic sources have the same 
characteristic pressure waveform and acoustic spectrum 
as SUS devices. Both sparkers and SUS devices are 
impulsive acoustic sources in which energy is deposited 
rapidly into the water. Pulses of electrical energy drive 
the sparker, in contrast to the chemical detonation of the 
SUS. The impulsive driver produces a strong initial 
pressure peak and leaves behind a high-pressure 
bubble (or "cavity"). The bubble expands, producing a 
low-level rarefaction, and then collapses, emitting 
another strong pressure peak. This cycle repeats until 
the energy in the bubble dissipates and the bubble 
breaks up. The pressure waveform and acoustic 
spectrum from a sparker, shown in Fig. 1, have the 
same characteristics as a SUS. Fig. 1(a) shows the first 
three peaks of the pressure waveform. Most of the 
acoustic energy (and thus "source level") is contained in 
the first two pressure peaks. The acoustic spectrum in 
Fig. 1(b) is broadband, providing significant source level 
over several octaves. 

Because the explosive driving SUS devices have 
such high energy density, the source level is greater 
than a sparker acoustic source with the same volume. 
However, sparkers have advantages in terms of safety, 
the ability to provide multiple pings, the control of the 
acoustic spectrum and in the integration with other 
sensor packages in a multi-use sonobuoy. 
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Fig.1(a) Sparker Pressure Pulse 

Fig. 1(b) Acoustic Spectrum 

Sparkers are powered by capacitors that operate at 
voltages similar to that encountered in existing 
sonobuoys, with source levels in a similar range. 
Consequently, sparker acoustic sources can be 
packaged in sonobuoys with other subsystems. As in 
any multi-use sonobuoy, care must be taken to 
electrically isolate each subsystem from one another. 

Sparker acoustic sources also can produce multiple 
pings, unlike SUS devices. This provides flexibility in 
designing sparker systems for different applications. For 
a sparker system, the number of pings and the source 
level of each ping are determined by the application, the 
available volume for the sparker and the efficiency of the 
sparker in converting electrical energy into acoustic 
energy. For a given size sonobuoy, the system can be 

designed to have relatively high source level with a small 
number of pings, or a lower source level with a larger 
number of pings(1). The sparker can operate a single 
ping at a time or be repetitively pulsed to produce a 
pulse train. Furthermore, because the sparker projector 
head is small, several sparkers can be packaged in a 
sonobuoy, allowing for the possibility of small arrays and 
rapid-fire pulse trains. 

The acoustic spectrum of a sparker also can be 
partially controlled** Although the pressure waveform of 
a sparker is impulsive with a broadband spectrum as in 
Fig. 1, both the source level and shape of the spectrum 
can be varied. For instance, the source level from a 
single sparker can be varied by changing the charging 
voltage. Thus a series of pings could be programmed (or 
controlled remotely) to produce different source levels. 
Furthermore by arranging sparker pulses in specific time 
sequences, the source level can be increased and 
decreased in specific spectral regions. Similarly, small 
arrays of sparkers can provide directionality. 

The possibilities for using sparker acoustic source 
systems for different applications are largely unexplored. 
In the application reported here, the objective is to 
produce a small number of pings with high source level, 
using an "A" size sonobuoy (4.875" diameter by 36" 
long). A key parameter in achieving high source level is 
the efficiency of converting electrical into acoustic 
energy, discussed in the next section. 

IV. Development of Sparkers for Use in 
Sonobuoys 

IV.A. Summary 

Just as for a SUS device, where the source level 
increases with the weight of the explosive, the source 
level of a sparker increases with the electrical energy 
stored in the electrical driver. For a system with a limited 
volume, the maximum stored electrical energy is 
determined in part by the energy density capability of 
capacitor technology. Over the past two decades 
capacitor energy density has increased more than an 
order of magnitude, making it practical to consider 
sparker-based sonobuoys. Recently, we demonstrated 
for the first time the feasibility of packaging and 
operating a sparker housed in a sonobuoy-like system(3), 
pictured in Fig. 2. The sonobuoy was packaged in a PVC 
tube and tested in a fresh water quarry. This initial 
demonstration set the stage for further development of 
sparkers for sonobuoys that operate in ocean water with 
higher source level. 

Sparkers operating in ocean water typically have had 
low efficiencies on the order of a few percent or less. 
However, we showed in tests at Seneca Lake(4) that 
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sparkers operating in fresh water can have an efficiency 
exceeding forty per cent. SUS devices also convert 
approximately forty percent of the chemical energy of the 
explosive into acoustic energy(5). Consequently, we have 
been investigating the means to increase acoustic 
efficiency of sparkers in ocean water. 

Fig. 2 Sparker Sonobuoy-like System 

For sparkers, the primary difference between "fresh" 
and "ocean" water operation is due to the different 
electric discharge mechanisms due to the different 
electrical conductivity of the water. In high-efficiency 
fresh-water sparkers the initiation is by means of an 
electrical breakdown in which plasma streamers arc 
between electrodes. This "plasma breakdown" process 
is very fast (on the order of microseconds) and requires 
little energy. In ocean water, on the other hand, initiation 
occurs by means of the evaporation of water and the 
growth of a steam bubble. This "thermal breakdown" 

process is relatively slow (typically hundreds to 
thousands of microseconds) and requires much more 
energy than a "plasma breakdown". The efficiency of 
generating acoustics in ocean water is less than in fresh 
water in part because of the greater energy lost to 
initiation. In addition, since the generation of acoustics is 
proportional to the volume acceleration of the water(5), 
the relative slowness of the initiation in ocean water also 
results in lower efficiency. Thus, the initiation process is 
key in determining efficiency. 

The key to improving sparker efficiency in ocean 
water is to understand how sparker operation depends 
on the inter-relationship of many variables. We report 
here on initial efforts to improve the efficiency of sparker 
operation in ocean water. The investigation includes 
effects of water salinity, separation between electrodes, 
charging voltage, parallel and series sparker 
arrangements, electrical circuit design and sparker 
geometry. 

The experimental results reported in this paper are 
from a series of trade-off tests conducted in the 
laboratory, that provide basic information on the scaling 
of acoustic performance with operating parameters. The 
acoustic measurements in the lab tests are "semi- 
quantitative" due to tank reflections. Conducting tests in 
the lab allowed control of test parameters and allowed a 
large number of tests to be made (over 1500 
experimental points analyzed). This provided the basis 
to select a small number of sparker system parameters 
for incorporation into a sonobuoy and quantitative 
evaluation in free-field tests at sea. The sonobuoy 
design and plans for sea tests are discussed in section 
5. We expect the sea tests to demonstrate a marked 
improvement in acoustic efficiency over previous ocean 
sparkers, but still to be less than the efficiency achieved 
in fresh water. Additional increases in efficiency may be 
achieved both by improving initiation techniques as well 
as the utilization of "enclosed" sparkers*25. The next 
sections are an overview of the tests conducted, the 
experimental set-up and key results 

IV.B. Experimental Set-up 

A schematic for the experiment is shown in Fig. 3. 
The set-up consisted of a test tank, electrical drivers for 
the sparkers, digital data acquisition and a digital delay 
pulse generator to control the timing of sparker operation 
and data acquisition. The test tank contained water, one 
or more sparkers and a hydrophone for measuring the 
pressure of the sparker(s). Tests were conducted in two 
test tanks, a small one at low electrical energy (less than 
fifty joules) and a larger one at higher energy (up to 
about five thousand joules). The water salinity was 
measured for each test series, and was changed for 
different tests using Synthetic Ocean. The separation 
between hydrophone and sparkers was chosen to be as 
small as possible without saturating the pressure signal 
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for a given test series. Subject to that condition, the 
sparker and hydrophone were positioned both 
horizontally and vertically to maximize the time that the 
measured pressure was free of reflections. Also, for 
each sparker set-up we measured the electrical 
resistance between the electrodes of the sparker, an 
important parameter in sparker initiation in electrolytic 
liquids such as ocean water. Additional test variables 
included the gap between electrodes of the sparker, the 
sparker geometry, and number of sparkers and electrical 
arrangement. 

One or more electrical drivers were employed in each 
experiment. The schematic of a single sparker circuit in 
Fig. 4 shows the key components: the electrical driver, 
sparker and diagnostic probes. A high voltage power 
supply charges a bank of energy storage capacitors. The 
charging voltage, determined by a setting on the power 
supply, is measured separately with a high voltage 
probe. The sparker is isolated electrically from the 
capacitors by a switch. After the capacitors are charged, 
a pulse from the digital delay pulse generator (see Fig. 
3) initiates the trigger circuit for the switch, and the 
electrical discharge into the sparker commences. The 
time dependent voltage across the sparker and the 
current through the sparker are measured and recorded 
on a digital oscilloscope. 

Electrical driver set-up parameters included charging 
voltage and capacitance and, in some cases, the use of 
two electrical drivers (one low energy, the other high 
energy). 

(v)   Voltage 
»v-/   Probe 

Fig. 3 Set-up Schematic of Laboratory Tests 

Sparkers 

Fig. 4 Schematic of a Sparker Circuit 

For each electrical discharge, digital recordings were 
made of the pressure pulse, the charge voltage, the 
sparker current and the sparker voltage. Three repeat 
tests were made at each operation point. All data was 
logged, hard copies made of the pressure and electrical 
traces, and the digital data compressed and archived for 
possible future use. 

Both the electrical and acoustic data were analyzed 
and the results summarized in tables. Due to tank 
reflections only the acoustic energy in the first and 
second pressure peaks could be measured. The two- 
peak efficiency ignores acoustic energy in the 
rarefactions and in the third and subsequent peaks. 
However, the two-peak efficiency provides means for 
evaluating how changes in system parameters effects 
acoustic efficiency. 

IV.C. Laboratory Test Results Summary 

This section contains a summary of the key results of 
the laboratory tests. Example results are presented 
exhibiting the effects of water salinity, electrode gap and 
charging voltage. Also, we discuss the effects of multiple 
sparkers driven by a single electrical driver, different 
sparker geometries and the use of two electrical drivers 
and multiple electrode sparkers. 

IV.C.1) Salinity Effects 

Tests of the effect of salinity showed that the acoustic 
efficiency decreases as salinity increases. Fig. 5 shows 
the results of an example test series in which all test 
variables remain the same except for salinity. The two- 
peak acoustic efficiency (ratio of acoustic energy in the 
first two peaks to the electrical energy) is shown as a 
function of water salinity. This data shows how the 
efficiency decreases from about forty percent at the 
lowest salinity to about five percent at ocean salinity. 
This trend was observed for a wide range of 
capacitances, electrode gaps and charging voltages. 
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The effect of salinity also was evident in the electrical 
discharge measurements. At low salinity, once the 
switch was closed both the sparker voltage and current 
increased rapidly. This is evidence of the prompt 
initiation characteristic of plasma streamers. However, at 
high salinity, once the switch closed, the sparker voltage 
increased rapidly but the current remained low for a 
"delay time" before finally increasing rapidly. This delay 
is characteristic of thermal initiation, during which 
electrical energy evaporates water, creating an 
expanding vapor cloud. Once the vapor cloud spans the 
electrode gap, the electrical resistance drops quickly and 
the current rises rapidly. During the initiation phase 
energy is lost to producing the vapor cloud, thereby 
reducing efficiency. 
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Fig. 5 Water Salinity Effect on Acoustic Efficiency 

IV.C.2) Electrode Gap Length Effects 

For ocean water the effect of gap length has two 
regions. In the first, for short gaps (up to on the order of 
a couple centimeters) increasing the gap between 
electrodes decreases acoustic efficiency because of 
increases in electrical energy expended while the vapor 
cloud spans the gap. In the second region, for longer 
gaps, the acoustic efficiency remains about constant 
because the ocean water acts as the second electrode. 
Moving the metal electrode further away does not 
change the measured resistance between the cathode 
and anode because of the volumetric conductivity of the 
ocean water. The spark generated is localized near the 
anode, and does not bridge the gap between electrodes. 
Early commercial sparker systems had electrode gaps of 
several inches and system efficiency was low. 

The gap length effect in ocean water is evident in Fig. 
6, which shows the two-pulse acoustic efficiency as a 

function of gap length for a low energy discharge (7.2 
joules, with 0.05 uF, 17kV) between two #22 wires 
serving as the electrodes. For short gap lengths up to 
about two centimeters the acoustic efficiency falls off 
rapidly from about seven percent to less than two 
percent. For longer gaps the efficiency transitions to a 
constant efficiency of about 1.2 percent from about 
seven to the longest gap tested, thirty centimeters. In 
this example, by choosing the shortest gap tested, the 
acoustic efficiency is almost six times higher than when 
the gap length is seven centimeters or more. 

Gap(cm) 

Fig. 6 Electrode Gap Length Effect on Efficiency 

Generally, each sparker set-up (e.g., electrical driver, 
charging voltage, geometry and water salinity) has a 
different optimum gap length. In the limit of zero gap the 
circuit shorts itself, producing no acoustic energy. For 
short gaps the initiation energy is relatively small, so 
acoustic energy is generated efficiently. However, the 
acoustic efficiency has a complicated dependence on 
salinity, gap length, charging voltage, capacitance and 
sparker geometry. Consequently, testing is used to 
evaluate acoustic performance. The next section 
addresses another key sparker operating parameter, the 
charging voltage. 

IV.C.3) Charging Voltage Effects 

For a given sparker set-up the acoustic efficiency has 
an optimum charge voltage. For voltages below the 
optimum voltage, initiation energy losses are large 
whereas for voltages above the optimum voltage 
capacitor circuit losses become important. These effects 
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are evident in Fig. 7, which shows the two-pulse acoustic 
efficiency in ocean water as a function of charging 
voltage, for a gap length of 1.27 cm and capacitance of 
142 uF. At the lowest voltage tested (1.5 kV), which is 
just above threshold for thermal initiation, the efficiency 
is less than four percent. The highest efficiency, more 
than nine percent, is at 3.0 kV, and the efficiency 
decreases at higher voltages, falling to less than four 
percent at 5.5 kV. The capacitors in the sea tests will 
have smaller electrical losses, so that the optimum 
voltage is expected to be higher. 
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Fig. 7 Charging Voltage Effect on Acoustic Efficiency 

IV.C.4) Additional Sparker Testing Results 

Sparker testing also included investigation of sparker 
arrays, possible means for improving sparker initiation, 
and sparker geometry effects. 

The use of a small array of sparkers with the 
sonobuoy has the potential to increase source level 
through directionality. In the lab tests we found that a 
single electrical circuit can drive several sparkers in 
parallel. The directionality and effects of operating 
multiple sparkers on acoustic efficiency could not be 
measured because of the combination of multiple sparks 
and reflections. Quantitative far-field measurements are 
planned in upcoming sea tests. 

We also tested an alternative initiation technique that 
uses two electrical circuits. One circuit is at low energy, 
intended to provide a high conductivity path for the 
second, high-energy spark. Tests were conducted with 

both a standard two-electrode sparker and a three- 
electrode sparker. Experimental implementation of the 
two circuits required electrical isolation that turned out to 
be costly and would add significant weight and volume to 
the sonobuoy. Consequently, this initiation technique 
was not pursued further. In the small number of tests 
that were conducted the two electrical circuits generated 
sparks that functioned almost independent of one 
another. 

The arrangement of the electrodes defines the 
sparker geometry. Different geometries include simple 
opposing electrodes, cylindrical (i.e., along the surface of 
a cylinder), annular (i.e., coaxial), and a "toaster" 
geometry in which the gap between electrodes is 
maintained constant. Tests of these geometries did not 
show a clear advantage of any geometry for acoustic 
efficiency. The "toaster" geometry was chosen for the 
sonobuoy because of its low cost and ease of 
implementation with a sonobuoy. 

V. Sparker-Sonobuoy Demonstration 

The results of the tests described above were used to 
select parameters for testing at sea, and lead to the 
design of the sonobuoy shown in Fig. 8. The testing at 
sea, shown schematically in Fig. 9, will provide 
quantitative far-field measurements of the pressure 
waveform, acoustic spectrum and efficiency. 

The sonobuoy has three electrical drivers, for testing 
one, two and three sparkers. The capacitors are low 
loss, for efficient electrical operation, and have an 
annular geometry so that the electrical wires are fed 
down the center of the sonobuoy. Three high voltage 
power supplies located on the ship charge the 
capacitors. Controls (e.g., trigger pulses for the 
switches) and data acquisition also are located on the 
ship. The capacitance for a single sparker can be 
changed by connecting the capacitors from different 
drivers in series and parallel. A small array allowing up 
to six sparkers will be attached to the bottom of the 
sonobuoy, as indicated in Fig. 9. 

The sparker-based sonobuoy system was designed 
to facilitate trade-off testing and to acquire spectral 
source level data for a range of system parameters. 
Consequently, this sonobuoy provides flexibility in 
operation parameters and of necessity is much larger 
than the "A" size of the intended application. The 
objective of the tests is to provide acoustic source 
information that will lead to a specific sparker design for 
integration and testing in an "A" size sonobuoy. 
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Fig. 9 Sea Test Schematic 

Fig. 8 Sonobuoy Design 

In the sea tests, pictured in Fig. 9, the sonobuoy and 
hydrophone are deployed over the side of the ship, 
approximately seventy feet apart. The electrical driver(s) 
are charged and triggered electronically from the control 
room on the ship. The hydrophone measures the 
pressure from the sparker(s) and a current monitor in the 
sonobuoy measures the sparker(s) electrical current. 
The data is acquired and recorded digitally on the ship. 

At the time this paper was written, the sparker based 
sonobuoy system pictured in Fig 8 was being built, with 
the sea tests planned for late summer. Further details 
will be included in the talk. 
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Abstract -Pressure gradient arrays have been in use within 
the acoustic community for several decades. Historically 
most underwater acoustics measurements employing 
pressure gradient arrays have used the superdirective array 
whereas air applications have relied on the intensity array 
approach. Intensity arrays based on pressure sensors 
require the same hardware (and equally rigorous hardware 
tolerances) as superdirective arrays. The difference 
between the two methods lies in how one processes the 
received signals. One obtains the intensity by multiplying 
pressure and pressure gradient signals; The superdirective 
solution is obtained by summing the pressure and the 
pressure gradient signals. The measurement objective 
dictates which solution is better for a given experiment. 
The Defence Research Establishment Atlantic (DREA), in 
collaboration with Guigne International Ltd., has developed 
a 6-channel hydrophone array which will be used to explore 
the processing advantages of both methods. Two 
configurations of the system will be examined: a tri-axial 
array of dipoles enabling measurements along the x, y, 
and z axis, and a 6-channel linear array configuration 
enabling measurement of gradients up to 5th order along a 
single axis. In this paper, the array configurations will be 
outlined and the impact of system noise on the processing 
methods will be described. 

I. INTRODUCTION 

Pressure gradient arrays have been in use within the 
acoustics community for several decades. As the name 
implies, these arrays compute the gradient of the pressure 
field rather than just its magnitude and this offers two 
advantages: First and foremost, computing the pressure 
gradient allows one to obtain the direction of propagation 
of a pressure wave. Secondly, estimating the gradient 
requires inter-element spacings that are a small fraction of 
an acoustic wavelength; Thus by its nature, the array is 
much more compact than a conventional array. 

Two realizations of the pressure gradient array shall be 
examined in this paper. The first is the intensity array and 
the second is the superdirective array. Both devices require 

*the same hardware fi and equally rigorous hardware 
tolerances. The difference between the two lies in how 
one processes the received signals. One obtains the 
intensity by multiplying pressure and pressure gradient 

signals; The superdirective solution is obtained by summing 
the pressure and the pressure gradient signals. 

The Defence Research Establishment Atlantic (DREA), 
in collaboration with Guigne International Ltd., has 
developed a 6-channel hydrophone array known as SIREM 
(Superdirective/lntensity Receiver Evaluation Module). The 
device will be used to explore the processing advantages 
of superdirective and intensity receivers in a variety of 
acoustical environments. Moreover, two configurations of 
the system will be examined: a tri-axial array of dipoles 
enabling intensity and superdirective measurements along 
the x, y, and z axis, and a 6-channel linear array 
configuration enabling measurement of gradients from 0th 

to 5th order along a single axis. In this paper, the array 
configurations will be outlined and the impact of system 
noise on the processing methods will be described. 

II. THE SUPERDIRECTIVE/INTENSITY RECEIVER 
EVALUATION MODULE (SIREM) 

Conventional line arrays form acoustic beams using the 
principle of time-delay-and-sum[1] to align the signal 
received at each sensor. This causes the (coherent) signal 
to reinforce and the (incoherent) ambient noise to average 
out. This design benefits from large inter-element spacings 
since the signal tends to have a greater coherency length 
than does the noise. In contrast, superdirective and intensity 
hydrophone arrays estimate pressure gradients of various 
order by taking the difference between signals received at 
pairs of sensors and normalizing by the sensor spacing. 
Since this latter technique approximates the gradient, the 
inter-element spacing must be much less than a 
wavelength. Thus, by its very nature the superdirective/ 
intensity array is much more compact than the conventional 
array. Superdirective and intensity arrays based on 
pressure sensors require essentially the same hardware 
specifications; The difference between them lies in how 
one processes the received signals [2]. One obtains the 
intensity by multiplying pressure and pressure gradient 
signals; The superdirective solution is obtained by summing 
the pressure and the pressure gradient. The measurement 
application dictates which solution is better for a given 
experiment. It is interesting to note that in a conventional 
array, gain occurs against ambient noise if the noise is 
incoherent since it will then average out;  However, in a 
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difference array, gain occurs only against coherent noise. 
One achieves gain against ambient noise with the 
difference array because at small inter-element spacings 
the ambient noise is coherent. 

The principle disadvantage of these "difference arrays" 
is that theoretical gains are difficult to achieve due to their 
susceptibility to uncorrelated noise. That is to say, the very 
process of taking the difference between the acoustic 
signals at two sensors means that the signal to noise ratio 
(SNR) must degrade. Noise sources include pre-amplifier 
voltage noise, inter-channel imbalance in gain and/or 
phase, sensor spacing errors, acoustic scatter and 
hydrophone self-noise due to hydrodynamic flow past the 
sensors. Voltage noise and inter-channel imbalance can 
be minimized through careful design of pre-amplifiers and 
modern digitization techniques. Sensor position errors are 
reduced by compliantly mounting the hydrophones to stiff 
mounting rods. Flow noise can be reduced by enclosing 
the hydrophones in an acoustically transparent shroud 
such as open-cell foam. Finally, noise resulting from 
scatter can be minimized by ensuring that hardware in the 
vicinity of the hydrophones is sufficiently low-profile in 
design. This last constraint is perhaps the most difficult to 
quantify and it is oftentimes the quality of the data which 
determines if the design requirement has been met. 
Modeling[3] indicates that in the absence of sensor noise, 
a six-hydrophone array with an aperture of 0.8 m will 
provide approximately 15 dB gain against three- 
dimensionally isotropic ambient noise. 

III. THE SIREM HARDWARE 

There are two configurations for the SIREM hardware: 
A three-dimensional (volume array) arrangement in which 
3 pairs of hydrophones are arranged symmetrically along 
the Cartesian axis, and a linear arrangement in which all 
six hydrophones are aligned with a single axis. Both of 
these configurations are described below. 

A. The Volume Array Configuration 

Fig. 1 shows a schematic of the sensor layout for the 
volume array configuration. Horizontal rods (not shown) 
are used to set the transverse spacing to either 8 cm or 19 
cm depending on the frequency band of interest. Each 
hydrophone pair is aligned with its respective Cartesian 
axis and the geometric center of the array corresponds to 
the point (x, y, z) = 0. The hydrophones, denoted (X1, 
X2), (Y1, Y2), and (Z1, Z2), are compliantly coupled to 
stiff stainless steel mounting rods which sets the vertical 
alignment. Wires run from the hydrophones to a set of 
preamplifiers approximately 2 m away. The pre-amplifier 
container is physically separated from the hydrophones to 
reduce acoustic scatter and diffraction effects. Care must 
be taken to ensure that the wires are immobilized to prevent 
electronic pick-up from contaminating the signals. 

mounting rod 

/ 

^jrncQS 
hydrophone 

Fig. 1: Cross-section of sensor layout for volume array. 
Hydrophones Z1 and Y1 block the view of Y2 and Z2, 
because the section is taken at 45°. 

B. The Linear Array Configuration 

Fig. 2 shows a schematic of the linear array 
configuration. Inter-element spacing is maintained by 
mounting the hydrophones to a pair of wire-rope strength- 
members held in tension. This assembly is wrapped in 
open-celled foam and encased in a polyurethane hose. The 
foam serves to compliantly couple the sensors to the hose 
wall, which in turn maintains the axial symmetry of the array 
and provides mechanical protection. The hose is open- 
ended to eliminate scatter from the endcaps. The entire 
assembly 

hydrophone strength 
member 

• channel —hose wall 

Fig. 2: Cross-section sensor layout for linear array. 
Only four of the six sensors are shown. 

is connected via metal stand-offs to a length of aluminum 
channel which allows the array to be attached to a variety 
of structures. The hydrophone wires run along the wire- 
rope to a pre-amplifier can located outside the hose. As 
with the volume array, care must be taken to ensure that 
the wires are immobilized to prevent electronic pick-up from 
contaminating the signals. 
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C. The Pre-amplifiers 

The SIREM is a six channel difference array receiver 
used in DREAfs Wide Band Sonar (WBS) system []. The 
hydrophones have a nominal acoustic sensitivity of -200 
dB re IV^iPa. The pre-amplifiers were custom-built. The 
pre-amplifiers have a 12 dB fixed gain at the input stage 
with 60 dB additional gain selectable in 12 dB increments. 
The dynamic range of the pre-amplifier varies from a high 
of 150 dB at the 12 dB gain setting to a low of 100 dB at the 
72 dB gain setting.   At 1 kHz, the pre-amplifier noise 

(referred back to the input) is less than -165 dBV/v/hiz all 
gain settings. Fig. 3 shows the inter-channel relative phase 
matching of the pre-amplifiers as a function of frequency. 
The five curves represents the relative phase of 5 of the 
pre-amplifiers to the 6th (the Z2 pre-amplifier). A phase 
difference of 0° means that the channels are perfectly phase 
matched. Phase matching between all six pre-amplifiers 
is better than ±.3° across the frequency band. For the 
volume array configuration, the pre-amplifiers were paired 
to minimize the phase mismatch along each axis. For 
example, the dashed curve shows the relative phase of 
the (Z1, Z2) pair. The two solid curves are the (X1, X2) 
pair and the dash-dot curves are the (Y1, Y2) pair. Phase 
matching between pairs is better than ±.05° across the 
frequency band. 
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Fig. 3: Phase matching of five of the pre-amplifiers 
relative to the sixth. 

Fig. 4 shows the inter-channel relative gain matching of 
the pre-amplifiers as a function of frequency. The five 
curves represents the relative gain of 5 of the pre-amplifiers 
to the 6th (the Z2 pre-amplifier). A gain difference of 0 dB 
means that the channels are perfectly matched in gain. 
The dashed curve shows the gain of the (Z1, Z2) pair. Gain 
matching between all six pre-amplifiers is better than ±.3 
dB and matching between two co-axial pre-amplifiers is 
better than ±0.1 dB. The line designations are the same 
as in Fig. 3. 
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Fig. 4:   Gain matching of five of the pre-amplifiers 
relative to the sixth. 

IV. SYSTEM NOISE AND ITS IMPACT ON ARRAY 
GAIN 

In this section we examine the effect of system noise on 
array gain for the linear array and for one axis of the volume 
configuration. The degradation occurs because forming 
the gradient reduces signal amplitude while leaving 
uncorrelated system noise unchanged. System noise 
includes pre-amplifier voltage noise, inter-channel 
imbalance in gain and/or phase, sensor spacing errors, 
acoustic scatter and hydrophone self-noise due to 
hydrodynamic flow past the sensors. In SIREM, voltage 
noise limits the arrayfs performance. Since the 
superdirective and intensity arrays both employ the gradient 
approach, the impact of system noise will be similar for the 
two processing techniques. For brevity, remarks will be 
limited to the superdirective configuration. 
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Fig. 5: Ideal gain for a 2-hydrophone (M = 1) and for a 
6-hydrophone (M = 5) superdirective array. 
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Figure 5 shows the array gain (AG) in decibels for a 1st 

order (2-element) and a 5th order (6-element) superdirective 
array [3]. The model assumes a three-dimensionally 
isotropic ambient noise field, an inter-element spacing of 
d=Ö.16 m, and zero system noise [5]. The array gain 
decreases with increasing frequency because the 
approximation to the gradient degrades; This defines the 
high frequency operating limit of the superdirective array. 
The low frequency limit of the superdirective array arises 
when one includes the effects of uncorrelated system noise. 
To quantify its effect we note from [3] that the degradation 
in array gain AD due to uncorrelated noise can be written 
as: 

A*   i    NAG 
(1) 

where N0 is the ambient noise power and A/sn is the system 
noiseand we have normalized to unity signal gain. The 
system noise at the output of a superdirective line array is 
given by: 

N = N- 

y   wiH ?HCf   I+2 Y*wa-i U-\CM 
&w(-D'-v-'J   [ikw(-irp*-\ 

(2) 

+... 

where Ns is the system noise power of an individual pre- 
amplifier, aCb is the binomial coefficient for the (b+1)st 

term.W'= £*>,,, is the sum of the gradient weights, w„,, 
n-0 

and Mß and M/2 represent the summation taken to the 
floor or ceiling of the fraction, respectively. 
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Fig. 6: Sample noise floor for pre-amplifier (dotted line) 
and noise floor 5 dB quieter (dash line) and 5 dB noisier 
(open circles). The noise curves are compared to the 
pre-amplifier response to ambient noise (solid line). 

In order to quantify the effect of voltage noise on array 
performance, one must first compute the voltage response 
of the hydrophone/pre-amplifier for a specific ambient noise 
data set. This is compared to the voltage noise of the pre- 
amplifier. By way of example Fig. 6 shows ambient noise 
collected on Western Bank off the coast of Nova Scotia 
(solid line) []. The data were collected in water 60 m deep 
during winds of 20 knots. The measured data are limited 
to below 2 kHz; The data have been extrapolated to 6 kHz 
by assuming a roll-off of 6 dB/octave. The left vertical axis 
shows the data in units of dB re luPa/V/fe whereas the 
right vertical axis provides the conversion todBV/Vffe using 
the SIREM hydrophone sensitivity. Also plotted in the figure 
is the voltage noise background (A/s) of an individual SIREM 
pre-amplifier (dotted line) and curves representing a 5 dB 
reduction in pre-amplifier noise (dash line) and a 5 dB 
increase in pre-amplifier noise (open circles). Using Fig. 
6, and Equations (1) and (2) one can estimate the array 
degradation as a function of frequency and from that, adjust 
the theoretical array gains shown in Fig. 5 to obtain the 
corrected receiver array gain. 

Figs. 7 and 8 show the array gain in decibels for a 6-element 
and a 2-element array, respectively, for the ambient noise 
and pre-amplifier noise of Fig. 6. The line conventions for 
array gain correspond to the line conventions for pre- 
amplifier noise in Fig. 6. For comparison, the ideal gain 
curves are re-plotted from Fig. 5. The four curves are well 
separated for the 6-element array but all four curves overlay 
one another for the 2-element array. Clearly, system noise 
has a much more severe impact on higher-order difference 
arrays. This occurs because the finite-difference method 
of computing higher order gradients successively reduces 
the signal (in this case ambient noise) while maintaining 
the same system noise background. 
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Fig. 7: Array gain for 5th order superdirective array for 
three pre-amplifier noise floors with the ambient noise 
conditions given in Fig. 6. The solid line is the ideal 
gain re-printed from Fig. 5. The other three curves 
correspond to the pre-amplifier noise curves shown 
in Fig. 6. 
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Fig. 8: Array gain for 1st order superdirective array for 
three pre-amplifier noise floors and the ideal gain re- 
printed from Fig. 5. Note that all four gain curves 
overlay one another. The four gain curves were 
computed using the ambient noise conditions given 
in Fig. 6. 

V. CONCLUSIONS 

SIREM is a 6-element receive array designed to examine 
the processing gains of two pressure-gradient processing 
techniques n the superdirective array and the intensity array. 
The system can be configured as either a 6-element linear 
array or a tri-axial array of dipoles. The array was designed 
to operate from approximately 1 kHz to 5 kHz. 
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The pdnciple disadvantage of pressure-gradient arrays 
is that theoretical gains are difficult to achieve due to their 
susceptibility to uncorrelated noise. This problem becomes 
more pronounced as one calculates higher-order gradients. 
For example, with the present hardware specifications, the 
6-eiement linear array achieves a maximum gain of 
approximately 7 dB, some 8 dB below the theoretical limit. 
Improving pre-amplifier noise performance by 5 dBV/(Hz)1)2 

results in a maximum gain of approximately 10 dB. In 
contrast, the dipole array reaches its theoretical gain of 6 
dB not only using the current pre-amplifier specification but 
also using a pre-amplifier that is 5 dBV/(Hz)1'2 noisier. 
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THE SOUND IS CLEANER: A CENTURY OF 
CONTAMINANT TRENDS OBSERVED FROM DATED CORES 

E. A. Crecelius, L. F. Lefkovitz, and V. I. Cullinan 
Battelle Marine Sciences Laboratory 

1529 West Sequim Bay Road 
Sequim, Washington 98382 

I. SUMMARY 

Human activity in and around Puget Sound is reflected 
in the discharge of concentrated organic and inorganic 
contaminants into the sound's sediments. As industrial-age 
human activity increased, so did the contaminant levels in 
the sediment. Age-dated sediment cores collected in 1982 
showed that the input of chemicals to the Sound, including 
lead (Pb), mercury (Hg), silver (Ag), copper (Cu), and 
hydrocarbons, began to increase above background in the 
late 1800s. The maximum concentration of these chemicals 
appears to have been discharged into sediments between 
1945 and 1965. Synthetic organic compounds, such as 
polychlorinated biphenyls (PCBs), 
dichlorodiphenyltrichlorethane (DDT), and chlorinated 
butadienes, first appeared in sediments deposited in the 
1930s and reached a maximum in the 1960s. The presence 
of the subsurface maximum concentrations in fine-grained, 
deep-water sediments suggests that pollution-control 
strategies have improved the sediment quality of central 
Puget Sound. 

The purpose of this study is to: 1) continue monitoring 
historical trends in the concentration of contaminants in 
Puget Sound sediments, and 2) quantify recent trends in 
the recovery of contaminated sediments. Results from 
this study can be compared with those obtained in the 1982 
study to determine whether sediment quality is still 
improving and to estimate the rate of recovery. A statistically 
significant reduction in sediment contamination over the 
past 20 years would provide empirical evidence that 
environmental regulation has had a positive impact on the 
water quality in Puget Sound. 

Chemical trends were evaluated from six age-dated 
sediment cores collected from the main basin of Puget 
Sound. Chemical analyses included metals, polynuclear 
aromatic hydrocarbons (PAHs), PCBs and chlorinated 
pesticides, nutrients (total nitrogen [N], and phosphorus [P]), 
butyltins, and total organic carbon (TOC). Sedimentation 
(cm/yr) and deposition rates (g/cm2/yr) were estimated 
using a steady-state 210Pb dating technique (Lavelle et al. 
1985, 1986; Nevissi etal. 1989). 

The results of this study were in agreement with the 
earlier study by Bloom and Crecelius (1987). Trace metal 

contamination including Ag, arsenic (As), Cu, Hg, Pb, 
antimony (Sb), tin (Sn), and zinc (Zn) began in the late 
1800s, reached a maximum in the mid-1900s, and began 
to decline in the mid-1970s. Statistically significant average 
recovery rates estimated from the slope between the 
maximum and surface concentrations were observed for 
Cu, Hg, Pb, Sb, and Sn. Recovery rates for Ag, As, andZn 
showed only a trend toward recovery. Concentrations of 
Cu, Pb, Sb, and Zn declined at a statistically significant 
rate in the last 20 years (which is generally after the 
maximum concentration was observed), lending support 
to our hypothesis that the strengthening of environmental 
regulation since 1970 has influenced the water quality of 
Puget Sound. 

Trends in organic chemicals in the sediments over time 
also show a subsurface maximum. Hydrocarbon 
contamination appears to parallel that of heavy metals. Only 
DDT, however, showed a statistically significant average 
recovery rate. PAH concentrations, although decreased 
over four-fold from maximum concentrations, appear to be 
relatively constant over the past several decades. 
Significant decreases in sediment concentrations of 
synthetic organic contaminants were also observed with 
two- to four-fold decreases in surficial sediment 
concentrations. Concentrations of PCBs and DDT appear 
to be continuing to decrease. 

Nutrients (P and N), linear alkyl benzenes (LABs), and 
biomarkers (hopane and total terpanes) were the only 
contaminants not showing a clear decrease in 
concentration. The nutrients show an extremely slight, but 
statistically significant, increase. Since the concentrations 
of LABs and biomarkers fluctuate in the near surface 
sediments, a plateau cannot be substantiated. Nutrients 
and LABs are associated with municipal sewage. Hopane 
and total terpanes are associated with petroleum products. 
Both sources of contaminants are expected to increase 
with an increasing population. However, despite the 
population growth of over one million people in the Seattle/ 
Tacoma region in the past several decades, there has not 
been a substantial increase in these contaminants. Thus, 
the effect of strengthening environmental regulations on 
water quality cannot be negated. 
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II. INTRODUCTION METHODS 

Human activity in and around Puget Sound is reflected 
in the discharge of concentrated organic and inorganic 
contaminants into the Sound's sediments. As industrial- 
age human activity increased, so did the contaminant levels 
in the sediment. Age-dated sediment cores collected in 
1982 (Bloom and Crecelius 1987) showed that the input of 
chemicals to the Sound, including lead (Pb), mercury (Hg), 
silver (Ag), copper (Cu), and hydrocarbons, began to 
increase above background in the late 1800s. The 
maximum concentration of these chemicals appears to have 
been discharged into sediments between 1945 and 1965. 
Synthetic organic compounds, such as polychlorinated 
biphenyls (PCBs), dichlorophenyltrichlorethane (DDT), and 
chlorinated butadienes, first appeared in sediments 
deposited in the 1930s and reached a maximum in the 
1960s. The presence of the subsurface maximum 
concentrations in fine-grained, deep-water sediments 
suggests that pollution-control strategies have improved 
the sediment quality of central Puget Sound. 

The purpose of this study is to: 1) continue monitoring 
historical trends in the concentration of contaminants in 
Puget Sound sediments, and 2) quantify recent trends in 
the recovery of contaminated sediments. It is hypothesized 
that changes recorded in the cores reflect changes in the 
sediment contaminant loading and are a result of changes 
in industrial practices and in laws restricting disposal of 
contaminants. In the mid-1980s, two federal laws, the Safe 
Drinking Water Act (enacted 1974) and the Clean Water 
Act (enacted 1972), were amended by the Water Quality 
Act (1987) to provide greater enforcement and stricter 
regulatory standards to reduce chemical discharges from 
industrial waste into fresh surface waters, underground 
aquifers, and marine waters. Before 1980, regulations in 
Puget Sound were established for only 23 contaminants or 
groups of contaminants (Arbuckle et al. 1993). The 
relatively recent monitoring activities of the Puget Sound 
Water Quality Authority, established in 1985 by the 
Washington State legislature, puts greater political pressure 
on point-source polluters to further reduce chemical 
concentrations from their waste discharge. Results from 
this study can be compared with those obtained 
approximately 10 years ago by Bloom and Crecelius (1987) 
to determine whether sediment quality is still improving and 
if so, to estimate the rate of recovery. A statistically 
significant reduction in sediment contamination over the 
past 20 years would provide empirical evidence that 
regulation has had a positive impact on the water quality in 
Puget Sound. 

A. Field Sampling 

Sediment cores were collected from six locations in the 
main basin of Puget Sound during September, 1991 by 
scientists from the Battelle/Marine Sciences Laboratory 
(MSL). These sites were chosen because an earlier study 
(Bloom and Crecelius 1987) showed that little natural or 
anthropogenic disturbance occurred in these areas. The 
mixing of sediments from bioturbation takes place mainly 
within the top 2 cm but can occur down to 200 cm in depth 
from activity of crustaceans (e.g., Axiopsis spinacauda), 
bivalves (e.g., Panope generosa), sea urchins (e.g., 
Brissaster latifrons), sea cucumbers (e.g., Molpadia 
intermedia), and echiuroid worms (MacGinitie and 
MacGinitie 1949). These species are all known to occur at 
the sampling depth of 200 m (Wennekens 1959). Coring 
locations were determined using a Global Positioning 
System and a Loran C radio navigation system. 

Samples were collected from the RV Kittiwake using a 
stainless steel, open-barrel gravity corer (Kasten corer), 
2.5 m long, with a square cross section of 15 x 15 cm 
(Zangger and McCave 1990). Both a Kasten corer and a 
7.6-cm-diameter open-barrel gravity corer, 1.5 m long, with 
a clear plastic liner, were used in the 1982 study (Bloom 
and Crecelius 1987). The Kasten corer, however, tended 
to provide more intact cores with less core shortening 
(Nevissi et al. 1989). Core shortening, an artifact of the 
coring process, is when the cored material is not pushed 
upwards within the core barrel. 

Sediment cores were processed on board the research 
vessel. The core barrel was opened by removing screws 
along the entire length. Sediment smeared during the coring 
was removed by scraping the exposed surface with a clean 
stainless steel spatula. An acceptable core was 
approximately 1.5 m in length and had no visible disturbance 
of surface sediments. Color photographs were taken, and 
visible changes in color, structure, and texture were 
recorded. The core was then sectioned into 2-cm intervals 
with a clean, stainless steel spatula. Sectioned samples 
were stored in precleaned jars, either glass or polystyrene, 
depending on the corresponding analysis. The coring 
equipment was rinsed with ambient seawater between 
stations and scrubbed and acetone rinsed after each cruise 
day to remove possible contamination. The 300-kg-weight 
corer stand was wrapped in a polyethylene film to further 
reduce possible contamination. 

At the time of collection, a chain-of-custody form was 
initiated and then maintained with each sample through the 
life of the sample (i.e., through storage, analytical analysis, 
and disposal). Samples were stored on ice in a cooler for 
no more than 2 days while in transit to the MSL, where 
they were logged into the laboratory database system 
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(FOXBASE). Samples were then stored approximately 1 
month either frozen (-22 C±2 C) or cold (4 C±2 C) until 
analysis. 

B. Analytical Methods 

Approximately 25 2-cm sections were analyzed from 
each core. Sediment concentrations of metals and the 
radionuclide lead-210 (210Pb) were analyzed from equally 
spaced intervals from all six cores. Cesium-137 (137Cs) 
was analyzed from equally spaced intervals from Cores 2 
through 6. For Cores 3, 5, and 6, sediments from the 
adjoining 2-cm sections were analyzed for polynuclear 
aromatic hydrocarbons (PAHs), PCBs, chlorinated 
pesticides, nutrients (phosphorous [P] and nitrogen [N]), 
and butyltins. In addition, adjoining sections from Cores 3, 
5, and 6 were analyzed for grain size and total organic 
carbon (TOC). 

Analyses for most of the chemicals measured followed 
methods used for the National Oceanic and Atmospheric 
Administration (NOAA) National Status and Trends 
Program (Lauenstein and Cantillo 1993). Measurements 
of analytical precision were based on the variance from 
individually processed standard reference materials. 

1) Metals 

A total of 16 metals were analyzed at the MSL in Sequim, 
Washington. They were: silver (Ag), aluminum (Al), arsenic 
(As), cadmium (Cd), chromium (Cr), copper (Cu), iron (Fe), 
mercury (Hg), manganese (Mn), nickel (Ni), lead (Pb), 
antimony (Sb), selenium (Se), silica (Si), tin (Sn) and zinc 
(Zn). Three metals, Ag, Cd, Se, were analyzed by graphite 
furnace atomic absorption (GFAA) spectrometry using 
Zeeman background correction following the method of 
Bloom (1983). Two metals, Sb and Sn, were analyzed by 
inductively coupled plasma mass spectrometry (ICP/MS). 
Mercury was analyzed using cold-vapor atomic absorption 
(CVAA) spectroscopy (Bloom and Crecelius 1983). The 
remaining 10 metals were analyzed using energy-diffusive 
x-ray fluorescence (XRF). All metal concentrations are 
presented in ug/g dry weight. 

To prepare sediments for analysis, samples were 
freeze-dried and blended in a ceramic Spex mixer-mill. 
Approximately 5 g of mixed sample was ground in the 
ceramic ball mill. The XRF analysis was performed on a 
0.5-g aliquot of dried, ground material pressed into a pellet 
with a diameter of 2 cm. For ICP/MS, GFAA, and CVAA 
analyses, 0.2-g aliquots of dried homogenous sample were 
totally digested using a 4:1 nitric:perchloric acid solution 
and concentrated hydrofluoric acid in a Teflon pressure 
vessel placed in a 130 C oven for a period of 16 h. 

2) Radionuclide Analysis 210Pb and 137Cs 

The activity of 210Pb in sediment was determined at the 
MSL by counting the alpha particles from the granddaughter 
polonium-210 (210Po), similar to the method of Koide et al. 
(1973). Sediment samples were spiked with 208Po and 
digested with nitric acid. The Po isotopes were plated on a 
silver disk and then counted using silicon barrier diode 
detectors. The excess 210Pb was determined by subtracting 
supported 210Pb from the measured 210Pb activity. Activity 
of 210Pb is reported in disintegrations per minute per gram 
(dpm/g) on a dry weight basis. 

The activity of 137Cs was determined at the MSL by 
gamma counting sediment on a lithium drifted germanium 
diode [Ge (Li)] detector; it is reported in dpm/g on a dry 
weight basis. The diode was calibrated with certified 
reference soil in the same geometry. 

3) Polynuclear Aromatic Hydrocarbons (PAH) 

Polynuclear aromatic hydrocarbons analyses were 
performed at the Battelle Ocean Sciences (BOS) Laboratory 
in Duxbury, Massachusetts, following the method of NOAA 
Status and Trends Program (Lauenstein and Cantillo 1993). 
Samples were solvent extracted with dichloromethane 
(CH2CI2) using Soxhlet extraction. Extracts were cleaned 
using a combination of Al/Si column chromatography, 
followed by additional cleanup using high-performance 
liquid chromatography (HPLC). Extracts were then 
analyzed using gas chromatography/mass spectrometry 
(GC/MS) operated in the selective ion mode (SIM). A total 
of 20 specific PAH compounds and a number of alklylated 
PAH compounds were reported. In addition, linear 
alkylbenzenes, hopanes, and terpanes were also analyzed. 
Results are reported in ug/kg dry weight. 

4) Polychlorinated Biphenyl (PCB) and Chlorinated 
Pesticides 

PCB and chlorinated pesticide analyses were performed 
at BOS. Samples were extracted simultaneously with the 
PAHs, as described above, and analyzed by gas 
chromatography/electron capture detection. Eighteen 
individual PCB congeners and 16 chlorinated pesticides 
were reported without second column confirmation in ug/ 
kg dry weight. 

5) Total Nitrogen and Phosphorus 

Nitrogen was analyzed by Huffman Laboratories, Inc. 
of Golden, Colorado. Analysis was performed using a 
Carlo-Erba 1106 combustion instrument using The 
American Society for Testing and Materials (ASTM) D5291 
(ASTM 1992 guide). Phosphorus was analyzed at Battelle/ 
Pacific Northwest Laboratories in Richland, Washington, 
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using wavelength-dispersive XRF.   Both nutrients are 
presented as a percentage of the total dry weight. 

6) Butyltins 

Butyltin compounds were analyzed at the MSL using 
gas chromatography/flame photometric detection (GC/FPD) 
following the methods of Ungeret al. (1986). Samples were 
extracted with methylene chloride and tropolone. Propyltin 
was added before extraction as a surrogate compound to 
assess extraction efficiency. The mono-, di- and tributyltin 
compounds extracted from the sediment were derivatized 
to a less volatile, more thermally stable form (nonionic n- 
pentyl derivatives). Extracts were passed through a Florisil 
liquid chromatography column for cleanup, and butyltins 
were quantified by GC/FPD. Butyltin results are presented 
in ug/kg dry weight. 

7) Grain Size 

Sediment grain size was determined at the MSL using 
a combination of sieve and pipette. The grain-size intervals 
measured were gravel (<2 mm), sand (2 mm to 0.063 mm), 
silt (0.063 mm to 0.004 mm), and clay (<0.004 mm). Results 
are presented in percentage by weight. 

8) Total Organic Carbon (TOC) 

Total organic carbon was analyzed at Global 
Geochemistry in Canoga Park, California. Dried, ground 
samples were sent to the lab, where the inorganic carbon 
was driven off and the remaining sample was analyzed for 
organic carbon using a combustion method, with a Leco 
WR-12 induction furnace. Results are presented as a 
percentage of the total dry weight. 

9) Sediment Dry Weight 

The dry weight of each sediment section was determined 
by freeze-drying known amounts of sediment foraminimum 
of 96 h. Results are reported in percentage by weight. 

C. DATA ANALYSIS 

1)    Sedimentation and Deposition Rates 

Sedimentation (cm/yr) and deposition rates (g/cm2/yr) 
were estimated using a steady-state 210Pb dating technique 
(Lavelleetal. 1985,1986; Nevissietal. 1989). This method 
assumes: 1) sedimentation rate is constant, 2) loss of 210Pb 
from sediment layers occurs only by radioactive decay, 3) 
mixing is confined to the surface mixed layer, and 
4) intervals of sediment used for analysis have well defined 
depositional times that are short compared to the overall 
dating period. 

Only data from below the surface mixed layer was used 
to calculate the sedimentation rate. Mixing can be a result 
of human activities and/or can occur naturally from 
bioturbation and currents. The thickness of the surface 
mixed layer is elucidated (albeit subjectively) by a plot of 
the natural log 210Pb activity (dpm/g) of dry sediment versus 
sediment depth (cm). The depth at which the natural log 
210Pb activity indicates steady-state decay behavior and 
no longer fluctuates erratically marks the end of the mixed 
layer. The mixed layer within Puget Sound has been 
observed to vary in thickness from depths of 2 cm to 30 cm 
(Carpenter et al. 1984,1985). 

Excess 210Pb was determined by subtracting supported 
210Pb, which is generally assumed to be the average 
concentration of 210Pb measured in the lower section of the 
cores displaying a constant 210Pb activity. However, if a 
core was not long enough to reach background, a value for 
supported 210Pb associated with cores taken in close 
proximity from earlier studies (Bloom and Crecelius 1987; 
Lavelle et al. 1985) was used. Previous studies in Puget 
Sound sediment have reported excess 210Pb activities in 
the surface sediment of approximately 10 dpm/g and 
supported 210Pb ranging from 0.5 to 1 dpm/g (Bloom and 
Crecelius 1987; Carpenter et al. 1985; Lavelleetal. 1985, 
1986). 

If cores did not reach background 210Pb activity, a second 
evaluation on the supported 210Pb activity was conducted. 
Using the current value of supported 210Pb activity (i.e., from 
neighboring cores that did reach background), the resulting 
stable Pb time series was evaluated, since this time series 
is well documented for Puget Sound (Romberg et al. 1984). 
Romberg et al. (1984) determined that the background 
levels (prior to 1890) of stable Pb range from approximately 
4 ug/g in sandy sediment to 7ug/g in mud. By 1890 (±5 yr) 
stable Pb concentrations equaled two times the background 
concentration. This was most likely due to the Tacoma 
smelter, which began operating as a Pb smelter in 1890. If 
the resulting stable Pb time series showed increases of Pb 
beyond approximately 10 ug/g before 1900, then the 
supported 210Pb was decreased in a step-wise fashion until 
the resulting elemental Pb time series matched historical 
knowledge. 

2)    Trend Analysis 

A trend analysis, following Bloom and Crecelius (1987), 
was conducted on metal, PCBs, and DDT concentrations, 
which displayed a potential decline after obtaining a 
maximum value. In order to determine the correlation 
between the strengthening of environmental laws with 
sediment contaminant loadings, the linear correlation 
coefficient (r) was used to evaluate the significance of the 
relationship between the concentrations of Ag, As, Cu, Hg, 
Pb, Sb, Zn, total PCBs, and DDT against year from 1970 to 
1991 individually for Cores 3, 5, and 6.  A least squares 
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analysis would be inappropriate since neither axis can be 
assumed to be known without error. A significant negative 
correlation (i.e., a decrease in concentration of these 
contaminants with increasing year) provides empirical 
evidence that the strengthening of environmental legislation 
in the past 20 years has had an influence on the water 
quality in Puget Sound. 

3)    Sediment Recovery Rates 

Sediment recovery rates are defined as the rate at which 
contaminant loadings in the sediment are reduced. Ideally, 
one would be interested in the year that sediment 
contaminant loadings return to background conditions. 
However, this estimation problem requires an unrealistic 
assumption that recovery rates remain constant beyond 
the bounds of the observed data. 

Recovery rates were estimated by calculating the slope 
between the subsurface maximum and the surface 
concentration for contaminants indicating a decrease (e.g., 
Ag, As, Cu, Hg, Pb, Sb, Zn, total PCBs, and DDT). The 
slope was calculated using only these two observations 
per contaminant to provide greater weight to the current 
recovery pattern. Alternatively, the least squares solution, 
using all of the data between the maximum and surface 
concentrations, could be used to estimate recovery rates. 
However, observations with the steepest gradient 
(generally deeper in the core) would have much greater 
influence on the slope estimate than would the data near 
the surface, which generally show a slowing of recovery. 
An average recovery rate for the region based on the 
combined rates estimated from Cores 3, 5, and 6, and with 
95% confidence limits were calculated. Even though 
contaminant loadings and deposition rates are different for 
each site, it might be expected that the rate of recovery 
within the region might be consistent for any given 
contaminant. 

IV.   RESULTS AND DISCUSSION 

The following is a summary of results. National Oceanic 
and Atmospheric Administration Technical Memorandum, 
NOSORCA111 (1997) is a full report and contains tables, 
figures, and appendices of data. 

A. Sedimentation Rates 

In this study, the mixed layers ranged from 10 cm to 40 
cm in depth based on observed fluctuations in the 
concentrations of 210Pb. Core 5, taken northeast of Vashon 
Island, showed the deepest mixed zone of approximately 
39 cm, and Cores 1 and 6, the northern- and southernmost 
cores, had the smallest, at approximately 10 cm. Table 
3.1 presents the location, supported 210Pb, mixing depth, 

sedimentation rates, porosity, and deposition rates for all 
six cores, assuming a seawater density of 1.0229 g/cm3 

and a salinity of 30%o (Lavelle et al. 1985). 
Initially it appeared that background was reached in Core 

6, based upon a leveling of the 210Pb activity, which 
decreased to an average 0.78 (±0.07) dpm/g. However, 
the resulting time series for stable Pb was not consistent 
with established background concentrations (Romberg et 
al. 1984). A supported level of 0.4 210Pb dpm/g, however, 
did approximate the expected stable Pb time series and 
was used in the final calculations. A supported 210Pb 
concentration of 1 dpm/g was sufficient for Cores 3 and 5 
and a supported 210Pb concentration of 0.3 dpm/g was 
needed for Cores 2 and 4. Activities of excess 210Pb ranged 
from approximately 0.6 dpm/g to 12 dpm/g). 

Our results indicate a sedimentation rate of 
approximately 1 to 2 cm/yr in the deep region of central 
Puget Sound, which agrees with the results found in an 
earlier study by Lavelle et al. (1985, 1986). The mean 
porosity ranged from 0.72 to 0.82, which is consistent with 
the mean porosities calculated by Lavelle et al. (1985, 
1986), which ranged from 0.66 to 0.83. Deposition rates 
ranged from 480 to 1000 mg/cm2/yr, with the lowest 
accumulation found in Core 6, which was located just north 
of Tacoma. These rates agree well with data from past 
studies within the same region and water depth of Puget 
Sound, where mass accumulation rates ranged from 98 to 
790 mg/cm2/yr (Carpenter et al. 1985), 340 to 1400 mg/ 
cm2/yr (Bloom and Crecelius 1987), and 260 to 1200 mg/ 
cm2/yr (Lavelle et al. 1985, 1986). 

1)    Cesium-137 Dating 

Activity of 137Cs (dpm/g) in the sediment was measured 
to provide a second means of determining the age of a 
sediment layer. During the last 30 years, 137Cs has been 
entering the oceans from the atmospheric testing of nuclear 
weapons. The major input occurred between 1957 and 
1965, producing a maximum of 137Cs activity in the ocean 
surface water in approximately 1965. Since then, the 137Cs 
level in surface water has decreased slowly due to mixing 
with the deep ocean and radioactive decay (Livingston and 
Bowen 1979). Marine sediments in contact with seawater 
exchange stable Cs and 137Cs; thus, the levels of 137Cs in 
the seawater and the sediments are related. Once these 
sediments are removed from interaction with seawater 
through burial, the 137Cs activity could change. The 
presence of a subsurface maximum would suggest that 
both mixing and migration have not been intense enough 
to distort this feature (Romberg et al. 1984). A distinct 
subsurface maximum is evident in the 1960s for Cores 2, 
3, and 6. Cores 4 and 5 reached a maximum in the early 
1970s. Assuming that the 137Cs maximum was introduced 
in roughly 1965, the 137Cs profile compares well to the 
sedimentation rate determined from the 210Pb data. 
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2)    Ancillary Analysis 

Grain size was analyzed in approximately 20 samples 
from Cores 3, 5 and 6. Greater than 95% of the particles 
from Core 3 were <0.0625 mm in diameter, with 
approximately 51 % silt (0.0625 mm to 0.004 mm) and 45% 
clay (<0.004mm). Core 5 was approximately 5% sand, 
46% silt, and 49% clay. Sediment from Core 6, however, 
contained slightly higher percentages of sand, ranging from 
4% to 18%, especially in the upper half of the core. The 
average percentages of silt and clay for Core 6, the 
southernmost station, were 42% and 49%, respectively. 
Overall, the ranges of sand, silt, and clay content did not 
vary greatly with depth. This supports the assumption of a 
constant sedimentation rate in the 210Pb-dating model. 

Total solids were measured in all intervals from all cores. 
Percentage total solids ranged from approximately 30% to 
45% and increased slightly with depth in all cores. Total 
organic carbon was measured from equally spaced intervals 
from Cores 3, 5, and 6; it ranged from 1.37% to 2.26%, 
reported as a percentage of TOC on a dry weight basis. In 
general, a decrease in TOC can be correlated with an 
increase in percent sand; thus, TOC was measured to 
confirm changes in sediment type. The range of TOC for 
these cores suggests that no natural or other disturbances 
that would affect sediment type occurred within the 200- 
year time frame encompassed by the cores. 

C. Nutrients 

Nutrients (percentage of P and percentage of total N) 
were measured from equally spaced 2-cm intervals from 
Cores 3, 5, and 6. There was a general increase in 
concentration of nutrients over time. The concentration of 
P ranged from 0.09% at the surface to 0.06% in the deepest 
sections of the cores and increased an average of 0.0002% 
(±7x10"5) per year, whereas that of N ranged from 0.26% 
at the surface to 0.16% at the bottom of Core 6, and 
increased an average of 0.0005% (±.0001) per year. The 
increases in both nutrients are statistically significant ( = 
0.05). The slight increase in total N is probably a result of 
increased sewage entering the system. In closed systems, 
peaks in a core profile indicate over-nutrification, which can 
often be associated with a point-source, such as a sewage 
outfall. However, in the nutrient rich waters of the Pacific 
Ocean and Puget Sound, these measurements may be 
too coarse to determine anthropogenic influences. Specific 
nitrogen compounds (e.g., nitrites) might provide more 
information associated with anthropogenic sources of 
contamination. 

D. Metals Concentrations and Trends 
Ten metals were analyzed by XRF in all cores. An 

additional six metals, for a total of 16, were analyzed at 
equally spaced intervals from Cores 3,5, and 6. The level 

of many of these metals has decreased steadily since the 
study by Bloom and Crecelius (1987). 

The profile of Pb concentration versus year is similar 
for all cores. In general, each profile depicts a steep rise in 
Pb concentration to a series of peaks spanning from 1920 
to 1960 and then declining from 1960 to the present. The 
maximum value of Pb was 69.4 (±0.276) ug/g obtained in 
approximately 1922 from Core 6. Cores 3, 5, and 6 
produced an average 38% drop from the maximum to the 
surface concentration (Table 3.3). The concentration of 
Pb in the central basin of Puget Sound was determined to 
be significantly ( = 0.05) decreasing by 0.57 (±0.31) ug/g 
per year. Significant ( = 0.05) negative correlations 
between year and concentration for sediments deposited 
after 1970 lends support for the effectiveness of current 
environmental regulation. 

Concentrations of the crustal elements, Al, Fe, and Si, 
were at background levels in all cores and showed little or 
no change in concentration with depth. These profiles are 
consistent with the assumption that sediment mineralogy 
(a mixture of feldspars, quartz, and clay minerals) in the 
deep basin of Puget Sound has not changed in the recent 
past as a result of either natural or human causes. The 
profiles of Mn show a slight to a nearly twofold increase in 
concentration in the upper intervals of the core. We suggest 
that this is due to reducing conditions at depth and post- 
depositional migration (Riley and Chester 1976) rather than 
to anthropogenic influences. The extent to which elements 
are mobilized prior to migration is dependent on the redox 
potential, pH, and organic content of the sediment. Iron 
has been predicted to be slightly more stable than Mn (Riley 
and Chester 1976). With one possible exception (Core 6), 
the profile for Fe does not indicate that post-depositional 
migration is occurring, even though the profiles for TOC for 
Cores 3, 5 and 6 are nearly identical. This result is 
consistent with the findings of other studies (Carpenter 
1985; Romberg et al. 1984). 

Concentrations of a number of other metals analyzed 
(Ni, Cd, Cr, and Se) did not show any consistent changes 
in concentrations with depth; instead, they showed erratic 
fluctuations throughout the core. Concentrations in the top 
five surficial sediment intervals of Cr, Ni, and Se were not 
significantly different from the sediment concentrations 
found in the five deepest sections of the cores, based on a 
t-test with = 0.05. Cadmium was found to be significantly 
different ( =0.05). However, in Core 3, Cd increased with 
time, and in Cores 5 and 6 a general decrease was 
observed. In all three cores, Cd fluctuated continuously; 
therefore, any observed relationship is probably spurious. 
Temporal trends for some metals showed a reproducible 
pattern of increasing concentrations to a maximum; then 
of decreasing concentrations through the present. This 
trend has been detailed in a number of other studies from 
sediment cores taken from Puget Sound (Bloom and 
Crecelius 1987; Romberg et al. 1984). Metal showing this 
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trend are Pb, Ag, As, Cu, Hg, Sb, Sn and Zn. Bloom and 
Crecelius (1987) tested the apparent trend of decreasing 
metal concentrations of Pb, Ag, Cu, and Hg in Puget Sound 
sediment deposited between 1955 and 1982 for a significant 
negative correlation. The trends established in 1987 
indicated mean concentrations of Pb, Ag, and Hg decreased 
significantly ( = 0.05), approximately 7% to 17% since the 
1960s. No statistically significant decreases in Cu 
concentrations were observed (Bloom and Crecelius 1987). 

Arsenic concentrations reached a maximum 
concentration of 28 (±0.68) ug/g between the early 1950s 
and 1960s. The highest levels of As were found in Cores 5 
and 6, the southernmost cores and closest to the ASARCO 
smelter, which operated in Tacoma from approximately 
1889 to the 1980s. Crecelius et al. (1975) suggest that the 
ASARCO smelter was a major source of As to Puget Sound 
sediments. Antimony concentrations, a byproduct of 
smelter operations at ASARCO, followed a similar pattern, 
reaching a maximum concentration of between 2 and 4 ug/ 
g between the 1950s and 1960s. Both metals have shown 
a greater than 25% decrease from the maximum to the 
surface concentration in all cores (Table 3.2). Only Sb, 
however, had a significant ( = 0.05) recovery rate of 0.039 
(±0.035) ug/g per year. Antimony also produced a 
consistent significant ( = 0.05) negative correlation between 
year and concentration in sediments deposited after 1970. 
In contrast, concentrations of As in deposited sediments 
have remained fairly constant over this time period 

Mercury reached a maximum concentration of 0.5 
(±0.01) ug/g in the late 1940s. An average 50% drop from 
the maximum to the surface concentration was observed 
in Cores 3, 5, and 6 (Table 3.2) with a significant ( = 0.05) 
average sediment recovery of 0.006 (±0.005) ug/g peryear. 
However, the concentrations of Hg over the last 20 years 
remained fairly constant and did not produce a statistically 
significant negative correlation. 

Silver, Cu, and Zn all appear to have reached maximum 
concentrations in the early 1960s followed by decreasing 
concentrations in the late 1960s. Silver reached a maximum 
of 0.91 (±0.004) ug/g in mid-1960; however, it displayed 
an average drop of only 17% from the maximum to the 
surface concentration (Table 3.2). Except in Core 3, there 
was no statistically significant negative correlation between 
year and concentration for Ag in sediments deposited after 
1970. Copper and Zn, however, had maximum values of 
70 (±0.34) and 167.7 (±1.26) ug/g respectively, dropped 
an average of 23% and 18%, and had significant ( = 0.05) 
negative correlations between year and concentration. Only 
Cu produced a significant ( = 0.05) sediment recovery rate 
of 0.437 (±0.076) ug/g peryear. 

Tin may have reached a maximum concentration in the 
1960s; however, concentrations have not steadily declined 
since wide fluctuations in concentration are still evident in 
surficial sediments. Despite the wide fluctuations, all three 

cores displayed an average 24.2% drop from the 
subsurface maximum to the surface concentration and 
produced a significant ( = 0.05) regional recovery rate of 
0.041 (±0.025) ug/g per year (Table 3.2). 

Except for Ag and Hg reductions in Core 3, the largest 
percentage of reductions was observed in Core 5, which is 
located near several sewage treatment plant outfalls. 
Secondary treatment of sewage discharged into the Sound 
did not begin until the late 1950s. Therefore, the initiation 
of primary treatment and changes to industrial practices 
must account for the decrease in metals observed at the 
site. 

E. Organic Concentrations and Trends 

Organic compounds were analyzed in equally spaced 
intervals from Cores 3, 5 and 6. Analytes of interest were 
PAHs, PCB congeners, and chlorinated pesticides. 
Consistent with the Puget Sound Protocols (Tetra Tech, 
Inc. 1986), total PAHs consist of the sum of 16 
anthropogenically derived PAH compounds. The PAHs 
that are primarily derived from combustion processes, such 
as the burning of automobile fuels, coal, and wood, are 
defined as combustible PAHs; they have four, five, and six 
rings. In addition, linear alkylbenzenes (LABs), indicators 
of municipal waste, and biomarkers hopane and total 
terpanes, hydrocarbons associated with petroleum 
products, were analyzed. 

1) PAHs 

Total PAH concentrations ranged from approximately 
100 (±21.6) ug/kg in the deepest sections of the cores to a 
maximum of up to 6788 ug/kg in the early 1940s, and then 
declined to an average of 1300 ug/kg in the surface 
sediments. An average 59% decrease in concentration of 
total PAHs was observed between the maximum and 
surface concentrations (Table 3.3); however, a statistically 
significant negative correlation between year and 
concentration was not obtained for sediments deposited 
after 1970 for any of the cores. The sediment recovery for 
total PAHs was estimated as 56.5 (±106) ug/kg per year, 
which was not significant. The sedimentary history of these 
hydrocarbons appears to parallel the initial urbanization of 
the Seattle/Tacoma area, which coincides with an increased 
use of fossil fuels. Sources of PAHs to the Puget Sound 
are postulated to be primarily sewage and atmospheric 
dustfall(Barrick1982). 

2) Combustible PAHs 

Combustible PAHs are the higher molecular weight PAH 
compounds, consisting of the four-, five-, and six- 
benzenering compounds. These compounds are produced 
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by the as wood. The concentrations of combustible PAHs 
generally parallel the total PAH concentrations in the 
sediment cores. An average 60% reduction in concentration 
between the maximum and surface concentrations was 
observed; however, sediments deposited after 1970 did 
not produce a significant negative correlation between year 
and concentration. Average sediment recovery estimated 
at 49.6 (+ 95) ug/kg per year was not significant. 

Prior to 1900, the relative contribution of combustible 
PAHs to total PAHs averaged about 50%. As the use of 
fossil fuels increased, this ratio also increased to a 
maximum of approximately 85% in the 1940s, which 
corresponds to the increased number of households in the 
Seattle/Tacoma area using coal as their heat source. Since 
the 1920s, this ratio has remained approximately 80%. The 
near-surface proportions of combustible PAHs does not 
appear to be decreasing in Cores 5 and 6, and shows only 
a slight decrease in Core 3. 

The maximum concentrations of both total and 
combustible PAHs occurred in sediments deposited 
between 1930 and 1950. These patterns were observed 
in cores collected in 1981, as part of a study on the 
distribution of toxicants in Puget Sound (Romberg et al. 
1984). Comparison of PAH levels measured from cores in 
the same vicinity as the 1981 study reveal similar 
concentrations in both surface and subsurface sediments. 
This would be expected, based on the assumption that the 
source of these elements to Puget Sound during the last 
century has been consistent over the entire region. 

however, a decreasing trend in LAB concentrations is not 
evident, which suggests that sources of these compounds 
are still being actively discharged. 

4) Biomarkers: Hopane and Total Terpanes 

Biomarkers such as hopane and total terpanes are 
biomolecules that are naturally derived from organic 
compounds and are found in petroleum materials, such as 
oils and coals. These compounds are resistant to both 
physical and biological degradation, and can be used to 
characterize petroleum contamination. The distribution of 
these biomarkers within oil deposits (i.e., oil fields and oiled 
sediments) can be used to distinguish among possible 
sources of oil or to evaluate weathering (or degradation) of 
the deposit. 

In Cores 5 and 6, the concentrations of both hopane 
and the total terpanes show little variation with depth after 
1920, averaging approximately 200 and 2000 M9/k9. 
respectively. Core 3, in contrast, displayed a 30% reduction 
between the maximum and surficial concentrations of both 
biomarkers (Table 3.3), and there were significant ( = 0.05) 
negative correlations between year and concentration for 
sediments deposited after 1970. Neither biomarker, 
however, produced a statistically significant average 
recovery rate. 

5) Polychlorinated Biphenyls (PCB) and 
Dichlorodiphenyltrichloroethane(DDT) 

3.     Linear Alkyl Benzenes 

LABs are used in the production of linear alkyl sulfonates 
(LAS), which are widely used anionic surfactants in 
detergents. These products became commercially 
available in the early 1960s and their use rapidly became 
widespread. The source of LABs to the environment is 
exclusively anthropogenic, primarily from municipal 
sewage. A dramatic increase in concentrations occurred 
in the early 1980s in all cores to a maximum of 184 ug/kg, 
which corresponds to the rapid increase in population in 
the Seattle/Tacoma region. The actual concentrations vary 
among the different coring locations and may be due to 
differences in the volumes of effluent discharged near each 
site. In general, concentrations do not appear to be 
decreasing in surficial sediments, and there is no negative 
correlation between year and concentration for sediments 
deposited after 1970. The average sediment recovery rate 
for LABs was 11.4 (±34.3) ug/kg per year and was not 
statistically significant. Core 5 showed an 84% decrease 
in LABs between the maximum and surficial concentrations. 
Although this result may be spurious, this core also had 
the greatest decreases in metals, which we hypothesize to 
be due to changes in sewage treatment.   Regionally, 

Temporal trends in the contamination of central Puget 
Sound with synthetic organic chemicals, such as PCB and 
DDT, are similar to those of metals and hydrocarbons, 
except these chemicals did not appear until about the 
1930s. Since these compounds are anthropogenic in origin, 
no background levels occurred in sediments prior to their 
introduction in the mid- 1930s (values less than 5 ug/kg 
should be regarded as analytical noise). A rapid increase 
in concentrations occurred until the mid-1970s when 
environmental regulations, such as the Toxic Substance 
Control Act (enacted 1976), limited their use and greatly 
reduced the amount of PCBs getting into the environment. 
Maximum concentrations observed in the sediments during 
this period reached over 35 (±0.523) ug/kg. Concentrations 
found in the surface sediments of the cores average about 
8 ug/kg. Even though an average 68% reduction between 
the maximum and surface concentrations of PCBs was 
observed (Table 3.3), only Core 3 had a significant ( = 
0.05) negative correlation between years and concentration 
for sediments deposited after 1970. The average sediment 
recovery rate estimated as 0.649 (±0.653) ug/kg per year 
was not statistically significant. 

DDT concentrations for Cores 3 and 6 showed a 
depositional pattern similar to that of PCBs, increasing in 
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TABLE 3.2. Maximum and Surface Concentrations (ug/g) of Selected Metals for Three Cores 
Collected from Puget Sound During Summer 1991 

AgAsCuHgPbSbSnZn 

Core 3: 
Max Year 1965 1965 1960 1949 1965 1960 1965 1965 

Max 0.91 19.5 54.6 0.479 48.9 2.05 4.9 134.6 

Surface 0.68 12.5 42.7 0.179 30.3 1.28 3.94 114.7 

% change 25.3% 35.9% 21.8% 62.6% 38.0% 37.6% 19.6% 14.8% 

Recovery 
Rate 0.009 0.280 0.397 0.007 0.744 0.026 0.038 0.796 

Core 5: 
Max Year 1982 1964 1947 1947 1922 1952 1962 1962 

Max 0.84 28.3 70 0.505 69.4 3.9 4.85 167.7 

Surface 0.69 13.1 49.3 0.213 36.7 1.6 3.96 119.2 

%change 17.9% 53.7% 29.6% 57.8% 47.1% 59.0% 18.4% 28.9% 

Recovery 
Rate 0.017 0.563 0.470 0.007 0.474 0.059 0.031 1.672 

Core 6: 
Max Year 1965 1950 1963 1950 1954 1963 1963 1954 

Max 0.65 23.5 64.7 0.403 62.3 2.43 4.25 128.8 

Surface 0.59 17.3 52.7 0.277 44.7 1.52 2.78 115.5 

%change 9.2% 26.4% 18.5% 31.3% 28.3% 37.4% 34.6% 10.3% 

Recovery 
Rate 0.002 0.155 0.444 0.003 0.489 0.034 0.054 0.369 

Average Recovery 
Ratepg/g/y       0.009       0.333       0.437       0.006       0.569       0.039       0.041       0.946 

95%CL± 0.014       0.424       0.076        0.005      0.308        0.035      0.025        1.348 
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TABLE 3.3.      Maximum and Surface Concentrations (ug/kg) of Selected Organic 
Compounds for Three Cores Collected from Puget Sound During Summer 
1991 

Total Combustible 
PCB DDT PAH PAH LABS Terpanes Hopane 

Core 3: 
Max Year 1960 1960 1943 1943 1983 1943 1953 

Max 34.5 4.71 6788 5917 101 2260 235 

Surface 9.00 1.19 1434 1162 80.7 1570 158 

% Change 73.9% 74.8% 78.9% 80.4% 19.8% 30.5% 32.8% 

Recovery 
Rate 0.851 0.117 114 101 2.85 14.7 2.09 

Core 5: 
Max Year 1966 1984 1942 1942 1986 1990 1962 

Max 25.8 5.76 3430 2898 184 2360 227 

Surface 5.33 4.77 1303 1050 29.3 2360 224 

% Change 79.3% 17.2% 62.0% 63.8% 84.0% 0.0% 1.1% 

Recovery 
Rate 0.819 0.142 43.412 37.706 30.878 0.000 0.087 

Core 6: 
Max Year 1961 1961 1935 1935 1977 1923 1965 

Max 15.5 4.25 1883 1516 69.4 2290 203 

Surface 7.39 2.80 1212 977 63.9 1860 183 

% Change 52.2% 34.2% 35.6% 35.5% 7.9% 18.8% 9.5% 

Recovery 
Rate 0.278 0.050 12.198 9.793 0.421 6.418 0.768 

Average Recovery 
Rate ug/kg/y 0.649 0.103 56.5 49.6 11.4 7.03 0.980 

95% CL ± 0.653 0.096 106 95 34.3 14.9 2.061 
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the 1930s and producing a maximum in the 1960s. Core 5, 
however, reached its maximum concentration in the 1980s. 
Over all, concentrations of DDT are low and do not vary 
dramatically in relation to the analytical error. Maximum 
levels of DDT reached 5.7 (±1.0) ug/kg compared to 
undetected at 1 g/kg of in the early 1920s. Regulations 
have resulted in decreasing use of this pesticide and current 
surficial sediment concentrations vary, ranging from 1 to 
2.8 ug/kg. Despite a 42% reduction between the maximum 
and surface concentrations of DDT (Table 3.3), only in Core 
3 was there a potentially significant ( = 0.05) negative 
correlation between year and concentration for sediments 
deposited after 1970. DDT, however, did show a potentially 
significant ( = 0.05) average recovery rate of 0.103 (±0.096) 
ug/kg per year. The words "potentially significant" were 
used in association with the DDT results because the 
analytical error was large in relation to the observed 
concentrations. These data should be used only to suggest 
a possible trend. 

6) Trends in Organic Contaminants 

Overall trends show subsurface maxima and a steady 
decrease in concentrations to the present for all organic 
constituents except LABs, hopane, and total terpanes. 
Unlike the metals, which showed the greatest decreases 
in contaminant concentrations in Core 5, organic 
contaminants showed the greatest declines in Core 3, taken 
west of Elliott Bay. Surface total PAH concentrations of 
approximately 1400 ug/kg represent a two-fold decrease 
over the maximum concentrations observed earlier this 
century. Decreases in total PAH ranged from 36% to 79% 
for the three cores, but concentrations from sediments 
deposited after 1970 did not suggest that the strengthening 
of environmental laws in the past 20 years had much of an 
influence on this decline. Decreases in other organic 
contaminants, such as PCBs and DDT, also decreased 
significantly, but not within the last 20 years. Total PCB 
concentrations decreased on the average of 68% from the 
early 1960s to present. DDT concentrations decreased an 
average of 42%. 

F.  Butyltins 

Four sediment core samples (two from the upper 10 cm 
top, one from the middle of the core, and one from near the 
bottom of the core), from Cores 3, 5, and 6 were analyzed 
for butyltins. All observations were less than detection (1 
ug/kg) and were not considered productive for a profile 
analysis. Thus, no further analyses were conducted. 

V. CONCLUSIONS 

The temporal trends in central Puget Sound described 

in this report were based on the chemical composition of 
age-dated sediment cores. The sedimentation rates used 
to estimate the dates of the various sediment fractions 
ranged from 1 to 2 cm/yr. This range is consistent with 
sedimentation rates obtained from similar locations in other 
studies (Bloom and Crecelius 1987; Carpenter et al. 1985; 
Lavelleetal. 1985, 1986). 

Trace metal contamination (Ag, As, Cu, Hg, Pb, Sb, Sn, 
and Zn) began in the late 1800s, reached a maximum in 
the mid-1900s, and began to decrease in the last two 
decades. Average recovery rates, estimated from the slope 
between the maximum and surface concentrations, were 
observed for Cu, Hg, Pb, Sb, and Sn. Recovery rates for 
Ag, As, and Zn were too variable to be declared significantly 
different from zero. However, all three showed a trend 
toward recovery. Concentrations of Cu, Pb, Sb, and Zn 
declined at a significant rate in the last 20 years, lending 
support to our hypothesis that the strengthening of 
environmental regulation since 1970 has influenced the 
water quality of Puget Sound. 

Trends in organic chemicals in the sediments over time 
also show a subsurface maximum. Hydrocarbon 
contamination appears to parallel that of heavy metals. Only 
DDT, however, showed a statistically significant average 
recovery rate. The recovery rates for PCB, total PAH, and 
combustible PAH were too variable to be called significant, 
but these contaminants did show a trend toward recovery. 
PAH concentrations, although decreased over four-fold 
from maximum concentrations, appear to be relatively 
constant over the past several decades. Synthetic organic 
contaminants appear in sediments deposited more recently, 
in the mid-1930s and 1940s, and reached a maximum in 
the mid-1960s. Statistically significant decreases in 
sediment concentrations of these contaminants were also 
observed with two- to four-fold decreases in surficial 
sediment concentrations. Concentrations of compounds 
such as PCBs and DDT appear to be continuing to 
decrease. 

Nutrients (P and N), LABs, and biomarkers (hopane and 
total terpanes) were the only contaminants not showing a 
clear decrease in concentration. The nutrients show an 
extremely slight, but statistically significant, increase. The 
concentrations of LABs and biomarkers fluctuate in the 
near-surface sediments so that a plateau cannot be 
substantiated. Nutrients and LABs are associated with 
municipal sewage. Hopane and total terpanes are 
associated with petroleum products. Both sources of 
contaminants are expected to increase with an increasing 
population. However, despite the population growth of over 
one million people in the Seattle/Tacoma region in the past 
several decades, there has not been a substantial increase 
in these contaminants. Thus, the effect of strengthening 
environmental regulations on water quality cannot be 
negated. 
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OCEANOGRAPHIC DATALINK 

K.A. Gamache & P.E. Fogel 
ViaSat, Inc. 

Acton, Ma. 01720 

Abstract 
There has always been interest in the impact of the 

ocean on the global environment, but the devastating 
effects of recent El Nino and La Nina events have 
increased global efforts to understand this relationship. 
As a result, there have been significant advances in 
sensors and systems to monitor the ocean environment 
over the last few years. These sensors and systems 
are becoming increasingly complex. AOSN 
(autonomous ocean sampling network) is a good 
example, with a network of cooperating autonomous 
underwater vehicles sampling a volume rather than a 
single plane of the ocean. In addition, these sensors 
and systems are being placed in increasingly remote 
regions of our world's oceans. 

This combination of increased complexity and 
increasingly remote operation limits the options for data 
telemetry. Systems such as INMARSAT, MSAT/AMSC, 
and GOES are either too costly, provide only limited 
ocean coverage, or support limited throughput. ARGOS 
provides the necessary coverage, but it is one-way with 
very limited throughput. It is 
considered in many cases to 
be the primary bottleneck in 
today's oceanographic 
systems and is inadequate 
to support the next 
generation of sensors and 
systems. Therefore, without 
significant advances in 
oceanographic telemetry, it 
will not be possible to take 
advantage of the benefits of these new sensors and 
systems. 

Help is on the horizon. There is considerable 
excitement and interest in new and planned satellite 
systems, especially low earth orbit (LEO) systems. 
Systems such as Iridiurn and Orbcomm appear to be 
the best thing since sliced bread. However, this paper 
discusses the disadvantages of these systems for 
oceanographic applications and describes an 
alternative based on existing geosynchronous 
satellites, the Oceanographic DataLink (ODL). 

ODL is based on existing geosynchronous satellites 
and is not dependent on the financial success of a 

complex network of satellites. It provides the lowest cost, 
lowest risk solution for remote environmental data 
collection required for the next generation of sensors 
and systems. This paper describes the system, the 
underlying technology, and possible applications 
including moored and drifting buoys and long 
endurance autonomous underwater vehicle 
applications it compares this system to current and 
planned systems and describes its benefits for global 
environmental data collection. 

What is ODL? 

The Oceanographic Data Link (ODL) is a datalink 
capable of providing worldwide1 telemetry for a wide 
variety of applications. It is unique because it takes 
advantage of existing C-band geosynchronous 
satellites. 

ODL is a hub and spoke architecture with 
remote terminals communicating with a central hub 

using existing INTELSAT 
satellites. Specifically, for 
oceanographic applications, 
ODL uses global beam 
transponders on these 
satellites. Each of these 
transponders covers 41% of 
the earth's surface allowing 
coverage of all of the world's 
oceans with as few as three 
satellites. 

ODL consists of a two-way link, a forward link (hub 
to terminal) and return link (terminal to hub). This 
two-way capability will support dynamic experimentation 
as well as monitoring and control of remote sensor 
systems. 

ODL is small. Using C-band patch antenna 
technology, antennas as small as a quarter are possible 
resulting in remote terminals no larger than a VCR tape. 

ODL is designed to be battery operated. It takes 
advantage of advanced digital signal processing, M-ary 
modulation, state-of-the-art coding, and interleaving 

1Nonpolar,750Nto75°S. 

1395 



' 3.:' 
4; 

to provide throughput 10 to 100 times ARGOS at 
an energy cost at least an order of magnitude less. 
However, with an effective rate 10 to 100 times 
ARGOS, depending on the application, ODL can 
dissipate more power to support these increased 
rates. So, with ODL there is a tradeoff between 
performance and power. Yet, in all but the most 
stringent applications, ODL is competitive with 
ARGOS and supports a number of applications 
not currently possible. 

These features are attractive; however, cost is 
what makes this 
system truly unique. 
Cost consists of two 
components, 
equipment costs and 
service fees. 

Service fees 
quickly outweigh 
equipment cost in 
overall cost of these 
systems and ODL 
provides the lowest 
services fees of any 
planned system.        ■' 

Service fees are a function of recurring and fixed 
costs amortized over the life cycle of the product. 
This system is based on existing satellites and 
requires as few as three hubs to provide global 
coverage. Therefore, the capital cost required to 
develop and maintain it is an order of magnitude 
smaller than planned systems, resulting in services 
fees that are a small fraction of the costs expected 
for these new systems. 

Why ODL? 

The Office of Naval Research (ONR) for 
oceanographic applications is developing ODL. 
C-band geosynchronous satellites were not ONR's 
first choice for this next generation oceanographic 
datalink. It expressed interest in the use of the 
planned Low Earth Orbit (LEO) systems, 
specifically Iridium for this datalink. 

The Navy understood the limitations of ARGOS 
and GOES, the cost, power, and size constraints 
of INMARSAT C and saw these next generation 
LEOs as the potential solution for their 

OrbComm used as an example. 
Iridium used as an example. 
MSAT, AMSC, ACES, and INMARSAT 3 are examples. 
OmniTracs used as an example. 

oceanographic needs. ViaSat, with considerable 
knowledge of satellite systems and no 
predisposition for any particular solution, evaluated 
current and planned systems objectively. The result 
of this analysis indicate that using existing C-band 
geosynchronous satellites provides the lowest cost, 
lowest risk solution for a wide variety of 
applications, including oceanographic 
applications. 

This analysis was conducted several years ago. 
However, ViaSat 
continues to monitor 
existing, new, and 
planned systems 
and believes even 
more strongly in the 
use of existing C 
band systems for 
oceanographic 
applications. An 
update of this 
analysis is 
presented here. 

Traditional Systems 
Traditionally, the oceanographic community has 
relied on ARGOS, and to some extent GOES, to 
support its telemetry needs. ARGOS is a low earth 
orbit (LEO) system (500-900 mi. orbit) that 
provides a global, one way, store-and-forward 
capability. Its limited throughput (roughly 1 Kbyte/ 
day) has frustrated oceanographers for a long time. 
However, its wide coverage, low cost (equipment 
and usage fees), and low power have made it the 
system of choice for remote telemetry needs2. 

GOES is a government sponsored 
geosynchronous (-23,000 mi. orbit) satellite 
system. It, too, is one-way with limited capacity 
(-20 Kbytes/day). In addition, its coverage is 
limited to the continental United States and the 
immediate coast. The usage price is right if you 

Not all applications require a satellite link. Applications 
where line-of-sight is possible can use wireless systems 
that provide two way capability at rates considerably higher 
than satellite systems. Though, their range is very limited (5 
to 10 miles). 
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are a government agency (free), but its limited 
coverage, limited capacity, and large, power 
hungry equipment has restricted its use to 
remote land based environmental monitoring and 
large off shore buoys (NDBC). 

A third system rarely mentioned for 
oceanographic applications is INMARSAT C. 
INMARSAT was developed for maritime 
applications, but specifically for boats. It uses 
L-band geosynchronous satellites and provides 
a global, two-way 
store-and-forward capability. 
Equipment size, cost, and 
power are considerably 
more than ARGOS, but the ^^^^^^^^ 
main limitation to the use of INMARSAT for 
oceanographic applications is the usage fees. 
At -.10 /bit, the cost to use INMARSAT C isn't 
too restrictive at low data rates (roughly the same 
yearly cost as ARGOS ($4k/PTT) at 1 Kbyte/ 
day), but at higher rates the cost becomes 
prohibitive, i.e., at 100 Kbytes/day it would cost 
$400K/year! As a result, INMARSAT'S utility for 
environmental oceanographic applications is 
questionable even given a two way, higher 
throughput capability. 
Recent Developments - Recently, AMSC/ 
MSAT, INMARSAT3, and ACeS launched new 
mobile satellite services using next generation 
L-band geosynchronous satellites. These 
satellites take advantage of spatial reuse (spot 
beams) to provide additional capacity in the 
crowded L-band frequency spectrum resulting 
in lower service fees than past systems. 

This technology also supports smaller, lower 
power terminals for both voice and data 
applications. However, these systems provide 
limited ocean coverage (coastal) and focus 
primarily on voice services. There are, to date, 
no small, low cost, low power terminals for data 
applications. As a result, such systems can not 
be seriously considered for widespread 
oceanographic use. 

ARGOS is limited. Are the LEOs 
the answer for oceanographic 

telemetry? 

In addition to these geosynchronous systems, 
Iridium and Orbcomm have launched LEO 
systems aimed at voice and data services 
respectively. A number of other similar systems 
have been proposed and are under 
development. These systems can be 
characterized as "little" LEOs, "big" LEOs4 and 
broadband LEOs. The focus of this paper will 
be on the "little" and "big" LEOs since the 
broadband LEOs are designed for fixed site, 

very large bandwidth 
applications. Iridium is a "big" 
LEO, Orbcomm is a "little" 
LEO. 

These systems, and others 
like them5, promise to provide global connectivity 
using small, low cost, low power handsets and 
terminals. Therefore, ever since Iridium 
announced its plans in 1990, oceanographers 
have been wondering whether this system, or 
something like it, was the telemetry "silver bullet." 

The answer is unclear. For certain 
applications, LEOs might make sense, however, 
there are a number of disadvantages that need 
to be considered. These can be summarized 
as coverage, capacity, and cost. 

Many of these systems provide limited 
coverage of ocean areas, only Orbcomm6 and 
Iridium provide truly global coverage. 

Capacity is a major issue for oceanographic 
applications since LEO systems are not designed 
to handle the typical quantities of data. Many 
are fooled by the instantaneous data rates 
supported by these systems. These rates range 
from 2400 to 4800 bps and beyond. However, 
this has no correlation with throughput. The 
throughput is considerably less. 

AMSC/MSAT covers North America, INMARSAT the 
rest of the world. 

Originally satellite size determined if a system was "big" 
or "little", but this distinction has become blurred and the 
difference can be best described by system operating 
frequency. "Big" LEOs operate at L-band, "little" LEOs at 
VHF/UHF. 
Other "little" LEOs include Final Analysis and LeoOne. 
Other "big" LEOs include GlobalStar and ICO. 
48 satellite constellation, current 36 satellite constellation 
has significant coverage gaps. LeoOne has minimal 
coverage gaps and does not include the poles. 

1397 



As an example, based on Orbcomm's figures 
for gateway downlink capacity, the 15 gateway 
system under development today supports a 
worldwide aggregate capacity of roughly 210 
Kbps! Therefore, if there were 20,000 active daily 
users, each would average ~100Kbytes/day or 100 
times what ARGOS can do today. Not bad, but 
significantly less than 4800 bps one might assume. 
However, Orbcomm needs several million users 
to break even and as the number of active users 
increases, individual throughput decreases 
(200,000 active daily users equates to 10K bytes/ 
day). 

This isn't a problem for most applications 
supported by Orbcomm. Their system is designed 
around short, intermittent data applications7 such 
as asset tracking, electric utility meter reading, etc. 
But, for oceanographic applications where tens or 
hundreds of kilobytes or more 
per day are necessary, such an 
application could bring this 
system to its knees. 

Indium and the other "big" LEOs may have more 
capacity, but at what cost?? These systems cost 
an order of magnitude more than the "little" LEO 
systems, and the "little" LEO systems aren't cheap. 
Therefore, even if all the "big" and "little" LEOs 
provided global coverage and they all had unlimited 
capacity, the cost of these systems would result in 
unacceptable service fees for most oceanographic 
applications. 

A large number of satellites are required at low 
earth orbit to provide global coverage. As an 
example, Iridium requires 66 satellites with several 
in-orbit spares. Orbcomm is a 48 satellite 
constellation when fully configured. Such a large 
number of satellites results in high system capital 
costs. 

The type of service to be offered also has a big 
influence on the cost of the system. "Big" LEOs 
such as Iridium were designed for voice and data. 
These systems require large, complex satellites 
and ground stations resulting in system costs of 

LEOs are attractive, but service 
cost is a real concern. 

several billions of dollars!8 "Little" LEOs support 
short, random data messaging. These satellites 
and ground stations are less complex, but still result 
in system costs of several hundred million dollars!9 

So, can these systems attract enough users to 
justify attractive service fees? Many of these 
systems are still in the development stage. Only 
Iridium and Orbcomm can be analyzed to date. 

Iridium has failed to attract subscribers. But, it 
is unclear whether this is due to the high service 
fees ($7/min) or the lack of a market? Consensus 
in the financial community is, it is a little of both. 
There is concern analyst that predictions of a 42 
million subscriber market was very optimistic. And, 
there is consensus that Iridium's pricing was too 
high, especially considering the proposed rates 
for the other "big" LEO competitors. 

Iridium's future is uncertain. It is currently in the 
process of restructuring its bank 
debt and there is talk of 
bankruptcy. There is some 
discussion about expanding its 

markets towards data applications. However, 
without considerable debt relief, given Iridium's 
high cost, it is doubtful it could ever compete with 
"little" LEOs for data telemetry applications. 

Orbcomm has been more successful. It had 
60,000 units on order or installed by the end of the 
first quarter (March 31, 1999) and expected 
200,000 by year's end10. Its equipment costs 
($150-$995) and service fees vary depending on 
application, but it needs quite a subscriber base 
to keep service fees attractive. 

Orbcomm is offering its services for 
oceanographic applications at IcVbyte and $30/ 
month. 1 cVbyte equates to roughly $4K per year11 

at 1 Kbyte per day, but $40K and $400K per year 
at 10 and 100 Kbytes per day respectively. 

7 Orbcomm can only support 180 simultaneous users worldwide. 

Iridium costs are estimated between 5 and 7 billion dollars. 
Orbcomm costs roughly $500M. 
Only 10% of the 60,000 units are currently revenue bearing. 
5 By year's end, 50% of the 200,000 are expected to be revenue 
bearing. 
Typical daily ARGOS throughput. 

1398 



This is similar to the cost of INMARSAT C. This 
high cost has been one of the key reasons 
INMARSAT C hasn't been used more widely in the 
oceanographic community. In addition, there is the 
monthly service fee as long as the Orbcomm 
transceiver is registered, regardless of usage. 

Is Orbcomm a better solution than what exists 
today for oceanographic applications? It is two way 
and equipment is smaller, lower power, and lower 
cost than INMARSAT C. Orbcomm is global and 
does provide increased throughput over ARGOS, 
but at a corresponding increase in service fees. 
Therefore, for most applications service fees are 
still too high to support any significant increase in 
throughput. 

Cost is a constant concern with these LEO 
systems. However, ViaSat believes there is an 
alternative. 
An Alternative - ViaSat 
believes a system based 
on    existing    C-band 
geosynchronous satellites 
can support oceanographic and a wide variety of 
other global data applications. More importantly, 
with costs an order of magnitude less than the 
current and planned LEO systems, service fees a 
small fraction of these systems are possible. In 
addition, this system would not be dependent on 
the technical and financial success of a complex 
network of satellites, greatly reducing the risk of 
developing such a system. 

C-band satellites were chosen for a number of 
reasons including; capacity, coverage, and cost. 
Existing C-band satellites do not have the spectrum 
limitations of the LEO systems. A single C-band 
geosynchronous satellite has 500 MHz of spectrum 
to provide its services and using simple reuse 
techniques supports an effective capacity of 
roughly 3 GHz!! This is more effective capacity than 
the entire Iridium network. In addition, a single 
satellite provides 
coverage of 41 % of the globe! Therefore, as few 
as 3 satellites could provide global coverage. 

The cost of this system, like the LEO systems, 
is based on capital cost. However, in this case, 

the satellites already exist and recurring cost to 
use these satellites is a small fraction of the total 
yearly cost. Recurring costs are low because these 
satellites have long life spans and considerable 
capacity. Therefore, the cost of these systems can 
be amortized over a number of years and a wide 
variety of users12. As a result lease costs are quite 
inexpensive and fixed costs are limited to ground 
facilities. This cost is estimated to be tens of 
millions of dollars for ODL versus several hundred 
million for the planned "little" LEO systems. 

Given these differences in cost, and a market 
size similar to LEO systems, ViaSat estimates 
service fees for ODL to be a small fraction of those 
being charged by Orbcomm, ARGOS, and 
proposed by the other "little" LEOs. Much like 
Orbcomm, the service fee will vary depending on 
the application and will consist of either a cost/bit, 
    a flat rate, or a combination 

of both. Assuming a cost/ 
bit charge for 
oceanographic 

applications, then a cost of 100/kbyte or less is 
expected. This results in a yearly cost of roughly 
$4K assuming 100kbytes/day. 
Status -ViaSat is under contract with the Air Force 
and the Navy (ONR) to develop and demonstrate 
this datalink technology. The Air Force effort, Global 
Location and Tracking System (GLTS), is aimed 
at demonstrating this technology for global asset 
tagging and tracking. A demonstration is planned 
for spring of 2000. This demonstration will verify 
the ability to track a vehicle using a prototype tag 
the size of three VCR tapes. 

The Navy effort, ODL, focuses on demonstrating 
this datalink technology for oceanographic 
applications. Specifically, the datalink will be 
demonstrated on a solar powered Autonomous 
Underwater Vehicle (SAUV) and a conventional 
AUV. The goal of this effort is to confirm that the 

These satellites provide video services, high speed 
telephone circuits and occasional data services all on a 
single satellite. 

1399 



datalink can be used to monitor and control 
oceanographic equipment using a satellite. 

Two demonstrations are planned. The first in 
November, will integrate 
the datalink into the 
Autonomous Undersea 
System     Institute13 

(AUSI) SAUV. This demonstration will verify the 
feasibility of using the datalink for long endurance 
AUV missions. The intent is to transmit data 
collected during the evening while the AUV is on 
the surface during the day recharging. 

The second demonstration will be held in the 
spring of 2000. This demonstration will integrate 
the datalink into the MIT Odyssey AUV. This will 
verify satellite control and monitoring of the 
Odyssey AUV when it is on the surface. This effort 
is being conducted in concert with Woods Hole 
Oceanographic Institute (WHOI)14 at their facility 
in Woods Hole, Massachusetts. 

The AUV datalink is interesting because it uses 
a directional C-band patch antenna that is 
positioned towards the satellite by the AUV. The 
AUV steers towards the equator to position the 
antenna for communication with the satellite. These 
are broadbeam antennas so positioning accuracy 
isn't a big issue. 

The focal point of the ODL effort is AUVs, 
however testing will include over-the-air testing in 
the lab and on a buoy at WHOI as part of the system 
test and integration. As a result, upon completion 
of the test and demonstration the datalink will have 
been evaluated on land, and at sea in a variety of 
applications. 

ViaSat is in system test and integration of the 
prototype datalink. There were a number of 
challenges, but ViaSat has identified and 
addressed each of these challenges. The main 
issues were power, size, and equipment cost. 
These were conflicting requirements because as 
size was decreased, antenna size was reduced. 
As a result, power had to be increased to support 
the same data rate. Yet, increased power meant 

increased cost and decreased battery life. So, 
there was a delicate balance necessary when 
designing to these requirements.    In the past, 
     geosynchronous 

ODL is the lowest cost, lowest risk solution    I systems   were   not 
for most oceanographic applications.        I considered for low 

^Km^^mmmm^mmmmmmmmm^^m^^^^m^^^  power   applications 
because too much power was required to support 
communication with the satellite. These 
applications typically used an omni-directional 
antenna with very low gain (0-3dB). This, coupled 
with the free space loss to a C-band 
geosynchronous satellite (—200 dB), suggested 
too much power for battery operated applications. 

However, ODL is unique. Unlike the LEO 
systems15, ODL uses "dumb" satellites. As a result, 
all processing is done on the ground and ViaSat 
is able to take advantage of the latest signal 
processing technology to reduce transmitted 
power. In addition, ViaSat is using advanced 
antenna technology to provide remote terminal 
antenna gain through the use of small C-band 
patch antennas. And finally, ViaSat takes 
advantage of the gain provided by the hub antenna 
to support communication with the satellite at an 
energy cost/bit that is at least an order of magnitude 
lower than ARGOS! 

The ability to transfer data over any wireless link 
is a function of the received signal and noise. The 
higher the ratio of signal to noise, the more robust 
a given datalink will be. Typically, datalinks are 
characterized by the bit error rate (BER). The type 
of modulation and coding determines the signal to 
noise ratio necessary to achieve a given BER. 
ViaSat chose a power efficient modulation for this 
effort. Such modulations require a lower signal to 
noise ratio allowing robust communication at low 
power levels. ViaSat chose an M-ary FSK 
modulation16. 

The required signal to noise ratio can be 
further reduced through coding. Coding 

13 AUSI is a partner in a NICOP sponsored effort to 
demonstrate this datalink on the SAUV. 

14 WHOI is subcontractor to ViaSat on the ONR ODL effort. 

LEO systems are based on processing satellites with 
technology that is several years old and upgrades are very 
limited over the life span of the satellites (5-8 yrs). 
Wary FSK modulation sends a frequency tone for every 
M transmitted symbols. 
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provides redundancy, allowing recovery of the 
transmitted signal with errors. Initially, ViaSat chose 
standard Viterbi encoding and decoding, 
supporting communication with the satellite at 5W 
or less. Recently, a major break-through in coding 
technology has been 
reported. Turbo Codes 
claim     to     provide 
significant improvement 
in required signal to 
noise. Depending on the 
modulation and required 
BER, this improvement 
can be 3 dB or greater. 3 
dB improvement results 
in a factor of 2 reduction 
in transmit power given 
the same transmitted 
data rate. 

Turbo Codes are so 
named because they feed 
back the output of 
standard decoders to provide incremental 
improvement through iterative decoding. Le., they 
pass the same information through the decoders 
a number of times to improve error performance. 
It requires a complex interleaving and multiplexing 
of this feedback data to achieve the improved 
performance. As a result, developing a practical 
implementation of this new technology has been a 
challenge. Several software models of these 
decoders have been implemented and 
demonstrated, but a practical hardware solution 
is still to be developed. 

ODL can take advantage of this technology 
because ODL is a software-based design. This 
design supports throughputs 10 to several 
thousand times ARGOS in a variety of 
configurations and applications. Modulation, 
demodulation, acquisition, coding and decoding 
are all preformed in software on a Texas Instrument 
(Tl) Digital Signal Processor. This approach was 
possible due to recent advances in processing 
performance of these DSPs. 

Another advantage of the software 
implementation is the reduction in power over a 
hardware implementation. Additional processing 
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is necessary only at the decoder for Turbo Codes 
and only on the return link17. This requires more 
processing, and therefore, more power. Unlike 
the remote terminal, power isn't an issue at the 
hub.   Therefore, implementing a Turbo Code 

decoder at the hub to 
support the return link is 
possible. ViaSat has 
chosen to implement the 
Turbo Codes on the next 
generation Tl DSPs, the 
TMS5000 series of 
DSPs. 

The addition of Turbo 
Codes to the return link is 
expected to provide a 
3dB improvement 
allowing communication 
with the satellite at 2.5W 
or less. This transmit 
power is also made 
possible through the 

transmit and receive antenna gains of the return 
link. At the remote terminal ViaSat has developed 
small, low cost C-band patch antennas that provide 
6-dB omni-directional type coverage to 17 dB 
asymmetric antennas for more directional 
applications. 

These antennas consist of individual elements 
no large than a quarter. For the 6-dB application, 
5 of these antennas are arranged in a pentagon 
no larger than the diameter of a RAFOS buoy. This 
arrangement, along with a indication of heading, 
allows the remote terminal to use the appropriate 
antenna to communicate with the satellite in any 
direction. 

The more directional antennas consist of a 
passive array of these elements arranged to 
provide symmetric or asymmetric beam patterns. 
These antennas can be used for fixed site 
oceanographic applications, in AUVs with surface 
positioning capability, or on moored buoys with 
simple, single axis positioners. These antennas can 

The advantages on the forward link are much subtler and 
do not outweigh the additional power required at the 
remote terminal to implement Turbo Codes on the forward 
link. 
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either support increased throughput at equivalent 
transmit power, or support similarthroughput with 
significantly less power. The energy cost/bit 
remains the same. These antennas will be used 
for the AUV demonstrations in November and in 
the spring of 2000. 

The hub receive antenna gain is another key 
component in the 
return link design. 
The ODL is a hub and 
spoke architecture. 
All data from remote 
terminals is received 
at the hub. Using a 
large hub antenna, it 
is possible to receive 
very small signals 
from remote 
terminals. The 
production hub is a 
13m antenna18. This 
is typical of hub 
antennas for other low 
power applications and these antennas are 
produced by a number of vendors. Such an antenna 
provides a receive gain of 53 dB. This receive 
antenna gain in concert with the remote terminal 
transmit gain and the state-of-the-art coding 
supports communication from remote terminals 
transmitting at 2.5Wfrom anywhere on the globe. 

Size was another concern in developing ODL. 
Antenna size was the first issue. There was no 
market for small C-band antennas, so none existed. 
ViaSat, working with Seavey Engineering 
Associates developed a number of small prototype 
C-band patch antennas. Single element antennas 
were developed for an asset tracking 
demonstration and more directional (14 and 17 
dB) antennas were developed for several 
oceanographic demonstrations. The single 
element antennas are roughly the size of a Susan 
B. Anthony dollar and the directional flat plate 

The demonstration hub antenna is 4.5m supporting 1/2 
the data rate using hemispheric beams on an INTELSAT 
VIII series satellite. 

antennas are roughly 2/3 the size of a sheet of 
paper. 

Next, there was concern about the size of the 
Radio Frequency (RF) electronics. ODL is 
essentially a radio and includes a C-band 
transceiver. Again, no market existed for such 
equipment and initial transceivers were big and 
expensive. However, there have been great strides 
in this technology in the past five years. This 
equipment, including a 5W power amplifier and 
the modem can be housed in a package roughly 
the size of three VCR tapes stacked on top of one 
another. A 2.5W design will decrease this size 
considerably and the goal of the production design 
is a package the size of a VCR tape. 

Equipment cost was the last major concern. The 
remote terminal consists of a C-band transceiver, 
a modem, a GPS receiver, antennas, batteries, 
and packaging. The cost of the transceiver easily 
outweighs the cost of all the other items combined. 

The current transceiver design consists of five 
components and in small quantities this equipment 
costs close to $6000. However, the production 
design is a single unit and cost estimates for 
production quantities is a small fraction of this cost. 

There is precedent for such cost reductions at 
C-band. As an example, consider C-band Low 
Noise Block (LNB) converters. The converters 
include a Low Noise Amplifier (LNA) and an 
L-band downconverter. These are made in very 
large quantities for backyard satellite television 
applications. For this design, a LNA is necessary, 
but not the L-band downconverter. The LNB goes 
for roughly $80 in small quantities while the LNA 
by itself costs $2000 in small quantities! Given 
similar cost reductions, ViaSat believes that 
remote terminals priced between $500 and $1000 
will be possible, depending on the application. 

Who Would Use ODL? 

The Oceanographic Data Link (ODL) is 
designed to support applications similar to those 
being considered for the "little" LEO systems. Given 
the coverage, capacity, and cost of this system as 
compared with LEOs, significant market share should 
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be possible even given the late entry into the 
market.19 

The size of the market is uncertain. Independent 
analysis indicates an addressable market of 50 to 
150 million users in several different market 
segments. These include asset monitoring (i.e., oil 
and gas pipeline monitoring), shipping asset 
tracking and monitoring (i.e., trucks, truck trailers, 
rail cars, shipping containers, etc.), utility 
monitoring (i.e., remote electric utility meter 
reading), and oceanographic applications. 

The ODL datalink technology provides the lowest 
risk, lowest cost approach for each of these 
applications and in addition, provides the broad 
coverage necessary to support coastal and deep 
ocean oceanographic applications. It is unclear 
what level of market penetration is possible with 
ODL technology, but even 2% of the 50 million 
addressable market results in 1 million 
subscribers. 

Application Market Comment 

Oceanography 20K Environmental 
Marine Data/FAX 20K INMARSAT C apps 

i Fixed Data 10-15M Environmental 
SCAÖA-15K exist 
Utilities -10-15M 

Asset Tracking & 
Recovery 

20-30M Newer Autos-15-20M 
Trucks-100K 
Rail/Shipping-5-10M 

Summary 

This paper describes a global oceanographic 
telemetry system that provides the lowest cost, 
lowest risk solution for remote oceanographic data 
applications. It is based on existing 
geosynchronous satellites and is not dependent 
on the technical and financial success of a complex 
network of satellites. As a result, capital costs are 
greatly reduced and service fees an order of 
magnitude lower than planned low earth orbit (LEO) 
systems are possible. In addition, this system 
provides two way communication and supports 
throughput 10 to 100 times ARGOS. 

Equipment cost between $500-$1000 is 

expected in a package about the size of a VCR 
tape. Service fees of 10c7kbyte are planned for 
oceanographic applications with energy cost per 
bit at least an order of magnitude lower than 
ARGOS. 

This paper also describes a market of between 
50 and 150 million users for oceanographic and 
related applications. This is important because the 
oceanographic market is small. Yet, ViaSat's 
datalink technology can be used in a wide variety 
of remote data applications, greatly reducing the 
cost of this system for all users. 

Finally, this paper discusses the various 
state-of-the-art techniques used in this datalink 
design. However, there are other potential 
improvements that could reduce power required 
to communicate with the satellite even further. 
Transmit power on the order of 1W, or less, may 
be possible and ViaSat is evaluating this 
technology for potential incorporation into the 
production design. 

ODL is a unique alternative to existing and 
planned satellite systems. No other system can 
provide the coverage and throughput at such low 
cost. ODL is under development with 
demonstrations planned in November and next 
spring (2000). Production development will follow 
with initial units expected in late 2001. 

" Production units expected late calendar year 2001. 
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Performance Analysis of the Real-Time Motion Compensation System 
Controlling a Directional Antenna Aboard the OceanNet Buoy 
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Abstract: 
A recent experiment demonstrating the capabilities 
of the OceanNet buoy, a self-contained instrument 
platform with high-bandwidth satellite data 
communications, was conducted in the Bahamas. 
The buoy communicates in real-time via Intelsat at 
1 Mb/sec using a specially designed directional 
antenna from Harris Corporation and an antenna 
controller from Mantra Marconi Ltd. The motion 
and heading of the buoy is measured by a Seatex 
Seapath 200 and sent to the controller in order to 
orient the antenna for maximum data transmission. 

By analyzing the data throughput with respect to the 
motion of the buoy, we are able to evaluate the 
effectiveness of the antenna controller system in 
varied sea-states. Since the motion of a buoy 
platform of this size is of general interest, we will 
also discuss and evaluate the nature of the buoy 
movement as reported by the motion measurement 
system. 

Michael O. Mathewson 

1111 Third Avenue 

Suite 2500 

Seattle, WA 98101 

michaelo(o).seatexinc.com 

Tel: +1 206 583 8358 

Fax: +1 206 583 8356 
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BI-DIRECTIONAL COMMUNICATION INTO THE DEEP OCEAN BASED ON ORBCOMM 

SATELLITE TRANSMISSION AND ACOUSTIC UNDERWATER COMMUNICATION 

G. Meinecke, V. Ratmeyer and G. Wefer 

Dept. of Geosciences, University of Bremen, KlagenfurterStr., 
28359 Bremen, Fed. Rep. Germany 

Abstract 

In the end of 1997 the DOMEST projects started. The 
aim of this project was the development of a moored sensor 
network in the deep ocean near the Canary Islands. With 
the implementation of an bi-directional satellite link and 
underwater acoustic modems, a data-link from land into 
the deep sea should be established on a daily base. 

With DOMEST, a remotely controlled measurement of 
element and particle transport in the deep sea will be 
possible. Remote control includes access on a variety of 
data without recovering sensors from the deep ocean. Data 
access will be possible at any time via Internet and satellite 
communication. Sampling intervals can be changed 
interactively from land, status data from the instruments 
can be checked and it is possible to download the data 
subsequently. These possibilities allows an advanced 
sampling and probing of parameters depending on various 
environmental parameters, such as satellite derived ocean 
colour or particle input during dust storms. 

Communication underwater is based on 4 independent 
acoustic modem clients, combined with different sensors. 
Bi-directional data transmission between these modems is 
possible up to 2.400 baud. Each sensor package and 
acoustic modem is controlled by an integrated digital 
controller, responsible for hand-shaking and data- 
management. At the sea surface, a permanent surface buoy 
is moored in 3.600 m water depth. Above water, the 
OrbComrn based satellite network will establish the data 
transport between the moored systems and the land based 
ground station in Italy. At the ground station, messages 
are routed via SMTP into the Internet. 

During a scientific cruise of RV METEOR in May 1999, 
the first close-loop test - with data request from ship via 
satellite into the deep sea and back via satellite to the ship 
- have been performed successfully, within less than 8 
minutes. The final configuration of the complete DOMEST 
mooring will be deployed at 3.600 m water depth over a 
maximum duration of one year. New sensors will provide 
high-resolution data on particle fluxes and element 
concentrations in the deep ocean. 

I. Introduction 

For the pending problems of our world climate it is a 
need to give necessarily predictions about a possible 
climatic development. Our climate is however a combination 
from many, itself mutually influencing factors. The ocean 
as large reservoir for organic carbon and carbon dioxide is 
one of the most important factors in the atmoshperic system. 
Planktonic organisms live in the uppermost parts of the 
water column, building up their organic tissues and 
carbonate shells with carbon, which is dissolved in the 
surrounding waters. Amounts of this carbon derives from 
carbon dioxide of the overlying atmosphere which is in 
equilibrium with the surface water. Enhanced biological 
productivity in surface water will utilize more carbon from 
the surrounding water - thus the water is in the state of 
undersatu ration. This effect leads to an enhanced carbon 
dioxide transport from the atmosphere into the surface water 
of the ocean, a process generally called the "biological 
pump". For this reason it is necessary to determine the 
transport fluxes of particles and chemical components in 
the ocean on a high temporal resolution base. 

Standard instruments for this monitoring are Sediment 
traps, still in use since more than 20 years, taking particle 
samples or multipump systems for chemical component 
sampling. In recent time also still cameras or digital video 
cameras are used for monitoring the particle fluxes in the 
ocean. In most cases, these devices are operating 
autonomously, i.e. they are programmed on the ship and 
deployed in the ocean afterwards. Despite the pre-checking 
onboard the ships, failures occur. Still, sometimes the 
devices did not worked in the way they should or the 
environmental situation would have made a remote control 
necessary. Establishing a direct data link to the deployed 
devices is not possible in most cases, because the mooring 
ends approx. 500 m below the oceans surface. 

For this reason, there is a substancial demand for bi- 
directional data communication with the deployed devices. 
With an innovative technology like this, the user would be 
able to check the correct operation of the devices and to 
get data from the deployed instruments. On the other hand, 
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the user could change the current configuration without 
recovering the instruments. 

This was the initial idea for the project DOMEST, 
which deals with "Data communication in the ocean and 
measuring techniques for high-resolution material 
transport into the deep sea". The project DOMEST is 
national funded by the Minister for Research and 
Technology (BMBF, Germany). The SME technology 
companies OHB Teledata and OHB System (Bremen, 
Germany) are cooperating partners in this project. They 
are responsible for the interface development and for 
the operation of data communication as well. 

II. Basic programme 

A combination of new methods and innovative 
technologies should enhance the knowledge of 
particulate material transport mechanisms from surface 
waters into the deep sea. The most innovative 
technology is the implementation of a bi-directional data 
communication system based on a combination of 
acoustic underwater modems and the OrbComm 
satellite telemetry. With this design, data from the 
moored instruments can be transmitted through the 
water column by acoustic communication and from the 
water surface via satellite into the research institutes - 
and vice versa. In order to fit into this link, the devices 
moored in the ocean were modified with respect to a 
serial standard interface (RS 232). In combination with 
the integrated digital controller, each acoustic 
underwater modem can be addressed separately. At 
the water surface the acoustic signals are converted 
and transferred via OrbComm satellites to the 
groundstation Lario (Italy). From here the messages 
are routed via Internet to the institutes - or vice versa. 
As relay station at the water surface, a surface buoy 
was depolyed in October 1998 north of Gran Canaria 
(Canary Island) in 3.600 m water depth. 

III. System description 

The complete system consist of three units (Fig. 1) 
- the Surface Buoy Unit (SBU), the Moored Sensor Unit 
(MSU) and the Deep Ocean Unit (DOU). Each unit 
consist of one or two communication system - the digital 
controller (BC1) and the acoustic underwater modem 
(ORCA). 

A. Digital Controller (BC1) 

For controlling the data exchange between the 
underwater clients, the digital controller do not have to 
be really fast. For this reason, the standard BC1 based 
on an 80c652 CPU with 8bit technology and the ability 
of code- 

IB©«? 

SBU: Surface Buoy Unit        DOU: Deep Ocean Unit MSU: Moored Sensor Unit 

Fig. 1: System setup and communication lines of 
the DOMEST mooring, located near the Canary Island 
"Gran Canaria". Dotted lines showing the underwater 
acoustic and amtospheric satellite transmission 
pathways. 

banking. The BC1 provide 512 kb ROM and 1 mb of 
Static RAM. In addition to this, 512 kb of EEPROM is 
available. The controller offers 5 COM-Ports, 4 of these 
are used as User-Interface and one COM port still is 
used for communication (GSM, OrbComm, ModaCom, 
X-25). The digital controller is equipped with hardware 
Watchdog, RTC, Alarm functions, Powersave-Mode 
(with 0 mAmp external Power) and the ability of software 
downloading. The BC1 is able to run with a power supply 
from 12 to 24 Volts DC under temperature conditions 
from -40° to +80° Celsius. 

B. The acoustic underwater modem (ORCA) 

Based on its experience in high baud rate 
transmission, the French company ORCA 
instrumentation has developed 
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the MATS (Multimodulation acoustic telemetry system), a 
two way acoustic telemetry system (i.e. acoustic modem). 
According to each encountered acoustic environment, the 
MATS allows the digital controller BC1 to optimize its data 
link by choosing the adequate modulation (CHIRP, FSK, 
PSK 2 / PSK 4) and baud rate (between 20 and 2.400 bit/ 
s). The DSP based modem has a frequency band from 10 
- 14 kHz and separate Transducer-Heads. An error 
correction is possible by using the VITERBI coding. All 
modems have been modified to Standard RS 232 ComPorts 
and still uses external power supply of 24 Volts DC. 

C. Surface Buoy Unit (SBU) 

In order to establish the data link from the atmosphere 
into the ocean as fast as possible, the SBU mooring was 
placed 0.5 nm beneath the MSU mooring. The surface buoy 
operates as a relay station for the coupling of acoustic 
underwater link and satellite based atmospheric link. 
Technology installed on the buoy includes acoustic 
underwater modem, on-board digital controller (BC1), 
OrbComm satellite telemetry, and a small weather station 
(Fig. 2). In addition, a low range pocket radio link is installed 
for remote 

control of the buoy's electronics. Acoustic data from the 
deep-sea units were received by the separate buoy 
transducer head, attached 30 m below the buoy. On board 
the buoy, the signals were converted inside the BC1 and 
passed on over the OrbComm satellite telemetry to Italy. 
On the other hand, feedback messages can be send via 
satellite from Italy to the buoy, where they are converted to 
an acoustic data stream which is being transmitted into the 
deep sea by passing several acoustic modems. 

D. The Moored Sensor Unit (MSU) 

The Moored Sensor Unit (MSU) is the central mooring 
in the Dornest project. This mooring consist of two major 
.components, the Sub Surface Platform (SSP) at the top of 
the mooring line (Fig. 3), 200 m below the surface and the 
Moored Sensor Device (MSD) in 2.500 m waterdepth. In 
addition to the digital controller, acoustic modem and 
batteries, a small underwater winch is installed on the sub 
surface platform, also. With assistance of this underwater 
winch, a small profiler can be ascended to the surface and 
drawn in again. The profiler itself is equipped with the same 
communication unit as the surface buoy. It is planned to 
run all the communication through this small profiler and to 
replace the buoy unit at the end of the project. All devices 
are connected to the digital controller which itself is 
connected to the acoustic modem of the SSP. 

The multi-sensor device MSD is an integrated sensor 
package (Fig. 4), consisting of a new designed sediment 
trap with enhanced sample capacities, an acoustic 
currentmeterwith CTD and backscatter sensors, a multi- 

Fig. 2: Surface buoy (SB) equipped with OrbComm 
telemetry and acoustic modem. 

Fig. 3: Subsurface Platform (SSP) equipped with acoustic 
modem, digital Controller and batteries. 

1407 



-ig. 4: The coupled frames ot the Multi-Sensor-Device 
MSD. Integrated system of Sedimenttrap, currentmeter 
with CTD, acoustic modem and digital controller. 

pump system for the measurement of chemical components 
and a digital video camera system in combination with an 
image processing software. The aim of the image 
processing software is to analyse separate digital frames 
in order reduce the image information to ASCII data strings 
and to minimize the data rate. Again, all devices are 
connected to the digital controller which itself is connected 
to the acoustic modem of the MSD. 

E. The Deep Ocean Unit (DOU) 

The Deep Ocean Unit (DOU) is a bottom station in 3.600 
m waterdepth, approximately 0.5 nm apart from the MSU 
mooring. Down here, the same batteries, video camera and 
image processing system are installed. Additionally, an 
upward looking bluewater ADCP is integrated. For data 
access, these devices are connected via the digital 
controller to the acoustic modem of the DOU. Mounted at 
the bottom station, the platform itself is the basic frame for 
the Deep Ocean Profiler (DOP, Fig. 5), a profiling deep- 
sea YoYo system. This buoyancy driven autonomous 
profiling  carrier system ascends  and  descends 

Fig. 5: Deep Ocean Profiler (DOP). Autonomous profiling 
YoYo system. The system decends and ascends guided 
by a rope between 3.500 rn and 3.000 rn waterdepth. 

- led by a rope - over a range of 500 m within the deepest 
500 m of the ocean. The attached CTD performs 
continuous measurements. 
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All major units are connected acoustically to the 
surface buoy unit and each client can be addressed 
separately without any "master and slave" philosophy. 
On this base, a remote control and data retreival from the 
deployed instruments is possible. 

IV. Project status and Results 

The project was started in May 1997 and will last till the 
end of April 2000. The permanent surface buoy unit is 
moored since October 1998. Several expeditions with 
intense field testing have been done. The underwater 
acoustic telemetry system works very reliable with data 
communication rates up to 2.400 baud. 

During the past field tests, the satellite transmission 
system have had some failures, due to the new created 
European ground center. Now, the OrbComm ground 
center in Lario (Italy) is in operational mode and it is possible 
to establish the bi-directional satellite link on an reliable 
base. 

V. Perspectives 

It is planned to build up an operational DOMEST test 
bed in the year 2001. This mooring should be open for 
scientific colleagues on an international basis. DOMEST 
will provide an open ocean mooring with routine support, 
bi-directional satellite and acoustic link with standard 
interfaces (RS 232) and download protocols. The 
communication is based on OrbComm Services with access 
via Internet. 
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During a scientific cruise in May 1999 with the German 
Research Vessel METEOR, the buoy's electronic has been 
modified and the newest OrbComm transceiver was 
implemented. Several field tests were performed on this 
cruise with great success. In addition, it was the first 
successful "close loop" test of the coupled underwater- 
atmospheric communication lines. 

For this close loop test, the communication started on 
the mobile OrbComm satellite transceiver onboard the RV 
METEOR with an request for underwater CTD-Data 
(deployed in 3.000 m water depth, attached to the 
MultiSensor-Device / MSD). This request was send via 
OrbComm satellites to Lario (Italy), from there routed back 
via satellite to the Surface buoy (SB) near the Canaries. 
Here the message was transferred from the OrbComm 
transceiver via the digital controller BC1 to the acoustic 
modem and transmitted into the deep sea, afterwards. The 
first underwater client (the Deep Ocean Unit, DOU) has 
routed the request to the MSD modem. The digital controller 
from the MSD started the request for CTD-data. After 
retrieving of the CTD-data, the MSD-modem have sent 
these data back to the surface buoy. From here the data 
were sent via satellite to Italy and routed back via satellite 
to the mobile OrbComm satellite transceiver onboard the 
RV METEOR. The overall transmission time for this 
complete loop was less than 8 minutes. 

Despite this request for data, the buoy still is sending 
data from the weather station on hourly base since May 
1999 via OrbComm. For safety reasons, a second and 
complete independent OrbComm transceiver still is sending 
tracking data of the buoy on a daily base. 
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Abstract 

The use of Florida Atlantic University's the Ocean Explorer, a small autonomous underwater 
vehicle, as a mobile platform for oceanographic measurements will be described. The OEX 
is a 2.4m long versatile, Gertler body which can perform pre-programmed underwater 
missions to a depth of 300m. At a speed of 1-2 m/s, it can perform missions over a period of 
several hours, collecting in-situ oceanographic data and storing it on an on-board data-logger. 
Three missions are described, two in shallow waters off the coast of South Florida during 
December, 1997, and one in the Gulf Stream during July 1997 at depths of up to 130m. 
During the missions, the AUV was equipped with a 1200kHz broad band ADCP, a CTD 
package and, on the Gulf Stream mission, a small-scale turbulence measurement package. 
The vehicle may also carry a side-scan sonar or other instruments for subsidiary 
measurements. The versatility of the AUV allows measurement of oceanographic data over a 
substantial region, the motion of the platform being largely decoupled from that of the sea 
surface. In the missions of Dec. 5 and 11, 1997, 'lawn-mower pattern' AUV surveys were 
conducted over 1 km2 regions on the east coast of Florida, north of Fort Lauderdale, at a 
depths of 7m and 3m respectively in a water column where depth ranged from 10 - 32m. 
During Dec. 5, the region was subjected to a cold front from the northwest. Local wind 
measurements show presence of up to 10m/s winds at temperatures of up to 10-150C below 
normal for the time of the year. Measurements are compared with those of a fixed ADCP. In 
the Gulf Stream missions, significant shear layers were encountered. Bathymetry, current, 
CTD and small - scale turbulence measurements obtained during the missions will be 
presented and the problems associated with making such measurements and choosing 
sampling strategies will be discussed. The data collected using the mobile AUV have been 
utilized to develop maps of the bottom topography, the local distributions of current, 
temperature and density variations and variations in rate of energy dissipation in the context 
of background flow features. 

1.    Introduction. 

Using one or more small, mobile, autonomous underwater vehicles (AUVs) as platforms 

for appropriate measurement instruments for continuous oceanographic surveys of a region is 

now possible. The small AUVs are versatile and can be low cost both in terms of hardware 

and operations, the latter being partly due to the fact that the vehicles can be launched from a 

small research vessel. Here, we describe the use of a small AUV, one of the Ocean Explorer 
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(OEX) series autonomous underwater vehicles built at Florida Atlantic University, as a 

platform for ADCP, CTD and side-scan sonar measurements in two regions off the coast of 

Florida. In section 2, we describe the OEX and the instruments used. In section 3, we 

describe a mission in the Gulf Stream during July 1997 and two missions in December 1997 

on the East Coast of Florida. 

2.     The Ocean Explorer Series Vehicle. 

An OEX series AUV, designed and built at Florida Atlantic University (Smith et al., 1995), 

is typically 2.4m long (Figure 1) with a modified Gertler's Series 58 Model 4154 fiber-glass 

hull of 0.53m maximum diameter. The OEX is designed to support multiple in-situ sensor 

payloads for performing search and mapping operations in coastal shallow-water 

environments. Its unique feature is a modular bayonet-mount interface between its payload 

and tail-section, allowing easy switching between payloads. The 1.2m tail-section houses 

navigation, control and propulsion components, including a 1200kHz ADCP, a CTD, a GPS 

receiver unit, a Watson-Block self-motion sensor, whereas a nominal 1.2m payload section, 

which may be extended to 2.4m, is dedicated to housing mission-specific instruments. In air, 

the OEX weighs approximately 181kg, and is designed to be neutrally buoyant. Its maximum 

depth rating is 300m. Using its onboard rechargeable NiCad batteries, which can provide up 

to 2kWh total energy approximately, the OEX can maintain a cruising speed of 3 knots (a 

speed range of 2-5 knots) for approximately 10 hours continuously between the recharge 

cycles. A Motorola 68060 CPU with a VX operating system and 1 Gbyte disk storage 

capacity allows logging significant amount of navigation and environmental data. The 

autonomous submarine carries out pre-programmed missions defined using ascii text files 

which can be downloaded to the OEX underwater via an Ethernet cable or remotely on 
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surface via RF connection, thereby increasing the operational efficiency. The submarine has 

several safety features which allow it to surface in case of difficulty. The AUV location is 

also continuously tracked acoustically via an USBL transponder from a research vessel, 

which is also used to launch and recover the AUV. During the mission, 113 different 

variables are recorded on the on-board computer, including its depth, velocity through the 

water, and, where bottom-lock is possible, its ground velocity and altitude, its position in 

latitude and longitude, and in-situ conductivity and temperature. 

3. Oceanographic Measurement Missions. 

Mission of July 1997. The mission of 7/16/97 was carried out in the Gulf Stream off the 

coast of Boca Raton, Florida, where the water depth is 150m. During the mission, the AUV 

traveled in a general southerly direction, against the current, at a relative water speed of 

1.4m/s for 48 minutes, diving, in steps, to a depth of 126m and returning to the surface. A 

horizontal distance of 1200m was covered over the mission. 

The depth, salinity and temperature determined from the recorded CTD data are shown in 

figure 2 a-d. The salinity data indicate occurrence of a broad salt layer at around 80m. There 

is good correspondence between salinity and temperature variations, the later varying, across 

the seasonal thermocline, by 15°C over the depth covered. The speed of the vehicle through 

the water is shown in figure 2e, measured using the on-board ADCP. 

For this mission, only the shear probes and the accelerometers were utilized. Only one of 

the two shear probes deployed functioned properly. However, analysis of the recorded 

turbulence data have shown that they are of very good quality data, being over the dissipation 

range O(107 - 10s W/kg). Sample spectra are shown in figure 3. The dissipation rates are high 
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in the vicinity of the salt layer apparent in figure 2b at around 80m depth. Significant 

information from the measurements will be reported elsewhere. 

Missions of December 1997. During a passage of a cold front (December 5 - 9, 1997) over 

sub-tropical waters of South Florida, 1km square region off the coast of Fort Lauderdale, on 

the edge of the Gulf Stream between two along shore reefs, were surveyed. The water depth 

here varies between 12m and 36m. In this region, currents are frequently induced by large 

eddies which spin off the Gulf Stream. During the winter, the region is subjected to cold 

fronts when winds of highly variable speeds and with temperatures 10°C or more below 

ambient blow offshore from the northeast and are favorable to upwelling. Available 

background information recorded by NOAA's C-MAN buoys north and south of the region 

during the mission is shown in figure 4. Station LKWF1 is at Lake Worth (26° 37'N, 80° 

2'W) about 32 miles north, while station FWYF1 is at Fowey Rocks (25° 35'N, 80° 6'W), 

about 39 miles south of the surveyed regions. The wind speed, air and water temperature and 

the atmospheric pressure at the two station during the period December 1-12, 1997 are 

shown in figure 4 a, b, d, e and f respectively. Figure 4c shows currents recorded by a 

moored 600 kHz ADCP located at Port Everglades in Fort Lauderdale at a depth of 7.22m for 

comparison with the currents measured by the AUV at a depth of 7m. The periods of AUV 

operations are marked on the figure by the two sets of vertical bars. In order to survey the 

area, the AUV traveled at an average speed of lm/s repeatedly along "lawn mower pattern" 

paths at pre-programmed constant depths, surfacing twice to obtain GPS fixes. Based on 

CTD and currents measured by the on-board sensors, spatial maps of bathymetry, salinity, 

temperature and currents and density have been developed. A sample is shown in figure 5. 

Detailed description are given elsewhere (An et. al., 1999). 

1413 



4. Summary. 

Small AUVs are versatile platforms for oceanographic surveys and can be adapted to provide 

high quality, low platform noise, oceanographic data. Turbulence measurements of superior 

quality have been made in the Gulf Stream, off the East Coast of Florida, using an AUV over 

0.8 - 100 cpm wavenumber range. Other turbulence measurement missions using a small 

AUV have been reported elsewhere (Dhanak and Holappa, 1999). 'Lawn-mower' type 

surveys in shallow waters off the Florida Coast have been utilized to develop maps of spatial 

distributions of salinity, temperature, bathymetry and currents. Full details are given in An et 

al. (1999). Other recent missions include continuous surveys of the water column over 

extended periods and surveys to monitor the influence of adverse weather on the water 

column. 
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Figure 1. The Ocean Explorer AUV, shown with a turbulence package 
mounted on its nose. 
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Figure 2. Time series of the mean data for 7/16/96 mission determined from the CTD and 
mean velocity measurements: (a) Vehicle depth, (b) salinity, (c) temperature, (d) density, 

(e) streamwise (x) component of velocity. 
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Figure 4. Buoy data at FWFY1 (thin line) and LKWF1 (thick line) Dec 1-12,1997 
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APPLICATION OF SWIMMING FUNCTIONS OF AQUATIC 
ANIMALS TO AUTONOMOUS UNDERWATER VEHICLES 
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Abstract - This paper focuses on AUVs with the 
types of accelerators and maneuvers in the 
category of fish gates to perform precise 
maneuver such as hovering and turning at a 
certain point not only in survey of an intricate 
seabed, but also in dexterous manipulation in 
their floating condition. This paper summarizes 
on-going project on mechanical pectoral fin from 
the following three aspects. (1) Maneuver of fish 
robot with a pair of two-motor-driven mechanical 
pectoral fins in horizontal plane, (2) Control of 
interaction of forces and moment between an 
underwater vehicle in a free swimming condition 
and a manipulator by a pair of mechanical 
pectoral fins in horizontal plane and (3) 
Hydrodynamic characteristics of a pair of three- 
motor-driven mechanical pectoral fins which 
enables the fish robot to swim not only in 
horizontal plane, but also in vertical plane. 

I. INTRODUCTION 

Studying the locomotion mechanisms and the 
autonomous systems of aquatic animals through 
surrounding fluid is significant in that they have 
adapted to their various living circumstances since the 
birth of life on earth. This paper is aimed at applying 
the swimming functions of the aquatic animals to 
development of a new type of autonomous 
underwater vehicle (AUV). It is necessary to make 
sure if these functions can overcome the present 
technologies on AUV. The key technologies on AUV 
are power sources, propulsion and maneuver 
performance, autonomous control system, sensor 
system, information transmission system and so on. 
This study focuses on propulsion and maneuver 
performance of aquatic animals to AUV. 

According to the category of fish gaits, there are 
three types: cruiser/sprinters, accelerators and 
maneuvers. Previous studies have focused on the fish 
fin motion as an oscillating foil for propulsion [1,2,3,4]. 
The fish fin motion belongs to the type of 
cruiser/sprinters propelling themselves with thrust 
maximizing propulsors. However, application of the 
oscillating foil to underwater vehicles as the main 
thruster is  not straightforward,   because of strong 

competition with screw type thrusters. The 
advantages of the oscillating foil are that the emitted 
noise level will be lower and its characteristics will 
approach the natural ones if the propulsion 
mechanism can approach the muscle system of 
aquatic animals, and that the oscillating foil is friendly 
to nature because it does not catch sea plants on the 
seabed. On the other hand, screw-type thrusters have 
a drawback in the sudden generation of the thrust 
force in the hovering condition of underwater vehicle, 
which leads to imprecise control of position and 
attitude of the vehicle and manipulators. Few 
researchers considered the utilization of fish fin 
motion to maneuver and stabilize underwater 
vehicle[5]. 

This paper focuses on AUVs with the type of 
maneuvers to perform precise maneuvering such as 
hovering and turning at a certain point. The high 
maneuverability enables the underwater vehicles not 
only to survey an intricate seabed, but also to perform 
a dexterous work using multiple manipulators in their 
floating condition [6]. Because many fishes use 
oscillating pectoral fins for their maneuvers at low 
swimming speeds [7], the utilization of the pectoral fin 
motion has the possibility of overcoming the drawback 
of the screw type thrusters. 

Feathering Motion Lead-Lag Motion 

Fig.1    Illustration of feathering motion and lead-lag 
motion 

The author developed a pair of two-motor driven 
mechanical pectoral fins for maneuver of underwater 
robots based on observation and experimental 
analysis of pectoral fin motion of Black Bass 
(Micropterus salmoides) [8,9,10]. The work revealed 
(1) that the pectoral fin motion in the condition of the 
fish swimming in the horizontal plane mainly consists 
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of the feathering motion, that is characterized by a 
rotational motion along a horizontal fin ray, and the 
lead-lag motion, that is characterized by a posterior 
and anterior motion in the horizontal plane (see Fig.1) 
,(2) that the combination of those motions on both 
sides dominantly generates the fish motions of 
forward swimming, backward swimming, hovering and 
turning in the horizontal plane, (3) that a mechanical 
pectoral fin making the feathering motion and the 
lead-lag motion generates thrust force in a certain 
range of phase difference between both motions, and 
(4) that the fish robot composed of rigid fish body and 
a pair of the mechanical pectoral fins on both sides 
can perform forward swimming, backward swimming, 
and turning in horizontal plane. 

This paper summarizes on-going project on 
mechanical pectoral fin from the following three 
aspects. 
(1) Maneuver of fish robot with a pair of two-motor- 

driven mechanical pectoral fins[11,12]. 
(2) Control of interaction of forces and moment 

between an underwater vehicle in a free swimming 
condition and a manipulator by a pair of 
mechanical pectoral fins in horizontal plane. 

(3) Development of a pair of three-motor-driven 
mechanical pectoral fins to apply to an AUV with 
high maneuverability. 

II.MANEUVER CONTROL OF FISH ROBOT 
WITH TWO-MOTOR-DRIVEN 
MECHANICAL    PECTORAL    FINS    IN 
HORIZONTAL PLANE 

This chapter discusses the performance of guidance 
and control of the fish robot with a pair of the two- 
motor-driven mechanical pectoral fins in horizontal 
plane for rendezvous and docking with an underwater 
post in water currents. 

The variables for the motion control of the fish robot 
in the horizontal plane are basically (i) each phase 
difference between the lead-lag motion and the 
feathering motion on each side, (ii) each angle of 
central axis of the lead-lag motion on each side, (iii) 
each angle of central axis of the feathering motion on 
each side, (iv) phase difference between the fathering 
motions on both sides, (v) each amplitude of lead-lag 
motion on each side, (vi) each amplitude of feathering 
motion on each side and (vii) motion frequency, in 
total 12. The input variables are X-axis component of 
the position, Y-axis component of the position and 
yaw angle. Because the motion of the fish robot is 
highly non-linear about the control variables and it is 
not possible to express the equations of the motion 
explicitly in terms of the control variables , we employ 
fuzzy control algorithm which is applicable to such ill 
problems. 

A. Two-Motor-Driven Mechanical Pectoral Fin 

Fig.2 shows a pair of two-motor-driven mechanical 
pectoral fins. Each fin system has two servo motors of 
which angles are sensed by potentiometers and are 
controlled by a personal computer by use of PD 
control. Two servo motors generate the lead-lag 
motion and the feathering motion of the pectoral fin. 
Although the fin system can generate any kind of 
programmed motion within the performance of the 
motors, sinusoidal were used. The pectoral fin model 
is a flat plate which is made of stainless steel of 
thickness of 0.6 mm and of chord length of 0.155 m. 

B. Fish Robot with a Pair of Two-Motor-Driven 
Mechanical Pectoral Fins 

Fig.3 shows the photograph of the fish robot "Bass 
II" with a pair of two-motor-driven mechanical pectoral 
fins ( 2MDMPFs). The fish body is made of Fiber 
Reinforced Plastic. Its dimensions are as follows: 
Length x width x height =1.08mx 0.28m x 0.39m. A 
pair of 2MDMPFs were installed at a quarter length 
of the fish body from the head. 

We define the lead-lag angle  0 L, the feathering 

angle ^FE and flapping angle ^FLon the right hand 

side as shown in Fig.4. We set (f> FL as zero and X- 
axis parallel to the longitudinal axis of the fish body, 
positive direction of which points to the head of the 
fish body. We make Y'-axis lie in the plane of X-Y 
axis. 
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Fig.2 Two-Motor-Driven Mechanical pectoral fins 

Fig.3 Photograph of "Bass II" 
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Fig.4 Definition of Coordinate System and Notation 

C. Setup of Experiment 
The carriage for the measurement of motion of the 

fish robot in horizontal plane was mounted on a water 
circulation tank having the measurement section of 
2.2 (m ) long, 1.4 (m) wide and 0.9 (m) deep. The fish 
robot was immersed in water at half depth of the tank. 
The fish robot and the carriage was rigidly connected 
by a support rod which is located at a quarter length of 
the fish body from the head. X0-axis component and 
Y0-axis component of the position of the fish robot 
were measured by use of two rotary encoders and 
yaw angle g> was measured by use of potentiometer. 
The mass of a pair of mechanical pectoral fins motion 
is 8.42 (kg), volume of fish body is 0.0494 (m3) mass 
of fish body is 15.74 (kg), mass of the carriage is 7.0 
(kg), and friction force between the carriage and the 
rails on the tank is 0.49 (N). A pipe of length of 0.1 
(m) and of diameter of 0.02 (m) was attached to the 
front of the fish robot to perform rendezvous and 
docking test with an underwater post which has a hole 
of diameter of 0.08 m. The weight of the fish robot 
including the support rod in water was set as almost 
zero. The control frequency was set as 10 [Hz]. 

D. Control Laws for Rendezvous and Docking with an 
Underwater Post in Water Currents 

Pre-arranged course from point O to point C was 
given as shown in Fig. 5. The underwater post was 
arranged at point C. 

The control laws consist of (i) a fuzzy control law for 
forward swimming from point O to point A and from 
point B to point C, (ii) a fuzzy control law for decrease 
of swimming velocity around point A and point B, (iii) 
lateral swimming from point A to point B and (iv) 
switch of control laws. 

We define here O'-x-y coordinate system. We take 
the origin O' at a target point chosen from points O, A, 
B and C according to the position of the fish robot. We 
set x-axis parallel to Xo -axis and y-axis parallel to Yo- 
axis. 
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Fig.5 Loci and yaw angle of fish robot in water current 
of 0.05 m/s 

E. Experimental Results 
Fig.5 show loci of the fish robot and its yaw angle in 

water current of 0.05 m/s in negative direction of 
Jfoaxis, respectively. Although some amount of off- 
set from the prearranged course at the start point was 
given, the fish robot swims forward, stops swimming 
forward around point A, swims laterally toward point B 
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with small yaw angle, stops swimming laterally to 
swim forward and finally docks with the underwater 
post. We found it takes more time to reach the 
underwater post, amount of drift to the direction of the 
water current between point A to point B becomes 
larger and the yaw angle becomes more oscillatory 
as the velocity of water current increases. 

III. COORDINATED CONTROL OF AN 
UNDERWATER VEHICLE IN A FREE 

SWIMMING CONDITION AND A 
MANIPULATOR   BY A PAIR OF TWO- 

MOTOR-DRIVEN MECHANICAL 
PECTORAL FINS IN HORIZONTAL PLANE 

The interaction of forces and moments between 
vehicle and manipulator(s) forms a complex time 
varying, non-linear, multivariable dynamic system, 
with a large number of degrees of freedom (DOF), the 
control of which is not straightforward. However, the 
additional DOF made available by the manipulator(s) 
can be used usefully in the design of the vehicle at an 
early stage, to achieve more precise motion control. 
For example, if only one arm is required to execute 
the mission, other arms can be used to assist in 
stabilizing the vehicle, either by attaching to a 
structure or by moving, to dynamically counterbalance 
the reaction forces and moments from the mission 
arm on the vehicle. Thus, the redundant degrees of 
freedom are used usefully in controlling the robot. 

Thus far, the majority of research on such use of 
underwater manipulators has been limited to the 
condition where a manipulator is attached to a 
structure [13]. However, several research have 
focused on the problem with the vehicle in a free 
swimming condition [6,14,15,16,17,18]. 

The previous paper of the author [6] reported 
analysis and simulation studies for the coordinated 
control of multiple manipulators on a free swimming 
underwater robot. The control objective was to 
perform an open loop control of the end effector 
position of one of the arms. A formulation was derived 
for both the inverse dynamics and inverse kinematics 
of an underwater robot with multiple manipulators, 
having a redundancy in degrees of freedom of 
motion, in the presence of external generalized forces. 
The method was applied to a model of an underwater 
robot comprising a 6 DOF mission arm and a further 
pair of 2 DOF paddling arms used for stabilization in a 
free swimming condition. The numerical simulation 
results showed the effectiveness of the coordinated 
control method with the assistance of the stabilizing 
arms. 

This chapter shows the experimental results in 
horizontal plane on the stabilization of motion of 
model of an underwater robot equipped with a 
manipulator with assistance of the pair of 2MDMPFs 
instead of the paddling arms used in the simulation. 

A.   Model of Underwater Robot with a Manipulator 
Fig.6 shows the model of the underwater robot with 

a manipulator. The dimensions of the model are as 
follows: Length x width x height = 0.9m x 0.6m x 0.5m. 
The mass of the model is 25.95 Kg. The manipulator 
consists of 3 links where 3 DC motors and 3 
potentiometers are installed. The dimensions of the 
manipulator are as follows: Length x width x height = 
0.651 mx 0.040m x 0.0.095m. The distance between 
each link is 0.2 m. The mass of the manipulator is 
2.55 (kg). The pair of 2MDMPFs were installed at 0.34 
m behind from the root of the manipulator. 

B Setup of Experiment 
The model of an underwater model and the carriage 

for the measurement of the motion in the horizontal 
plane was rigidly connected by a support rod which is 
located at 0.34 m behind from the root of the 
manipulator. The fish robot was immersed in water at 
half depth of the water circulating tank. 

C Control Algorithm 
Fuzzy algorithm was used for the control of yaw 

motion of the model of an underwater robot with a 
manipulator. The control variables were a pair of 
phase differences between the lead-lag motion and 
the feathering motion on both sides. The amplitudes 
of both motions were fixed. 
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Fig.6 Model of Underwater Robot with a Manipulator 

D Experimental Results 
Fig.7 shows an example of experimental results of 

yaw motion of the model during a period (11.1 s) of 
oscillatory motion of manipulator. The position and the 
posture of the model with a manipulator is illustrated 
each 0.6 s. We find that the strong interaction of 
motion occurs between the model and the 
manipulator. 

Fig.8 shows the ratio of root-mean-square of yaw 
motion of the model without control to with control 
during 5 periods of sinusoidal motion of the 
manipulator against the variables of period of 
manipulator from 5.5 s to 11 s and that of pectoral fin 
from 1.0 s to 2.0 s. We can see that slower motion of 
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manipulator produces better performance of control 
that is hardly dependent of period of motion of fin, and 
that the control performance increases as the fin 
moves faster with faster motion of the manipulator. 

IV. HYDRODYNAMIC CHARACTERISTICS 
OF TREE-MOTOR-DRIVEN MECHANICAL 
PECTORAL FIN 
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Fig.7  Motion  of Model  of an   Underwater  Robot 
induced by an Oscillatory Motion of a Manipulator 
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c 

Fig.8   Ratio of Yaw Motion of Model with Control to 
without Control 

We have developed a pair of three-motor-driven 
mechanical pectoral fins (3MDMPFs) where gimbal 
structures are incorporated to allow three DC servo 
motors to independently generate the lead-lag motion, 
the feathering motion and the flapping motion 
producing vertical motion of fin as well as to be 
housed in a compact pressure vessel (see Fig.9). 
The addition of the flapping motion to 2MDMPF 
produces vertical force. It enables a fish robot 
equipped with a pair of 3MDMPFs to swim not only in 
horizontal plane, but also in vertical plane. 
We analyzed the hydrodynamic characteristics of 

3MDMPF theoretically using unsteady vortex lattice 
method including the effect of vortex diffusion [10]. 
Figs. 10 and 11 show the comparison between 
numerical simulation and the experimental results for 
the coefficient of mean thrust of 2MDMPF and for its 
propeller efficiency, respectively, versus the phase 
difference between the lead-lag motion and the 
feathering motion. We can see that the simulation 
method can reasonably express the experimentally 
measured unsteady forces acting on a 2MDMPF and 
that the thrust force and the propeller efficiency 
become maximum in the range of the phase 
difference from 60 ° to 90 °. 

Based on the comparisons between the numerical 
simulation and the experimental results, we carried 
out the numerical simulation to analyze the 
hydrodynamic characteristics of 3MDMPF. Fig. 12 
shows the computed results for the coefficient of 
mean thrust of 3MDMPF versus the phase difference 
between the lead-lag motion and the flapping motion, 
where the phase difference between the lead-lag 
motion and the feathering motion was taken as 
90° and the amplitude of the flapping motion was set 

Fig.9 Three-Motor-Driven Mechanical Pectoral Fin 
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as 20 . Fig. 13 shows the computed results for the 
propeller efficiency. We can see that both the 
coefficient of mean thrust of 3MDMPF and the 
propeller efficiency at those maximum values are 
about 1.5 times as large as those of 2MDMPF. 

Measured Computed 
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Fig. 10 Comparison between a Numerical Simulation 
and the Experimental Results for the Coefficient of 
Mean Thrust C„* of 2MDMPF 
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Fig.11 Comparison between a Numerical Simulation 
and the Experimental Results for the Propeller 
Efficiency of 2MDMPF 
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Fig. 12 Computed Results for the Coefficient of Mean 
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Fig. 13 Computed 
of 3MDMPF 

Results for the Propeller Efficiency 

V. CONCLUSION 

On-going project on mechanical pectoral fin has 
been presented from the viewpoint of its application to 
AUVs with the types of accelerators and maneuvers in 
the category of fish gates. This paper has 
demonstrated that the fish robot equipped with a pair 
of two-motor-driven mechanical pectoral fins has a 
high maneuverability in the horizontal plane, an 
induced yaw motion of a model of an underwater 
robot in the horizontal plane caused by a forced 
motion of a manipulator can be largely decreased with 
the   assistance   of   a   pair   of   two-motor-driven 
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mechanical pectoral fins and that three-motor-driven 
mechanical pectoral fin has a higher performance on 
thrust and propeller efficiency than two-motor-driven 
mechanical pectoral fin. We are now under developing 
a testbed of fish-like AUV equipped with a pair of 
three-motor-driven mechanical pectoral fins to test its 
swimming performance. 
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Abstract- Currently there are several initiatives to look 
for alternative methods to determine the salinity or 
density of seawater especially for long term unattended 
measurements. EUROGOOS, the European initiative 
of the world-wide observation program GOOS, has 
established a working group devoted to evaluate 
different approaches. One way that has been 
considered is the refractometer principle. The 
attractive feature of this principle lies in the fact that 
there is no direct interaction like in the case of 
conductivity measurements of the sensing elements 
with the surrounding fluid and the sensor head can be 
streamline shaped. This allows for a better flushing of 
the measuring volume. On the other hand due to the 
high demands in the design of the optical imaging 
system and the photodetector module most designs 
are still in an experimental phase or just exist as an 
idea. Furthermore a now equation of state has to be 
developed as there are up to now no reliable reference 
data. Facing this problems a redesign of an existing in 
situ going refractometer has been started that shows 
new solutions to the above mentioned problems. The 
basic principle that has been described in earlier 
OCEANS papers is still the same. But the redesign of 
the sensor head has gone through some major 
changes. The new geometry allows measurements in 
water and in air without replacing any components. 
This is of utmost importance for the calibration 
procedure. Furthermore dedicated modules as for 
example a hybrid photodetection unit has been 
developed to ease a production of the sensor by a 
company. In this paper the performance in laboratory 
and under field conditions of the redesigned sensor 
will be described 

I. Introduction 

The potential of the refractometer method as a powerful 
tool for salinity and density measurements has been well 
known in the past. But still there are now systematic 
investigations of the properties of the parameter available. 
The main reason lies in the technological implementation of 
the method. There has been many attempts to get access 
to this parameter. But laboratory investigations as has been 

started 30 years ago did not show the path to the design of 
a dedicated set of in situ and laboratory instruments. 
Furthermore there are still open problems that has to be 
solved as for example the fundamental measurement of the 
pressure dependence of the refractive index. This means 
that there are no reference liquids available for calibrating 
the instrument in refractive index units as a function of 
pressure. 
What is needed to convince different groups to take up 
such an investigations is first of all an in situ going instrument 
that will stimulate new interest to this parameter. But getting 
an in situ system on track has been a task with 
overwhelming technical detail problems. Every component 
has to be designed individually for this task and has to fulfill 
high requirements concerning to ruggedness and precision. 
To have control over surface effects between the interface 
of glass and water is also of paramount importance. 
What is known about this parameter up to now ? It has a 
closer relationship to density or salinity than conductivity. 
The explicit temperature dependence is at least less by a 
factor of 100 compared to conductivity. Therefore the 
matching of time constants between different sensors is 
less stringent. Additionally the basic principle allows to 
design a fast responding sensor. Both properties makes 
this principle ideal for turbulence measurements. The design 
of high accuracy salinity or density measurements looks 
very promising based on measurements taken in the 
laboratory. But the in situ performance of systems that are 
under development right know are still unknown. 
In this paper a further development of an existing system 
will be discussed that addresses some of these problems. 

II. Sensor description 

The basic principle has been described in earlier 
publications [1,2,4]. It relies on the refraction of a light beam 
at the interface between water and a reference glass body. 
The angle of refraction as a measure of the refractive index 
is measured with a high precision analog position 
photodetector. The critical elements of the design that has 
been reconsidered within this project has been: 

The mechanical mount of the optical fiber to achieve 
easier adjustment 

-     A new reference body design to achieve better 
flushing 
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- Reduction of the overall length of the sensor- optical 
bench 

- A compact design of the photodetector unit 
- A data acquisition unit for high speed in situ 

measurements 
These improvements are described in the following: 

A. Redesign of fiber optical launch 

The sensor head determines the temporal and spatial 
response of the sensor. It has to be optimized accordingly 
but at the same time one has to simplify the construction to 
make a future production of the system possible. Past 
designs were suffering from delicate adjustment procedures 
at the sensor head. Therefore a systematic calculation of 
the optical propagation conditions has been undertaken and 
ended up with a design that is shown in Fig.I. The fiber has 
been soldered into a capillary tube which an easy way to 
seal the capillary end. As it is shown there is just one degree 
of freedom needed for the adjustment of the fibers. As one 
can see the fiber end has been retreated from the glass 
surface to allow for a better flushing. Additionally there is a 
second strut that allows the mounting of a high speed 
thermistor. The next step in the design will be to fix the fiber 
permanently into the metallic structure of the sensor head. 

Hi 
: '•••'■>" S.*-*' ■"••'•••.; 

Fig. 1: The redesigned optical sensor head that allows for 
better flushing of the measuring volume 

B. Redesign of glass reference body 

Together with the optical fiber output a redesign of the prism 
has been undertaken. The design goal was to put the sensitive 
surface on the tip of the glass prism. This calls for a reflection 
of the launched light rays with an additional mirror surface 
on one side of the glass body. At this point it was found out 
that an additional mirror surface would allow taking 
measurements in air without any readjustments in the optics. 
This means that an additional reference measurement is 
possible. As the refractive index of air is known with high 

accuracy even at high pressures this will allow an 
independent check of the pressure dependence of the 
mechanical structure of the sensor. By this one could 
circumvent the lack of high accuracy data of the refractive 
index at high pressures. 

C. Redesign of the optical bench 

The redesign was necessary because of the changes in the 
optical design of the sensor head. The goal was to achieve 
the same optical transfer function with an even shorter design. 
The resolution of the system is determined by the focal length 
of the front lens and the magnification of the following 
microscopic system. By changing these parameters it is 
possible to reduce the length by a factor of two. The tradeoff 
lies in the increased sensitivity of the optical elements to 
displacement. The demands on the optical bench as such 
stay the same. 

D. Redesign of the photodetector unit 

Beside the sensor head design there are great demands on 
the mechanical design of the photodetector unit. To achieve 
a resolution of 5.1 0-7 in refractive index one has to reach a 
position resolution of 0.2 gm. Therefore it was decided to 
built a hybrid module that incorporates the detector with the 
preamplifier electronics on a ceramic disc. This leads to a 
compact and easy reproducible unit 

Fig 2: The front side of the photodetector unit. 

There are several advantages of this design: 

- Fixation of photodetector improved 
- Less noise introduction through shorter wiring 
- Less space needed 
- Easier fixation on optical bench 
- Lesser cost by standardization of production 
- Better control on heat distribution by using thermal 

conductive ceramic 
This design results in a lower temperature dependence of 
the complete unit. 
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E. High speed data acquisition 

The high speed data acquisition unit consists of an 4 channel 
multiplexed, 16 bit AID converter with 30 khz sample rate 
and a PC/104 board for data storage and read out. The parallel 
port in ESP mode is used for the high speed data transfer 
from the AID- converter to the hard disk. Typically one gets 
240 Mbyte of data within 2 hours of measurement time. 
Therefore the integrated Etherlink is used as a fast method 
to read out the data. Due to the large amount of data the 
evaluations of the data is done Offline. This unit is put into a 
separate pressure housing. 

60 mm 

400 mm 

Electronics 

ID Module 

PD Module 

.Optical 
Tube 

Prism with 
Fiber-bunched 
yasertaht 

Fig. 3: The outline of the refractometer OPRA 

Fig. 3 shows the sensor unit without the separate data 
acquisition module but including all analog driver and signal 
conditioning modules. 

III. Laboratory tests 

The first goal of the laboratory measurements were to 
determine the resolution and the time behavior of this system. 
As has been expected the flushing of the sensor head has 
been improved significantly while at the same time the 
resolution was comparable to the earlier design 
(An=6-10"7) 

Fig.5: Resolution in refractive index units 
at 1 Khz sample rate 

InjKttm of sat KMon wilh syringe 

Fig.6: Test of time response by injected a 
salt solution into the measuring volume 

Furthermore for the planned in situ tests a calibration 
measurement was done. For this purpose one of the 
temperature calibration tanks of the Institut für Meereskunde, 
Kiel was used. It had a volume of 801 and a homogeneity of 
better than 0.01 K. The accuracy of the temperature 
measurement was 0.01 K( Pt-100 sensor with ASL Kelvimat 
indicator instrument). This allows an accuracy of the 
refractive index measurement of 1 • 10"6. To translate this to 
a density variation one has to multiply by approximately a 
factor of 3 [3]. A FP07 fast thermistor tip was brought into 
close proximity to the refractive index sensor head. This 
allows for estimating the temperature homogeneity of the 
bath as well as a supporting measurement of the 
reproducibility of the refractometer. The result of this 
measurement is shown in Fig 6. The overall change in density 
produced by heating up and cooling down the bath was about 
I.8-10"3. The deviations between the density calculated from 
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the temperature data compared to the density calculated 
from the refractive index data is displayed as a difference 
expressed in density units. This measurement proves that 
the reproducibility of the sensor is 2-10"6 in refractive index 
and 6-10"6 in density. 

x10 x10 

Density 
gfcm3    Q 
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Fig.6: Reproducibility measurement in 
temperature controlled bath 

Due to the large amount of data the results of the evaluation 
of the field measurements will be presented during the 
conference. 

IV. Conclusions 

The further development of the in situ going refractometer 
OPRA has lead to a significant improvement in the dynamical 
properties of the sensor. At the same time the improvement 
of decisive modules of the systems brings a commercial 
production closer to realization. 
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Abstract - Despite the increasingly reliable techniques 
and technologies developed by the oceanographic 
community, the all too frequent failures of instruments 
and moorings to surface on command remains a problem. 
The loss of both equipment and data is costly to the 
community. In our experience, the effort to locate and 
recover lost equipment, even in shallow water, has often 
been futile and costly. In this paper we describe a 
low-tech, approach that we have developed and used to 
recover two lost instruments. Our approach utilizes 
passive acoustic targets, side scan sonar, and divers. A 
large research vessel is not required, the targets can be 
readily manufactured from stock material, and, in 
deeper waters, ROVs can replace the divers. 

I. BACKGROUND 

In 1994 we were involved in several overlapping research 
programs taking place off the Outer Banks of North Carolina. 
We had deployed a large (6m), instrumented BASS (Benthic 
Acoustic Stress Sensor) tripod in 20m of water approximately 
5km offshore of the Army Corps of Engineers Research Facility 
in Duck, NC. Colleagues had deployed a bottom mounted 
ADCP (Acoustic Doppler Current Profiler) in a 3mx2mxlm 
trawl resistant frame a further lOkrn offshore in 25m of water. 
The ADCP system was a one of a kind prototype. The cost to 
replace either instrument was approximately $100,000 (US). 

The BASS tripod was equipped with two independent 
recovery systems. Each system employed a bum wire to release 
a rigid float string on receipt of a coded acoustic command. 
The floats carried lift lines to the surface that could be used to 
recover the tripod. The ADCP frame included compressed air 
cylinders and inflatable lift bags that could raise the entire 
platform to the surface for recovery. Bag inflation was triggered 
acoustically by sending a signal to a commercial release. 
Triggering the release freed a heavy spring, mounted in a plastic 
tube, to open a valve and inflate the bag. 

During the first of several recovery cruises for the tripod, 
both recovery systems were triggered multiple times. Neither 
float string appeared on the surface. This may be a familiar 

This work was supported by the Department of Energy on Grant No. DOE 
110418.00. WHOI Contribution No. 9949. 

scenario to more than one reader. The authors dove on the 
known GPS position of the instrument and swept out a portion 
of a 30m (radius) circle around an anchor pivot before dwindling 
air supplies forced the abandonment of the search. 

On a subsequent cruise, several hours after multiple acoustic 
triggers were sent, one float reached the surface at dusk. 
Recovery was postponed until morning because of deteriorating 
visibility. By morning the float had vanished and one of us 
(Morrison) and a colleague again dove on the GPS position, 
sweeping out another circular search pattern with a rope. 
Dwindling air supplies again forced the abandonment of the 
search. 

Attempts to improve on the GPS position by triggering the 
release mechanism's transponder with a pinger on the ship's 
inflatable, while triangulating on the response at the research 
vessel, failed because of uncontrolled ship drift. Detection with 
the vessel's depth sounder was similarly unsuccessful. We 
chose to forego the use of a grapple, because of the difficulty 
involved and the risk of damage to the equipment. 

The ADCP suffered a similar, if somewhat less dramatic, 
fate. While the acoustic release was responsive to the deck unit, 
the platform did not return to the surface after multiple attempts. 
No divers were present on the cruise and no immediate search 
or follow-up recovery cruises were conducted. 

II.  UNDERSTANDING THE PROBLEM 

After the frustrating failed attempts to recover the tripod in 
20m of water we came to the realization that the problem was 
not so much the localization of the equipment nor its physical 
recovery, but the link between those operations. Put another 
way, we were unable to translate the information we had at the 
surface to information useful to divers on the bottom. Bottom 
time is limited and can easily be exhausted if it is necessary to 
search even a small area. 

Consider that the GPS position of the tripod was fairly well 
established, optical visibility while diving was as high as 3m 
to 4m, the bottom was sand and mud, free of growth and rocks, 
and the depth was well inside diver limits. We dove several 
times from ships of opportunity and searched large circles, 
pivoting around an anchor with a sweep line. The anchor was 
placed from the ship based on the GPS position. Yet, although 
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we knew almost precisely where the tripod lay (localization), 
we were unable to attach a lift line (recovery). 

At face value the situation seemed absurdly simple, thus 
our frustration. The tripod was only 20m down and we had a 
GPS fix from the deployment. Recovery should have been a 
straightforward exercise, yet we were unable to even find 
the equipment. Of course, those readers with long experience 
will recognize and appreciate the actual difficulty of this 
seemingly simple task. 

More realistically, the actual accuracy of the original 
differential GPS fix, acquired when the tripod was deployed, 
was inherently no better than 10m; the reference station for 
the differential signal was more than 30km away. The error 
was probably larger given the distance and variable bearing 
from the GPS antenna to the launch point on the starboard 
side of the vessel. Further error was introduced by the time 
difference between the GPS fix logged on the bridge and the 
actual release of the tripod from the crane. Similar errors are 
associated with the placement of the pivot anchor. 

Diver disorientation and drift, ship's drift, and the finite 
time between location fixes and diver actions, while trying 
to carry the imprecise surface information to the bottom, also 
contribute, particularly if the divers place the pivot. For 
example, during one brief dive in these waters one of us 
(Morrison) and a diving safety officer entered 20m of water 
directly from the starboard side of a moderately large research 
vessel. They descended straight 'to the bottom to compare 
some gauges with the ship's depth sounder. They ascended 
"straight" to the surface less than five minutes later, 
approximately 500m from the port side of the vessel. The 
larger the area that has to be searched, the more unlikely it is 
that divers with limited-bottom time will be able to complete 
the search. The reliability and repeatability of such a search 
is also in question. 

The critical points to be made here are, first, that surface 
information is probably not as precise as we would like to 
believe. Second, and more importantly, even with precise 
surface knowledge, the problem of transferring that 
knowledge to a bottom system that could then reliably attach 
a lift line remains. The search burden placed on the bottom 
system has to be reduced to some realistic level. Note that all 
of these problems exist, in varying degrees, if GPS is replaced 
by ship mounted or towed sonar or if the divers are replaced 
by ROVs or grapples. 

Obviously both problems could be avoided by using a 
'high-tech" search system such as an ROV or manned 
submersible with its own sonar and possibly an acoustic 
navigation network on the bottom. However, the cost of such 
a system, particularly compared to the cost of the lost 
instrument, is often prohibitive. This was certainly so in our 
case. After the first recovery attempt failed we were essentially 
dependent on ships of opportunity to pursue our recovery 
efforts. 

We needed a system based on inexpensive and readily 

available or easily manufactured components that could 
realistically address the localization and linkage problems as 
outlined above. 

A portable, towed, side scan system was available, at 
nominal cost, from a pool of instruments maintained by the 
Coastal Research Center (CRL) of the Woods Hole 
Oceanographic Institution (WHOI). The side scan could 
almost certainly locate the instrument, but that position 
information was relative to the tow fish. The position of the 
fish relative to the ship at any given moment would not be 
well known. Side scan alone would provide little or no 
improvement over the GPS information, which we already 
knew to be inadequate. 

However, by using acoustic targets in conjunction with 
the side scan we were able to solve both problems. 

III. LOCALIZATION AND LINKAGE WITH 
ACOUSTIC TARGETS 

Our method uses a pair of sonar reflecting anchors, each 
attached to a surface float by a light line sized for minimal 
scope. The anchors were fabricated in the WHOI welding 
shop from 3/8" mild steel plate. One of the anchors is shown 
on the deck of the recovery vessel in Fig. 1. The anchors are 
the acoustic equivalent of the comer-cube radar reflectors 
found on most small and large vessels. Geometrically they 
are simply the top half of such a reflector. 

Fig. 1: SONAR REFLECTING ANCHOR - The material is 3/8" mild 
steel plate. The anchors are approximately 40cm along each 
side and 21cm tall at the peak below the lift point. Each one 
weighs 481bs (22kg). The dimensions reflect a balance 
between signal return strength and directionality. 

We chose the dimensions with attention to several 
competing factors. Maximizing the strength of the return echo 
makes the anchors easier to image and is therefore desirable. 
Increasing the size of the reflector increases the echo strength, 
but it also increases the directionality or focus of the echo 
beam. This is simply a result of the antenna equation, which 
says main lobe width decreases 
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with increasing aperture [1]. The practical consideration here 
is manufacturing tolerance; if the focus is narrow and the 
planes of the reflector are not orthogonal, the return echo 
will miss or only graze the transducer on the tow fish. This 
would reduce the strength of the return echo and make it 
difficult to detect at any distance, just as the wide, weak 
return of a small target would be difficult to detect. The 
anchor also needs to be sized for handling. 

The sonar could be operated at either lOOKHz or 500KHz, 
acoustic wavelengths of 1.5cm and 0.3cm. Patently only a 
reflector that was "many" wavelengths wide would provide 
sufficient signal return strength to stand out clearly on the 
sonar record. Therefore the angles between the planes of the 
anchor would have to be fairly precise. The WHOI welding 
shop was able to manufacture both anchors in the space of a 
few hours to an angular precision better than 1^. In practice 
we found that the anchors were clearly visible at both 1 OOKHz 
and 500KHz. However, they were easier to distinguish from 
natural objects (e.g., rocks) at 500KHz. At the higher 
frequency the return echo was more focused and produced 
a clear hyperbola on the side scan record, a characteristic of 
a strong point source [1 ]. (As the tow fish travels in a straight 
line past a point target, the finite angular width of the main 
lobe, oriented at a right angle to the line of travel, passes over 
the target. The slant range from the transducer is largest 
when the edge of the main lobe first encounters the target. 
The range decreases to a minimum as the center of the main 
lobe paints the target and then increases again. The geometry 
is such that the range curve is a hyperbola. Distributed targets, 
such as our tripod, do not generally exhibit an obvious curve 
because of the interference of returns from several different 
parts of the structure.) 

Using the anchors to locate and recover a lost instrument 
is an iterative process. An initial side scan tow past the site 
images the lost equipment and produces a rough GPS position. 
That position is obtained by estimating (guessing) the location 
of the tow fish relative to the ship's antenna. That offset is 
combined with the measured side scan range offset and applied 
to the GPS fix obtained as the instrument was imaged. 
Accuracy of a few tens of meters is sufficient, although 
increased accuracy will shorten the process. If desired, the 
GPS to tow fish offset can be measured by making side scan 
passes in opposite directions and differencing. In practice, 
we did not find this to be necessary. In either case, estimation 
is easier if the side scan passes are made along north-south 
or east-west tracks. 

Proceed to the estimated GPS position and deploy one of 
the anchors. A second side scan pass will now show both 
the instrument and the first anchor. The location of the 
instrument is now known relative to the anchor and the divers 
can reach the anchor simply by following the line from the 
surface float. Significantly, this relative error is completely 

independent of all the previous localization errors. In fact, 
the absolute and relative locations of the ship, the GPS antenna, 
the tow fish, and the instrument are no longer relevant. 

Now use the offset between the first anchor and the 
instrument, as measured by the side scan, to make a relative 
placement of the second anchor. The placement is simply 
done by hand and eye relative to the first surface float. Recall 
that the scope of the line has been kept small. The anchor 
can be placed from the research vessel, but the process will 
be faster if the ship's boat can be used. 

A further side scan pass will show the instrument and 
both anchors. The second anchor will presumably be much 
closer to the instrument. An iterative cycle of leapfrogging 
anchor movements and side scan passes is then followed 
until the acoustic images of the instrument and one of the 
anchors converge. Again, note that the errors making 
localization difficult have all been rendered harmless. They 
affected only the "initial guess" that started the iterative process 
and were irrelevant thereafter. 

Finally, divers with a lift line descend to the anchor along 
the float line, a physical link carrying the now precise surface 
information provided by the side scan to the divers in a form 
that is useful at the bottom. 

IV. YES, BUT DOES IT WORK? 

We applied this approach to the location and recovery of 
the BASS tripod and the trawl resistant ADCP in early 
November of 1994. On November 2 we departed Norfolk, 
VA on board the R/V Cape Hatteras for the transit to the 20m 
site where the tripod lay. The ship's schedule would allow us 
only one day on site. We arrived on station at 0400 on 
November 3 and began operations. Given our inexperience 
operating side scan sonars, we made several initial passes 
along both north-south and east-west tracks, imaging the 
tripod on each pass and estimating the position from the ship's 
GPS. The positions varied, but all fell inside a circle of radius 
50m. We were very fortunate in having a flat, nearly 
featureless bottom with no other strong targets in the vicinity 
of the tripod. The multiple passes also allowed us to refine 
our communication procedures with the bridge as we waited 
for first light. The refinements improved the timing, and 
therefore the accuracy, of the GPS fix. Fig. 2 is a copy of 
the hand annotated side scan record from one of these passes. 
At dawn we placed the first anchor at 36°11.875'N 
75°42.40'W from the deck of the R/V Cape Hatteras. We 
then made another set of side scan passes, trying to image 
both the tripod and the anchor. These passes were made 
operating the side scan at 1 OOKHz with a cross track range 
of 100m to either side. The results were somewhat 
ambiguous with several false returns. We attribute this 
entirely to our inexperience. We assumed, incorrectly, 
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that one of these was the anchor. The eastbound pass is 
shown in Fig. 3. 

Ait; 

Fig. 2: SIDE SCAN PASS IMAGING THE TRIPOD - This 
is a copy of the hand annotated side scan record (thermal 
paper strip chart) of one of the initial imaging passes. The 
ship was on a southward track (towards the top of the figure). 
The ship track is centered on the vertical white strip with the 
"400/50" notation. Sonar returns appear to both the left (port, 
east) and right (starboard, west) of the track. The 400/50 
notation indicates the full-scale range to either side was set 
to 400m and the distance between range lines was 50m. The 
range lines are the equally spaced vertical lines to either side 
of the track. The full extent of the record to left and right is 
not shown and the cropping was done asymmetrically. The 
tow fish cable was positioned off the starboard side of the 
fantail with the crane. Bubbles and turbulence in the wake of 
the RN Cape Hatteras cause the strong (dark) return on the 
port side. The tripod is circled and lies ~70m to the east of 
the ship's track. The GPS position is marked. The strong 
returns may be from the air filled pressure housings. There 
were no other strong targets near the tripod. 

IIP 
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Fig. 3: IMAGING THE TRIPOD AND THE FIRST ANCHOR 
- The ship is on an eastward track and the range lines are 
spaced 10m apart. The tripod is circled and labeled. Two 
false anchor returns are also circled. The one we assumed 
was the real anchor, 23m ENE of the tripod, is also labeled. 

We later determined that the ambiguity arose because the 
ship track was too far from the targets. Only the tripod was 
within the 100m range for which the side scan had been set; 

none of the returns was the anchor, which was actually about 
30m WSW of the tripod. 

We placed the second anchor about 20m WSW of the 
first, judging the distance and direction essentially by eye. 
This placement was made from the inflatable launch of the 
RN Cape Hatteras with some assistance from a spotter on the 
bridge of the larger vessel. 

The next side scan pass was made eastbound and closer 
to the targets. The acoustic frequency was still set at lOOKHz, 
but we had extended the range to 150m on each side of the 
track line. This pass is shown in Fig. 4. 

V 
f 

Fig. 4: TRIPOD AND BOTH ANCHORS AT lOOKHz - The ship is 
on an eastward track and the range lines are spaced 10m apart. The 
tripod is circled and labeled. The anchors are visible SW of the tripod. 
Note the faintly visible hyperbolas. This time there was no ambiguity 
about the location. 

This time there was no ambiguity about the anchors. 
Although faint, each anchor produced a clear hyperbola in 
the side scan record. The anchors were actually SW of the 
tripod. We changed the side scan frequency to 500KHz, 
hoping for a clearer picture, and were rewarded on the next 
pass. The westbound track is shown in Fig. 5. While the 
anchors are more apparent at this frequency, the tripod is 
somewhat fainter. There are benefits to having more than 
one frequency available. 

The misplacement of the second anchor was now clear 
and also easily correctable. It was also apparent that we were 
learning and improving with practice. Using the inflatable, 
we moved the second anchor, which was somewhat further 
from the tripod, using the surface float of the first anchor as 
a reference. The second anchor was moved to a position 
approximately 25m NE of the first anchor. Again, this was 
done by eye from the launch with assistance from a spotter 
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on the R/V Cape Hatteras. The side scan pass that followed 
is shown in Fig. 6. 
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Fig. 5: TRIPOD AND BOTH ANCHORS AT 500KHz - The 
ship is on a westward track and the range lines are spaced 
10m apart. The tripod and anchors are circled and labeled. 
Note the clear, unambiguous, hyperbolas produced by the 
echoes from the anchors. Note also that the tripod is fainter 
at this frequency and that the bubbles in the wake of the ship 
are brighter. 
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Fig. 6: CONVERGENCE - The ship is on a westward track 
and the range lines are spaced 10m apart. Both anchors are 
clearly identified by hyperbolas. The second anchor appears 
to have converged with the tripod. The notation to the upper 
right says it all. 

The echoes of the second anchor and the tripod had 
converged, essentially on the first iteration (the first iteration 
after we figured out what we were doing). 

The authors dove from the inflatable, following the line 
from the surface float down to the second anchor. We trailed 
a lift line and carried a shackle and a wrench with us. At the 
bottom the lifting bail of the tripod was easily located only 
40cm from the anchor. We attached the lift line and proceeded 
to inspect the instrument. 

The tripod was lying on its side, trapping one of the 
recovery floats against the bottom. The line from the float 
that had been seen on the surface during the earlier cruise 
was present right up to the eyebolt that attached it to the 
float. The bolt had been sheared cleanly off. We assume the 
propeller of one of the research vessels then in the area struck 
it during the night or early in the morning. The float might 
have been below the surface at that time, pulled under by the 
drag of the flood tide on the lift line. The cradle from which 
the float had released was at an angle that might have trapped 
the float even after the bum wire released it. This was due to 
the resting position of the fallen tripod. From other angles it 
could have released cleanly. The right combination of currents, 
perhaps during a particular direction of tidal flood, could have 
subsequently freed it. This would explain sighting the float 
on the surface some hours after the release signals were 
sent. From other damage to the frame it was apparent that a 
fishing trawler, or something similar, had struck the tripod 
and tipped it over. 

We ascended the lift line to the inflatable, recovered the 
anchors, and returned to the R/V Cape Hatteras. From there 
we recovered the tripod without further difficulty. It was 
now mid morning on November 3, less than six hours after 
our early morning arrival on station. 

The transit to the 25m site, 10km distant, occupied the 
next hour. The recovery of the ADCP can only be described 
as a text book example of this approach. We located the 
instrument on the first pass, based on the GPS position from 
the deployment cruise. We used the lOOKHz acoustic 
frequency and a large cross-track range. The ADCP, like the 
tripod, was a stronger target at the longer wavelength. The 
extended range improved the chance of imaging the target. 
We placed the first anchor and achieved convergence in two 
iterative steps. The divers located the ADCP about lm from 
the anchor and attached a lift line. The instrument was 
recovered without farther difficulty. 

Examination showed that several fittings in the inflation 
lines had pinhole leaks due to localized corrosion. This may 
have been due to spot impurities in the brass. By the time the 
release was triggered there was no air left in the system. The 
release itself had fired, but bivalve larvae and a considerable 
sediment load had settled inside the spring tube. The larvae 
had grown larger and had developed hard shells over the 
months of the deployment, jamming the spring and preventing 
it from turning the inflation valve. 
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With both instruments secured on deck we headed 
towards Beaufort, NC, the R/V Cape Hatteras' home port, 
and broke for lunch. It was 1300 on November 3. We had 
trained ourselves in the technique, located the targets at sites 
10km apart, attached lift lines, and recovered both instruments 
in less than nine hours. 

V. OBSERVATIONS AND LESSONS LEARNED 

Several caveats and observations are in order here. We 
were more than a little fortunate to have lost the tripod and 
the ADCP in such uncluttered terrain. The nearly complete 
absence of strong false returns aided us significantly and we 
freely concede that the recovery cruise would probably not 
have been as smooth or as successful if the bottom 
morphology had been more complex. However, that does 
not mean this method is inappropriate over more complex 
terrain, only that a more experienced side scan operator may 
be required to separate the true targets from the false in the 
record. 

It should be noted that, while we were working in favorable 
terrain, we had no prior experience operating side scan sonars 
or interpreting their output. Further, we had no prior 
experience applying the new approach. We were still 
completely successful. Note as well that there are a number 
of active, shallow water experimental programs intentionally 
located in uncomplicated terrain. There will be lost 
instruments to recover from similar circumstances in the 
future. 

The addition of a passive reflector to an instrument 
package would greatly improve its visibility at minimal cost. 
The reflector would be particularly helpful in cluttered terrain 
because the target, like the anchors, would stand out from 
other targets by exhibiting a hyperbola in the sonar return. 

This approach would probably be difficult to apply in 
continental slope and deeper waters. In those cases remedies 
involving more costly, sonar equipped ROVs or manned 
submersibles may be necessary. However, we think our 
approach will suffice for continental shelf waters, with 
low-cost, video-only ROVs replacing divers below 40m depth. 
Placing anchors on either side of a target instrument might 
also facilitate grappling since the surface floats could provide 
some terminal guidance to the vessel. 

Lost instrument recovery is not an inexpensive operation 
and those costs need to be weighed against the potential 
benefits. One obvious cost associated with our approach is 
the side scan sonar. Side scan systems are readily available 
today. Some portable units can be purchased for as little as 
$ 10,000 (US). Units are also available for rent. Even the fairly 
advanced unit we had access to could be operated 
successfully, at least at a basic level, with relatively little 
training and experience. 

Another obvious cost is ship time, which varies depending 
on the situation and requirements of the recovery. Our 

approach reduces search time, making much more efficient 
use of the research vessel. It is also quite easy to operate the 
side scan system from a small boat. We were able to run it 
successfully from a 25' dive boat charter at one point. All of 
the work of locating the target and attaching a lift line and 
marker could be accomplished from such a craft very 
inexpensively. A large research vessel would only be required 
for the actual recovery, a relatively fast operation when lift 
lines are already in place. 

There are several important benefits to recovering a lost 
instrument. First there is the instrument itself, which is 
generally expensive and often irreplaceable. Then there is the 
data set, which can be enormously valuable and can never be 
replaced if lost. 

A more subtle benefit, one with long term ramifications 
for future instruments, is the knowledge gained about the 
mode of failure. In the case of the ADCP, a prototype, our 
colleagues were able to identify the weaknesses in their 
recovery system and improve their design. This will prevent 
multiple expensive losses in the future. We have added greater 
redundancy to our recovery system, with an improved float 
system that is generally not dragged under water by currents 
and that can release cleanly from the tripod over a much 
greater range of angles [2]. This approach has already saved 
us from undertaking several search and recovery cruises. 

Finally, we do not wish to claim that our method is the 
only answer or even the best answer in all situations. We 
think it is a good answer and one that we feel confident 
recommending. The approach falls into the broad category 
we call "nickel knowledge". Nickel knowledge is the sort of 
information that is derived from experience and shared among 
practitioners, often simply by word of mouth. It is seldom 
codified in a textbook, but once learned it can make a job 
easier or more likely to be successful. Oceanographic 
engineering is a field particularly rife with nickel knowledge. 
This is just one more piece. 
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Abstract 

This paper describes how Vessel Mounted Acoustic 
Doppler Current Profiler (VM-ADCP) measurements are 
improved when accurate navigation data are available. 
Quality of vessel velocity, position and attitude are 
required for determining absolute current 
measurements. While the ship's position and attitude 
data are necessary to transform measurements made in 
the vessel fixed coordinate system into Earth fixed 
coordinates, vessel speed is required for correcting 
measured acoustic velocities. Experimental data 
presented in this paper result from a narrowband ADCP 
interfaced with the accurate integrated navigation 
system Seapath. Seapath integrates strapdown inertial 
motion sensor technology with satellite position 
measurement technology (GPS). Several comparison 
tests have been carried out to verify improved current 
measurements obtained with an ADCP-Seapath system. 

I. INTRODUCTION 

Acoustic Doppler Current Profilers (ADCP) measure 
Doppler frequency shift from reflected acoustic pulses. 
Reflections occurring mainly on passive particles, this 
shift can be used to resolve water current profiles. 
Applications in which ADCP instruments are used 
include oceanography, hydrology, circulation modeling, 
and both open and closed channel discharge 
measurements. 

When mounted on a vessel (VM-ADCP), ocean currents 
are measured relative to a reference system moving 
along with the vessel. If the vessel's navigation 
parameters are known, one can compensate for this 
motion in software to resolve absolute current velocities. 
However, good quality data rely on an accurate 
navigation .system providing position and velocity 
measurements relative to an Earth fixed frame as well as 
attitude, i.e. heading, roll and pitch, to compensate for 
changes of instrument orientation. 

Figure 1: ADCP survey 

Typically, VM-ADCP consists of four beams, their 
directions varying with the ship's orientation. If not 
compensated for, oscillations in roll and pitch due to 
vessel wave motion will be seen in the measured data. 
Averaging of measurements over a period of time 
reduces these errors. However, precise heading, roll and 
pitch data available at a high rate are important for 
measuring ocean currents with high accuracy in rough 
sea conditions. Accurate heading information is essential 
to transform measured velocities into an Earth fixed 
coordinate system. The heading accuracy of a gyro 
compass is not sufficient for providing high quality ADCP 
measurements. Another important navigation parameter 
is vessel velocity. Before DGPS was available, best 
results were obtained by measuring the vessel velocity 
from bottom reflections. In such a case, accurate 
measurements can only be performed where acoustic 
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pulses can reach the sea floor, that is in shallow areas. 
Deep-water layers can also be used as reference over 
deeper waters; however, this technique is less accurate. 
Differential corrections are necessary to provide 
sufficiently accurate GPS velocity measurements. 

Seapath is a navigation system that integrates inertial 
technology (gyroscopes and accelerometers) with 
differential GPS. The result is precise navigation data 
with high update rate (100 Hz). A carrier phase solution 
for heading with two antennas combined with gyroscope 
measurements gives a very accurate heading. Precise 
measurements of attitude and vertical motion (heave) 
are also available from Seapath. 

Seapath navigation measurements can be entered into 
the ADCP for compensation of ship motion. The result is 
high quality profiles. This integration of VM-ADCP and 
Seapath has been tested on board R/V Häkon Mosby in 
the Norwegian Sea since early 1998. A Seapath 200 has 
been installed and interfaced to the ADCP in order to 
provide navigation data to the underlying electronics. 
Technical comparisons of ADCP measurements with 
and without Seapath 200 were carried out. Significant 
improvements with Seapath 200 navigation data were 
qualified. 

Section II presents an overview of ADCP technology. 
Section III presents an overview of Seapath 200 
technology and in Section IV the improvements of 
integrating VM-ADCP with Seapath are discussed. 
Comparison tests from sea trials in the Norwegian Sea 
are discussed in Section V. The paper ends with a few 
concluding remarks in Section VI. 

II.        ADCP 

An ADCP is a profile current meter. It measures speed- 
through-water, i.e. the speed of the water relative to the 
speed of the vessel (for VM-ADCP) the ADCP 
instrument is mounted on. Its predecessor was the 
Doppler speed log that measures the speed of ships 
through the water or over the sea bottom at shallow 
waters. A redesign of the speed log to measure more 
accurate velocity over a depth profile resulted in the first 
VM-ADCP in the 1970s. ADCP technology developed 
further in the 1980s with different ADCP models (self- 
contained, vessel mounted, and direct reading). Doppler 
signal processing has evolved over the years. Relatively 
simple processing algorithms with phase locked loops 
have been used in speed logs. RDI [5] developed in their 
first generation of ADCP a narrow-bandwidth, single- 
pulse, autocorrelation method. RDI began shipping its 
first production prototype Broadband ADCPs in 1991. 
Broadband ADCP is an even more accurate method that 
enables ADCPs to take advantage of the full signal 
bandwidth available for measuring velocity. The result 
with 100 times as much bandwidth is velocity 

measurements with 10 times better accuracy than with 
narrowband ADCP. The accuracy of the current velocity 
measurements is typically a few centimeters/second. 
ADCP is now a standard, indispensable oceanographic 
instrument. 

The Doppler shift is a change of frequency of a sound 
wave when reflected from an object moving with a 
relative speed to the sound source. ADCPs use the 
Doppler effect by transmitting sound at a fixed frequency 
and listening to echoes returned from scatterers present 
in the water (small particles or zoo-plankton). It is 
assumed that these particles, in average, move with the 
same horizontal velocity as the water. 

Narrowband ADPCs measure frequency shifts of single 
sound pulses. Broadband ADCPs measure phase shift 
of multiple echoes, i.e. over a broad range of 
frequencies. Each broadband sound pulse contains 
many shorter coded pulses. The phase ambiguity is 
resolved by autocorrelation methods. Broadband 
Doppler phase processing is equivalent mathematically 
to the Doppler shift of frequency. 

Depth cells can be compared to single current meters. 
They are regularly spread in a grid covering the volume 
that is measured with the ADCP. ADCP gives the 
average velocity vector over each cell. A weight function 
is applied, so that the signal in the centre of each 
diamond shaped cell has more weight. The following 
data are produced by a broadband ADCP: current 
velocity in Earth coordinates, echo intensity (depends on 
sound absorption, beam spreading, transmitted power 
and scatters), correlation coefficient (depends on data 
quality), and percent good parameter (depends on 
correlation coefficient and vertical error velocity). The 
length and range of the pulses (pings) are limited by the 
operating frequency. The pulse length determines the 
minimum cell size. Single-ping random errors are 
relatively large. Hence, averaging over time is hence 
necessary to get reliable measurements. Typically an 
averaging period lasts 5 minutes. During this period, 
ADCP data are logged along with navigation data. 
Conversion of ADCP measurements to absolute current 
velocities are typically performed afterwards with post- 
processing, but they can also be processed on-line. 
Systematic errors like bias cannot be removed with 
averaging. More details about ADCP can be found in the 
RDI primer [5]. 

III.       SEAPATH 200 

The Seapath 200 provides a real-time heading, attitude, 
position and velocity solution by integrating the best 
signal characteristics of two technologies: Inertial 
Measurement Units (IMUs) and the Global Positioning 
System (GPS). It is a well-proven integrated navigation 
system    used    extensively    in    the    offshore    and 
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hydrographic industry. Three standard ship navigation 
instruments (gyro compass, speed log and GPS 
receiver) can be replaced by one product (see Figures 2 
and 3). Seapath is a stand alone system which does not 
require data from any other sensors in order to provide 
accurate navigation data. However, DGPS corrections 
are required in order to achieve optimal position and 
velocity performance. True heading is available 
anywhere on Earth, and the heading accuracy is not a 
function of the latitude location. There is no scheduled 
maintenance or calibration needed, which is necessary 
for both conventional gyro compasses and speed logs. 
Seapath is robust against GPS dropouts. Accurate dead 
reckoning navigation is performed with motion 
measurements up to 20 seconds after loss of GPS data. 
The accuracy is not affected by vessel turns and 
maneuvers. Seapath offers flexible configuration of 
output variables and interface set-up. 

Figure 2: The figure shows the configuration of the 
integrated navigation system Seapath. An MRU-5, the 
Motion Reference Unit, is connected to a processing unit 
containing 2 GPS receivers with antennas mounted 2-4 
meters apart on a antenna rack. 

Standard data formats used by ADCP systems (the RDI 
data format, NMEA GGA, and others) are available from 
Seapath. It is easy to operate, install and calibrate. A 
position accuracy of 1 meter RMS is available with 
DGPS supported by inertial sensors. Velocity (speed 
over ground) measurements with an accuracy of 0.03 
meters/second are also available The two antenna GPS 
heading solution provides heading with an accuracy 
level (RMS) of 0.05 degrees (with 4 meters antenna 
separation). The proven and reliable MRU-5 from Seatex 
is a motion sensor including 3 low-cost rate gyros and 3 
military grade linear accelerometers. An MRU can 
provide accurate measurements (100 Hz) of roll, pitch, 
and heave. The MRU outputs are used to support the 
measurements from the GPS receivers between GPS 
samples (1 Hz) and during GPS dropouts. A Kaiman 
Filter in the Seapath processing unit blends data from 
GPS and the MRU and outputs all navigation data in real 
time. The measurements from the MRU are also used to 

compute position, velocity, heading and attitude in real 
time. GPS measurements alone are delayed relative to 
real time. Data integrity within Seapath is evaluated by 
monitoring the characteristics of GPS dropouts, the 
PDOP GPS constellation parameter, and the difference 
between GPS and MRU measurements. This monitoring 
is not possible in a single sensor system. The ability to 
interface and use proprietary differential signals gives 
Seapath the ability to become a highly accurate 
positioning tool in its own right. The differential GPS 
corrections are available worldwide for Seapath. More 
details about Seapath can be found in the manual [6]. 

Figure 3: The figure shows the Seapath configuration. 
Measurements from GPS are sent to a processing unit 
together with motion data sent from the MRU. 

An alternative without a motion sensor to Seapath is a 3- 
antenna GPS system (see e.g. Griffiths [3]) offering 
position, velocity, heading, roll, and pitch. However, with 
this alternative post-processing is necessary, whereas 
real-time processing is possible when integrated with 
Seapath. Also, Seapath eliminate long dropout periods 
currently experienced by attitude GPS users. The vessel 
velocity measurements are also less accurate and 
reliable without the motion sensor support that Seapath 
has. 

IV.       IMPROVEMENTS 

Griffiths et. al. [2] introduced the idea of using multiple 
GPS antenna phase measurements to compute 
accurate attitude for ships with ADCP. The importance of 
accurate heading measurements, i.e. better than 
possible with a conventional gyro compass, was 
discussed by Griffiths ([1] and [3]). The following 
navigation data will improve ADCP measurements: 

1437 



A.   Vessel heading accuracy - gyro vs GPS compass 

A gyro compass is the traditional heading sensor on 
vessels with hull-mounted ADCPs. An alternative is a 
fluxgate compass. Both these are able to provide 
heading with about 1 degree RMS accuracy. When 
rotating the current velocity in ship coordinates to Earth 
fixed coordinates with a heading error Ay/, the horizontal 
current velocity error Av is given by 

Av=u Ay/ 
where u is the velocity of the ship. Hence, crossing a 
current of the order of 0.30 meters/second with a speed 
of 8 knots will result in a 12% error in the current 
measurement if the heading accuracy is not better than 
0.5 degrees. The precision obtained by gyro compasses 
is typically 1-2 degrees in comparison. Heading errors 
are also introduced with transducer misalignments. 

B.   Vessel position accuracy: - GPS vs DGPS 

Accurate position measurements are required to put the 
current velocities on the correct position on the map. 
Also, in some systems, mean ship velocity is computed 
by the change of position during the averaging period 
(divided by the length of the period). Then, accurate 
position measurements are very important in order to 
compute an accurate mean velocity. The accuracy of 
DGPS (1 meter RMS) vs non-differential GPS with SA 
(50 meters RMS) is indeed required to produce high 
quality VM-ADCP measurements. 

C.  Vessel speed - Bottom Tracking vs DGPS 

The typical Bottom Tracking (BT) accuracy is 0.02-0.05 
meters/second. Absolute values of BT velocities are 
often biased towards even larger values (0.1-0.2 
meters/second). BT is restricted to shallow waters. 
Deepwater layer tracking can also be used, however, 
this method is less accurate. In comparison will a DGPS 
Navigation system (NAV) be able to provide vessel 
speed with an accuracy of 0.03 meters/second, which is 
independent of environmental conditions at any depth. 

D.  Vessel Pitch and Roll - Attitude measurements 

Reference systems like motion sensors or inclinometers 
(vertical gyros) can be used to measure the vessel's roll 
and pitch angles. In Figure 4 the rotations from ship fixed 
coordinates to Earth fixed coordinates are shown in two 
steps. 

Large ships with small angular motion may not require 
this information if the weather conditions are good 
enough. Furthermore, the influence of ship's roll and 
pitch motion on current measurements is mostly 
removed by averaging.  However,  in rough sea with 

severe wave conditions, better results can be achieved if 
each ping is corrected with roll and pitch angles from a 
motion sensor. Especially will the vertical current velocity 
accuracy depend more on available roll and pitch 
measurements than the horizontal velocities do. Kosro 
[4] reported from a sea trial that horizontal currents were 
about 0.01 meters/second different when compensating 
for roll and pitch, whereas the vertical currents were 
about 0.05 meters/second different. 

Ship to Horizontal Plane Horizontal Piano to Earth 

Figure 4: In the first step one rotates with roll and pitch 
angles from ship fixed coordinates to an horizontal plane 
(azimuth or heading frame). In the next step one rotates 
to Earth fixed coordinates (North-East-Down) by the 
measured heading angle. 

E.   Timing of signals - Real time vs delayed data 

Seapath outputs navigation data at 100 Hz in real time 
whereas GPS measurements are usually delayed with 
up to 1 second. Data in real time are important for 
compensation of ADCP measurements made in rough 
sea with high vessel dynamics. A high update rate on 
the navigation data makes it possible to compensate the 
ADCP measurements with navigation data with the 
same time stamp. 

V. EXPERIMENTAL RESULTS 

Figure 5: RN Häkon Mosby 
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The integration of VM-ADCP and Seapath 200 has been 
tested on board R/V Häkon Mosby (see Figure 5) in the 
Norwegian Sea. Tests were carried out during several 
cruises by Geophysical Institute, University of Bergen, 
along a line extending from (62°N22', 5°E12'), to 
(64°N40\ 0°E0'). 

The system consisted of a 150 kHz narrowband ADCP 
and a Seapath 200. A special interface has been built to 
transmit attitude parameters from Seapath directly to the 
ADCP. Data were averaged on 5 minutes interval in 8 
meters depth bins ranging from 16 - 450 meters depth. 

A.   Comparison of gyro compass and Seapath heading 

GPS-GYRO heading difference (degree) 
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-0.5 
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Figure 6: The figure shows the difference between GPS 
heading from Seapath and a gyro compass. Large gyro 
compass errors initially reflect the case where the ship 
makes a turn of 180 degrees. 

Even if a gyro compass provides heading information 
that is sufficient for navigation at sea, it is not sufficiently 
accurate for transforming measured currents into an 
Earth fixed coordinate system. Because ADCP data are 
averaged over a certain time interval, errors due to bad 
heading are unrecoverable. Another important criterion 
is the instant availability of heading information. Gyro 
compasses are subject to oscillations and inertia. This is 
not the case for Seapath. This is clearly shown in Figure 

6, where the gyro compass needs more than one hour to 
stabilize after a 180 degrees vessel turn. 

B.   Comparison of bottom tracking and Seapath speed 

NAV and BT ship speed 
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Figure 7: Ship velocity obtained from bottom tracking 
(BT for dashed line) and navigation (NAV for continuous 
line) as a function of time. The upper plot shows a 
comparison of forward velocity (surge) from BT and 
NAV. The second plot compares sway velocity and the 
third compares total horizontal speed (magnitude of 
velocity vector with surge and sway). The lower plot 
shows a comparison of heading measurements from a 
gyro compass and Seapath. 

Resolving absolute currents from both echoes from 
bottom and the navigation device showed that ship 
speed from bottom tracking was always larger in 
amplitude, but similar in direction (see Figure 7). 
Absolute currents are obtained by adding the ship's 
velocity to relative currents. Consequently, if the 
measured ship speed is too large, the along track 
component of the measured absolute current will be 
larger than its true value (see Figure 8). Hence, in the 
case of the data sets considered here, absolute currents 
in bottom tracking mode will be rotated towards the 
ship's course, when compared to those derived from the 
navigation. Note that differences on absolute currents 
become larger for weaker currents. Note also that if 
bottom tracking shall be used as a reference for ship 
velocity, then the measurements must be calibrated. 
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Figure 8: Effect of ship velocity errors on absolute 
currents. The upper plots show the result with bottom 
tracking, and the lower plots are ADCP with Seapath as 
velocity reference. 

C.   On station measurements 

The stability and precision of the Seapath navigation 
system was tested on station, that is several 
measurements at the same position, to reveal accuracy 
and stability. The duration of the measurements was 
long enough to have a sufficient number of profiles, and 
short enough to consider the current to be constant. 
Absolute currents were resolved using information from 
the navigation device. Because the ship is slightly 
drifting, the navigation device must be able to sense this 
change of position in order to measure the same current 
during each profiling interval. The results are shown in 
Figure 9 and confirm the good quality navigation data. 

V. CONCLUSION 

In this paper it has been shown that Seapath navigation 
data can improve ADCP measurements significantly. 
Heading errors from gyro compasses being typically up 
to one degree are too large to provide the accuracy 
required for high quality VM-ADCP measurements. 
Using bottom velocity as a reference for the ship speed 
has the disadvantage of being limited to shallow areas. 
This is not the case with a navigation system providing 
an accurate vessel speed independent of vessel 
dynamics, weather, and depth. Furthermore, availability 
of accurate ship attitude parameters at a high frequency 
make it possible to carry out good quality measurements 
in rough sea conditions, or at a higher ship speed than 
has  been  the  case  before.   Seapath  offers  all  the 

measurements required to achieve accurate ADCP 
measurements for all depths and even during bad 
weather conditions. 
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Figure 9: The figure shows absolute currents at different 
depths using data from Seapath for ship speed 
corrections of ADCP measurements. Data were 
collected while the ship was on station. It is seen that the 
current measurements are stable and reliable. 
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Abstract— Within the framework of the national funded 
project DOMEST a deep sea YOYO profiler is to be 
developed at the University of Bremen, MA RUM 
(Germany). The goal of this system is to take continuous 
CTD-measurements overa depth range of 500 m above 
the ocean bottom. The system is designed to withstand 
a maximum pressure of 400 bar and is supposed to 
take one profile each day within one year. The system 
is also well suited to accommodate additional sensors 
as for example current meters or fluorometers. The 
basic instrument carrier contains a hydraulic propulsion 
unit similar to the well known ALACE floats. The 
hydraulic system is built to produce a buoyancy change 
of up to 3 kg to enable free profiling motion along a 
taut mooring line. The electronic unit contains a new 
PC-based microcontroller that is expected to have a 
superior performance compared to the well known 
TATTLETALE systems. The development of a deep sea 
version calls for a special design of the whole 
instrument of smallest achievable volume. Therefore 
the applicability of now pressure housing materials as 
for example ceramics is going to be tested. 

I. Introduction 

The aim of ongoing global research programs like GOOS or 
CLIVAR is to get real time data of relevant ocean parameters 
and to incorporate these in operational models to forecast 
the circulation patterns of major current systems. The only 
tool that presently achieves global coverage is satellite 
remote sensing. To obtain the necessary data for the 
modeling process these measurements of ocean surface 
parameters have to be complemented by subsurface 
measurements as for example with data from fixed buoy 
arrays. The success of the TOGA/TAO array to predict the 
occurrence and the intensity of the EL NINO events shows 
the importance and practicability of this concept. Therefore 
one should look at possibilities to extent the scope of 
continuous subsurface measurements to other areas of the 
ocean and also to the full water column. At this point it is 
necessary to reconsider current methods and develop new 

methods that deliver data from greater depths and of higher 
quality than current available techniques. The development 
of floats like ALACE and derivatives like PALACE or 
PROVOR gives the due for an innovative approach to 
subsurface measurements. They are built for long term 
deployment and are well suited for profiling measurements 
of the water column. The main drawback of these profiler's 
are that their usage is ruled out in areas of high currents, as 
for example the Antarctic Circumpolar Current. In those areas 
moored profilers are more advantageous and they use could 
be supplemented by the deployment of free floating profilers. 
Basically the technology of floats can be as well used for 
moored profilers. Additionally the development of moored 
systems has to take into account that more energy is 
needed to move the carrier along the mooring line due to 
friction and the action of strong currents. The two basic design 
criteria are to optimize the energy usage and to enhance 
the overall reliability of the system. 
Moored profiling systems has been well known as a method 
to obtain upper-ocean time-series data since the 70s. (van 
Leeretal. [4], 1974, Eriksen etal [3]. 1982). Recently there 
has been several efforts to extend the depth range of these 
instruments from 1000 m ( Provost et al.[2], 1996) down to 
full ocean depth ( Doherty et al [5]., 1998). The main 
advantage of these instruments lies in the fact that with one 
set of sensors the predetermined depth range can be 
continuously sampled. This allows for a better spatial 
resolution of the measurements compared to fixed instrument 
chains with a separation of about 50 m, as they are used 
with fixed buoy stations (TOGA/TAO or PIRATA arrays). 
Additionally with multiple sensors the drift and the offsets of 
the individual sensors are unknown so that interpolated 
profiles from fixed sensor chains are questionable. Therefore 
employing a single profiling instrument carder will allow new 
insight in the study of mixing processes in the sea. 
The development of the descripted profiler is part of a national 
funded project called DOMEST ([6],[7]). This project aims 
at designing a communication network from underwater 
stations to achieve real time data transmission from deployed 
instruments to the laboratory. The complete system is 
essential for the usefulness of the profiler as complementary 
observational tool for satellite measurements. 
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II. Technical description of the developed system 

The development of the current deep sea profiler (DOP Deep 
Ocean Profiler) is based on experiences that has been 
collected with a shallow water system developed by the 
University of Copenhagen called TRAMP [1]. The system 
has been designed as a pure instrument carrier to incorporate 
multiple sensors. The deep sea version has been modified 
in some mechanical and electrical aspects but the basic 
principle is the same. It is a buoyancy driven system that 
consist of two tubes containing the hydraulic and the 
electronic unit. (See Fig. 1) By using two tubes it is possible 
to balance the might distribution of the system so that it 
does not move tilted. The hydraulic system is a closed 
system where oil is pumped back and forth between an 
external and an internal bladder. The system in its basic 
test configuration is completely autonomous. The profiler 
contains a battery pack and all data are stored on a hard 
disk. These can be read out after recovery via a serial 
interface. 

Foam Bock- 

Rot End Cap - 

HydrauMc Houshg 

(Cefomlc) 

Pump- 

BladderShMd- 

MoorlngUne 

Electronics Housing 
(Gloss) 

—Tub« and Foam Mount 

Guiding Wheels 

Fig. 1: Basic Elements of the realized Deep Ocean 
Profiler DOP 

In the development phase of the deep sea profiler several 
items have been reconsidered: 

A. Buoyancy control 

It has been considered to use a piston type of buoyancy 
control. This allows for a simpler mechanical design of the 

hydraulic unit. But this concept calls for extra volume that 
has to be hold out. The other problem is that the piston 
pushes out the oil to fast even if one uses a gear unit. As it 
is disadvantageous for batteries to deliver large amount of 
energy in a short time and the gear box takes a lot away of 
the overall efficiency this idea has not been pursued. 
With a special pump it is possible to pump small amounts 
of fluid against a large pressure gradient. At the same time 
the pump rotation speed fits perfectly with the optimum motor 
rotation rate. Therefore there is no gear box needed and we 
end up with an efficiency of the pump system including the 
electric motor of about 60 %. The calculated efficiency agrees 
very well with measurements that has been taken in our 
large pressure tank facility. The pump used has a pump rate 
of 0.15 l/min and works up to 1000 bar. 

B. Energy calculation: 

The most part of the needed energy is spent for the pumping 
process. Therefore to give an estimate of the needed energy 
the following numbers apply: 

Pressure: 400 bar 
Pumped Volume: 31 
Energy content of a 
Lithium- Batterypack 
Weight 15 kg 
Volume 81 
Total No. of Profiles achievable 

33 Wh 

3000 Wh 
90 

For this application a depth range of 500 m at a minimum 
depth of 3500 m is necessary. To make the most out of the 
energy it would be advantageous to pressurize the system 
with an inside pressure of at least 300 bar. With this 
prepressure the number of profiles would increase by a factor 
of 4. 
The aim of the development is to have a system of 1001 
(100 kg airweight) including CTD- probe and current meter. 
With a pumped volume of 31 and an average density gradient 
of 0.004 kg/m3 per meter depth change one could achieve a 
maximum speed of 50 cm/s and a depth range of 7600 m. 

C. Pressure Housing 

To achieve the best performance and handling of the system 
it is necessary to evaluate different materials according to 
their weight and stiffness. Four different materials had been 
compared: AJuminum, Titanium, Glass and Ceramics. Wth 
a standard housing of 110 mm inner dia and 800 mm length 
we end up with the following numbers: 

Weight in air Weight in water 
Aluminum(6061T6) 16 kg 2 kg 
Titanium(6AI-4V) 10 kg 0.3 kg 
Glass(Pyrex) 6 kg -4.5 kg 
Ceramic 6 kg -4 kg 
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This means that there is a real advantage of employing glass 
or ceramics for this application. As the central part of the 
system, the hydraulic unit, needs a solid base as a 
mechanical construction platform and has to bee rugged in 
the handling it was decided to test the applicability of 
ceramics. The basic unknown is the repeatability of the 
production process. The material has to be homogeneous 
and the geometry needs to be tight tolerated. Both could be 
achieved by using a commercial available tube from a 
specialized company. The tube thickness is well above the 
needed wall thickness (10 mm compared to 6 mm needed). 
Therefore we do not expect any problems with the present 
tube. The titanium endplates that have similar properties to 
the chosen ceramic are used to built up the mechanical 
parts into the housing. As ceramics have a larger range of 
elasticity compared to glass the danger of cracking is 
diminished. 
The glass housing on the other hand is well suited to 
incorporate the electronic unit with the batteries. It has the 
lowest weight at the given dimensions. On the other hand 
the handling is very delicate. 

D. Electronics 

As the central microcontroller the ELAN system of AMD is 
used. It is based on the usual PC-processor structure but 
has similar power down modi as comparable 
microcontrollers. To enhance the reliability of the system it 
was decided to use a real time kernel. This system allows 
for parallel execution of different tasks. This contributes to a 
higher reliability of the system and minimizes the risk of 
data loss. Using a PC based system also means lower 
cost for development tools and easy interfacing to additional 
units. 
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III. First field tests 

The prototype system was tested on board the German 
research vessel METEOR in May '99. The aim was to prove 
the viability of the concept. As the prototype system has 
an overall volume of 1801 it has a weight change of about 5 
kg going from freshwater to seawater. As the amount of the 
pumped volume is limited to 3 1 the system has to be 
adjusted to at least 200g to be able predict the profiling 
speed reliably. The present weight is much higher compared 
to what we can achieve. Our design goal is to come down to 
less than 100 kg weight in air. 

Fig.2: The basic microcontroller architecture of DOP 

Fig.3: Deployment of DOP from board F.S. METEOR, cruise 
M45/1 

The critical performance parameters of the system that has 
to be determined are: 
- Time interval for one complete depth cycle 
- Power consumption 
- Maximum profiling speed 
- Performance of the hydraulic system under high 

pressure 
Therefore the focus of the tests lies in the propulsion unit 
with the hydraulic system and the according sensors. We 
made a total number of eight deployments where the last 
delivered the data shown in the figures 4 and 5. The system 
was fixed to the ship's winch and lengths of up to 2500 m 
rope were paid out. The depth interval was limited by two 
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stopper that were fixed to the rope. During the last 
deployment the system was programmed to do two profiles 
over a depth interval of 200 m. The final depth of 2000 m was 
chosen because of the limited time at the end of the cruise. 
The profiler worked without any faults and delivered a 
complete dataset of internal housekeeping data and external 
CTD- data. The following numbers show the results: 

Pumping time 2500 s 
Pumped Volume 21 
Electrical power 
consumption during 
pumping 
Valve opening time 
Time for complete 
cycle (Including Timeouts 
of 720 s) 85 min 
Speed 18cm/s 

16W(22.5V,0.7A) 
60s 

IV Conclusions: 

A newly designed deep ocean profiler has been designed 
and tested in deep water on board F.S. METEOR in May 
'99. Beside the fact that the handling of the system i.e. the 
adjustment of buoyancy has to be improved the system 
looks very promising as a tool for long term observations in 
deep water. The design proves to be a viable concept. The 
main limitation in the performance results from the limited 
amount of power that is available for the complete 
autonomous system. Keeping in mind the relation between 
needed power and overall volume of the buoyancy driven 
system one has to look for new materials that can be used 
for pressure housings. The combination of ceramics and 
titanium looks very promising. 
But other housing materials should be evaluated as well. 

Fig. 4 : Pressure plot of the profiler test at the final test 
depth 

Fig. 4 shows the time series plot of the pressure. The first 
leg is due to the settling of the profiler after the complete 
payout of the rope. After a predetermined resting phase the 
hydraulic pump starts to increase the buoyancy by pressing 
out the oil. After a slow start the profiler reaches its final 
speed of about 18 cm/s. As the oil is pressed back by the 
high pressure the final speed of 16 cm/s for the down cast is 
reached much faster. The speed numbers agree very well 
with the calculated values. The final resting phase shows 
that the profiler has finished its program as expected. 
One special feature of the profiler is its smooth motion through 
the water column. Therefore the CTD- data show a high 
reproducibility which is shown in Fig. 5. In the depth range 
of 1900 m the repeatability of the temperature structure is 
good enough to check the CTD sensors. This feature is 
special to buoyancy driven moored profilers that makes them 
ideal for continuous current velocity measurements 
complementary to for example ADCP observations. 

For example the application of composite materials like Fig. 
5: Successive temperature profiles taken with the deep sea 
profiler DOP 

carbon fiber composites should considered. There is a 
chance to compensate for the pressure change in the 
density. This would mean less amount of oil to be pumped 
to achieve the same speed. 
The idea of using fixed profilers to collect relevant oceanic 
parameters in real time is very encouraging. The cost 
effectiveness of such systems lies in the fact that a single 
device covers a large depth range. On the other hand it has 
to be proved that the reliability of such a technique is 
comparable to current methods. 
Currently there are groups in the US (Toole, Doherty, WHOI), 
France (Provost, Universite Paris) and Germany (Waldmann, 
University of Bremen, Budeus, Alfred Wegener Institute, 
Bremerhaven) engaged in pursuing deep sea profiling YOYO 
instruments. 
The first successful tests have been accomplished but it is 
still questionable which concept will survive over deployment 
times of 6 months and more. 
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ABSTRACT 

This paper deals with the simulation of the signal received 
by a polarimetric bistatic radar observing the sea surface. 
The radar is considered installed on aircraft or helicopters 
flying over the sea at a constant velocity. We present in this 
paper the modeling of the received signal as a function of 
time. 

We model completely the bistatic moving radiolink by 
taking into account the antennas radiation, the polarimetric 
behavior of the target and the mobiles velocity effect. 

In this application where the sea surface is considered as 
the target, its scattering behavior is calculated by using the 
two-scale model. 

L INTRODUCTION 

Most current radars are scalar radars working in 
monostatic configuration. Nevertheless this kind of radars 
presents limitations in particular when it is used to detect or 
to classify targets involving in a natural media, or for detection 
of stealthy targets. 

Consequently the use of polarimetric radars using fully 
the vectorial aspect of the electromagnetic waves permits to 
increase the information on the target by analysing the 
polarization of the received wave compared with the 
transmitted one [1]. Then, it will be possible to classify the 
target more easily. The detection of targets will be improved 
by using polarization states for which the clutter echo is low; 
and particularly for radiolinks in the maritime environment. 
In addition a bistatic configuration permits, by separating the 
transmitting antenna and the receiving antenna, to improve 
the information on the target and to reduce the furtivity 
efficiency. 

Furthermore, the technological advances allow to realize 
more complex radar systems which can be more easily 
installed on mobiles such as ships, aircraft, helicopters, ... 

In this context, the development of polarimetric bistatic 
radars presents great advantages. And then the necessity to 
model the signal received by this kind of radars in the general 

case where the transmitter, the target and the receiver are 
moving, is clearly appeared in order to develop and to test 
new classification methods. 

We give in this paper the expression of the received signal 
as a function of time, by taking into account the antennas 
radiation (transmitting antenna and receiving antenna), the 
effect of the target on the polarization of the transmitted wave, 
and the influence of mobiles velocity. 

In this paper where the sea surface is considered as the 
target, its scattering behavior is simulated by using the two- 
scale model. 

A simulation is finally presented for the case where the 
sea surface is observed by a polarimetric bistatic radar for 
which the transmitter is mounted on a helicopter whereas 
the receiver is fixed on a hill. 

n. RECEIVED SIGNAL MODEL 

ILL ANTENNAS RADIATION 

The performances of a radar system or a 
radiocorrummication system depends on the radiation 
characteristics of the transmitting antenna and of the receiving 
antenna. Consequently it is necessary to use radiation features 
optimized to the application. Thus, the antennas of a radar 
system are generally chosen to have a maximum radiation in 
the direction of the target and a radiation very small in the 
other directions in order to reduce the contribution of the 
undesirable echos. 

Most important features of an antenna are its radiation 
pattern, its gain, and its polarization. The latter characteristic 
is defined as the polarization of the wave radiated in the 
direction of the maximum radiation. 

Many antennas used by radar systems are reflectors which 
can have diverse geometries. These antennas can be 
considered as aperture antennas. In particular the paraboloidal 
reflector can be modelled by a circular aperture. 

The radiation pattern of an aperture antenna is calculated 
in the far-field zone by applying the Huygens' principle 
associated to the image theory. The electrical field 
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radiated by the antenna in any p direction is given by the 
following expression [2] [3]: 

E(p)=Jkl^r{"Aphp (1) 
2w 

with 

^-JJ   Eae        dS': me bidemensionnal Fourier transform 

of the electrical field  E   in the aperture surface 

ft: the unit vector orthogonal to the aperture, 
k: the wave number. 

We note according to (1) that the electromagnetic field 
radiated by an aperture antenna in the far-field zone is plane 
because the Er component of the electrical field in the direction 
of the propagation is null. 

Fig. 1: Circular aperture geometry. 

The use of antennas focusing the radiated energy in the 
main beam permits to reduce the contribution of echos 
returned from bodies neighboring the detected target. 

The sidelobes level decrease is obtained by weighting the 
electrical field across the aperture by using a suitable 
distribution law. In that case the reduction of the electrical 
field discontinuity on the boundary of the aperture contributes 
to the sidelobes attenuation but in the same way to the main 
lobe expansion. 

Let consider a circular aperture which is placed in the 
(Oyz) plane and illuminated with the distribution law /(/•') 
defined by: 

f(r>) = A + (l-A)cos^ (2) 

where A represents the electrical field attenuation on the 
boundary of the aperture, and a is the radius of the circular 
aperture. 

The electrical field distribution is written as a vectorial 
expression by: 

Ea{r') = E0f(r') (3) 

Then, the components of the electrical field radiated by 
the antenna in the far-field zone are given by the following 
relations: 

Er = 0 

Ee=-jk- 
lwr 
-jkr 

•Prcos9 
(4) 

E9 = jk——{Pt cos0sin9 + Py sine) 

where P„ Py, and Pz are the components of the 
bidimensionnal Fourier transform of the electrical field across 
the aperture, expressed in the (x,y,z) antenna coordinate 
system. 

The antenna power gain in the direction of maximum 
radiation is given by (5) by assuming that the losses are 
insignificant. 

Gmax = 
4n 

a 2« 

J f /(r'ydr'dB' 
o o 
a 2ic (5) 

l\lf{r'fr'dr'd& 
o o 

The components £e and Ev of the normalized radiated 
electrical field are drawn on fig. 2 and fig. 3 for a circular 
aperture vertically polarized, and illuminated using the 
distribution law (2). These two figures show that the 
sidelobes level is about -2SdB whereas for an uniformly 
illuminated circular aperture it is about -\7dB [2]. 

In order to simplify the expression of the received signal 
we express, as a 2 x 2 matrix noted [g] the radiation 
characteristics of the antenna polarized either horizontally or 
vertically. The coefficients of this matrix are written as a 
function of the maximum power gain and the components 
Ee and E9 of the far-field radiated electrical field. 

w- (6) 
"gw,(8,<p)   £M-(8.<P)' 

Sv*(e,cp) *w(e,<p)_ 

When the antenna is vertically polarized, the coefficients 
ghv and £w define respectively the radiation in the horizontally 
polarized channel and in the vertically polarized channel and 
are given by 

gM.(9,cp) = >/G~ 
£y(e,<p) 

I + £8max 

Sw(e,<p)=V^ 

'9 max 

£e(e,<p) 
(7) 

i E      P +l£„     I2 

We obtain in a similar way the coefficients ghh and g^ 
characterizing respectively the antenna radiation in the co- 
polarized channel and in the cross-polarized channel when 
the antenna is horizontally polarized. 
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II.2. TRANSMITTED WAVEFORM 

The choice of the transmitted waveform has a great influence 
on the radar detection performances. The radar resolution in range 
or in radial velocity is directly related to the transmitted waveform. 
The radial velocity depends on the target illumination duration. 
So, a burst of pulses transmission permits to observe the target 
on a relatively long duration, and to improve the resolution by 
realizing a coherent integration on many pulses of the received 
signal [3]. 

The resolution in range is improved using a large bandwidth 
signal. Then we must transmit a burst of very short pulses if we 
wish to have a good resolution [3]. Nevertheless it is necessary 
to increase the transmitted peak power in order to keep a 
transmitted mean power sufficient to satisfy the detection 
threshold. But transmitted peak power increasing is limited by 
technological constraints. Consequently, pulse compression 
techniques permitting to increase the transmitted signal 

bandwidth are generally used [3]. These techniques are based 
on a phase modulation of the carrier signal. 

Typically, the detection performances of a pulse-radar are 
improved by transmitting a burst of rectangular pulses linearly 
modulated in frequency. For this kind of waveform which is also 
called a «chirp» the frequency is linearly swept from 

AO-/-¥K) (8) 

with 
f0 the carrier frequency, 

A/"the bandwidth, 
T: the pulse duration. 

This waveform is given as a function of time by 

Ä /2*(f-«r,)[/0-A-(«+a)r,)l 
s.(0-InIftrl(/-nrr>        L   2T J (9) 

n=0 
where Tr is the repetition period, a = TIT, the duty cycle and 
n[O,Ti(0 is the unity if 0 > t > rand null elsewhere. 

The signal radiated by the transmitting antenna is written as 
a vectorial formulation in the transmitting antenna coordinate 
system by the following expression 

*'(')- = £o^'(e(0><p(#(')        (10) 

where the matrixtg"] characterizes the transmitting 
antenna radiation, S„(t) is the transmitted waveform 
expressedby(9), ä is the transmitting Jones vector which is 
respectively equal to [ 1  0]Tor [0  1 ]T if the antenna is 
respectively horizontally polarized or vertically polarized 
The superscript T represents the transpose operator. 

II.3. SEA SURFACE SCATTERING 

The polarization of the wave scattered by the sea surface is 
generally different from the incident. This state polarization 
change depends on the physical features (permittivity, permeability) 
and on the geometrical features of the sea surface. It also depends 
on the observing angles of the surface (9, (p, 0S, cps as indicated in 
fig, 4). The scattered wave polarization change is modeled by a 
complex 2x2 matrix [S] called the scattering matrix [5]. 

The calculus of the scattering coefficients consists in solving 
a random rough surface scattering problem. The classical analytic 
approaches based on the Kirchhoff approximation and small 
perturbation method are restricted in domain of validity [6]. 

For the two-scale model the surface can be modeled as having 
only two average sizes of roughness where one is large compared 
with the incident wavelength and the other small. 

The incident field E* is written in the (h, v j basis like where 
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E' = E0a with E0 = \E0\e-jk"''r (11) 
ä is the incident wave Jones vector, k the wavenumber of the 
transmitted wave, and /?, the unit vector in the incident 
direction. 

TRANSMITTER 

Hi) 
A') 

K>) k 

i-{t )    / 
».( ) M')^ 

=^j £**« 
**.(') 

M<). 

*(<) 

>.(') 

Fig. 4; Bistatic scattering configuration. 

Fzg. 5: Bistatic scattering configuration 
of the two-scale model. 

In the local reference (Cf.fig. 5) the incident field can 
be rewritten as 

£' = E'v,v' + Ei.fi' = ((o.v')v' + (a.h'Ji'^Eo (12) 

and the scattering field is expressed in the (hs',vA basis by 

Es = 
E* 

E\, 

El 

Sh;h'    Shy 

The scattered field can be rewritten in the (hs,vs) 

E, "" 

(13) 

as 

E' = =PF 
where the scattering matrix [5] is given by 

h'-h   h'-v 
[S]- 

h'-h     v'-h "s   "s        s     s 

h'. v       v' -V Sv;h'    Svy V   •«      V   -V 

(14) 

(15) 

Putting p (A* or vs) the received polarization and q (h 
or v ) the transmitted polarization, the components of the 
scattered field are obtained in the co-polarized channel and 
the cross-polarized channel from 

(16) 
E%=(v's.p){(iv')Sv,v.+(q.h%h,} 

+fc.p){(it%y+(q.h%,h)E0 

Then the average {Es
pqE^q\ with respect to the large 

scale roughness can be calculated and rewritten in terms of 
the scattering coefficients Os

pq as 

o*pq =((p.t'sf(it'?ov.v, +(p.t'sf{q.h')2ovih. 

+(p.htf{q.v')\v +(p.h$(q.h')2Oh,h. 

+(p.htf {q.v')(q.h'YKHhy 

(P.i'sipKlth'faWw 
+{p.v'sp.K)<q.v'fol

h.v.v.v, 

(p.v's)\ly')(ih'yvyv,h.)\E0\
2 

(17) 

+1 

where 

,i o>,mn= 16 x 
(18) 

Lt2o-cos9'coseJ Re(aMol)ff(^ + ksinQ',ky} 

apq=Sx\k2acosQcosQ's\ \apq\ w{kx+ksmti,ky}   (19) 

a is the standard deviation of the surface height; and * 
denotes the complex conjugate. The average <.> in the 
scattering coefficients may then be calculated by using any 
model of surface slopes distribution. The apq 's that appear 
in cj'pqmn and apq are the polarization dependent factors given 
in [7] [8]. 

II.4. RECEIVED SIGNAL 

The received signal waveform is written from the 
waveform of the transmitted signal delayed in time. This delay 
is the wave propagation time between the transmitter and the 
receiver. In the case for which the transmitter, the target and 
the receiver are moving this delay is a function of time. For a 
bistatic configuration the delay depends on the projection of 
the velocities of the transmitter and the target on the 
transmitter-target axis and also on the projection of the 
velocities of the target and the receiver on the target-receiver 
axis. 

This delay function of time introduces on a the received 
signal a phenomenon well known as Doppler effect and gives 
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rise to a phase modulation of the received signal. So, this 
phenomenon is characterized respectively by a frequency 
positive shift or a negative shift of the received power 
spectrum depending on whether the mobiles are moving closer 
or farther. 

The transmitter-target propagation delay StEc(f) and 
the target-receiver propagation delay 8tcR{t) are 
respectively given by relations (20) and (21) assuming that 
the mobiles velocity is constant during a pulse duration 
transmission. 

&rc(0 = 
-(o).*(o) 

»cs(0 

c + Vc(t)-k(t) 

c+Vc{t)-k(t) 

_g(0jjr(0)        Fr('K(0}*r(0f 

c-V,{t).k,{t)       c-Vr{t)-kr{t) 

(20) 

(21) 

where F(t) and R(t) are the instantaneous distances 

transmitter-target and target-receiver respectively; and Ve, 
Vc and Vr are the velocities of the transmitter, the target, and 
the receiver respectively. 

The transmitter-receiver total propagation delay is obtained 
by adding (20) and (21), such as 

The received signal waveform is then given as a function 
of time by [9] [10] 

5r(0 = Sn[o,r](^^-8^)-e j2ltf0(t-nTr) 

n=0 

jA-r,Tr)[t-{n+ayr] 
2 

->2iis«[/o+|£(2'-(2»+a)r,-a«) 
o >- 

(23) 

The received signal is written as a vectorial formulation 
expressed in the receiving antenna coordinate system 

(£r,vr,Ar)like 

f'(0 = Z'K = £, 
-Jk[cStic(?><S'cx(.tj\ 

Sr(t) 

T      r- 

0 c28tEC{tpCR(t) 

*U(0 ^v,(0 
MO M0' 
MO MO. 

-i o 

0 1 

sj*(0 sl{t) 

**(0 gly{*\ 

(24) 

with Sr (t): the waveform of the received signal, [g"] and [g 
r]: the matrices characterizing the radiation of the transmitting 

antenna and of the receiving antenna respectively, [S]: the 
target scattering matrix, ä: the transmitted Jones vector. 

m. NUMERICAL RESULTS 

This section presents the simulation of the signal received 
from the sea surface by a bistatic radar for which the 
transmitter is mounted on a helicopter flying in the east 
direction, (Cffig. 6) at constant altitude Qi = 1000m) and 
at constant velocity (K = \S0km/h ). The receiver is fixed 
on the ground at an altitude equal to 300m over the sea surface. 
At the initial simulation instant, the distances between the 
transmitter and the observed sea surface area and between 
the observed area and the receiver are above 1300m and 550m. 
And then the location of the transmitter and of the receiver 
from the observed sea area are defined by the angles 9 = 
41.3°, (p = 118.1°, 6S = 56.9°, cps = 90°. The parameters of 
the transmitted waveform are chosen such as 
Tr = lOOus, a = 10%, Af= 5MHz, and/0 = 10GHz. The 
sea surface is characterized by a 35ppm salinity, 20°C 
temperature and a 6.85m / s (M3kt sea at 10m) wind 
speed. The modulus of the scattering coefficients are 
calculated using the two-scale model, and their phase is 
assumed to be a uniformly distributed random variable. 

\ 
Rtcttvtr 

\ 

Fig. 6: Geometrical configuration of the simulation. 
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Fig. 7: Power spectrum of the received signal. 

Figure 7 represents, for each polarization channel, the 
power spectral density of the signal received from the sea 
surface. It appears that the sea echo looks like a noise reducing 
the detection of bodies placed in the observed area. 
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Figures 8(a)-(d) represent the distribution of the received 
power in various transmitting and receiving polarization 
channels. Thus, histogram 8(b) illustrates the distribution law 
of the signal received when the transmitting antenna and the 
receiving antenna are respectively vertically polarized and 
horizontally polarized. Figure 8(d) shows that the signal 
received from the sea surface is maximum when the 
polarization of the transmitting antenna and of the receiving 
antenna is linear vertical. 

Fig. 8: Distribution of the received power spectrum 
(a) HH, (b) H V, (c) VH, (d) W 

IV. CONCLUSION 
The expression of the signal received by a polarimetric 

radar is developped in a bistatic configuration for the general 
case where the transmitter, the target and the receiver are 
moving. The presented model can be used for any target by 
the only knowledge of the target scattering matrix. Like that, 
a simulation is realized to the sea surface observation by taking 
the sea surface as the target. The scattering coefficients of 
the sea surface are calculated using the two-scale model, 
and assuming that the phase of these coefficients is a 
uniformly random variable. This modeling permits to simulate 
the signal received by a polarimetric bistatic radar for a wide 
range of radar scenarii and to be useful for target classification 
algorithms development and test. 
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ABSTRACT 

The radar cross section of sea clutter at (or near) the horizon 
is a critical parameter in naval radar system performance 
evaluation. At the low grazing angles and ranges involved, 
the existing data base is quite limited. At near-grazing 
illumination, the radar receives an echo from the sea surface 
which is characterized by short bursts of power. These are 
significantly stronger than the random average scattering. 
The problem of developing a model for rough surfaces is a 
very difficult one, since, at best, the scattering coefficient CT° 

is dependent upon (at least) radar frequency, geometrical and 
physical parameters, incident and observation angles, as well 
as polarization. In this paper the development of a theoretical 
two-scale model describing bistatic reflectivity is presented 
as well as the numerical results computed for the bistatic 
radar cross-section from random rough surfaces especially 
from the sea surface. The numerical results for the bistatic 
scattering coefficient for the sea surface are used to show 
the brewster angle effect on near-grazing angles. 

1-INTRODUCTION 

The scattering of waves by random rough surfaces at low- 
grazing angles has important applications in remote sensing 
of ocean and land. For a bistatic link over the sea surface, it 
is necessary to combat multipath fading caused by sea 
reflection that can disrupt an electromagnetic system near 
the sea surface, understanding the effect of the scattering by 
this natural surface is an absolute necessity. In this paper the 
bistatic scattering properties of the sea surface is explained 
in terms of a two-scale roughness model where the small- 
scale waves are assumed to satisfy the small perturbation 
assumptions, while the large-scale waves are assumed to 
satisfy the Kirchhoff approximation. The two-scale composite 
model uses the result of the small perturbation model to 
compute the scattering coefficient due to small-scale waves 
and to account for the tilting effect of the large-scale waves 
by averaging this scattering coefficient over the slope 
distribution of the large-scale waves. 
The geometry of the surface scattering reflection is shown 
in Fig. 1. 

Fig.l: Geometry of the surface bistatic 
scattering problem 

2- TWO-SCALE MODEL 

The classical analytic approaches of solving random rough 
surface scattering problems based on the Kirchhoff 
approximation and small perturbation method are restricted 
in domain of validity [1] [2] [3]. For the two-scale model the 
surface can be modeled as having only two average sizes of 
roughness with one large and the other small compared with 
the incident wavelength. Fig.2 shows the geometry of the 
surface scattering problem. The transmitter and the receiver 
are located in a reference (X,Y,Z) by the angles 0, cp, 6S, and 
9» ■ 
The 2x1 complex element vectors E! and Es describe the 
polarizations of the incident and scattered electric fields, 
respectively. 

Assume the incident wave E' to be : 

E* =E0a with E0 =\E0\e-}kn'-r (1) 

where a is the unit polarization vector (vertical polarization v 
or horizontal polarization h), k is the wave-number of the 
illuminating wave, and ni is the unit vector in the incident 
direction. 
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in the local reference 

E' = £>' + Elh' = ({a.v')v' +(a.h')h')E0 (2) 
and the locally scattered field due to incident waves are: 

SyyE^ +SvpEh 
E' = E°,y + E'KK = [sW = „    -.,   . „    Fi 

where St.q. is the scattered field for unit incident fields. 

Then the scattered fields can be written as 

where the scattering-matrix [S] is given by 

v'-v   v'-h 
h'-v   h'-h 

(3) 

[S] = 

(4) 

(5) 

For the received polarization p (vs or h,) and the transmitted 
polarization q (v or h), the scattered polarized and depolarized 
fields are obtained from 

(6) 
EU=(v',.p){{q.v')Svy+(<lh')Svih) + 

(h't.p%.v')sK/+(q.h')sli/,}E0 

Then the average (E'^E^-) 
wim respect to the large-scale 

roughness can be calculated and rewritten in terms of the 
scattering coefficients as [81 as a function of the <?'„ 
transmitter polarization q and the receiver polarization p 

a'„ =((p.V3)
2(q.v'favy +(p.v's)

2(q.hfavr + 

M2(q.v')2trk,v + (p.h$(q.h')2ah?/ + 

(ph')2(q.v')(q.h'yh?/hi, + (p^VX^f ffW + 

0*V;XP.A;X*.A'X*V')*W + 

(pv'&P-h'&q.v)2 cr),yvy + 

(*v;)VX**V*^)Wa (7) 

where 

\k2<rcos0' cos0'sf Re\apqap\q^W\kx + ksmtf,ky) 

am =8x|jfc2orco5^'co5^|2|aM| W\kx+ksin0',kyJ 

<7 is the standard deviation of the surface height, 9'is a local 
incidence angle, ft' is a local scattering angle and * denotes 
the complex conjugate. 
The average <> in the scattering coefficients may then be 
calculated by using any model of surface slopes distribution. 

The cCpg 's that appear in <Jpqp.q. and cw are the polarization 
dependent factors given in [4] [5]. For near grazing angles 
(0 a 0j« 90°) these coefficients are reduced to the following 
forms 

a», * -cos<ps, a^, » -yjer-\sin<ps, 

Of» »yjer-lsinpsanda^ »(er-1)cos<ps-sr      (8) 

Fig.2: Geometry of surface bistatic 
scattering of a two-scale model 

3- APPLICATION TO THE OCEANIC SURFACE 

The application is realized using the sea surface as a composite 
surface. 
The scattering from composite surfaces is composed of a 
specular component and a diffuse component. The specular 
component is calculated from the Kirchhoff approximation 
(Geometrical Optics) and the diffuse component is given by 
the two-scale model as described in section 2. The bistatic 
scattering coefficients o^,. af,j,, o^, and o£jV are plotted in 
the forward scatter case in figures (3-4-7-8 with gaussian 
model) and (5-6-9-10 with directional spectrum). Note that 
the composite component aij, is not affected by the Brewster 
angle effect. 
The bistatic RCS of sea surface is plotted in figures 12 and 
13, using the Gaussian roughness spectrum, as a finiction of 
the bistatic angles p (Cf Fig. 11), where p is calculated from 
the direction vectors in Fig. I and given by cos 

cos(ß) = [n, -ni).z/\ts -nt\ • Figures 12, 13,14 and 15 show 
the curves of the scattering coefficient a'iV which is strongly 
affected by the Brewster angle effect. As the bistatic angle 
increases (between 60 and 90°) for differents values of <ps,the 
OyjV RCS increases above 80° in Fig. 12 (without shadowing 
condition) and decreases in Fig. 13 (with shadowing 
condition). 
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Figure 14 shows the bistatic radar scattering coefficients o^y 

with the modified Pierson-Moscowitz.'s spectrum [6] and the 
slope distribution given by Cox and Munk [7]. 
This variation is confirmed by the Fig. 15 where both the diffuse 
component (2-4-6) and the sum of components (1-35) are plotted 
in the forward scatter case. This figure shows clearly the Brewster 
angle effect on the diffuse component (without shadowing 
condition Fig 15 (2-6)) and on the total component (with or 
without shadowing condition Fig. 15 (13-5)). 
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Fig.3: Bistatic scattering coefficients (diffuse component) «rj^, 

<tij,. <* and oi>r with F^9.9 GHz, 0-70°, T=20°C,S-iSppm, 

and wind speed -12-kt sea (at 10m) (Gaussian mode}) 
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Fig.4: Bistatic scattering coefficients (composite component) 

o*v.°b..<t* and oi>v with F=9.9 GHz, 0-70", T=20°Cr 

S=35ppm, and wind speed ~12-kt sea (at 10m) (Gaussian model) 

Fig.S: Bistatic scattering coefficients (diffuse component) o-^y, 

oifi. <A and °£« with F=9.9 GHz. 0-85", T=20°C, S-35ppm, 

and -wind speed -12-kt sea (at 10m) (directional spectrum) 
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Fig.6: Bistatic scattering coefficients (composite component) 

<v. «£*. <* a»* <vwith F~9.9 GHz, 0-70° T=20°C, S'SSppm, 

and wind speed ~12-kt sea (at 10m) (directional spectrum) 
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4- CONCLUSION 

The development of a theoretical composite model describing 
bistatic; reflectivity is presented as well as the numerical results 
computed for the bistatic radar cross-section from rough surfaces 
especially from the sea surface using the Gaussian Model and 
the Pierson-Moscowitz's spectrum. The scattering coefficients 
are calculated from the incoherent summation of echoes projected 
by each surface element and rewritten as a function of the 
transmitter and the receiver polarization. The numerical results 
are used to show the Brewster angle effect on near-grazing angle 
scattering. At larger grazing angles the diffuse component is 
usually larger for the vertical polarization than for horizontal. 
Notice that for the composite component <*j,j, exceeds <^,v • 
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Abstract 

ln-situ burning of spilled oil has some distinct 
advantages as a response option. Throughout the United 
States over the last decade, research, field tests, and 
development of guidelines have advanced the 
understanding and use of in-situ burning. The lessons 
learned from past spill incidents about the effectiveness 
of in-situ burning can facilitate its consideration at future 
spills. To that end, I describe four case studies of in-situ 
burning, each representing a different scenario: on the 
open sea, in a river, in a wetland, and inside a stranded 
vessel. Although the circumstances of these burns differ, 
it is evident that in-situ burning can effectively remove 
spilled oil from the environment. In-situ burning is not 
suitable for all spill situations, and there are issues that 
need to be resolved. 

I. Introduction 

Over the last decade, considerable research on 
in-situ burning has been conducted on several fronts: 
Scientists and spill responders have 1) conducted test 
burns to study the feasibility of burning oil on water under 
various conditions, 2) investigated smoke plumes and 
characterized their components, and 3) developed 
computer programs to predict burn smoke-plume 
trajectories. Federal and state agencies have prepared 
guidelines to incorporate in-situ burning into spill response 
efforts around the nation, and monitoring plans are in place 
to assess particulate concentrations at sensitive locations 
downwind of the burn. 

Another way to assist decision makers in 
evaluating in-situ burning as a spill response option is to 
examine specific incidents where in-situ burning was used 
on-scene and discuss the lessons learned. 

The purpose of this paper is to 1) provide a brief 
overview of in-situ burning and its benefits and tradeoffs, 
2) describe and discuss four case studies representative 
of in-situ burning in different spill environments, and 4) 
evaluate the effectiveness of these burns based on 
accumulated experience and current understanding. 

II. Overview of In-Situ Burning 

A. What is In-Situ Burning? 

"In-situ" is Latin for "in-place." In-situ burning is 
the controlled burning of oil that is contained in, or has 
spilled from, a grounded vessel, a ruptured pipeline, or 
fuel storage or other facilities. On the open seas, the oil 
to be burned may be contained within a floating boom or 
sometimes within a stranded vessel, as in Fig. 1. 

Inland, the oil may be contained in a marsh, wetland, 
or collected within a fire boom on a river. The oil is [it 
using a hand-held igniter or an igniter suspended from a 
helicopter, and the fire burns as long as the oil is thick 
enough to support combustion-usually about 1 /10 of an 
inch (23 mm) thick. When conducted properly, in-situ 
burning can significantly decrease the amount of oil and 
minimize its adverse effects on the nearby environment. 

Fig. 1. Burning of fuel oil in the NewCarissa, Coos Bay, Oregon, 
February 1999 
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B. Pros and Cons 

Minimizing the spread of the oil slick and removing 
as much of the oil as possible is the major objective of oil 
spill response. In-situ burning is a response option that, 
when used alone or with other methods, can optimize the 
spill-response effort. Under the right conditions, in-situ burning 
is a fast, efficient, and relatively simple way of removing 
spilled oil from the water or from within the vessel. It also 
greatly reduces the amount of collected oil that must be 
stored and disposed, as well as the amount of waste 
generated. When oil spills onto ice-covered water or into a 
marsh, in-situ burning may be the only feasible spill response 
method (Buist et al. 1994). Because only the oily layer on 
the water surface is burned, the roots of marsh vegetation 
are left intact, and regrowth is rapid. In contrast, mechanical 
cleaning may be disruptive to fragile marshland, both from 
equipment and human trampling, and recovery is slower. 

On the other hand, in-situ burning is not feasible 
under all circumstances. Wind and water conditions can 
preclude burning; for example, when winds are greater than 
20 knots, waves are higher than 3 feet, and water current is 
swifterthan 1 knot. Most oil will not ignite when emulsification 
is greater than 25-30%, unless treated with an emulsion 
breaker. In addition, a special fire boom is required during a 
burn that can withstand the intensive heat as well as the 
usual mechanical stresses associated with wave action and 
maneuvering of the boom (Buist et al. 1994). In-situ burning 
also requires strict safety precautions for the personnel 
conducting the burn. 

When burning oil in a marsh, the oil must be floating 
on the water; otherwise burning may drive the oil down into 
the soil and the roots of plant life, possibly exacerbating 
rather than minimizing the oil's damage. Finally, because 
in-situ burning produces copious amounts of black smoke, 
concerns about human health impacts may either preclude 
an otherwise feasible burn or require monitoring at sensitive 
locations such as downwind population centers (Barnea & 
Laferriere1999). 

III. Case Studies 

The following four case studies represent different 
scenarios in which in-situ burning have taken place. Table 1 
summarizes the statistics for type and amount of oil spilled 
and burned for each case study. 

A. Exxon Valdez Oil Spill, Alaska 

On the evening of March 25,1989-nearly two days after 
the Exxon Valdez spilled 11 million gallons of Alaska North 
Slope crude oil into Prince William Sound-two fishing vessels 
from the Port of Valdez, with a crew of fishermen and oil spill 
experts, conducted in-situ burning of an estimated 
15,000-30,000 gallons of spilled oil about 10 miles south of 
the Exxon Valdez grounding site (Allen 1990). The crew 

collected the oil for approximately 30 minutes by towing a 
fire boom in a U configuration through patches of Alaska 
North Slope crude oil, which at this point was somewhat 
emulsified and varied in thickness from an estimated 1/10 
mm to several mm. 

When it was estimated that enough oil had been 
collected in the apex of the fire boom, an igniter made of 
gelled gasoline in a plastic bag was released from one of 
the boats, floated toward the oil, and ignited it. The burn 
lasted for about 70 minutes, with flames reaching an altitude 
of 150-200 feet. When the fire was out, a taffy-like residue 
totaling about 300 gallons remained. 

Close monitoring of the burn was hindered by 
darkness. However, when the amount of oil collected, the 
total burn time, and the amount of residue was calculated, 
an estimated 15,000 to 30,000 gallons of oil were burned, 
with an efficiency of 98-99% removal of the oil contained in 
the boom (Allen 1990). Although the boom sustained some 
damage, it was still operational at the end of the burn. 
Unfortunately, a massive storm the next day caused 
extensive emulsification of the oil, rendering it unburnable 
and spreading the oil over a larger area. 

To date, this is the only in-situ burning on record in 
which a fire boom was used to burn accidentally spilled oil 
on the high seas. Assuming that 30,000 gallons of oil were 
burned in the boom, this amounts to less than 0.3% of the 
total oil spilled by the Exxon Valdez. However, this successful 
operation provided a significant boost to promote in-situ 
burning of oil as a feasible spill response option. 

Table 1. Summary of amounts and types of oil at four in-situ 
bums. 

Description 
of spill 

Est. gals, and type of 
oil before burning 

Est. gals, 
of oil burned 

March 1989 
Exxon Valdez 
Alaska 

11 million 
Alaska North Slope 
Crude 

15,000- 
30,000 

October 1994 
Pipeline spill 
San Jacinto R., 
Texas 

546,000-840,0001 

Mixed diesel, Arabian 
Light Crude 

323,000- 
590.0002 

April 1993 
Naval Storage 
Facility 
Brunswick, Maine 

23,500 
JP-5 aviation fuel 

23,000 

February 1999 
New Carissa 
Coos Bay, Oregon 

320,000 
IFO, diesel 

200,000 

1 Rough mass balance (NOAA1994). 
2 Est. composite amount of oil burned, beached, and 
dispersed. No separate estimate available for amount of oil 
burned (NOAA 1994). 
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B. San Jacinto River, Texas 

Following massive rainfalls in southeastern Texas 
in mid-October 1994, the San Jacinto River flooded, causing 
extensive damage in its path. Four pipelines crossing the 
river east of Houston were damaged by the flood and began 
releasing petroleum products: liquefied petroleum gas 
(LPG), gasoline, diesel fuel, and Light Arabian crude oil 
(NTSB 1996). The LPG and gasoline pipelines ruptured 
around 9:50 a.m. on October20,1994, followed by a series 
of explosions and a massive fire on the San Jacinto River. 
The crude oil and diesel pipelines ruptured later that day, 
adding their contents to the ongoing burn. Not all the product 
caught fire, however; some escaped unburned and floated 
down the river, contaminating the shoreline and triggering 
a massive cleanup operation (Leonard 1997). 

The fire burned for 4 days, diminishing gradually 
overtime. On the morning of October 23, only several small 
fire points remained. At that time, the FOSC approved a 
burn enhancement plan that called for using a fire boom 
across the San Jacinto River downstream of the ruptured 
pipelines to "contain and remove by burning additional crude 
oil and products." In essence, this was an in-situ burning 
plan designed to minimize potential shoreline impacts by 
taking advantage of the river current transporting floating 
oil into a fire boom stretched across the river channel where 
the oil would be ignited. 

The plan was carried out as outlined. Afire boom 
was stretched across the river channel and anchored to 
the shoreline. At 6 p.m. that evening the product that had 
accumulated in the boom was ignited using flares set on a 
trash-can lid that was sent floating down the river and into 
the fire boom. At that point it was estimated that the 500foot 
boom contained about 40,000 gallons of product (NTSB 
1996). The mixture of gasoline, diesel, and light crude oil 
ignited readily and burned throughout the night and next 
day, self-extinguishing 28 hours later. 

Although in its investigation report, the National 
Transportation Safety Board (NTS131996) identified safety 
and communication problems in the execution of the burn, 
the burn was deemed very successful in eliminating the 
released oil. The NTS13 stated that, "In hindsight, the in- 
situ burn was likely the most effective remedy measure 
that could have been undertaken; however, risk to workers 
and the public were increased significantly when the unified 
command conducted an in-situ burn without having in place 
appropriate checks and balances to ensure that approved 
procedures and requirements were followed explicitly" 
(NTSB 1996). 

C. Brunswick Naval Air Station, Maine 

When considering the frequency of in-situ burning 
over the last decade, one fact immediately stands out: In 
situ burning was conducted for landbome spills far more 
often than for spills on open water or rivers. This is not 

surprising because few spills are amenable to burning in 
the open ocean. While confining factors such as 
containment, weather conditions, and a narrow window of 
opportunity (mostly due to rapid emulsification) can prevent 
burning at sea, these factors play a much smaller role on 
land. The burning operation near Brunswick, Maine is a 
case in point. 

On March 29,1993, personnel of Brunswick Naval 
Air Station detected a spill of about 63,500 gallons of JP-5 
aviation fuel. The fuel leaked from a storage facility on base, 
and made its way, through a storm sewer system, into a 
freshwater wetland where it was contained by ice, snow, 
and other natural barriers. The wetland is not easily 
accessible at the best of times; and the snow and ice still 
covering most of its surface made access difficult for 
cleanup personnel and machinery. Also, hauling in cleanup 
equipment and personnel could have harmed the fragile 
wetland ecosystem and driven the oil deeper into the 
ground. A compromise was reached: Mechanical means 
would be used to the extent feasible, followed by in-situ 
burning to hopefully eliminate as much of the remaining oil 
as possible (Eufemia 1994). 

Mechanical recovery of the spilled JP-5 fuel took 
place over several days, using containment booms, 
underflow dams, sorbent pads, and vacuum trucks. When 
mechanical recovery reached the limit of its effectiveness 
after collecting about 40,000 gallons of product, a successful 
trial burn was conducted. Then, on April 6, more than a 
week after the spill was discovered, the remaining fuel in 
the wetland was ignited by wicks at the end of poles, and a 
full-scale in-situ burn ensued for about 5 hours. Smaller 
burns were conducted during the next 2 days to burn the 
remaining oil emerging from beneath the ice cover. 

When the burn was completed, it was estimated 
that less than 450 gallons of fuel product remained in the 
wetland. Visual inspection of the wetland the following spring 
and summer indicated little impact from the spill or the burn, 
and long-term follow-up confirmed these observations. 

The successful combination of mechanical removal 
and in-situ burning at this spill highlights several points. 
First, several spill response methods can work in 
combination, either simultaneously or in tandem, as was 
the case here. Second, the emphasis on evaluating 
tradeoffs and identifying the best methods to address a 
specific situation was proven effective. The goal in this case 
was to clean up the wetland with maximum efficiency and 
minimum damage to the environment. As long as 
mechanical means were adequate, they were used. 
However when vacuuming and absorbing the oil were no 
longer effective and continuing them threatened to cause 
more damage than good to the wetland, in-situ burning was 
used. Third, after considering all the options, burning was 
accepted both by the spill responders and by the general 
public. Despite the fact that nearby homes were less than 
half a mile away, there was no opposition to the burn or 
complaints after it was done. Burning was done only when 
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the winds were favorable, and local officials and agencies 
were involved and informed. When burning is done in this 
fashion, it is viewed as a necessary alternative and is 
accepted as such, as in Brunswick, Maine and, nearly six 
years later, in Coos Bay County, Oregon during the New 
Carissa incident. 

D. New Carissa, Oregon 

On Thursday, February 4, 1999 the MV New 
Carissa, a wood-chip freighter with 400,000 gallons of fuel 
onboard, was pushed toward shore by a gale-force wind and 
became stranded on the Oregon Coast 2.7 miles north of 
the entrance to Coos Bay. Several attempts to free the ship 
from the sandy beach using its own power failed, and a 
series of powerful winter storms prevented tugboats from 
coming to the rescue. Lightering the ship was also impossible 
due to severe logistical problems and the continuing stormy 
weather. 

After a week of being battered by a series of winter 
storms, the New Carissa's structural integrity was 
compromised and fuel (IFO and diesel) began spilling from 
its fuel tanks and impacting the nearby shoreline. The National 
Weather Service was forecasting more severe winter storms, 
threatening an even larger spill.. On Wednesday, February 
10, the Unified Command decided to burn the fuel aboard 
the New Carissa. 

Burning ships in-situ to prevent an oil spill and 
environmental damage has been done before, but with smaller 
ships and far from population centers (Allen 1999). The 
circumstances may have been different, but the main 
reasoning is similar: A vessel becomes hopelessly stranded, 
cannot be salvaged, and poses a risk to the environment-in 
which case burning the vessel, or at least its fuel, is deemed 
the least damaging option. 

Following the decision to burn the fuel on the ship, 
a Navy ordnance team, working closely with the US Coast 
Guard, placed explosives on the ship and by the evening of 
February 10 attempted to breach the fuel tanks and ignite 
the fuel. The first attempt was unsuccessful; a second 
attempt the next day utilized more explosives. Around 5:45 
p.m. on February 11, the charges were set off, the fuel 
ignited, and the ensuing in-situ burning continued for over 
30 hours, with the intensity of the burn gradually diminishing 
overtime. 

Less than two hours after the burn began, the ship 
broke in two. Fortunately this event did not result in significant 
additional spillage, although it presented a major problem 
later when the time came to tow and scuttle the ship. The 
bow section was towed on March 2, broke loose 50 miles 
offshore, and was beached 60 miles north of Coos Bay, 
near Waldsport, Oregon. On March 8 the bow of the New 
Carissa was freed again, towed out to sea, and 3 days later 
was sunk by explosives, then canon fire from a destroyer, 
and finally by a submarine-fired torpedo, 280 miles west of 
the Oregon Coast. 

Public health was an issue in this burn. Because 
the ship was only a few miles from the nearby towns of 
Empire, North Bend and Coos Bay, the burn raised concerns 
about possible impacts of the smoke. Of particular concern 
were the effects of small particulates in the smoke plume 
on sensitive members of the general public, such as the 
elderly, the very young, and persons with respiratory 
problems. Exposure to the smoke plume was possible 1) if 
the wind were to blow from the west, sending the smoke 
over these towns, or 2) if the plume-which usually tends to 
rise and stabilize at several hundred feet, thus blowing 
overhead-were to stay low and actually come in contact 
with people at ground level. 

To predict the path and behavior of the smoke plume 
and its possible impacts, modeling trajectories of the smoke 
plume were done before the burn was initiated. These 
trajectories estimated that given the predicted southerly 
wind, the smoke plume would rise to several hundred feet, 
stabilize at this elevation, and be carried toward the north, 
parallel to the shoreline. 

In addition to the modeling, the Federal On-Scene 
Coordinator (FOSC) requested that the smoke plume be 
monitored at ground level, at the population centers near 
the burn.. The Special Monitoring of Advanced Response 
Technologies (SMART) program was implemented for this 
incident. Small and flexible monitoring teams were deployed 
before the burn at several population centers in the vicinity 
of the ship. Particulate concentrations were monitored, both 
before the burn (to ascertain background levels) and later 
during the duration of the burn. Data were recorded 
automatically by the instruments' data logger and manually 
by the monitoring personnel. 

Monitoring results confirmed that at no time during 
the initial burn of the ship (about 30 hours) were particulate 
concentrations at any of the population centers above the 
level of concern. Most of the time during the first 16 hours of 
the burn, the wind carried the smoke out to sea. Both the 
fire and the smoke had both greatly diminished by the time 
the wind changed direction and blew the smoke northeasterly 
toward shore. Particulate levels recorded under these 
conditions were still much below the level of concern. 

Approximately 200,000 gallons of the 380,000 
gallons of IFO and diesel fuel originally onboard the New 
Carissa are estimated to have burned. An estimated 80,000 
gallons spilled, mostly before the burn, and the remainder is 
still trapped in the vessel-a solid paste in the cold, near- 
freezing waters where the bow was sunk. 

IV. Discussion 

A. In-Situ Burning as a Response Option 

When considering the effectiveness of in-situ burning 
as a response option, we conclude that, under favorable 
conditions, it has proven to be very effective. In some cases, 
burning would have been more effective had it been 
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implemented on a broader scale. 
In the case of the Exxon Valdez, for example, one 

team using 500 feet of fire boom was able to burn between 
15,000 and 30,000 gallons of oil in one evening. Let's 
assume that 1) there had been three teams, each using 
500 feet of fire boom and conducting three burns per day 
over two days (until the storm emulsified the oil, rendering 
it unburnable) and 2) the same efficiency in operation and 
oil collection. In this hypothetical scenario, the total amount 
of oil that could have been burned is between 270,000 and 
540,000 gallons. Although this would have burned only 2.5% 
to 5% of the total 11 million gallons spilled, it is a significant 
quantity given that the estimated oil recovered after two 
weeks of skimming by dozens of skimmers was only 
600,000 gallons (Skinner & Reilley 1989). 

Experience with in-situ burning elsewhere shows 
similar trends. Although uncertainty remains about the 
amount of oil spilled during the San Jacinto incident, it is 
generally agreed that the initial fire greatly reduced shoreline 
impacts, and that the in-situ burning conducted later further 
reduced the amount of oil that could have impacted down- 
river shorelines. 

The same can be said for marsh and wetland 
burns. When the burning was initiated near Brunswick Naval 
Air Station in Maine, around 25,000 gallons were still present 
in the wetland and could not be recovered by mechanical 
means. When the burning was completed, less than 500 
gallons remained. Similar results have been achieved 
elsewhere. A March 1995 burn conducted at the Rockefeller 
Wildlife Refuge in Louisiana, following a pipeline spill of 
gas condensate, removed a large portion of the remaining 
product (Henry 1996). A follow-up study conducted 3 years 
later indicated that, despite the high toxicity of the spilled 
gas condensate, eliminating the product by burning 
promoted recovery of the marsh to its pre-burn condition 
(Pahl & Mendelson 1999). 

The burn conducted during the New Carissa 
incident confirmed what spill response planners greatly 
emphasize: The need to select the response method that 
will best address the situation at hand. Because of the 
adverse circumstances specific to the New Carissa spill, 
other response methods were not feasible. The options 
were to do nothing, or conduct in-situ burning of the fuel in 
the vessel to reduce the potential for shoreline 
contamination from a ship that had already begun spilling 
oil. It was clear to the Unified Command and to public health 
officials that the burn would generate a significant amount 
of smoke. However, the components of the smoke plume 
were well known, weather predictions and modeling data 
indicated that the smoke plume would be carried northward, 
away from population centers, and field monitoring provided 
real-time particulate concentrations to the Unified 
Command. Because public health officials were brought 
into the process and were provided the information they 
needed, they were ready with contingency plans to protect 
the public in case the smoke were to blow inland. 

The New Carissa burn was not a complete 
success. Initially it was hoped that most, if not all, the fuel 
onboard the vessel could be ignited and burned. However, 
considering the fact that no other response option was 
possible at that time, and the possible adverse implications 
of doing nothing-i.e., a large spill impacting many miles of 
environmentally sensitive shoreline-the decision to conduct 
the burn proved not only courageous, but wise. 

B. Problems 

In-situ burning, as shown by the cases above, may 
be a highly effective spill response tool in some cases, but 
not in all. When in-situ burning was conducted in the Komi 
Republic in Northern Russia following massive multiple 
spills from a pipeline, the burn eliminated a significant 
portion of the spilled oil (which in some places formed a 
layer 1-meter thick). However, there was no standing 
surface water on which the oil could float-a layer that would 
have also served to insulate the soil from the heat. Thus 
the heat generated by the burn drove the oil deep into the 
ground, and the residue layer on top of the peat moss 
substrate was viscous and difficult to remove. This 
suggests, in this case, that in-situ burning may not have 
been the best response option (Hartley 1996). Similarly, 
burning may not be suitable if the fire can damage the 
vegetative habitat in a specific environment (Zengel et al. 
1999). When considering in-situ burning, the tradeoffs 
should be evaluated carefully, and the burn conducted only 
if it provides a net environmental benefit and enhanced 
recovery. 

Another factor that may render in-situ burning 
undesirable is concern for human safety. In most burns 
safety has been suitably addressed and has not been a 
problem. During the San Jacinto burn, however, several 
factors converged to create a situation that put human safety 
at risk (NTSB 1996). Recommendations to correct the 
safety deficiencies have been made and should be closely 
followed whenever in-situ burning is conducted, to protect 
the safety of personnel conducting the burn. 

Potential public exposure to the smoke plume 
particularly to the small particulate matter in the plume has 
been a concern for a long time, and has been addressed 
on several fronts. Burns are pre-approved only when they 
are at a minimum distance from population centers, with 
case-by-case approval required when a burn is requested 
at a closer proximity. Smoke trajectory models have been 
developed that can provide a relatively accurate prediction 
of plume behavior; and a monitoring program has been 
developed to measure particulate concentrations at 
sensitive locations and provide this data, almost real-time, 
to the Unified Command. Close cooperation with public 
health officials is recommended for burns where there is 
the potential for public exposure to the smoke plume, such 
as the New Carissa. 

Lastly, it seems that one of the main impediments 
to the use of in-situ burning (when it is feasible and 
appropriate) are not lack of technical capabilities or 
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environmental limitations, but lack of support from public 
officials and citizens (McKenzie & Lukins 1998). Local, state, 
and federal decision-makers may be apprehensive about 
using in-situ burning. Some members of the general public 
may be against it, environmental groups may oppose it, and 
public health officials may not welcome in-situ burning for 
concerns that water pollution is traded for air pollution. The 
unwillingness to use spill response method, despite its 
effectiveness, means that it may be passed over even if it 
offers distinct advantages. In-situ burning should be part of 
the repertoire of response tools that are available, all of 
which are evaluated at the scene on the basis of their 
specific benefits and limitations and within the context of 
the specific spill conditions. 
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Abstract 

This paper describes an emergency 
ballast-water response incident aboard a liquid petroleum 
gas tanker stranded on a coral reef near Miami, Florida 
in November 1996. Ballast water from the stricken tanker 
had to be offloaded in order to move the ship off the 
reef. Because of the origins of the ballast water and the 
vessel's proximity to the sensitive environment of 
Biscayne Bay National Park, concerns were raised over 
the potential risk of introducing non-indigenous biota via 
the ballast water that could harm the reefs natural biota. 
Twelve days after the stranding, 1.1 million gals. (4.3 
million L) of water in the ballast tanks were treated with 
a biocide, calcium hypochlorite, Ca(OCI)2, at dosages 
of 50 or 100 pprn chlorine. The treated ballast water 
was then discharged overboard, after which assisting 
vessels safely towed the stricken freighter off the reef 
without incident or spillage (other than the discharge of 
the chlorinated ballast water). 

The primary considerations that led to the deck, 
sion to treat the ballast water were confounded by many 
explicit and implicit uncertainties about the actual 
presence or absence of non-indigenous species, the 
holding times and sources of water in each tank, and 
minimum effective treatment levels. Had there been more 
accurate shipboard records of the vessel's ballast-waier 
exchanges thoughout its voyage, these response actions 
may not have been necessary. Thus, to expedite 
emergency ballastwater responses in the future, vessel 
owners need to maintain and provide accurate 
ballast-water records. Other lessons learned from this 
experience include the need for trustee-acceptable 
sampling and monitoring strategies before and during 

treatment, accurate data on biocide effectiveness 
(including required concentrations and contact times), 
and the recommendation that ships avoid taking on 
ballast water over foreign reefs. 

I. Introduction 

Ballast is any solid or liquid placed in a ship to 
alter the draft and trim during voyages and for port entry, 
to regulate transverse stability at sea, improve 
maneuverability and propulsion efficiency, to control trim 
and heel during cargo handling and keep the vessel 
within hull-loading limits, etc. The discharge of ballast 
water from foreign locations is considered a major 
pathway for introduction of nonindigenous aquatic 
species to new ports and coastal regions. Some 
nonindigenous species, such as the zebra mussel 
(Dreissena polymorpha) and an Asian clam 
(Portamocorbula amurensis), have significantly altered 
some aquatic ecosystems of the United States (NRC 
1996). As a result, local, state, provincial, national, and 
international authorities have been passing legislation 
and agreements to control introductions, including 
voluntary and involuntary ballast-water management 
actions (NRC 1996, Cohen 1998). These actions include 
high-seas ballast water exchange and physical and 
chemical shipboard treatments of ballast water. 

This paper explores issues associated with 
ballast-water treatment during emergency response to 
a ship's grounding or oil spill. In the case of the grounded 
Igloo Moon, its ballastwater had to be offloaded to allow 
the ship to be safely removed from the reef. Yet the 
origins of its ballast water, and the vessel's proximity to 
an environmentally sensitive area, raised concerns 
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about introduction of unwanted species. The ultimate 
question is: Should the treatment of ballast water be integral 
to an emergency response? We hope that this paper will 
promote discussion of the need for emergency treatment 
of ballast water and will stimulate planning and preparing 
for future responses. This paper describes a specific 
emergency-response incident and the decision and 
implementation processes that led to the, treatment and 
discharge of ballast water from a grounded ship, all within 
the context of the overall incident response. The paper 
discusses implications for future ballast-water responses 
and recommends research and management initiatives. 

II. Background and Methods 

On the morning of November 6,1996 the LPG 
(liquid petroleum gas) tanker MIT Igloo Moon stranded hard 
aground on a coral reef 5.5 km south-southeast of Cape 
Florida on the boundary of Biscayne Bay National Park 
(Fig. 1). The vessel's cargo was 6589 metric tons (t) of 
butadiene; the ship also carried 205,000 liters (L) of 
intermediate fuel oil (IFO 380), 108,000 L of diesel fuel, 
and 22,000 L of lubrication oil. The worst-case scenario of 
a spill from the vessel would have been disastrous for the 
sensitive reef environment and nearby urban areas. The 
overall response was well organized and culminated 16 
days later on November 21 in successfully refloating the 
ship without any oil spillage. In fact, this incident response 
served as an example of the successful implementation of 
the U.S. Coast Guard's newly established Incident 
Command System (Benggio et al. 1998). 

All three authors were involved in the response: 
LCDR Brad Benggio served as the NOAA Scientific Support 
Coordinator (SSC) to the Federal On-Scene Coordinator 
(FOSC).i.e., the U.S. Coast Guard. Dr. Thomas Waite had 
recently served on a National Research Council (NRC) 
Marine Board Committee on controlling non-indigenous 
species introductions from ballast water (NRC 1996) and 
was familiar with ballast issues and treatment options. Dr. 

Fig. 1. The M/T Igloo Moon stranded on a coral reef near 
Miami, Florida, November 1996. Barge is offloading fuel. 

Alan Mearns was with NOAAs Biological AssessmentTeam 
as part of the SSC support. 

Background research for this report included 
collecting and reviewing historical "hot lines" transmitted 
from the scene, U.S. Coast Guard reports, daily incident 
reports, other notes on file at the Marine Safety Office 
(MSO) in Miami, and personal notes and recollections. A 
pre-stranding history of the ship's ballast water activity 
during its voyage was compiled from ship records. 

III. Initial Status of the MIT Igloo Moon 
and Response Objectives 

After the ship's stranding, the highly explosive 
butadiene remained in the undamaged refrigerated tanks. 
The double-bottom fuel tanks in the hull were ruptured, but 
no fuel was being released. The overall goal of the response 
was to refloat the vessel without any spillage and safely 
move it, and its hazardous cargo, to a nearby port. To do 
this, it was necessary to offload most of the ship's fuel, an 
estimated 400-7001 of butadiene, and most of its ballast 
water. The response objectives focused on the safety of 
the public and responders and the protection of sensitive 
marine resources and habitats. Incident actions included 
securing the site, lightering the fuel and cargo, chemical 
inhibitor recertification, hydrographic surveys for safe exit, 
assessing resources at risk, detailed planning for refloating, 
and possible evacuation. As described in Benggio et al. 
(1998), weather conditions and rough seas greatly 
influenced the timing of response activities (Fig. 2). 

The many challenges to implementing these 
objectives are described in detail in Benggio et al. (1998). 
It is important to place the issue of ballast-water treatment 
within the overall perspective of the potential hazards of 
this stranded vessel. The chemical cargo, butadiene, is a 
colorless gas used to make plastics and other chemicals, 
and is shipped as a refrigerated liquified gas. Refrigeration 
must be maintained by an onboard fuel supply. Butadiene 
must also be shipped "inhibited" to prevent polymerization 
that would rupture the tanks. The chemical inhibitor must 
be periodically certified and replaced when certification 
expires. Butadiene is an easily ignited gas, heavier than 
air. If escaping vapor is ignited, it can very easily flash back 
to the source leak. Butadiene is also a suspected 
carcinogen. 

Inhibitor certification was about to expire when the 
Igloo Moon went aground. Several fuel tanks were ruptured. 
Although there were no fuel spills, fuel had to be lightered 
off except for an amount necessary to maintain ship 
operations, especially refrigeration. In the event that neither 
of those actions could be undertaken, a safety zone and 
evacuation plan had to be developed and ready for 
implementation. Yet several response objectives and 
actions necessary to maintain the integrity of the cargo and 
fuel were delayed by several episodes of threatening 
weather and sea conditions (Benggio et al. 1998). 
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Fig. 2. Salvage Operations Map of the M/T /g7oo Moon grounding, prepared by NOAA. 

IV. Ballast Water: What Were the Actual Risks? 

Deballasting was the final step necessary to refloat 
the stricken vessel. The MIT Igloo Moon had 11 ballast 
water tanks with a total capacity of 41441, or 1.24 million 
gals. Some of the tanks were not full when the vessel 
stranded, and water was exchanged during the course of 
the response to maintain stability, as needed. A pre- 
stranding history of the ship's ballast water exchanges 
during its voyage was compiled from ship records, although 
these records were incomplete and inconsistent. Attempts 
to calculate a "mass balance" of filling and discharge (Table 
1) resulted in a mass balance inconsistent with the apparent 
mass onboard during the stranding. It eventually became 
evident, however, that at least some of the ballast water 
was from foreign coastal waters, notably western Africa 
(Dakar) and the Indian Ocean (Bandla, India; Table 1). The 
National Park Service (NPS), trustee of the reef, was 
concerned that release of the ballast water could introduce 
foreign marine life hazardous to the Biscayne Bay coral 
reef community. On November 15, during the closing days 
of the response, the NPS requested an assessment of the 

threat posed by releasing the ballast water near the reef. A 
science committee was convened to review ballast-water 
treatment alternatives. Regardless of the sources of the 
ballast water, the committee was concerned that ballast 
tank sediments may have harbored nuisance species (such 
as predatory crabs orechinoderms). Thus, it was necessary 
to consider treatment of all the tanks, regardless of the most 
recent ballast-water source available. The committee agreed 
to treat all the tanks with chlorine before deballasting. 

A. Assessing Risks and Ballast-Water Treatment 
Alternatives 

Sampling protocols and treatment alternatives for 
ballast water discharge are reviewed in NRC (1996). The 
NRC recommends biological sampling to determine the 
presence or absence of nonindigenous biota. Ideally, water 
and sediment samples would have been taken from the 
ballast tanks of the Igloo Moon to assess the risk of exotic 
reef species being released onto the Biscayne Bay coral 
reefs. However, because of safety concerns, it was not 
possible during the waning days of the response to sample 
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Table 1. History of ballast-water exchange and emergency response actions for MIT Igloo Moon, July to November 1996. (See 
Benggio et al. 1998 for overall emergency response, e.g., cargo management, air monitoring, evacuation scenarios, etc.). t = 

metric tons 

Day      Ship location 

7/10     Venice, Italy 

7/13      Brindisi, Italy 

7/31      Altimira, Mexico 

8/14      Atlantic Ocean 
29.27°N, 52.23°W 

8/21 Algericas, Spain 

8/26 Dakar, Senegal 

8/28 Dakar, Senegal 

9/10 Al Yubail 

9/15 Red Sea (southern) 
13.34°N, 41.51°E 

9/28 Kandla, India 

9/29 

10/10 Al Jubail, 
Saudi Arabia 

11/6 Biscayne Bay FIL 

11/8 

11/9 

11/12 

11/13 

11/14 

11/15 

11/16 

11/17 

11/18 

11/19 

11/20 

11/21 

Event and/or ballast-water action. 

Port & starboard side ballast tanks filled (+ 178.41) 

6WD DB and port and starboard side ballast tanks discharged 
(max. -2892.61) 

Takes on 7881 ballast (tanks unspec.) 

6WD DB ballast tanks filled (+2714.21) 

Forepeak ballast tank filled (+270.61) 

Forepeak ballast tank discharged (-270.61). All ballast discharged 
(max. -4144.11). No ballast taken on. 

Aftpeak tank filled (+418.21) 

Forward deep tank discharged (-562.71) 

Aftpeak tank discharged (-418.21) 

Forward deep tank filled (+562.71). 

Takes on 10201 at pier (discharged at sea because visibly dirty). 

Takes on 8001 at pier (tanks unspec.) 

Vessel hard aground. 

Fuel lightering completed (some fuel left onboard for power). 

3 anchors deployed to stabilize vessel. 

Ballast added (tanks unspec); notified of pending tropical storm. 

Ballast added to forepeak tank at high tide; removed at low tide. 

Approval to take on 4501 ballast to empty fuel tanks. Request to evaluate trade-offs of sanitizing 
ballast water in tanks. 

Storm surge, vessel in motion; ambient ballast water added to fuel tanks. 

Starboard list, small crack in engine room; vessel stable. 

Wind and seas moderating; better conditions predicted. Decision to treat ballast water in tanks. 
Ca(OCI)2 brought on-scene. Two tanks treated to 100 ppm Cl. 2-hour hold planned, but discharge 
postponed. 

Treated ballast from forepeak and #1 port wing tanks discharged (1108,000 gals.). Remaining tanks 
treated to 50 pprn Cl. Pre-approval to discharge ambient ballast from fuel tanks. 

Vessel extraction channel identified and marked. Cargo (butadiene) lightering vessel delayed. 
Remaining treated ballast in tanks remains onboard. 

Cargo lightering completed. 

All ballast discharged; vessel refloated at 1447L. Vessel departs via extraction channel; enters 
deep water at 1527L. 
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the ship's ballast water in order to satisfy the trustee's 
concerns. Also, there was no information from the shipboard 
records to confirm whether or not ballast water had in fact 
been taken on or near foreign coral reefs. In the face of 
these uncertainties, it was quickly decided that all the ship's 
ballast water needed to be treated in order to adequately 
address the trustee's concerns. 

B. Decision to Treat with HTH Calcium Hypochlorite 

The ballast-water treatment alternatives considered 
by the science committee included 1) no response, 2) 
physical treatment (e.g., heat or UV irradiation), and 3) 
chemical treatment (sanitizing with chemicals). Following 
a brief review of the alternatives, chemical treatment was 
quickly deemed to be the only realistic option to insure that 
nonindigenous biota, if present, would not be released alive. 
The chemical alternatives were quickly narrowed down to 
chlorination. Chlorine destroys bacteria, pathogens, and 
other organisms by oxidizing or "burning" cell walls. It reacts 
vigorously with anything organic and, once it has reacted, 
is used up (i.e., breaks down into a less toxic form). This is 
why chlorine disinfection in swimming pools and water 
supplies is a continuous process requiring a continuous 
supply of chlorine. 

Alternatives for chlorination included sodium 
hypochlorite (a liquid) and calcium hypochlorite (a solid). 
Calcium and sodium nypochlorites are commonly used as 
disinfectants and bleaching agents. The most available and 
workable reagent for this response was calcium 
hypochlorite, Ca(OCI)2: a whitish powder containing about 
65% available chlorine (the active ingredient) and the 
remainder made up of calcium and impurities. In reaction 
with water, calcium hypochlorite forms calcium hydroxide 
and hypochlorus acid, the active killing agent. However, 
calcium hypochlorite is extremely reactive when mixed with 
anything organic-skin, grass clippings, paper, oil and 
petroleum products-becoming intensely hot and sometimes 
exploding. 

C. Dosage 

The effective disinfection concentrations for 
swimming pools is about I to 3 mg/L (or parts per million, 
ppm) as chlorine. However, higher concentrations are 
needed to insure that marine organisms are killed. In the 
experience of one of the authors, chlorine concentrations 
sufficient to kill all marine organisms in all life stages had to 
be in the range of 25-100 ppm (as chlorine) with a "soak" 
time of several hours, during which the chlorine 
concentrations would decline. It was then estimated that at 
the time and points of deballasting, chlorine concentrations 
would be no greater than 10 ppm, quickly diluting to 
nonhazardous concentrations near the ship's discharge. 

Calculations were made for treating each tank at 
25, 50, and 100 ppm chlorine. The maximum dosage (100 
ppm) for all tanks required purchasing and transporting to 

the ship about 1600 pounds of HTH calcium hypochlorite. 

This was completed on November 17 and 18. Instructions 
and cautions were provided to the USCG Strike Team for 
diluting Ca(OCI)2 powder in stock solutions and then feeding 
that through tubes into each tank. 

D. Treatment, Deballasting, and Completion of Response 

Because of the concern by the ship's engineers 
and salvors that the Igloo Moon could be sifting on a reef 
pinnacle, and under increasing stress, the decision was 
immediately made (November 17) to treat two ballast tanks 
with 100 ppm chlorine with HTH calcium hypochlorite for 2 
hours and then discharge those tanks. The remaining 
ballast tanks were to be treated the next day at a dosage of 
50 ppm for a minimum of 6 hours. 

On November 18, ballast water in the previously 
treated forepeak and #1 port wing tanks were discharged 
after soaking for 12 hours. The total volume released from 
the two tanks was 107,000 gallons. All remaining tanks 
were then treated with 50 ppm calcium hypochlorite. The 
combined volume was over 1.13 million gallons. However, 
deballasting could not begin until 10001 of butadiene were 
successfully lightered to another LPG tanker brought 
alongside on November 20. This and operational problems 
delayed deballasting until the morning of November 21 (3- 
day soak time) when all remaining tanks were finally 
discharged. The Igloo Moon was then towed out by tugs 
on the afternoon flood tide and safely transferred to Miami 
for inspection and repair. 

V. Discussion and Future Implications 

By any measure-health, safety, environmental 
pollution-the response to the grounding of the Igloo Moon 
was a complete success. No one was injured, nothing was 
spilled other than treated ballast water, and the vessel was 
safely removed from peril. Essentially, only the ship's 
footprint on the corals directly under the hull remained at 
the end of the response. 

On reflection, however, we wonder to what extent 
ballast-water treatment was necessary. In part, our concern 
stems from the potential risks to both the response workers 
and the coral reef of bringing on-scene a highly toxic oxidizing 
agent-calcium hypochlorite-and the extent to which that 
risk is weighed against the uncertainties associated with 
potential hazards to the coral reef from possible 
nonindigenous marine life in the ballast tanks. Obviously, 
the intent of ballast treatment during the Igloo Moon response 
was to prevent nonindigenous marine life from invading and 
possibly colonizing the coral reef. We had to act under the 
assumption that organisms hazardous to the reef were 
present in either the water or sediments of the ballast tanks. 
For purposes of response planning in areas with sensitive 
natural resources-i.e., where the "window of opportunity" 
for ballast treatment may beunusually narrow, or the chemical 
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reactivity/health and safety risk is higher-it is fair to ask 
whether more reliable evidence of potential harm from onboard 
ballast water should be required to justify the risks associated 
with emergency treatment. Are there specific criteria that 
could be used to justify sampling? How many negative 
samples should it take to result in a "no threat" call? What 
evidence of "low risk" potential should be used in prioritizing 
and selecting ballast treatment options? 

An even larger question looms. It will soon become 
international policy for vessels to undertake and record 
mid-ocean ballast water exchange. There was no evidence 
that the Igloo Moon undertook high-seas ballast water 
exchange during its final Atlantic crossing. How should we 
have responded had there been clear evidence of complete 
mid-ocean ballast-water exchange? Should we have been 
concerned about biota or cysts in tank sediments that likely 
had not been thoroughly flushed during highseas 
exchange? If treatment was nonetheless required, how 
might this encourage (or discourage) adherence to 
implementing voluntary ballast-water exchange? 

The last nonindigenous coastal water taken on by 
the Igloo Moon was 8001 at Al Jubail, Saudi Arabia, in the 
Persian Gulf. Although this was a fraction of the ballast 
capacity, we had no specific information on which tanks 
were filled at Al Jubail and, thus, could not give higher 
treatment priority to these tanks. By contrast, and as noted 
above, other tanks had contained no foreign coastal water 
for many months. If specific information had been available 
to us on the source history of each tank, would that have 
allowed us to prioritize treatment, focusing on the 
"highest-risk" tanks? Complicating the case of the Igloo 
Moon is the fact that the ship's ballast-water management 
data (Table 1) reveals that at least several tanks had 
exchanged ballast at the scene of the grounding before 
treatment even, became an issue. Nonetheless, it was 
determined that all the tanks had to be treated, including 
several that arrived empty and were subsequently filled 
during the course of the response. 

In a recent review, Cohen (1998) identifies studies 
suggesting that entrained biota suffer considerable mortality 
after several weeks in ballast tanks. This implies that the 
risk of releasing hazardous biota decreases substantially 
with time. At the time of treatment of the Igloo Moon ballast 
tanks (November 18), the Al Jubail water had been in the 
ballast tanks for 39 days. The uptake of ballast water 
previous to Al Jubail was 10201 taken aboard on September 
28-29 in the Indian Ocean coastal port of Kendla. That water 
was in ballast for 50 days before treatment. In addition, the 
initial ballast uptake at Kendla was exchanged offshore. In 
both cases, it is likely that many organisms suffered 
substantial mortality during the subsequent weeks of transit. 
Can or should that probable mortality be taken into account 
when prioritizing treatment? 

There are other on-scene considerations as well. 
For example, the Igloo Moon response was underway while 
many ships passed nearby presumably discharging ballast 
water or releasing exotic biota from fouling organisms. This 

raises the question: How far must a vessel be from a 
sensitive resource, such as a coral reef, to consider ballast 
water discharge a non-issue? What if the Igloo Moon had 
stranded 1, 5, or 10 km from the reef? 

Perhaps the most serious impediment during the 
Igloo Moon response to minimizing the risk of introducing 
unwanted species, via the ships ballast water, into the 
sensitive Biscayne Bay area was the lack of knowledge by 
the responders of a variety of ballast-water treatment 
scenarios. For example, little is known about the inactivation 
kinetics of various marine organisms by biocides. If values 
for required biocide doses, contact times, and decay rates 
had been known, the ballast water could have been quickly 
rendered acceptable for discharge. 

These are just a few of many questions that need 
to be addressed as management options are developed to 
address the issues raised by aquatic nonindigenous species 
and as ballast water treatment is increasingly incorporated 
into response planning. We hope that this paper stimulates 
provocative discussion and contributes to the critical 
planning process relative to ballast water treatment during 
emergency operations. 
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Abstract 

Agencies and spill responders are currently 
deliberating about the efficacy of pre-approving the use of 
dispersants to treat oil slicks in nearshore and shallow 
waters of the U.S. West Coast and Alaska. The decisions 
rest on understanding the effectiveness of dispersant 
operations, the long-term fate and effects of dispersed oil, 
and the effects of oil slicks and shoreline oiling on critical 
fisheries and marine species. Processes and knowledge 
leading to this critical decision point are briefly reviewed. 

I. Introduction 

Dispersants are chemicals used to mix floating oil 
into the water. Dispersing oil slicks helps protect birds, 
mammals, and intertidal marine life from injury or 
contamination caused by contact with floating oil (NRC 
1989). The primary concerns about dispersing oil are (1) 
effects of dispersants and dispersed oil on life in the water 
and on the sea floor, and (2) the effectiveness of dispersant 
applications in reducing adverse impacts. 

Despite extensive international experience, 
dispersants have rarely been used to combat oil spills in 
the United States. In the 1990s, however, this has changed 
dramatically. Virtually all U.S. regions or states now include 
dispersants in their response plans, and several recent 
(relatively small) spills off Texas have been treated with 
dispersants. Generally, dispersant use has been 
preapproved only for offshore oil slicks (1-3 miles), or 
beyond the 10-m (30-ft) depth contour, whichever is closer. 
However, many spills occur closer to shore, inside these 
limits, and in many bays and estuaries. Some states 
approve nearshore use of oil dispersants, although only on 
a case-by-case basis. This means that approval must be 
obtained quickly because oil becomes more viscous, and 
thus less dispersable, as it weathers. This situation is 
leading response authorities to consider pre-approving use 
of dispersants nearshore and in shallow-water areas. These 
proposals to pre-approve (or "quick-approve") nearshore 
dispersal are being challenged, however, by citizens and 
resource trustees who are concerned that the dispersed 
oil will injure water-column and subtidal marine resources 
in shallow or even deep nearshore waters. 

These concerns are especially critical along the 
U.S. Pacific Coast and Alaska. Many believe that the 
resources of these shorelines and near-coastal waters are 
sufficiently unique to merit special emphasis and concern. 
For example, unlike the U.S. East and Gulf coasts, the West 
Coast, from San Francisco Bay northward to Alaska, is 
bathed by highly productive cold waters of the 
southward-flowing California Current and northward flowing 
Alaska Gyre. In this region, intertidal bay and estuarine 
shorelines provide extensive spawning habitat for herring 
and pink and chum salmon, and juvenile habitat for all six 
species of Pacific salmon. In Prince William Sound, Alaska, 
both groups of commercially-important fishes were severely 
impacted over several years by the Exxon Valdez oil spill 
(e.g., see Heintz et al. 1999). Also, many coastal stocks of 
salmon in California, Oregon, and Washington have now 
been "listed" underthe Endangered Species Act, prompting 
any and all action necessary to protect and restore their 
stocks. There are numerous oyster and salmon aquaculture 
facilities and hatcheries along this coast, and a considerable 
amount of rocky intertidal and subtidal reef and kelp-bed 
habitats that harbor populations of oil-sensitive sea otters. 
Alaskan shores are home to several major and threatened 
populations of fur seals, also highly vulnerable to oiling. 

On the other hand, many of these oil-sensitive 
species live in close proximity to nearshore deep water (10's 
to 100's of meters), unlike the East or Gulf Coasts. 
Intentionally dispersed oil does not penetrate the water 

Fig. 1. Helicopter spraying fine dispersant mist on an oil slick. 
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column much deeper than about 10 meters (NRC 1989). 
However, these deepwater inlets-such as the Strait of Juan 
de Fuca, the Strait of Georgia, many Alaskan inlets, and 
even the central portion of San Francisco Bay-are moderately 
exposed to wind and strong tidal currents, offering numerous 
possibilities for fast dispersal and flushing. Thus depth, 
together with large tidal amplitudes and strong circulation 
patterns, creates a situation conducive to rapid mixing and 
flushing. 

These factors-i.e., oil-sensitive coldwater species 
with sensitive shorelines, and pelagic life stages in proximity 
to well-flushed bays and channels-prompt protection 
concerns and response opportunities that may be different 
than those along the East or Gulf coasts. Indeed, the decision 
to disperse or not to disperse a major oil spill near shore 
sometimes becomes a battle between different groups 
wishing to protect different nearshore life stages of the same 
species. 

This paper explores, within a historical context, 
some of the most controversial issues surrounding nearshore 
oil dispersal along the U.S. West Coast and Alaska: 1) how 
dispersant decisions are evolving, 2) how the controversies 
are being resolved, 3) new cooperative research and 
development efforts, and 4) the emerging role of comparative 
risk assessment to quantify response tradeoffs. 

II. Methods 

The author gathered information on the major 
dispersant issues as part of his participation in recent 
workshops and conferences, and during actual spill 
responses and major oil-spill drills. Examples include a 
technical review of dispersant applications in Alaska 
compiled by Trudelt et al. (1998), a two-day conference 
sponsored by the Oil Spill Recovery Institute (Trudell 1998) 
in Alaska, a 1998 "Spill of National Significance" (SONS) 
drill in Anchorage, and dispersant risk-assessment 
workshops in Washington and California. The author also 
participated in recent oil spill conferences at which new 
reports were presented on the successes and concerns with 
dispersed oil operations in other countries. To place current 
issues in perspective, a re-review of major (now historical) 
reviews and syntheses on oil-spill dispersants (Allen 1984, 
NRC 1989) was conducted as well as a review of recent 
assessment and planning documents, published reports on 
the ecological effects of specific oil spills, and selected peer- 
reviewed literature on the effectiveness and effects of 
dispersed and untreated oil. The author drew on recent and 
continuing modeling, simulation, and research activities 
conducted by colleagues in the Hazardous Materials 
Assessment Division of NOAAs Office of Response & 
Restoration in support of ongoing dispersant risk-assessment 
workshops. 

III. Historical Perspective and Basics of Dispersants 

The history of dispersant use and research through 
the late 1980s is well documented by the National Research 
Council (NRC) report, Using Oil Spill Dispersants on the 

Sea (NRC 1989). As noted in their report, the term 
"dispersant" became a common word in spill response 
following the 1-million barrel (bbl) Torrey Canyon crude oil 
spill off the English coast in 1967. About 10,000 bbl of various 
chemicals, largely degreasing solvents, were sprayed on 
the water and along the shoreline. The use of these 
chemicals caused mortality of shoreline marine life, greatly 
worsening the effects of the oil alone. The lessons from this 
single experience lead to great skepticism and caution about 
using dispersants. More importantly, it generated over 30 
years of product development, physical-chemical studies, 
ocean modeling and simulation research, acute and chronic 
sediment and water toxicity testing, laboratory and 
mesocosm experiments, experimental oil spills, and 
spill-of-opportunity measurements of the fate and effects of 
dispersed oil. The NRC (1989) report cites nearly 700 papers 
on these developments. 

Before responders became interested in using oil 
dispersants nearshore, we knew that a series of processes 
takes place in a matter of minutes or hours, and these and 
other factors define temporal/spatial 
"windows-of-opportunity." Within these windows, oil is 
dispersible; outside the windows, dispersability is unlikely. 

1) The new generation of dispersants is considerably 
less toxic to marine life than chemicals used in the 1960s. 

2) Dispersants reduce the surface tension of oil, 
but only when properly applied as a mist and not sprayed or 
poured onto oil or the adjacent water surface. 

3) Specific oils and fuels are less dispersible than 
others, due to high or increasing viscosity and formation of 
water-in-oil emulsions. 

4) Wave energy is absolutely required for effective 
dispersion, by breaking the oil into tiny droplets that mix into 
the upper water column as a "cloud" of tiny, neutrally-buoyant 
droplets. 

5) This cloud of droplets is mixed laterally and 
deeper into the water column via Langmuir circulation, 
current shear, and other natural mixing processes. 

6) Tidal and other currents transport the 
continually-diluting material out of the spill area. 

7) Dispersed oil does not "sink." In fact, the 
maximum sea depth at which intentionally-dispersed oil has 
been measured, or predicted in model simulations, is on the 
order of 10 meters. This means, however, that in shallow 
waters (<1 0 m), dispersed oil may indeed contact the sea 
floor and bottom sediments. 

8) Oil dispersability decreases with time due to 
weathering processes. 

9) Newer dispersants are generally less toxic to 
marine life than the oils being dispersed. 

10) Acute toxicity of dispersed oil decreases with 
decreasing concentrations in the dispersing plumes. 

During the 1990s, as reviewed in documents such 
as Trudell (1998), our understanding of these processes 
has been strengthened by numerous field, mesocosm and 
laboratory studies, and by a major oil spill (the Sea Empress) 
during which dispersants were successfully used to reduce 
environmental impacts (SEEEC 1998, Lunel 1998). More 
importantly, continued studies and product 
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development have widened the "windows-of-opportunity," the 
types of fuels and oils amenable to dispersant use, and the 
temporal and physical conditions (esp. salinity) under which 
dispersion is possible, at the same time reducing acute toxicity. 
Cooperative efforts by Federal/state/ industry have resulted 
in standardized effectiveness and toxicity testing (Aurand 
1995). Also, recent research-building on past observations- 
suggests that dispersed oil may biodegrade at rates perhaps 
ten times faster than non-dispersed oil (Swannell & Daniel 
1999). 

IV. Current Dispersant Issues 

By the mid 1990s, after years of numerous planning 
exercises, workshops, and training activities, there were still 
no pre-approvals for dispersant use in U.S. bays and 
estuaries, and only reluctant, case-by-case approval (with 
requests often rejected) for use on west coast and Alaska 
nearshore areas. The three most common categories of issues 
and concerns dominating dispersant planning workshops were 
1) effectiveness of dispersant operations; 2) short-term (hours 
to days) toxicity of dispersed oil to water-column and benthic 
organisms, and 3) longterm (days to weeks) fate and effects 
of dispersed oil. 

It is not immediately apparent, given the existing 
knowledge about dispersant use, what has been holding back 
the decision process. One reason has emerged in a unique 
decision-maker survey conducted by Bostrom et al. (1997). 
The authors found, through interviews, that much of the 
research over the previous decades was not effectively 
communicated to decision-makers or the public. 
Decision-makers were operating with information that was 
several decades old. These authors also revealed that few 
decision-makers were looking at the problem in the context 
of tradeoffs; i.e., comparing the risks of not dispersing oil with 
the risks associated with oil dispersion. 

Much new information about the consequences of 
not treating oil slicks has come to light in just the past several 
years (e.g., the growing literature on the Exxon Valdez oil 
spill). It is abundantly clear that unless oil is dispersed, or 
otherwise removed or treated, spreading slicks and tar-ball 
fields will continue to contaminate sea birds and marine 
mammals (such as sea otters and fur seals) and will wash 
ashore, possibly killing wading and shorebirds and 
contaminating mud flats, marshes, aquaculture operations, 
etc. Data on the long-term effects of shoreline oiling and 
shoreline cleanup, the multi-year effects of residual shoreline 
oiling, and new data on the effectiveness of shoreline cleanup 
methods all support concerns about long-term effects of 
shoreline oiling. 

Recently, Heintz et al. (1999) reported that dissolved 
total PAH (polycyclic aromatic hydrocarbon) concentrations 
as low as 1 ppb (1 part per billion) may damage or kill 
developing pink salmon embryos; further, that direct contact 
of embryos with oiled gravel is not necessary for this effect; 
and that water percolating through gravel berms contaminated 
with weathered crude oil contains enough PAH to damage 
salmon embryos over several spawning seasons. Similar 
observations have been made for herring, an intertidal 
spawning fish (R. Heintz, NMFS Auke Bay Lab., pers. 

commun.). In a related review, Mearns (1996) estimated that, 
at most, about 20% of the oil contaminating Prince William 
Sound shorelines was actually removed by an aggressive 
multi-year shoreline cleanup program. The first-year cleanup 
campaign-involving the use of high-pressure, hot-water 
washing-killed much of the marine life that survived the initial 
oiling. About half the oil has been removed naturally each 
year by winter storms. In 1999, small deposits of nearly-fresh 
oil remain buried under (and are leaching from) the armor of 
boulder-cobble beaches of Prince William Sound. Oil has 
remained, apparently enough to impact salmon and herring 
a decade after the cleanup. 

The significance of these studies is that these effects 
from residual oiling can occur even in areas subjected to 
aggressive shoreline cleanup. This means that shoreline 
cleanup itself cannot be relied upon to protect sensitive 
species. At a recent workshop, questions were raised such 
as "Should we disperse or not? What about the effects of 
dispersed oil on planktonic and larval stages of commercial 
fishes?" Heintz and his colleagues, knowledgeable about 
dispersed oil concentrations and toxicity, responded 
emphatically: "By all means, disperse the oil before it 
contaminates spawning beds!" 

In summary, recent shoreline oiling and cleanup 
studies, highly relevant to the West Coast and Alaska, are 
revealing that not only can shoreline cleanup itself be 
damaging to the shoreline marine environment, but that even 
small amounts of residual oil after the cleanup can injure key 
life stages of shoreline marine life. Such studies should provide 
additional rationale for resource trustees to consider 
pre-approving the use of dispersants in nearshore shallow 
waters to minimize shoreline oiling. 

V. Resolutions 

As a result of their study, Bostrorn et al. (1997) 
recommended that agencies develop a new series of 
nontechnical papers focused on seven subjects: 

1. Fate and Transport of Dispersed Oil in Marine 
Waters: Decision-makers have an oversimplified 
understanding and need to grasp the "big picture," especially 
of long-term fate and effects of dispersed oil. 

2. Dispensability of Oil in Mahne Waters: "Windows 
of opportunity" are wider than currently being considered in 
contingency planning. 

3. Links between Processses of Fate and Transport 
and Exposure and Effects: There are considerable 
misconceptions about the extent and duration of toxic 
concentrations in oil and how current and past toxicity testing 
applies to decisions about dispersant use. 

4. Acute and Chronic Effects of Exposure in the 
Upper Water Column Relative to the Use of Dispersants: The 
research and literature on dispersants have been remiss in 
providing direct comparisons of the consequences of 
treatment vs. non-treatment. 
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5. Natural Processes of Biodegradation, 
Evaporation, Photo-Oxidation, and Sedimentation of Oil in 
Marine Waters: Dispersion is only one of several natural oil- 
degrading processes and may enhance or inhibit these 
others. 

6. Logistics of Dispersant Use: Decision-makers 
perceive a critical lack of information about our ability and 
preparedness to effectively treat oil. 

7. Monitoring: There is considerable disagreement 
on the need to monitor and what to monitor, including lack 
of appreciation for testing and confirming predictions. 

It is not yet clear if any agency is taking on the 
challenge of commissioning these "white" papers. However, 
D. Aurand of Environmental Management Associates, Inc. 
(EMA, Purcellville VA, pers. commun.) took these a step 
further by stimulating and initiating a series of "risk 
assessment" workshops now underway in Washington and 
California, Galveston Bay, Texas, and Long Island Sound. 
The workshops, most conducted by EMA, are designed to 
acquaint decision-makers and resource trustees with current 
information on the effects and effectiveness of alternative 
oil-response strategies, including dispersing, burning, 
mechanical cleanup (skimming), and the "no response" 
alternative. Workshop panelists are asked to identify spill- 
scenario criteria (oil type, weather, season, effectiveness of 
response method, etc.) for specific bays. This information is 
used by NOAA HAZMAT's Modeling and Simulation Studies 
group and NOAAs Scientific Support Coordinators (SSCs) 
to simulate oil budgets (evaporation, natural dispersion, 
dissolution, weathering) and generate maps of spreading 
and transport of surface slicks and submerged plumes and 
in-situ burn atmospheric plume transport. NOAA HAZMAT 
biologists convert this information to oil concentration 
isopleths. Participants are then provided summaries of the 
available literature on oil and dispersed oil toxicity and 
encouraged to develop and apply, by consensus, exposure 
concentration criteria of concern. Participating resource 
biologists then evaluate specific resources that may be 
exposed to surface oil, subsurface oil, and shoreline oiling 
under all alternative response scenarios. This results in a 
cooperative evaluation of near-real tradeoffs. 

This "comparative risk-assessment approach" is not 
new. It has been used for years in other environmental 
management venues, such as for coastal wastewater 
management actions (NRC 1993). Indeed, a similar 
approach was proposed and quantitatively explored for 
dispersant decision making many years ago by Trudell 
(1984). If the "first round" of workshops is successful, more 
will be conducted throughout the U.S. 

VI.   The Immediate Future 

At the time of this writing, the regional workshops 
described above are continuing and no results are yet 
available. However, the procedure is already providing benefits 

by allowing resource trustees to clearly understand what is 
at risk, the effectiveness or ineffectiveness of various 
response strategies, the uncertainties under all response 
scenarios, and the information gaps. It remains to be seen if 
these workshop efforts can be completed and result in 
well-supported decisions. 
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Abstract: Increased optical range of target detection and 
recognition is always a problem in the marine environment. The 
inherent optical properties of light absorption and scattering in 
water limit both radiative and information transfer for image 
formation. These limits are further restricted by suspended 
particulate matter scattering. Near the surface in peak daylight 
conditions, the intense background scattered light makes for 
an extremely difficult job of object detection due to contrast 
washout. In any conventional underwater imaging system 
design, these limitations are either difficult or seemingly 
impossible to surmount. Methods for the formation of images 
in scattering media generally rely upon temporal or spatial 
methodologies. Some interesting designs have been developed 
in an attempt to circumvent or overcome the scattering problem. 
Time gating is a temporal example of image formation whereby 
a light source is time pulse projected toward a target and the 
detector is time gated to accept image-forming illumination from 
a specific range. To be successful at eliminating much of the 
backscatter, this method requires exacting range information 
and loses the simplicity of a continuous light source. Holography 
is one example of an image formation method requiring specific 
spatial relationships, i.e. mutual coherence between a reference 
beam and a signal beam. The coherence allows the formation of 
an interference pattern that carries the signal information on a 
"spatial carrier". In order for the method to be of use, the 
medium in which the beams are carried must preserve the 
coherence or phase spatially across the beams and in relation 
to the reference beam. In water, the distance over which the 
phase may be preserved is dependent upon many factors, 
including turbulence induced refractive index variations, 
thermal gradient structure, and relative motion. If pathlength 
differences exceed the temporal coherence length of the beam, 
interference is not obtained and the method breaks down. 
Generally, the demands of maintaining a spatially coherent 
beam at optical frequencies is difficult over long range thereby 
limiting the usefulness of the technique for image formation in 
turbid media. A paper submitted by the authors at the OCEANS 
'98 Conference describes a variation of the spatial 
interferometric technique that relies upon projected spatial 

gratings with subsequent detection against a quasi-coherent 
return signal. The method is advantageous in not requiring 
temporal coherence between reference and signal beams and 
may use a continuous illumination source. Coherency of the 
spatial beam allows detection of the direct return, while scattered 
light appears as a noncoherent noise term. The theoretical 
foundation of the method and the initial results for turbid media 
were developed. This paper will present the latest ongoing 
research results. 

I. INTRODUCTION 

Most laser imaging systems are designed to reduce the effects 
of scattering on the produced image improving image visibility 
in near shore water conditions. Synchronous scan systems 
minimize the common volume occupied by laser illumination 
and the detector field-of-view [1]. LID AR systems time gate the 
receiver aperture to eliminate relatively intense backscatter 
originating from the water while allowing the return from the 
target to be detected [2]. Both systems provide a specific set of 
advantages, but neither normally utilize coherent detection 
techniques to improve performance. In addition, the systems 
produce reflectance maps of the scene being illuminated and are 
not particularly sensitive to object contour, shape, or surface 
texture. 

Recently, several laboratories have demonstrated the use of 
temporal modulation and subsequent synchronous detection to 
improve imaging of subsurface objects in shallow water 
environments [11]. The technique allows for the extraction of 
the signal reflected from the target/object via a synchronous 
detection technique that is well known in signal detection theory. 
The advantage of the approach is that the signal return from the 
target is coherent with the transmitted waveform while the return 
produced from scattering is quasicoherent and represents noise. 
The idea is to achieve "processing gain' via correlation of the 
transmitted and received signals against a "noise" background. 

1 Author is also affiliated with Harbor Branch Oceanographic Institution, Ft. Pierce, Fl. 
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This technique was proposed by the authors as well, and may 
provide needed improvement in the detection of low contract 
targets. 

Unfortunately, real world scenes often exhibit nearly identical 
reflectance over a two dimensional cross section especially 
if the target reflectivity matches the background, making 
difficult the task of interpreting depth cues, especially in turbid 
water at maximum range where the signal-to-noise ratio is 
low. Observation of undersea objects with 2-D imaging 
devices requires sufficient contrast at spatial frequencies 
corresponding to the characteristic features on the object 
surface or, at a minimum, shape information consistent with 
a feature database. Features distributed in the range or depth 
dimension are often subject to misinterpretation since 
reflectance information alone does not necessarily provide 
an adequate feature set for reliable detection or identification. 
Additional information useful for object identification and 
characterization can be obtained by creating a range map or 
depth contours, and methods have been devised to obtain 
shape, velocity, and position information using intensity 
gradient cues observed in the scene as a result of illumination 
from natural or artificial light sources [3, 4]. 

Range or depth information is available from LIDAR, 
structured illumination (e.g. via triangulation), and 
interferometric system approaches. The resolution achievable 
is dependent upon the laser pulsewidth, system geometry, 
and environmental parameters in each case, Although LIDAR 
and triangulation [5] methods have received a significant 
amount of attention, they do not offer the potential advantages 
of an interferometric approach. Interferometric systems [6, 
7] can be classified as temporally or spatially modulated types. 
There are several recent reports using temporal modulation 
to improve image quality and to acquire range information, 
but few using spatial coherency (modulation). Holography 
has also been tried and functions over very short distances 
where both temporal and spatial coherency remains relatively 
unperturbed by the properties of the medium. 

An alternative approach using spatially modulated or coded 
waveforms has been proposed [7,8] offering an intermediate 
solution to obtaining additional feature information, and 
utilizing novel optical techniques and signal processing 
algorithms for object classification, feature extraction, and 
image restoration with minimum a-priori information. 

In an earlier paper [8], the background, definitions, theoretical 
development and implementation methodologies were 
introduced. In this paper, some of the theoretical computer 
modeling and an early qualitative experiment are introduced. 

II. TRANSMISSION MODEL 

Much of the transmission model used has been previously 
derived by other authors. According to Mertens [9], the spread 
function due to refractive deterioration along the transmission 
path closely resembles the Gaussian curve. 

The standard deviation a is used as a measure of spreading 
and the rms value of observed spreading is set equal to a. 
The modulation transfer function (MTF) corresponding to 
the refractive deterioration on the direct image is given as 
and exponential dependence related to a and the angular 
frequency. Recent models [10] suggest MTF remains 
relatively constant over a large angular frequency range above 
some low frequency limit. These models are in agreement 
with the suggestion and results in this paper showing that 
high spatial frequency content can be used for detection 
against the scattered light field even if large angular 
frequencies are used. 

Using the conventional model of Mertens, the resulting MTF 
can be approximated as 

TP= 1 co = 0 

= Cexp(-0.5-CT •© j    ©>0, (l) 
where C represents direct image scattering attenuation. 
Experimental values of CT are: 

a = 1.9 x 10"4 rad, giving 

TR = exp(-0.692xlO*/), (2) 
where / is the spatial frequency in cycles per radian. This 
model initially addresses only the effect of the refractive 
deterioration or transmittance TR. 

Target illumination from a monochromatic source at normal 
incidence and distance r is considered to be a sum of a direct 
component, ED, and a forward-scattered component, Es. We 
assume that the target is illuminated by vertical light fringes 
emanating from a Michaelson Interferometer and that they 
are essentially parallel as in Fig. 12. After a beam expander, 
the fringes maintain a uniform separation and appear slightly 
divergent. However, for the distances being studied, this 
model assumes parallel illumination and simplifies the 
illuminance calculations by disregarding all terms in Es(r) 
involving the scattering phase function. To simulate vertical 
fringes, the intensity I is modified by a cosine function which 
allows a normalized intensity to range from 0 to 1. To affect 
forward scattering in each transmission fringe, the refractive 
deterioration MTF factor is applied directly to the cosine 
function in the Es term. The total illuminance at the target is 
the sum of the terms: 

E(r) = ED(r) + Es(r). (3) 
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The difference between the target illuminance and the background 
illuminance at the detector a distance r from the target can be 
represented by a luminance (or radiance) term 

Bd = E(r)(Rt-Rb)e-cr/7c, (4) 
where Rtand 1^ are target and background reflectivity. 

Target Luminance wrt Background 
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Fig. 1: Structured Illumination Transmission model example. 

The above graph is a representative result of the transmission 
model in Mathcad with r = 4.5 meters, c = 0.33, a target 
illuminated spatial frequency of 1 cm/cycle, and source intensity 
normalized. 

III.   BACKSCATTER MODEL 

A MTF backscatter model modified for spatially modulated 
illumination (SMI) has been recently developed also using the 
standard model as outlined by Mertens, integrating over the 
common volume intersected by source, target and detector. 

The total illuminance is the sum of direct and backscatter terms: 

E(r) = ED(r) + EBs(r) (5) 
where 

V>:: 

3*w 

Ie~ 

2.5-I-k-e kr 

4 It I (6) 

The apparent radiance is an integral between r> and r, the two end 
points of the common volume along the line of sight: 

PC 

B(r):= s-E(r)-e"kTdr 

(7) 

where s is the average backscatter coefficient at the detector to 
illuminator offset angle. 

In all figures in this section and in the next, w is the spatial 
frequency of the SMI, r is distance between source and target, 

and c is the average backscatter coefficient at detector to 
illuminator offset angle. 

Figures 2 and 3 below show comparative results between SMI 
and conventional lighting using the same parameters as in the 
transmission model. The figures indicate a backscatter apparent 
radiance relative to source output. There are two important 
features to note: 1) SMI backscatter is significantly less than 
from a conventional source; 2) There is little to no structure 
within the SMI backscatter, especially as spatial frequency 
increases. 

SMI/Nan-SMI Bacbsatter Comparison 

Iss« Wift («gigs (u ass «i»> 

Fig. 2: bdl = SAH Backscatter; bldl = Conventional Backscatter; b2d| -1/2 
Conventional Backscatter; w = 0.25 m/cycle, r = 4.5 meters, c = 0.33 

SMI-'Katt-SM!BactawaW« 9«$£HS5... 

T*pt wi<Mt 0I*W*B) {« wgc ^-Snö 

Fig. 3: bdl = SMI Backscatter; bldl = Conventional Backscatter; b2dl -1/2 
Conventional Backscatter; w = 0.05 m/cycle, r = 4.5 meters, c = 0.33 

IV.   COMBINED SMI MODEL 

Figures 4 through 6 show a comparison of transmitted and 
backscattered apparent radiance at varying spatial frequency and 
target range. The lack of structure in the backscatter as compared 
to the SMI is quite evident. Figures 7 through 11 show the sum 
of transmitted and backscattered apparent 

1476 



radiance at varying spatial frequency and target range. The most 
important feature to note in these figures is that the modulation 
remains in the received transmission to the edge of detection. 

SMI Sum of Transmission and Backscatter 

SMI Tranttuisaion/Backscancr Comparison 

f BKB.an) 

vdl 11» 

ttuge» Wktt (metm) (u range 4 <*») 

Fig. 4: bd| = SIM Backscatter; Bl(Et_sm)= SMI Transmission; bd| 

SMI Backscatter; w = 0.25 m/cycle, r = 4.5 meters, c = 0.33 

I— 
I 

T*rtetWnih<met«re)(tl range 4.Sn) 

Fig. 5: bdl = SMI Backscatter; Bl(Et_sm = SMI Transmission; bdl= 
SMI Backscatter; w = 0.05 m/cycle, r = 4.5 meters, c = 0.33 

Sj^JtiartsarnJ^iai^adtscatl« Comparison 

T«|« WSdOi (maun) (at nmj» 4.im) 

Fig. 7: Btdl, = SMI Sum of Transmission and Backscatter; w = 0.25 
m/cycle, r = 4.5 meters, c = 0.33 

SMI Sum of Transmission and Backscalter 

T«i« WfcUh (maws) (at rate *.!m) 

Fig. 8: Btdl, = SMI Sum of Transmission and Backscatter; w = 0.05 
m/cycle, r = 4.5 meters, c = 0.33 

SMI Sum of Transmission and Backscatter 

3   

Fig. 9: Btdl, = SMI Sum of Transmission and Backscatter; w = 0.05 
m/cycle, r = 10 meters, c = 0.33 

Target Wiisti (meters) (at range Mta) 

Fig. 6: bdl = SMI   Backscatter; Bl(Et_sm) = SMI Transmission; bd| 
= SMI Backseatter;   w = 0.05 m/cycle,   r = 30 meters, c = 0.33 
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SMI Sum orTramreitäon and Backseat« 

s 

txtfWi&lt (iMttB){« urn*»»«) 

Fig. 10: Btit, = SMI Sum of Transmission and Backscatter; w = 0.05 
m/cycle, r = 20 meters, c = 0.33 

SMf Sum of Twunuaaion. wid Btctactucr  1 | 

The proposed detection method for discriminating the spatially 
modulated returns from the target against the veiling illumination 
due to scatter requires the scattered light field to exhibit little or 
no observable modulation. The experiment was designed to 
observe the transmission and backscatter of a spatially variant 
(structured) illumination source created by a portable Michaelson 
interferometer and 1 to 2 watt argon ion laser operating at 514 
nm. The interferometer was adjusted to provide adjustable spatial 
frequency vertical fringes at the side entrance window of a 
4.5-meter diameter tank of water. 

Figures 13-15 are photographs of the modulated beam from 
different vantage points. As the model predicts, there is no 
observable structure evident in the backscatter (left side of Fig. 
13) when viewing the beam fringes from the side. The fringes 
are lost as the viewing angle is changed slightly from a look 
direction parallel to beam propagation direction. The fringes are 
observed, however, at the rear wall of the tank (i.e. at the target 
plane). Figs. 14 and 15 show a low contrast image produced by 
a target illuminated with low and high spatial frequency structure, 
respectively. Only the shadows provide an indication of the 
presence of a raised surface against the tank wall. Fringe structure 
is observable however, and is modulated spatially by the variation 
of object profile in the beam propagation direction. Detection of 
these variations via spatial correlation methods can then provide 
a means of detection for otherwise featureless images in high 
turbidity environments. 

Tttgx Wdlb (mutts) (a innp 3to; 

Fig. 11: Btdl, = SMI Sum of Transmission and Backscatter;   w = 
0.05 

m/cycle, r = 30 meters, c = 0.33 

V.  INITIAL EXPERIMENT 

An experiment was devised using a variable frequency 
illumination source and highly turbid medium to investigate the 
presence of spatially modulated backscattered light at various 
angular frequencies (Figure 12). 

In W it«r T*rf«t 

III! 
listr retire« pai*^ thtftu|* 
M ich ««(»on iMtrftrom «t*r 

r T»ftk W inaow 

Fig. 13: View of reflection from rear of tank as well as crossbeam 
backscatter in foreground. Structure is not visible in scatter normal to 

fringes. 

Figure   12. Experimental setup for proof of principle. 
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Fig. 14: View of low contrast target against tank wall with low 
spatial 

frequency illumination. 

Fig. 15: View of low contrast target slightly away from tank wall 
with 

high spatial frequency illumination. 

V.   CONCLUSIONS 

A spatially variant modulation method using a laser has been 
proposed and demonstrated for use in detection of low contrast 
targets in turbid water conditions. The method has the advantage 
of using pulsed illumination (range gating) in conjunction with 
a spatial profiling method that may also be synchronously 
demodulated against the veiling luminance due to scattering. 
The viability of the physical approach has been verified to first 
order by experiment and by model results. 

Direct optical methods for correlation are more difficult to 
implement. A combined technique for converting the spatial profile 
to a temporally variant signature is being investigated. Wide/ 
Narrow and Narrow/Wide techniques are possible for source/ 
detector fields-of-view. Additional work is required to assess the 
advantages gained in relation to existing imaging methods. 
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Abstract: 
The problem we want to address here is to track line 

segments in a sequence of time varying images 
acquired by a camera on a robot moving in an indoor 
environment. Two representations for the line segments 
are presented and discussed, and an appropriate 
representation is derived. In order to achieve our 
objective, we combine computer vision that detect and 
measure motion with simple control strategies. A 
mathematical formulation for the model of the dynamic 
system is given for each parameter of line segments, 
and we propose to use a discrete PI controller to 
compute the desired motion of the robot system. The 
selection of the controller is based on the vision 
technique used for the computation of the successful 
visual tracking. Computer simulations evaluated the 
reliability and precision of the technique. 

Key-Words:    Robotics,    Computer    Vision,    Visual 
Servoing, Target Tracking. 

■-Introduction 
This work interests in the use of vision to ensure 

robotic tasks, especially for target tracking by visual 
servoing. The goal is to track line segments in a 
sequence of time varying images acquired by a camera 
on a robot moving in an indoor environment. These lines 
are corresponding to the edges extracted from the 
image being analyzed [2], [5]. The sensory information 
can be obtained through a variety of sensors such as 
position, velocity and acceleration of each parameter of 
line segment [4], [1], [12]. 
Some work has been reported toward the use of vision 
information for tracking. Hunt and Sanderson [7] 
presented algorithms for visual tracking based on 
mathematical prediction of the position of the object's 
centroid. Their algorithm needed the computation of the 
coordinates of the centroid and could only track slowly 
moving objects. Lee and Wohn [9] used image 
differencing techniques to track the system that 
incorporates a combination of visual and acoustic 
sensing. Dickmanns and Zapp [3] presented several 
methods (Kaiman filters) for the integration of vision 
information in the feedback loop of various mechanical 

systems. Weiss et. al. [14] proposed solutions to the 
problem of the robotic visual tracking under the 
framework of model reference adaptive control. Koivo 
and Houshangi [8] used adaptive control techniques in 
conjunction with the information provided by the 
stationary camera in order to control the robotic device. 
Papanikolopoulos et al. [10-11], have used the sum of 
squared differences (SSD) algorithm in order to compute 
the displacement vector. The best measurement is 
based on the confidence measure of each window. Tairi 
[13] have proposed the mean of squared difference 
(AMSD) algorithm to select an appropriate window in 
order to improve the accuracy of the vision 
measurements. These measurements are fed to an 
appropriate control scheme to calculate the requirement 
motion of the robotic system. 
In this paper, two representations for the line segment 
are presented and discussed, and an appropriate 
representation is derived (midpoint, length, and 
orientation). A mathematical formulation for the model of 
the system is given for each parameter of line segment 
and we propose a complete control scheme 
(proportional integer PI controller) which explicitly 
enables to track a moving object. The simulation results 
show the effectiveness of the proposed method. 
The organization of this paper is as follows: section II 
describes line segment representation. The 
mathematical formulation of the model of the dynamic 
system is described in section III. The selection of the 
appropriate control law is discussed in section IV. The 
simulation results are presented in section V. The last 
section concludes the paper. 

II- Representation For Line Segment in the 
2-D model: 

An important subproblem is to choose an appropriate 
representation for the line segment, since the tracking 
will be based on this representation. It is clear, for 
example, that tracking both endpoints of each segment 
will be very difficult, since they are not at all reliable due 
to the fact that segments can be broken from one frame 
to another. For this reason, two types of representation 
have been considered. 
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• Representation c,d,QJ 
In this representation a line segment having endpoints at 
point P^x^yJ and P2(x2,y2) is characterized by the 

vector v, =[c,d,Qjf. The components of v, are derived 

from the endpoints as follows: 
The orientation 9 of the line segment: 

0 = arctan( 
*, -x, 

) (1) 
"2 1 

The length H of the line segment: 

e = ^x2-Xl)
2+(y2-yy (2) 

The distance of the origin to the line segment denoted 
by the parameter c: 

C=<*a*-W (3) 
I 

The distance d, along the line from the perpendicular 
intersection to the midpoint of the segment 

(x2 - x, )(x2 +xi) + (y2- yx ){y2 + yx) 
d = - 

21 
(4) 

• Representation xm,ym,Q,£ 

The representation characterizes a line segment by the 

vector  v2=[xm,ym,ej]
T   where the point   Pm(xm,ym) 

defines the coordinates of the midpoint   Pm   of the 

segment and are given by 

x   =■ and (5) 
2 ""2 

To find what representation is more appropriate for our 
tracking algorithm, we have to calculate the covariance 
matrices associated to the vectors v, and v2 that defines 
both representations from those of the endpoints. We 
use the  nonlinear relations that give these vectors 

function of the vector P = \xvyvx2,y2\ and the following 

relation: 

_ dv ydv' 

"dp  OF (6) 

dv 
where — is the 4x4 Jacobian matrix and £ is the 4x4 

8P 

covariance matrix of the vectorP = [xx,yx,x2,y2]'. 
Assuming no correlation between the endpoints and the 
same covariance matrix A for both endpoints leads to 
the following 4x4 covariance matrix Z: 

'A    ^ (7) £ = 
0    A 

where A is the 2x2 matrix associated to each endpoint: 
.2   ^\ V 

X 

a2 

v *y y J 

(8) 

Due to the fact that the line segments may be broken 
differently from one image to another, an endpoint is not 
reliable. We model this segmentation noise introduced 

by the polygonal approximation, as follows: assume that 
A is diagonal in the coordinate system defined by u and 

M±two units vectors parallel and perpendicular to the line 

segment, respectively. In this coordinate system, Ais 
written: 

fol 0 

iy 

(9) 

It should be noted that in general Ais not diagonal 

except when  a2  and  cr^are from independent error 

source as, for example, when a2 is due to uncertainty in 

the position of the end of an edge chain by output the 

edge detector and the o\ is due to the residual in the 

polygonal approximation to the chain. In this case, which 

is most common in practice, we have a2 much greater 

than a2
L expect for very short segments. 

Noting that the coordinate system defined by  «and 

uL is obtained using a rotation of an angle 6 around the 
origin leads to the following relations for the covariance 
matrix A 

a* =a2cos(Q)2 +a\sin(Q)2 

a2
y = CJ' cos(G)2 +a2

lSin(Q)2 

G2
y=(a2

ro2
1)sin(Q)cos(Q) 

(10) 

Applying these results to the vectors v, =(c,c/,6,^)'and 

v2 =(xc,yc,Qj). We find after some algebra that the 

covariance matrix A and A respectively are given as 

follows: 

2dWL 

- 2cdo 

2do, 

-2cda, 

2c2o\ 

-2da2, 

2ca\ 

-2ca, -2a 

0 

0 

0 

2a,2 

(11) 

AVI = 

2 22 2 12 2 2 
oHcos(Q)  to^sii^G) (du - a±)cos(Q) sin(8) 

2 2 
(an -ax)cos(Q) sin(0) a±cos(&)  + a,, sin(0) 

0    0 

2<r 

0    0 
2 

0 2a* 

(12) 
From these results, three important points need to be 
noted and discussed: 
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1-The c,d,QJ representation leads to a covariance 
matrix that depends strongly on the position of the 
associated line segment into the image through the 
parameters c and of that appear on the covariance 
matrix Av . Therefore, two given line segments with the 

same length and orientation will have their uncertainty 
on the (c,d) parameters completely different depending 
on their position within the image. This is a real 
drawback since a large value for c (resp. d) will lead a 
large uncertainty for d (resp. c). This is not the case for 
the midpoint representation since the uncertainty to the 
midpoint [xm,ym) depends only on the uncertainty of the 

endpoints. 
2-The  mid-point  representation   leads  to  a  lack  of 
correlation between the parameters {xm,yj and the 

parameters 9 and I. This lack of correlation between 
the parameters does not exist for the representation 
c,d,QJ since the parameters c,dandQ are correlated 

through the non-null terms Av and A  . 

3- For the particular case where a = ajj = a\ the four 

parameters xm,ym,QJ are not correlated, while it is not 

the case for the c,d,QJ representation, where we have 

assume that a2
± is equal to zero or at least ajj is much 

more greater than a2
± in order to deal with parameters 

no correlated. 
From these remarks, it appears clearly that the best 
representation is the midpoint since in general case the 
parameters xm,ymare much more reliable to track than 

the c and d parameters and since we only have to 
deals with two correlated parameters xm,ym instead for 

the c,d,Q,e representation. In the simulation, our 
tracking algorithm deals with line segments represented 
by four points in a 1 dimensional space: the xm cmdym 

position information and the length and the orientation 
information. When a given segment moves in the image, 
these four points follow a trajectory in the 1D space. The 
kinematics of the motion of the given line segment is the 
kinematics of the four points, i.e., trajectory, velocity and 
acceleration. Therefore, we will run four tracking 
algorithms independently on each parameter. In the 
general or exact implementation, we have taken account 
the correlation between xm cmdym . Thus when a given 

segment moves in the images, the point xm,ym follows a 
2D trajectory in the 2D space while the length and the 
orientation follow a 1D trajectory in the 1D space. The 
kinematics of the motion of the given line segment is the 
Kinematics of the three points, i.e. trajectory, velocity 
and acceleration. 

Ill-Mathematical Formulation of the 
Dynamic System's Model. 

Based on the mathematical model for the visual 
tracking of the feature point, we will develop the 
mathematical model for the 2-D visual tracking of the 
line segment. In this model, the 2-D visual tracking is 
realized by visually tracking multiple parameters that 
belong to the line segment. Consider a target that moves 
on a plane perpendicular to the optical axis of the 
camera. The projection of the target on the image plane 
is the area Q in the image plane. It is assumed that the 
target rotates around an axis Z, which at k = 0 coincide 
with the optical axis of the camera. Line segments are 
obtained by using the edge detector technique followed 
by the polygonal approximation [6]. The problem of 2-D 
visual tracking is fundamentally the same as the problem 
of tracking several parameters of the line segment. 
Consequently, a mathematical model for the task can be 
derived based on the derivation (for a single feature 
point) as in [11]. In this work, we applied the 
mathematical model for each parameter xm, ym, 0, and 

e of the line segment. Each state vector is of dimension 
three and composed just by the position of the given 
parameter, its velocity and its acceleration. Therefore, 
we     deal     with     the     following     state     vector 

[xm,xm,xj,[ym,ym,yj,   [e,e,e]   and.   [W)   the 
notation used for the state vector at the k time step 

XT =[x,x,x] 
• The state-space representation of this model is: 

X(k +1) = A^X{k) + BUc (k) + Ed(k) + Hw(k) (13) 
It is easy to verify that assuming a motion with constant 
acceleration and a state vector of dimension 3 leads to 
the following matrix AM: 

At 

1 

0 

(At)2 

2 
At 

(14) 

and   B = E = AT.I3,H = I3.Uc(k) = (u.(k),0,0)T    is the 

control     input    vector.     d(k) = (uo.(k),0,0)T is     the 

exogenous disturbance vector and  w(k) = (w.(k),0,0)T 

is vector of random disturbance of the dynamic system 
and is usually modeled as white noise. w.(k)~ N(0,W). 

With i = x,y,B,l. 
• The measurement model used is: 

Y(k) = CX(k) + r\(k) (15) 
The measurement model Y(k) assumes that the 

position x is measurable from the matching process 
while the velocity x and the acceleration x are not. 
Therefore C is in our application defined by the 
following vector: c = [l o o]. r\(k) is the noise vector 

of the new measurement. £[TI.] = 0 and E[r\.r\*) = Ri&jj. 
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In the exact application, we take into account the 
correlation    between     x  andy and    therefore    the 

metastate vector Xm are [x ä'x.y.y'yA 
tn *■   tn      m      nt'* w* m   " m* 

The state of the model (6) and (8) can be rewritten as 
X„(k + l) = AmXm(k) + BmUcm(k) + Emdm(k) + Hmwm(k) 

(16) 
Y(k) = CX(k) + r\(k) (17) 

where B =E = At.L, H  =1,, 
tn tn 6 '        tn 6' 

C  =[l   0   0   1   o   ol. 

l/c,1(*) = («/(*),0,0,v/(*),0,0)r , 

dm(k) = [uOi(k),0,0,vo.(k),0,0f. 

1 AT (AT)2/l   0 0 0 
0 1 Ar       0 0 0 
0 0 10 0 0 
0 0 0         1 AT (AT)2 fa 

0 0 0        0     1 Ar 
0 0 0        0 0 1 

and A„ = 

IV- PI Controller for the Visual Tracking 
Problem 

The control objective is to minimize at each instant of 
time the error vector between the feature position and 
the desired feature position: 
eik) = (xm(k)-xmd(k),ya(k)-ymd(k)Mk)-Qd(k)Ak)-ed(k))T 

(18) 
by   choosing   an   appropriate   control   input   vector 

Uc(k) = (ux(k),uy(k\ue(k),u((k))T. One simple technique 

for the elimination of the disturbances is the 
proportional-integral control technique (PI controller). 
This linear control law is given by: 

UM- GAV + GJ^e® (19) 

where G and G7 are constant proportional and integral 

gain matrices, respectively. There are several 
techniques for the calculation of the Gp and G, 
matrices. One obvious effect of proportional control is 
that it increases the type of the system by one. Thus, the 
steady-state error is reduced and the disturbances are 
suppressed. On the other hand, the new system can be 
less stable than the original or even become unstable if 
the matrices Gp and G, are not properly selected. 

V-Simulation 
Computer simulations were performed to test the 

proposed feature prediction model and control low. The 
goal is to track line segments in a sequence of time 
varying images. The objects used in the tracking 
examples are geometrical 3-D solid objects such as 

cubes, cylinders, and prisms. These objects are moving 
with constant acceleration motion. Each pixel's intensity 
is corrupted with white noise. If we considered a 
synthetic sequence formed by 3-D cubes, the algorithms 
perform satisfactory with white noise in the range 10% 
and 20%. With higher noise, the results degenerate. The 
PI controller is done with the help of the of MATLAB 
software package. The matrices Gp and G, are chosen 

in a way that keeps the closed-loop system stable [11]. 
The simulation are done with the matrices G  = -/, and 

p       5 

Gj =-0.1/5. Thus, all the results shown in Fig (1-4) are 

done by using a steady state discrete of each 
parameters of line segments (midpoint, length, and 
orientation). The (PI) controller camera's trajectories are 
shown together with the parameters of line segments. 
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Fig 5: Tracking result of the trajectory x-y 

VI. Conclusion 
In this paper, we considered the robotic visual 

tracking problem. Specifically, we addressed to track line 
segments corresponding to the edges extracted from the 
image being analyzed. We first proposed an adequate 
representation for the line segment (midpoint, length, 
and orientation); thereafter we have presented a 
mathematical formulation for the model of the dynamic 
system for each parameter of line segments. The next 
step was to show the effectiveness of the introduced 
idea of combination of control (PI controller) with vision 
for an efficient solution to the tracking problem. 
Generally, this controller is tuned easily and deals 
satisfactorily with the tracking constraints and with the 
noisy type of the measurements. The simulation results 
show the reliability and the validity of the proposed 
approach. 
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FANBEAM HYPERSPECTRAL 
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UNDERWATER APPLICATIONS 
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ABSTRACT 

The Fanbeam Spectral Imager (FSI) system provides 
high area coverage rate acquisition of 3-D 
spatiospectral data for use in underwater remote 
sensing. The FSI system is designed around a modular 
approach which utilizes separated illumination and 
detector units for reduction in common volume 
backscatter. The desired modularity and sensitivity 
have required novel optical and system design 
solutions. This paper will detail aspects of the FSI 
intended mission relevant to determination of system 
requirements, along with a description of the selected 
design approach and its expected performance. 

I. Introduction 

Underwater imaging instrumentation is used for the 
monitoring of a variety of ocean floor targets and for 
applications ranging from military to environmental in 
nature. The Fanbeam Spectral Imaging (FSI) system 
falls into a class of such instruments in which the imaging 
system is deployed in either an unmanned underwater 
vehicle (UUV) or underwater towed body. An illustration 
of a UUV-deployed FSI system is provided in Figure 1. 

UUVoj^UVOgtion 

Figure 1: UUV-Deployed FSI System 

The instrument packages typically acquire a lateral field 
of regard with longitudinal scanning provided by vehicle 
forward motion. The goals of these systems is to provide 
maximum area coverage rate while maintaining high 
discrimination capability for the targets of interest. State 
of the art optical systems in this class presently use 
laser line scan (LLS) configurations, in which 

monochromatic laser illumination is combined with 
common path point imaging using "flying spot" scanning 
to provide the lateral field of regard. By contrast the 
FSI system provides ultrawide swath width "fanbeam" 
illumination, reduced common path imaging, and 
hyperspectral visible and fluorescence acquisition. 

II. Design Concept 

The FSI system is intended to be useful for a variety of 
acquisition needs. Thus the targets of interest fall into 
multiple categories. A common characteristic among 
the varied targets is that they are mostly man made 
and located on the sea floor. That the targets are man 
made introduces the likelihood that spatial pattern 
recognition algorithms will be helpful in discriminating 
a real target from naturally occurring bottom objects. 
The FSI system augments the spatial acquisition using 
both white light and fluorescent hyperspectral 
acquisition. To reliably provide hyperspectral acquisition 
while also maintaining ultrawide swath field of regard, 
a decision was made to invoke a modular system design 
approach. Thus, the illumination system is made up of 
two identical fanbeam illuminators aligned side-by-side, 
while the receiver is composed of four wide-angle 
spectrographic line imagers. 

A. Illumination System 

Fiber Optic 
Sources (2) 
TITumitMitrtr 

Projectors (2) 

Fiber Optic 
Fanouts 
(Line Source) 

Fluorescence 
Filter Stage 

Custom 
Projector 
Lens Gtooup 

Figure 2 is a schematic of the illumination scheme. 

Figure 2: Fanbearn Illuminator 

As stated earlier, the fanbeam illuminator is made of 
two identical sub-illuminators aligned to form one wide 
line illumination. Each sub-illuminator consists of a line 
source made up of multiple optical fibers arranged to 
form a line, which is then projected through anamorphic 
projection optics onto the sea floor. Light to the fiber 
optic is supplied by a high-intensity arc source, which 
provides both white light and ultraviolet (UV) illumination. 
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The illumination is used in one of two possible modes, 
depending on the target of interest: reflectance hyperspectral, 
in which the source is unfiltered, orfluorescence 
hyperspectral, in which the source is filtered to output only 
the UV excitation light. 

B. Spectrograph Receivers 

Figure 3 illustrates the optical layout of the spectrograph 
receivers. 

the focusing mirror focuses the beam through a hole in the 
grating and onto a high sensitivity, low noise CCD. 

The sub-field of regard provided by a single spectrograph is 
defined by the relationship between the slit, foreoptic and 
ocean floor. The system has an overall swath width on the 
order of 100 degrees, such that the required swath of each 
of the four spectrograph receivers is approximately 25 
degrees. 

A useful and alternative way to view this design is as a 
projector of the spectrometer's slit onto the sea floor through 
the foreoptic. This perspective is useful to prevent oversight 
of the fact that, since this is a modular design, each 
spectrograph will see an angled aspect of the line scan. 
This condition is schematically illustrated in Figure 4. 
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Figure 4: Modular Field of Regard 

Figure 3: Spectrograph Receiver Layout 

Light from the target is input to the system via a sevenelement 
modified double-gauss foreoptic. Prior to the foreoptic (bottom 
of Figure 3) is the pressure window, which is provided to give 
the spectrograph a dry and controlled operating environment 
within the vehicle. After passing through the foreoptic, light 
is imaged through a slit, which forms the input to the 
spectrograph. The spectrograph is basically a folded 
asymmetric, all reflective grating design, providing low F/# 
radiometric performance, while maintaining a reasonably 
small overall package. The fold mirrors, as well as the grating 
are centrally obscured, allowing the design to be optically 
axial, and obviating the necessity for off-axis aspherics. For 
simplicity in both manufacture and alignment, the collimating 
and focusing mirrors are both spherical. Reduction in coma 
is provided by the only refractive element in the spectrograph, 
a double-pass BK7 lens (middle left of Figure 3). Light enters 
the spectrograph through the slit, proceeds to the collimating 
mirror (top of Figure 3), reflects collimated directly back down 
to a fold mirror, which then folds the beam to the right and 
onto the grating. The grating is blazed for the first-order, 
diffracting the light in the plane of the figure through the 
coma reducing element and onto the focusing mirror. Finally, 

In the figure four separate receivers are aligned to form one 
continuous field of regard, which will then be scanned along 
the sea floor as the vehicle moves forward. Each swath is 
the projection of a spectrograph slit through the foreoptic 
and onto the area to be scanned. Using this perspective it is 
clear that the image of the slit must be projected differently 
by each receiver in order to map properly along the flat target 
area. In fact the slit must generally be projected such that 
the image plane is tilted from normal relative to the optical 
axis, and the amount of tilt depends on which part of the 
swath the particular receiver is projecting. To provide the 
needed versatility, the opto-mechanical design makes use 
of the Scheimpflug1 condition. The foreoptic can be 
adjustably tilted relative to the slit in such a way as to render 
the image of the slit properly mapped to the non-normal sea 
floor. 

C. Common Volume Reduction 

The final advantage in design modularity is the ability to 
reduce the common path volume shared by the illuminator 
and receiver. Thorough treatises in making spectral irradiance 
measurements2 as well as the general study of light 
propagation through water3 have 
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been performed, and are readily available in the literature. 
The issue as it pertains to the FSI system is that ocean 
water is a highly scattering medium. Light from the 
illumination is forward scattered toward the target, spreading 
the illumination footprint, and backscattered toward the 
illuminator reducing illumination intensity at the target. Once 
the beam is incident at the target, it is then reflected from 
the target toward the receiver optics. This light emanating 
from the target is then backscattered toward the target, 
reducing the relative luminosity, and forward scattered 
toward the receiver, blurring the imagery. Multiply forward 
scattered light from the target is a major cause of reduction 
in receiver modulation transfer function capability (MTF). 
Because the illumination and receiver are separate units, 
they can be projected through separate columns of water. 
As seen in Figure 1, the FSI illuminator projects from the 
back of the vehicle forward, illuminating a linear swath 
directly below the receiver optical system. The altitude 
above the sea floor at which the system is used for 
surveying, along with the linear separation of illumination 
and receiver units provides the angle between the two. The 
scheme is illustrated schematically in Figure 5. 

Narrow Beams Reduce Scatter 
Rx  A Tx  " 

Small Common Volume 
Reduces Scatter 

Figure 5: Common Volume Reduction 

In the figure "Rx" is the path seen by the receiver optics, 
while "Tx" is the illumination beam. The angle between 
them reduces the common volume which contributes to 
forward scatter into the receiver (dotted area). 

III. Utility 

As previously noted, underwater line-scan systems are 
already in existence, and provide high area coverage rate 
and good discrimination for the limited targets of interest. 
The LLS systems are among the most highly regarded, but 
are limited to monochromatic acquisition. The FSI system 
is intended to enhance detection and especially 
characterization by providing hyperspectral detection and 

white light as well as fluorescence illumination. In so doing, 
the FSI system shall be able to widen the acquisition utility 
of line scan underwater imaging to new areas of military, 
scientific, and environmental interests. By enabling spectral 
discrimination, the FSI system will provide greater capability 
in such areas as hazardous materials (HAZMAT) container 
monitoring, underwater habitat assessment, sunken vessel 
exploration, geological mapping, and other environmental 
conditions. The addition of fluorescence excitation with 
hyperspectral acquisition extends the capability to monitoring 
of oceanic biota, oil and gas exploration, and assessment 
of coral health. 

IV. Future Work 

The FSI system design would be a precarious undertaking 
without quantitative accounting for the scattering and 
absorbing effects which will be seen in the ocean 
environment. Accurate analytical approaches to predicting 
performance are difficult to perform and sometimes 
imprecise. As a result accurate models of optical 
propagation in ocean environments have relied heavily on 
empirical data. Nevertheless, preliminary performance 
models were developed for the FSI system utilizing Jerlov 
Water Types (JWT) to approximate the effects of ocean 
water. Effects of biological scattering were also estimated 
with the overall objective of simplifying the forward 
propagation problem to one including mostly Beer's law 
attenuation with spherical expansion. 

M„^2   -{c+K)R 
oVpr e 

W)-: 
AR' 

(1) 

In equation 1, P(A,) is the wavelength dependent power 
emanating from the target. M0 is the source radiant exitance 
in watts per square meter, r is the radius of the system 
pupil, R the distance from pupil to target, c is the beam 
attenuation coefficient, K is the diffuse attenuation coefficient, 
p is the object albedo, and finally, TI is a constant to account 
for the various system-related radiometric losses and gains. 
To predict the FSI system performance, this model was 
employed at narrow wavelength intervals, covering the 
continuous operating spectral range from 400 - 700 nm. 
System characteristics specific to the actual optical design 
for both illumination and receiver spectrographic systems 
were input, as well as responsivity figures for the intended 
focal plane CCD. All this in mind and given the nature of the 
simplifications previously mentioned, these performance 
models are understood to be non-rigorous in approach, and 
are only intended as rough guidelines to aid in system 
design. What the models do furnish is the prediction that at 
operating altitudes of 50 feet, where the present FSI system 
is destined for duty, the 
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receiver SNR will provide sufficient capability for 
hyperspectral detection and discrimination. There remains 
the issue of accurately modeling the fluorescence excitation 
propagation, along with the resulting hyperspectral return. 
The return itself is an identical problem to white light 
hyperspectral acquisition, since the fluorescence will fall 
within the same wavelength boundaries. The differences 
arise primarily in the approximation of forward illumination 
propagation, with ultraviolet more highly impeded through 
water, and the assumed target albedo, which must be 
replaced with fluorescence conversion efficiencies. 

V. Summary 

The intent of the FSI program has been to provide an 
underwater scanning system, augmented by both white light 
and fluorescence hyperspectral data acquisition. An 
additional goal of the endeavor was to provide this with 
extremely high area coverage rate while simultaneously 
minimizing the effects of common volume forward scatter. 
The approach taken has been to design modular illumination 
and spectrographic receiver systems which each provide 
sub-area coverage, but which could be combined to form a 
system with greater overall capability. The targets of interest 
in the initial FSI study are military in nature, however, the 
FSI system has been designed for broad applicability in 
underwater remote sensing. 

Acknowledgments 

This work was funded by the National Defense Center of 
Excellence for Research in Ocean Sciences (CEROS). 
CEROS is a part of the Natural Energy Laboratory of Hawaii 
Authority (NELHA), an agency of the Department of 
Business, Economic Development & Tourism, State of 
Hawaii. CEROS is funded by the Defense Advanced 
Research Projects Agency (DARPA) through grants to and 
agreements with NELHA. This report does not necessarily 
reflect the position or policy of the Government, and no official 
endorsement should be inferred. 

References 

1. W.J. Smith, Modem Optical Engineering, 2nd Edition, 
McGraw Hill, New York, pp.52-53,1990. 
2. J.E. Tyler and R.C. Smith, Measurement of Spectral 
Irradiance Underwater, Gordon and Breach, New York, 1970. 
3. R.E. Walker, Marine Light Field Statistics, John Wiley 
and Sons, New York, 1994. 

Author Biographical Data 

Eiji Yafuso is a consulting Senior Scientist on the FSI 
program. He received a B.S. in Physics from the University 
of California, and M.S. and Ph.D. in Optical Sciences from 
the University of Arizona's Optical Sciences Center. Dr. 
Yafuso has a combined 12 years experience in 
development of advanced electro-optical systems and 
interfaces. 

Robert Anderson is the program manager of the Fanbearn 
Spectral Imager program at Science and Technology 
International. PriortoSTI, Robert has worked with Hughes 
Aircraft, developing test equipment for infrared missile 
systems, and eventually with the Hughes Santa Barbara 
Research laboratories, developing state-of-the-art infrared 
focal planes and associated electronics technology. Prior 
to this he worked with NASA on development of Lunar 
Television Video Transmission. Robert holds a B.S. in 
Electronic Technology from the Capital Radio Engineering 
Institute, and an M.S.E.E. from the University of Arizona. 

Ron Seiple is the Vice President for Programs at Science 
and Technology International. He has been in the Navy R 
& D community for over thirty years. He was the Science 
Advisor for the Commander in Chief of the Pacific Fleet, 
retired Captain in the Navy and a decorated Navy Seal 
who served two tours in Vietnam. Ron worked for Space 
and Naval Warfare Center as a Senior Scientist and was 
responsible for numerous Programs including, Submersible 
Training Platform for the Seals, Diver Decompression 
Computer, numerous Swimmer Delivery Vehicle Systems, 
Fiber Optic Air Deployment Systems, Marine Mammal 
Hardware Development, Mobile Inshore Undersea Warfare 
UpGrade System, Remote Unmanned Work System, was 
the Craft Master of the Navy's first SWATH Ship, Kaimalino 
and managed numerous other programs. Ron was the 
Commanding Officer of a Diving and Salvage Unit and was 
responsible for numerous salvage operations including 
assisting in the Enewetok Clean-up Operation. 

1489 



A DIGITAL PROGRAMMABLE HIGH RESOLUTION 200KHZ WATER 
COLUMN PROFILER. 

Ward W. Cartier and David D. Lemon 

ASL Environmental Sciences Inc. 
1986 Mills Rd., Sidney, B.C. V8L 5Y3 

Canada 

Abstract 
Acoustical instrumentation for imaging the water column 
has traditionally been ship mounted and configured to work 
in a downward looking orientation. Until recently, data 
acquisition for these acoustic instruments has used an 
analog strip chart recorder tended by an operator on board 
a surface vessel. With the advent of digital electronics, digital 
echo sounders have begun to appear. However, these 
instruments have followed the traditional configuration and, 
for the most part, have remained shipboard mounted. The 
past five years has seen unprecedented growth in the 
development of low power digital microprocessor, storage 
and data acquisition technologies. 

An acoustical 200kHz high resolution, digital, programmable 
Water Column Profiler (WCP) has been developed 
incorporating these new technologies. The WCP offers 
unprecedented flexibility for the user and, except for the 
analog front end, is completely digital, fully programmable 
and is housed in a pressure case capable of bottom (upward 
looking), mooring or shipboard (downward looking) 
mounting configurations. The aluminum pressure case is 
capable of deployments to 200m with connectors for 
telemetry and power if real time data are required. The WCP 
can ping at up to 2 Hz with an acoustic range resolution of 
3 cm and is capable of digitizing four samples per acoustic 
range bin. The maximum probing depth, depending on the 
water column properties, is 200 m and the WCP is capable 
of storing data internally for up to 3 weeks at maximum 
ping and sampling rates. Data can be transferred realtime 
via a 10 Mbit/s 10Base2 Ethernet link to a surface system 
or local area network for viewing and/or data storage. 

The system can also be controlled remotely over the local 
area network. For self-contained autonomous insitu 
deployments, internally recorded data can be recovered 
from the WCP at very high rates to a storage system over 
a high speed Ethernet connection. The WCP is designed 
to work with other acoustic instruments 

like the RDI Sentinel series ADCPs. The high resolution 
WCP sonar data complements the ADCPs velocity data 
creating a very powerful analytical acoustic profiling tool. 
In September 1998, a prototype of the instrument was 
deployed near Istanbul in the Bosporus (Istanbul Bogazi) 
strait. The WCP was co-deployed, in roughly 62m of water, 
with an RDI 300kHz Sentinel Workhorse ADCP to image 
the two layered stratified flow in the Bosporus. 

I. Introduction 

A. Overview 
In the past acoustical instrumentation for imaging the water 
column have for the most part consisted of large, heavy 
instruments requiring large amounts of power and operator 
attention to make them work. They were manufactured with 
virtually all analog parts and have used the same basic 
design methodology for many years. Until recently, data 
acquisition for these acoustic instruments has been with 
an analog strip chart recorder. This technology, which has 
come to be known as the "echo-sounder", has undergone 
a significant technological transformation over the past 5 
years. This has been largely due to advancements in low 
power digital electronics and display technologies which 
have been incorporated into modem Water Column Profilers 
(WCPs). However most commercially available WCPs are 
still quite large and are still based on the same functionality 
as the original echo sounders. For this reason most modern 
WCPs, although they incorporate many of the new 
technologies, follow the traditional configuration, being ship 
mounted and configured to work in a downward looking 
orientation. 

B. A New Design Approach 

With the recent explosion in digital, low power, 
microprocessor, storage, data acquisition and 
communications technologies it is finally possible to reduce 
the WCP to a size where it can be deployed remotely in a 
non-conventional manner. An acoustical 200kHz high 
resolution, digital, programmable Water 
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Figure 1: Upward looking water column profiler block diagram 

Column Profiler (WCP) has been developed incorporating 
these new technologies and, except for the analog front 
end, is completely digital, fully programmable and is housed 
in a pressure case capable of bottom (upward looking), 
mooring or shipboard (downward looking) mounting 
configurations. The aluminum pressure case is capable of 
deployments to 200m with connectors for telemetry and 
power if real time data is required. 

II. Implementation 

The Upward Looking WCP comprises two sub-systems; a 
sub-surface section and a surface section (see Figure 1). 
The sub-surface sub-system resides in a pressure case 
capable of deployments to 225 m and can be deployed in 
either bottom-mounted, moored or surface-mounted 
configurations for use in either upward or downward modes 
of operation. The surface sub-system, connected to the 
sub-surface sub-system via cable, is a station where an 
operator can control the sub-surface sub-system and view 
data in real time. It also serves as a mass storage station 
enabling the overall system to have very long deployment 
periods. The sub-surface sub-system receives power from 
either the surface subsystem, for real time deployments or 
from batteries for autonomous deployments. The surface 
sub-system can be either ship- or shore- mounted. 

The WCP is based on a 200 kHz analog sonar transceiver 
card capable of pulse repetition (ping) rates of up to 2 Hz 
with an acoustic range resolution of 3 cm. The transceiver 
card compensates for geometric spreading loss with Time 
Varying Gain (TVG) ranging from 10.3 to 90.3 dB and has 
a 3 dB bandwidth of roughly 6 kHz. The card is capable of 
producing 40Wrms which yields an effective range of 
approximately 200 m, depending on the conditions in the 
water column. The sonar card output is digitized at 14 bit 
resolution and the 

data is sent to a PC/104 66 MHz 486 embedded controller. 
The digitizer is capable of digitizing four samples per 
acoustic range bin resulting in about 133 samples/m. This 
sampling density gives the WCP the ability to produce high 
resolution images. The data can be stored internally to a 
500MB hard drive, if the system is to be deployed in a 
self-contained autonomous in-situ mode. The drive capacity 
allows 3 weeks of internal data storage at maximum ping 
and sampling rates. For an insitu real-time deployment, data 
from the sub-surface sub-system may be sent via a suitable 
serial communication link to the surface sub-system for real 
time display and storage. The serial communication link 
can be either RS422 or high speed (10 Mbit/sec) 10Base-2 
Ethernet through a suitable shore cable. In this configuration 
the system is controlled remotely over a local area network 
formed with the serial high speed Ethernet link or through 
serial commands through the RS422 serial link. 

The WCP is designed to work with the 300kHz RDI 
Workhorse series Acoustic Doppler Current Profilers 
(ADCPs). The ADCP interfaces directly to the 486 
embedded PC/104 controller through the RS232 serial port 
(Figure 1). In the in-situ autonomous deployment mode its 
data is written to its own internal memory, 80 Mbytes total, 
but can also be sent to the embedded controller to be stored 
on the local hard drive or sent up to the surface sub-system 
for display and storage. The ADCP can be programmed 
either before the deployment, for in-situ autonomous 
deployments, or can be programmed while the system is 
deployed during real time deployments. It is possible to 
communicate directly with the ADCP from the surface 
sub-system through the Graphic User Interface (GUI). Once 
the WCP and the ADCP are running the two systems 
operate independently and, because of the difference in 
operating frequencies, do not interfere with each other. If 
the ADCP is programmed to pass data to the embedded 
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Controller, the controller takes the ADCP data, along with 
each ping of WCP data, and puts it in packet form. Along 
with header and checksum information, the packet is sent 
up to the surface sub-system via the serial communication 
link. The surface sub-system then checks for transmission 
errors, unpacks the data, displays the WCP data and stores 
both the WCP and ADCP data to hard drive. For 
self-contained autonomous in-situ deployments, internally 
recorded data can be recovered from the WCP at very high 
rates to a storage system over a high speed Ethernet 
connection. 

III. Sample Results 

In September 1998, a prototype of the instrument was 
deployed near Istanbul in the Bosporus (Istanbul Bogazi) 
Strait (see Figure 2). The WCP was co-deployed, in 62m 
of water, with an RDI 300kHz Sentinel Workhorse ADCP 
to image the two layered stratified flow in the Bosporus. 
The Bosporus provides an extremely challenging and 
interesting site to image. A multi layered flow exists, 
principally driven by the prevailing north winds, which force 
the fresh Black Sea water to flow south into the Sea of 
Maramara. This, in turn, sets up a counter flow where the 
dense salty Mediterranean Sea water flows north, 
underneath the less dense fresh Black Sea water, into the 
Black Sea. This multi layered flow exchange is responsible, 
in part, for the transport of salt out of the Mediterranean 
Basin [1]. 

Figure 3 shows the deployment configuration in the 
Bosporus. At the deployment site the Bosporus is 825m 
wide and about 65m deep with the deepest part of the 
channel being on the west side. A 700m cable was run 
from the instrument package to the surface sub-system on 
the east shore, near the Anadolu Hisari (an old fortress). 
The WCP was configured with a 68.08 m range, a ping 
rate of 0.5 Hz and a digitization rate of 10 kHz. 

Figures 4 and 5 show an 8 minute, 55 second section of 
ADCP and WCP data, respectively. Figure 5 also shows a 
plot of both sound speed and sigma-t vs. depth. Sigma-t 
varies from 11.5 in the upper layer (Black Sea water) to 28 

=£= 

Figure 2: Map showing the deployment site near 
Istanbul in the Bosporus (Istanbul Bogazi). 

in the lower layer's Mediterranean Sea water. There is a 
significant sound channel in the interface region between 
the two layers. Figure 4 displays data from the ADCP, 
illustrating the strong shear in the flow. Current speeds in 
the upper layer reach nearly 1m/s to the south and in the 
lower layer exceed 1 m/s to the north (bottom right image). 
The interface region can be discerned in the intensity image 
on the left of Figure 4 although the detail is poor. In contrast, 
details of the interface region can clearly be seen in the high 
resolution WCP image shown in Figure 5. Here details of 
the fine structure that exists in the interface region are clearly 
evident. One interesting note is that the last part of the record 
shows a wave-like structure starting on the interface. 

Shore Unit 

Rundi Hisari 
(VtestBank) 

AradoU Hisari 
fast Bank) 

Fbwer/Sigial Gable 

Instiument Package 
-200kHz Echo Sounder (yellcw beam) 

-300kHz ADCP (green beams)) 

Figure 3: Prototype WCP deployment in the Bosporus. 
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Fig. 2: ADCP data record for 8 minutes, 55 seconds at the Bosporus site. 

 ^ _J 

ii 

I 

>■ 

68.05 
65.00 

625 638 

Sound Speed and Slgma-t Va. Depth 

i<«     i«s     lit»     KM     mo     i«j 

Sound Speed (m/s) 

Figure 3: WCP data record for the same 8 minute, 55 second period as the ADCP data in Fig. 4. 
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This corresponds to a bow wave being impressed on the 
interface during the passage of a large tanker. Short sections 
of vertical lines are seen at intervals in the image which the 
authors believe originate from the ship's sounder as it was 
passing overhead. These are not evident in the rest of the 
record before or after the passage of the tanker. 

IV. Conclusions 

With the tremendous burst of technology improvements 
over the past 5 years it is now possible for a new highly 
flexible, fully digital, low power, compact Water Column 
Profiler to be constructed. This high resolution acoustic 
imaging instrument is capable of operating in new modes 
and deployment schemes impossible only a few years ago. 
The high resolution WCP sonar data complements the 
ADCP's velocity data creating a very powerful analytical 
acoustic profiling tool. 
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Abstract - A high-resolution acoustic imaging system is 
an important aid in turbid water where optical systems 
fail. Applications include inspecting structures, searching 
for and identifying mines or contraband on hulls of ships, 
monitoring work of divers or remotely operated vehicles 
(ROVs), and monitoring tests in low-visibility water. The 
three sonars described in this paper use acoustic lenses 
to form near-video-quality images. The first sonar, Lim- 
pet Mine Imaging Sonar (LIMIS), is diver-held, forms 64 
beams, each with a beamwidth of 0.35° in the horizontal 
axis by 7° in the vertical axis. This sonar has a 20° field- 
of-view, operates at 2 MHz, has a practical range of 10 
m, and forms between 5 and 12 images/second. The 
second sonar, Glendora Lake Acoustic Imaging System, 
(GLACIS), is used to monitor underwater tests and pans 
and tilts on a platform that can change depth. This sonar 
forms 64 beams, each with a beamwidth of 0.55° hori- 
zontal and 10° vertical. It has a 32° field of view, oper- 
ates at 750 kHz, and forms 5 or 9 images/second at an 
operating range of 60 or 30 m, respectively. The third 
sonar, Acoustic Barnacle Imaging Sonar (ABIS), mounts 
on an ROV and forms 128 beams, each with a beam- 
width of 0.25° horizontal by 10° vertical. This sonar has 
a 32° field-of-view, operates at 3 MHz, has a range be- 
tween 1.8 m and 2.4 m, and forms 6 images/second. All 
three sonars use a set of thin, acoustic lenses made of 
polymethylpentene to focus sound on a 1-3 composite 
linear array. The acoustic lenses form beams at the 
speed of sound with no circuitry and thus eliminate the 
complexity and power consumption of conventional 
beamforming electronics. Two disadvantages are (1) the 
lenses and the spaces between the lenses add volume 
in front of the transducer array, and (2) multiple reflec- 
tions between lens surfaces cause internal reverbera- 
tion. The reverberation inside these sonars is about 40 
dB down from the target echoes and scatters to form a 
slightly brighter background. No range-shifted "ghosts" of 
target images are seen. 

I. INTRODUCTION 

In clear water and with appropriate lighting, optical 
cameras can image out to 5 m. With increasing fre- 

quency, underwater work that would require optical sys- 
tems is situated in water where optical systems fail. In 
many rivers, lakes, harbors, bays, and other coastal ar- 
eas visibility is a fraction of a meter. There, optical sys- 
tems have white screens, and divers resort to tactile 
means. The three sonars discussed here use acoustic 
lenses and bridge the gap between existing sonars and 
optical systems. Their maximum ranges are relatively 
small (60 m, 10 m, and 3 m) but their resolutions (0.55°, 
0.35°, and 0.25°) allow them to form near-video-quality 
images. High resolution and a fast frame rate allow them 
to substitute for optical systems in turbid water. These 
sonars have a low power consumption (25-30 W), which 
makes them useful for diver-held operations or on plat- 
forms with a power budget. 

II. LENS TECHNOLOGY 

Acoustic lenses allow both transmission and recep- 
tion of narrow beams. The lenses operate at the speed 
of sound, form multiple beams in parallel, and consume 
no power. Two disadvantages of acoustic lenses are (1) 
the lenses and the spaces between them add volume in 
front of the transducer array and (2) multiple reflections 
between the lens surfaces cause reverberation. 

Acoustic lenses are made of plastic, epoxy, rubber, 
or liquid and refract sound using the same basic laws as 
optical lenses. The lenses discussed here have a rec- 
tangular aperture with curvature only in the horizontal 
direction. As illustrated in Figure 1, the lenses form a 
narrow beam of sound in the horizontal plane, and the 
curved transducer array forms a wide beam in the verti- 
cal plane. Each element in the transducer array trans- 
mits a short pulse and receives echoes confined within a 
narrow horizontal direction. The amplitudes and time 
delays of the echoes are mapped into pixel colors and 
positions on the sonar display. 

A. Lens Design 

A lens design must consider beamwidth, sidelobe 
amplitudes, field of view, and lens efficiency. Designing 
an acoustic lens begins with optical lens design tech- 
niques. There are many optical lens design computer 
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Curved element 

(b) 

Rectangular lens 

Pulse 

Fig. 1(a). The lens systems use a rectangular lens and curved 
element to form a focused narrow beam of sound, (b). When a 
sound pulse exits from the lens, and is directed toward a slanted 
object plane, it interrogates a narrow line on the object plane as a 
function of time. The echo response is mapped on the display. 

programs. Two such programs1'* that run on PCs were 
used as part of the design of the acoustic lenses de- 
scribed here. A candidate design is found with these 
programs, which primarily use ray models. Next, a wave 
analysis model3,4 predicts the beamwidth, sidelobes, and 
lens loss for each of the beams formed by the candidate 
design, and how these beams would change with 
changes in the salinity and temperature of the ambient 
water. The wave analysis often indicates that the beam 
patterns need improvement. If so, new candidates with 
different lens prescriptions and sometimes different lens 
materials are designed and analyzed. After several it- 
erations between candidate designs and wave analysis, 
a successful design prescription is found, and the lenses 
are fabricated. 

B. Lens Transducer Array 

The three sonars discussed in this paper all use lin- 
ear transducer arrays with one element designated for 
each beam formed in the sonar. The horizontal width of 
the element is small compared to its height. For example 
the array on the diver-held sonar consists of 64 elements 
with a pitch of 1.37 mm and a height of 46 mm. The 
elements in all three arrays are made with PZT 1-3 com- 
posite constructed by the dice-and-fill method. The 1-3 
composite allows us to have a wide bandwidth, shape 
the transducers without much concern about unwanted 
resonances, and curve the element surfaces to control 
the vertical beamwidth in each beam. A quarter-wave 
layer on the array face further increases the array's effi- 
ciency and bandwidth. 

C. Internal Reflections 

We chose a plastic, polymethylpentene (TPX RT-18), 
for the major component of lens materials in part be- 
cause its acoustic impedance is close to that of water. 
Less than 1% of acoustic energy is reflected as sound 
passes through each water/plastic interface. This is im- 

portant from the viewpoint of efficiency but even more 
important from the viewpoint of reverberation within the 
lens. To measure internal reflections, we transmitted 10- 
lis acoustic pulses into the sonars. The transducer ar- 
rays first received the focused pulse, and then they re- 
ceived a series of pulses that were delayed because of 
multiple reflections in the lens set. The amplitudes of the 
first set of reflected pulses were down 40 dB or more 
from those of the focused pulses. Reflected pulses with 
exponentially decaying amplitudes continued to arrive for 
0.3 ms after the first pulse arrived. Ghosting is a poten- 
tial problem but has not been seen in the displayed im- 
ages. The lens reverberation scatters and blurs any 
potential ghosts, so they manifest as a slightly brighter 
noise floor, not as a range-shifted image of the object. 

III. THREE ACOUSTIC LENS SONARS 

A. Limpet Mine Imaging Sonar (LIMIS) 

The Limpet Mine Imaging Sonar5 (Figure 2) was de- 
veloped, as the name implies, to detect mines attached 
to hulls of ships. It allows a diver or the operator of a 
remotely operated vehicle (ROV) to identify mines at 
distances up to 5 m and to detect mines up to 10 m from 
the sonar. The sonar display6 mounts on the diver's 
mask and, with the help of optical lenses, a virtual image 

Fig. 2. A diver views 
images from the 
LIMIS diver-held so- 
nar through a mask- 
mounted color video 
display. 

appears a comfortable distance in front of the diver even 
in zero visibility water. The high resolution and rapid up- 
date rate of LIMIS make it a viable replacement for a 
video system on underwater vehicles in turbid water. 

LIMIS measures 17.8 cm wide, 20 cm high, and 36 
cm long, including a 10-cm handle. It weighs 7.7 kg in air 
and is 100 g buoyant in seawater. A set of acoustic 
lenses (Figure 3) occupies the upper, rectangular region 
of the sonar, and electronics occupy the lower region. 
LIMIS operates at 2 MHz, forms 64 beams with beam- 
widths of 0.35° in the horizontal axis by 7° in the vertical 
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axis, and consumes 25 W. Figure 4 shows three LIMIS 
images. Their near-video quality is very important be- 
cause divers and ROV operators want to positively iden- 
tify the objects they are imaging. LIMIS provides a 
smooth display of dynamic scenes with updates of at 

Fig.3. The lens set begins with a triplet plastic-liquid-plastic 
lens (left side of the photo) followed by two plastic lenses. The 
transducer array (not shown) fits in the rectangular opening on 
the right side of the housing. When the sonar is submerged, 
ambient water fills the spaces between the lenses and the 
transducer array. 

Fig. 4. Three sample images taken with LIMIS. The left image shows 
a limpet mine on the hull of a ship 7 feet from the sonar. The center 
image shows two hands. The right image shows an intake on the hull 
of a ship. The intake is approximately 46 cm in diameter and is 9 feet 
from the sonar. The left and right images were taken in Chesapeake 
Bay in water with 15-cm visibility. 

Fig.5. Eight of 64 beam patterns of LIMIS collected at APL's 
Acoustic Measurements Facility. Beamwidths are 0.35° and 
sidelobes are down between 16 dB and 18 dB. 

least 11 images/second for targets 8 m or less from the 
sonar. Figure 5 shows one set of eight of the 64 beam 
patterns. 

B. Glendora Lake Acoustic Imaging System (GLACIS) 

The Naval Surface Warfare Center's Glendora Lake 
Facility (GLF) in Sullivan, Indiana, monitors and meas- 
ures the motions and configurations of objects under test 
with GLACIS (pronounced "glasses"). GLACIS consists 
of a sonar mounted on an underwater platform (Figure 6) 
and a control and display station separated from the 
platform by 500 ft of cable. The operator in the control 
room can pan and tilt the sonar on its platform and raise 
and lower the platform in the 100-ft water column. The 
sonar operates at 750 kHz and forms 64 beams, each 
0.55° horizontal by 10° vertical. GLACIS updates images 
with ranges out to 60 m five times per second and im- 
ages with ranges out to 30 m nine times per second. The 
field-of-view is 32°. Figure 7 shows the horizontal beam 
patterns of the 32 even-numbered beams. Note that the 
sidelobes are down almost 30 dB. The GLACIS lens set 
(Figure 8) uses an epoxy lens (L1) to reduce the side- 
lobes. The other lenses are made from polymethylpen- 
tene. Figure 9 shows the GLACIS shore display that 
gives the platform and sonar parameters (such as depth, 
heading, pitch and roll) as well as an acoustic image. 
The resolution of GLACIS is demonstrated in Figure 10, 
which shows the image of an Air Deployed Active Re- 
ceiver (ADAR) sonobuoy. The image indicates that the 
five arms have deployed and the bright spots on the 
arms indicate the locations and separations of the ar- 
ticulated joints. 

C. Acoustic, Barnacle Imaging Sonar (ABIS II) 

At the time of this writing, ABIS II is beginning in- 
water tests. ABIS II will image fouling, damage, and for- 
eign objects on hulls of ships. The sonar will mount on 
an ROV and will be used to determine what sections of 
the hull need to be cleaned, initially with an operator in 
the loop and ultimately only with pattern classification 
methods. The system will work in zero visibility water. 
The sonar operates at 3 MHz and has 128 beams, each 
measuring 0.25° horizontal by 10° vertical. The sonar 
has a 32° field-of-view and updates at the rate of 6 im- 
ages/second. Figure 11 shows the soundhead and elec- 
tronics module. The division into two modules gives 
more flexibility in placement on a submersible. Figure 
12 shows the ray diagram of the lens set for beams 
spaced between 0° and 16° off-axis. The predecessor7 

of ABIS II has four mechanically scanning elements and 
updates images at the rate of 2 images/second. ABIS II 
has no moving parts and three times the update rate. 
The quicker updates will improve feedback needed for 
navigation and pattern recognition. 
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LI   L2 

Fig. 8. A diagram of the GLACIS lens system. L1 is an epoxy lens 
used primarily for reducing the sidelobes. L2 and L3 are lenses 
made from polymethylpentene. Four wavefronts, arriving 0°, 5°, 10°, 
and 16° off-axis are traced to the transducer array, T, where they 
focus in four unique locations. Water, W, fills the spaces between the 
lenses and the transducer. 

Fig. 6. Glendora Lake Acoustic Imaging System. The 
sonar mounts on a platform that is 27-kg positive. It moves 
up and down the water column by reeling out and in three 
weights resting on the lake bottom. 

BO 
Ti(Ar>i»i 

Fig. 7. Beam patterns of 32 even-numbered beams from the 
64-beam GLACIS sonar. The beamwidths are 0.55° and the 
sidelobes are down 30 dB. 

Fig. 9. The shore display for GLACIS allows the operator to con- 
trol the platform and sonar, read their status, and observe and 
store sonar images. In this case, the image is of two missile 
tubes on the bottom of the lake. 

Fig. 10. GLACIS image of an ADAR sonobuoy showing five 
arms that hold an array of transducers. The bright returns 
reflect off joints in the articulated arms and allow detailed 
analysis of proper extension. 
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Fig. 11. The ABIS soundhead and electronics module 
form a forward-looking sonar that mounts on an ROV. 
The ROV will inspect hulls for fouling and clean se- 
lected sections. The images will update 6 times/second 
and provide 1-cm resolution at 3-m range. 

L1   L2  L3 

Fig. 12. A diagram of the ABIS lens system. L1, L2, 
and L3 form a lens triplet. L1, L3, and L4 are made 
from polymethylpentene. L2 is a fluid, FS-5. Six 
wavefronts 0° to 16° off-axis are traced to the trans- 
ducer array, T, and focus at unique locations. Water, 
W, fills the spaces between the lenses and the trans- 
ducer array. ABIS forms 128 beams over a 32° field- 
of-view. 

IV. CONCLUSIONS 
Acoustic lenses make very good beamformers. They 

require no power and can transmit or receive many 
beams simultaneously. They simplify the electronics be- 
cause they eliminate the high-speed sampling and signal 
processing required in digital beamformers. The lenses 
described here have all been machined. If lens sonars 

were mass-produced, lenses could be injection molded 
for additional savings in fabrication costs. 
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How to Succeed at Hydrographie Surveying 

and related services for multiple sheets 

in the Upper Cook Inlet, Alaska: 

Planning, Testing, Training and Attention to Detail 

Robert Richards, Doug Lockhart, William Gilmour, 

Carol MacKenzie, Edward Saade 

Racal Pelagos, CA 

Abstract: 

RPI conducted Hydrographie Surveying and related services for multiple 
sheets in the Upper Cook Inlet, Alaska, Spring/Summer of 1999. This Task 
included the mobilization and testing of the multibeam system and all 
peripheral devices in the San Diego, CA area and eventually in Seattle, WA, 
prior to departure for operations in the Upper Cook Inlet. The mobilization 
included transformation of the fishing vessel Quicksilver into a survey launch, 
and the rigging of the mother ship, FW Davidson. The Quicksilver was 
converted from its fishing configuration to a state-of-the-art high speed 
multibeam data acquisition platform. The multibeam system consisted of a 
RESON-8101, integrated with a TSS HDMS via an RPI WinFrog multibeam 
software system. All phases of development and testing including accuracy 
verifications and procedures were continuously documented and recorded. 
Extensive training was conducted at RPI prior to the mobilization period 
beginning. The mothership was outfitted with multiple UNIX based 
processors integrated with a UNIX server operating CARIS Hydrographie 
processing and cleaning software with another team of highly trained 
personnel. The processing procedures were also extensively developed and 
documented. The vessels transited to Alaska and operations were 
commenced in a timely manner once the ice had moved out of the Upper 
Cook Inlet. In addition, RPI subcontractors LCMF and Terra Surveys have 
conducted tide monitoring and RTK data collection, respectively. 
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I. ABSTRACT 

Newly emerging Virtual Reality technologies are giving 
scientists new ways to analyze data that bend the imagination. 
In fact, the power of Virtual Reality is the ability to immerse in 
and interact with data. This new experience gives the scientist 
a chance to gain intuition and insight into complex physical 
processes. Virtual Reality Modeling Language (VRML) is a 
file format which allows users to access, navigate, explore, 
and interact with environmental data in 3-D on the Web, and 
to share this multidimensional experience with colleagues in 
remote locations. VRML is platform independent, available 
to PC users as well as those working on high-end 
workstations, and viewers or plug-ins are freely available for 
popular Web browsers, such as Netscape or Internet Explorer. 

We will present web-based interfaces that support 
interactive, 3-D visualizations of oceanographic data drawing 
on such diverse oceanographic studies as hydrothermal vents, 
ocean circulation, air-sea interactions, and El Niho studies. 
The techniques available for scientific data visualization using 
VRML will be ennumerated, and resources for those interested 
will be given. Demonstrations include real-time El Nifio/La 
Nifla data from the TAO (Fig. 1, [1]) network of El Nifio 
monitoring buoys in the tropical Pacific Ocean, Fisheries 
Oceanography model output animations, hydrothermal 
plumes from sea floor volcanic eruptions, and global gridded 
data sets. 

II.METHODOLOGY 

A. Virtual Reality Modeling Language 

Virtual Reality Modeling Language (VRML) is a scene 
description language which describes three-dimensional 
environments and allows users to access, navigate, explore 
and interact with environmental data in three dimensions on 
the Web. VRML is scaleable across platforms ranging from 
PCs to high-end workstations, and viewers or plug-ins are 
freely available for (and now included with) popular Web 
browsers. A VRML world typically consists of polygonal 
surfaces that mimic the real 

environment. In oceanographic terms this includes contoured 
"slices," vector fields, bathymetry or topography, and textured 
surfaces. These objects can be touched, rotated, or animated 
using controls that the browser provides. This relatively new 
technology has been developed only over the last few years, 
and an international open standard has been accepted as of 
December 1997 [2]. 

VRML objects can be primitive (cubes, spheres, etc.), or 
user-defined (elevation grids, polygonal surfaces, lines), and 
can be given traits such as color, texture, sound, and video. 
Animations can be created by swapping surfaces of arbitrary 
shape using cached memory or morphing a surface by 
changing its defining coordinates overtime. VRML can interact 
with Java to create a myriad of 3-D and 2-D user interfaces. 
A typical geophysical application might create a gridded 
surface of bathymetry, and animate surfaces of water 
properties or tracers. One of the authors (Wheless) has 
created such a world with much success1. It allows a user to 
"fly" through the Chesapeake Bay, viewing any of a selection 
of standard hydrographic variables as sections that the user 
may turn on, raise to inspect, or turn off. A comprehensive 
view of bay properties is quickly attained in this way. The 
Chesapeake Bay application was created using an IDL2 toolkit 
that the Virtual RealityA/isualization group at Old Dominion 
University developed utilizing on-the-flyscene generation3. A 
similar toolkit has been created for Matlab by Dr. Craig Sayers 
at WHOI to enable simple 3-D plotting and animation4. 

While many software packages export VRML including 
ARC/INFO, Iris Explorer, Matlab, and Cosmo Worlds, no single 
package seems to produce animated, file-size limited VRML 
code from arbitrary scientific data formats. 

1ODU Java/VRML, http://www.ccpo.odu.edu/~ties/Atlas/ 
VRMUBay/atlas.htrnl 
2 Interactive Data language (IDL), hftp://www.rsinc.com 

ODU's Virtual Environments Laboratory, http://www.ccpo. 
odu.edu/~vel 
4 VRMLplot, hftp://www.dsl.whoi.edu/DSU/sayers/VRMLplot 
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Fig. 1. Screen snapshot of VRML Tropical Atmosphere 
Ocean (TAO) demonstration showing temperature sections, 
dynamic height, sea surface temperature, winds, and 200 
isotherm. The user can navigate through the world using the 
VRML controls at the bottom, and choose surfaces to 
animate from the control panel (upper right). 

One software package worth mentioning is known as the 
Visualization Toolkit or VTK5. Frequently used in the health 
sciences for MRI imaging analysis, this package is a library 
of visualization algorithms written in objectoriented C++, and 
comes with wrapper code for Java as well as interpreted 
languages like Python and Tcl/Tk. The power of VTK is in its 
advanced 3-D visualization graphics (based on the OpenGL 
standard), its well-designed pipeline architecture, and the 
advanced algorithms for polygonal surface decimation. Since 
oceanography tends to produce huge data sets, and the 
web tends to balk at transferring large files, many of the 
surfaces in the demonstrations to follow were decimated 
using VTK to take advantage of these and other visualization 
algorithms. 

B. VRML Representations of Oceanographic Data 

We have developed a prototype, three-dimensional VRML 
visualization and animation of data from nearrealtime NOAA's 
Tropical Atmosphere Ocean (TAO) buoy network in the 
tropical Pacific (Fig. 1). With the recent strong El Nifio and 
the strong La Nifta now developing, we believe that many 
Web users will welcome the opportunity to interact with a 
three-dimensional representation of data from one 
component of NOAA's El Nifio Southern Oscillation (ENSO) 
observing system. The VRML world consists of five polygonal 
surfaces for each month: three depth sections of temperature 
(at the equator, the dateline, and 125°W), the 20°isotherm, 
and dynamic height, as well as a grid of wind vectors at the 
surface. The user can use the panel (upper, right) to turn 
surfaces on or off, and to animate the monthly surfaces 
through the last 18 months of data. The controls located in 
a dashboard at the bottom allow the user to rotate and zoom 
in on the object of interest.  
Visualization Toolkit (VTK), http://www.kitware.com 

Fig. 2. Screen snapshot of NOAA's Vents program model 
output of a hydrothermal plume. Red plume is a Gouraud- 
shaded polygonal surface of the 150° isotherm. 

A "work-in-progress" VRML world depicting a hydrothermal 
vent plume uses animated model output from NOAA's Vents 
Program (Fig. 2). Polygonal surfaces representing isotherms 
are rendered in succession to show the development of a 
plume. This highly amorphous shape is rendered taking 
advantage of a technique known as Gouraud shading in order 
to eliminate the faceted look of the polygonal surface. VRML 
output was obtained using the VTK visualization software. 

An animated representation of fisheries-ocean data from 
NOAA's Fisheries Oceanography Coordinated Investigations 
(FOCI) program shows model bathymetry and fish larvae 
drift paths for the Shelikof Strait pollock spawning grounds 
(Fig. 3). Work is in progress to use the VRML output to tune 
model parameters as the model runs (a method known as 
"parallel rendering"). Al Hermann and Chris Moore have 
written Ferret and Matlab scripts to generate VRML from 
model output, as well as Java code to generate VRML from 
netCDF files. These scripts, and all VRML worlds are 
accessible through NOAA's VRML web page6. 

6NOAA's VRML web page, hftp://www.pmel.noaa.gov/vrml 
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Fig. 3. Screen snapshot of Southeast Bering Sea Carrying 
Capacity (SEBSCC) VRML demonstration showing 
Shelikof Strait bathymetry, fish-larvae advection animation, 
and Netscape/Cosmo Player VRML browser controls. 

III. FUTURE DIRECTIONS 

Virtual Reality is useful for the layperson and the scientist. 
Immersive technology has shown how powerful a tool Virtual 
Reality can be: by viewing multidimensional fields in context, 
and by the ease of changing viewpoints and variables viewed, 
a 3-D representation of data can give the scientist a 
heightened sense of presence, and greatly improve the ability 
to gain insight into complex dynamics. 

Web-based virtual reality (VRML) can do this and more. 
The 3-D experience can be shared. The VRML specification 
[2] allows for the sharing of worlds with other people, including 
interactions between multiple users across the network. 
People sharing a virtual world can see, talk, and interact 
with one another in the form of "avatars" - human 
representations in the virtual world. The Sony Corporation, 
Blaxxun and Oz Interactive have teamed up to build a 
standard that allows for multi-user VRML interaction. The 
implications for this are quite impressive. Two (or more) 

scientists at institutions that span the globe can view a data 
set in 3-D. The standards body Web3D has instantiated a 
working group called Core Living Worlds to standardize the 
interaction of users in a virtual "world." With the increase in 
data transmission speed from the recent installation of the 
Next Generation Internet (NGI), we hope to prove the concept 
of shared worlds, for observed data and model outputs from 
projects such as the TAO network of El Nifio monitoring 
buoys in the Pacific Ocean and the Southeast Bering Sea 
Carrying Capacity (SEBSCC) fisheries-oceanography 
program. 

We also plan to develop toolkits in parallel with the IDL 
toolkit to allow the scientist to simply create VRML objects 
and worlds using current standard data formats (netCDF, 
EPIC, etc.). Since VRML is scalable across platforms, a 
natural choice for toolkit development is Java, as it is also 
platform independent, and events can be passed back and 
forth between Java and VRML, allowing for dynamic 
interaction, and on-the-fly VRML creation. 

IV. CONCLUSION 

We present here the results of our efforts to make 
environmental data, specifically oceanographic data, 
available as interactive 3-D worlds via the web using the 
modern, standards-based Virtual Reality Modeling Language. 
Our first efforts involve interactive, 3-D visualizations and 
animations of the present El Niho and La Nifia as monitored 
with the TAO network of buoys in the tropical Pacific Ocean. 
Results are available on the web at 

http://www.pmel.noaa.gov/vrmi/. 
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Abstract 

A physics-based numerical propagation model which 
includes the effects of multipath spread and Doppler 
spread is currently being developed as a prediction 
and analysis tool for underwater acoustic 
communication problems. The model uses three- 
dimensional Gaussian beams and quadrature 
detection to obtain the channel response for finite- 
duration constant-wavelength tones. By using a very 
short pulse, the output of the quadrature detector 
represents an estimate of the band-limited channel 
impulse response, which may be used to determine 
the multipath spread, In addition, the Doppler shifts 
associated with source/receiver motion can be 
accumulated from the individual beams, providing 
Doppler spread. The usefulness of the model for 
experiment planning is demonstrated for a shallow- 
water Baltic Sea test site. The fidelity of the model is 
tested via a comparison of simulated channel 
responses with those measured in the Baltic Sea test. 

I. Introduction 

Acoustic communication signals propagating 
through a shallow-water environment may be 
adversely affected by the phenomena of multipath 
spread and Doppler spread. The multipath spread is 
caused   by   the   complex   multipath   propagation 

characteristic of shallow-water waveguides, including 
such effects as refraction, multiple reflections form 
boundaries, and scattering from inhomogeneities. 
The Doppler spread results from the time-variability 
of the acoustic medium, arising primarily from 
source/receiver motion or surface boundary motion. 
These phenomena can significantly disperse and 
distort the signal as it propagates through the channel 

A physics-based numerical propagation model 
that attempts to account for these effects is currently 
being developed as a prediction and analysis tool for 
underwater acoustic communication problems [2]. 
Currently, the model includes multipath spread 
associated with propagation through a refractive 
medium and the reflection and scattering of energy 
from arbitrarily-rough boundaries and a depth- 
varying seafloor. Doppler spread resulting from 
source-receiver motion is only included at present, 
although future implementations will include the 
effects of a time-varying sea surface. 

In this paper, the application of the model to 
experimental scenarios and its use as a prediction and 
analysis tool is demonstrated. In particular, a 
shallow-water region in the Baltic Sea is analyzed. 
Experimental data from both a stationary and moving 
source   recorded   in   this   region    facilitates    a 
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comparison between simulated and measured impulse 
responses. A brief discussion of the modeling 
approach is presented in Section II. Section III 
describes the shallow-water Baltic Sea environment 
analyzed. Simulated impulse responses, providing a 
measure of the multipath spread, for this environment 
are next presented in Section IV. In Section V, 
measured impulse responses are presented and 
compared to the model predictions. Section VI 
summarizes the results and discusses future plans and 
implementations. 

II. 3-D Gaussian Beam/Quadrature Detector 
(GBQD) Modeling Approach 

Computationally intensive broadband simulations 
of time series (via Fourier synthesis) are often not 
necessary for determining how a pulse propagates 
through a medium. This is because the complex 
Fourier coefficients of a pulse at a receiver can be 
computed via a knowledge of the propagation 
characteristics of the signal (level, travel time, phase 
shifts, and Doppler shifts) and the use of a quadrature 
detector (QD). The QD is an analog version of the 
discrete Fourier transform, and provides a convenient 
means of obtaining the complex Fourier coefficients 
as a function of time for a given pulse. This is 
especially true for a finite-duration constant- 
wavelength (CW) pulse, since the QD response is 
simply a triangle-modulated version of a CW signal. 
Since finite-duration CW pulses are common signals 
in communication schemes, the modeling of such 
signals is appropriate, although other pulse types can 
also be implemented. 

Assume that a continuous sinusoidal signal 
Acos(cot+0) arrives at a receiver, where co is the 
frequency, t is the time, and <j> is a phase shift 
associated with boundary interactions. If the signal is 
processed by a quadrature detector, as diagramed in 
Fig. 1, the signal is split with one part being 
multiplied by 2cos(co01) and the other part being 
multiplied by -2sin(co0 t). co0 is the reference 
frequency, which should be approximately equal to 
co. Both parts are then passed through a low-pass 
filter to obtain the quadrature components 
Acos[(co-co0)t+(l>] and Asin[(co-a>0)t+^J, respectively. 
The complex output RQD of the QD is then simply 

2 cos (o>01) 

RQD = Aexp[i(co -a)0)t + #l (1) 

This is basically an analog form of the discrete 
Fourier transform. If co0 *■ co, RQD will experience a 
rotation of co-co0 radians per second. 

A cos ( a> t + <|)) 

® ►    LP     -A cos [(o>-<ö0)t + <t>] 

00 ►    LP -A sin [Ca>-ö>0)t + (J>] 

-2 sin (<»nt) 

Fig. 1. Quadrature detector algorithm for a 
continuous sinusoidal signal. 

Now assume that the incoming signal is a finite 
sinusoidal pulse of duration T seconds and frequency 
co. Assume also that the travel time from the source 
to the receiver along path p is tp and that the time 
constant tc (effective integration time) of the low-pass 
filters in the QD is x seconds. For this case, RQD is 
modulated by a triangle function T(t) that is zero for 
t<tp, increases linearly from zero to a value of unity 
at t=tp+ x, and then decreases linearly back to zero at 
t=tp+2x. Therefore, the quadrature response for a 
beam travelling along path p is 

RQD = A T(t) exp[i(co -coo)t + 0]. (2) 

If the time constant tc is larger than the pulse duration 
T, RQD remains at the value of the apex until t>tp+tc. 
In either case, RQD still experiences the rotation co-co0 

if co0 * co. The only way that co0 cannot equal co in 
the above scenario is for a Doppler shift to have 
occurred somewhere along the path p. Therefore, 
source/receiver motion or sea-surface motion results 
in a rotation of RQD for a path influenced by that 
motion. 

The 3-D Gaussian Beam/Quadrature Detector 
(GBQD) modeling approach is to trace, in three- 
dimensions, closely-spaced microbeams of a finite- 
duration CW pulse from source to receiver, 
accumulating travel-time, level, phase-shift, and 
Doppler-shift information for each microbeam. This 
information is used to construct the QD response for 
each microbeam. The total QD response is then 
obtained by summing the QD responses of all 
component microbeams. By using a very short pulse, 
the output of the quadrature detector represents an 
estimate of the channel impulse response, which may 
be used to determine the multipath spread.   Three- 
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dimensional Gaussian beam tracing is used so that 
out-of-plane reflections from rough surfaces or 
sloping bathymetry can be adequately modeled. The 
use of a dense fan of Gaussian microbeams allows 
direct modeling of scattering from arbitrarily rough 
surfaces. 

For a more detailed description of the 3-D 
Gaussian beam propagation model, the reader is 
referred to Appendix A and Ref. [3]. 

III. Baltic Sea Environment 

Datasonics, Inc. and the Defense Material 
Administration of Sweden conducted a series of 
demonstrations/experiments in a shallow-water 
region in the Baltic Sea in March 1999. The area 
possesses variable bathymetry with water depths 
ranging from 50 to 100 m. The present analysis only 
considers test events in which a receiving ship was 
moored in 55-m water, while a source ship transited 
along a constant course with a closest-point-of- 
approach (CPA) of 400 m. A receiving hydrophone 
was deployed over the side of the receiving ship at a 
depth of 30 m. A source hydrophone was attached to 
a towbody deployed by the source ship. The source 
depth was nominally 30 m, however, the actual value 
varies with the speed of the source ship. The nominal 
source level was approximately 180dB//uPa 
(reference to transmission of a single CW tonal). 
Transmission types included frequency-hopped, M- 
ary frequency-shift-keying (FH/MFSK) signals, 
direct sequence, differential M-ary phase shift keying 
(DS/DMPSK) signals, MPSK, and LFM and CW 
channel probe signals. 

The source ship positioned itself at an initial range 
of 1000 m and set a course to achieve CPA at a range 
of 400 m and a speed of 8 kts. Figure 2 shows the 
water depth along a portion of the source track, along 
with the position of transmission events. The origin 
is placed at the approximate CPA point. The water 
depth at the receiver is also indicated, but it should be 
remembered that the receiver position is not in the 
same plane as the depth profile shown, since the track 
passed through CPA. Note that the water depth at the 
receiver is close to the depth of the plateau to the 
right of CPA, suggesting that the shallower water at 
the receiver may be associated with this feature. 
While not shown in Fig.2, the water depth remains 
constant at about 55 m for another 6 min past the end 
of the plot, after which it drops to a constant level of 
90 m. Transmission events occurred approximately 
every 3 minutes. Events 084-088 occur to the right 
of the times shown in Fig. 2. Source range and speed 

and the water depth at the source and receiver for 
each event are summarized in Table 1. 
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Fig. 2.     Water-depth profile along source-tow 
track and location of events. 

Table 1. Source-Tow Event Summary 
Event Range 

(km) 
Speed 
(kts) 

Water 
Depth at 
Source 

(m) 

Water 
Depth at 

Rec. 
(m) 

080 1.0 5.2 99.7 55.0 
081 0.5 6.6 77.3 55.0 
081a 0.4 7.9 84.8 55.0 
082 0.5 7.9 69.9 55.0 
083 1.0 8.0 56.7 55.0 
084 1.5 7.9 53.6 55.0 
085 2.0 7.9 68.2 55.0 
086 2.5 7.9 91.1 55.0 
087 3.0 8.1 90.9 55.0 
088 3.5 5.0 63.0 55.0 
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Fig. 3.    Representative Baltic Sea sound speed 
profile measured during source-tow. 
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CTD (Conductivity, Temperature, and Depth) 
measurements were made at both ships during the 
events. The resulting sound speed profiles were 
observed to be stable over space and time. Figure 3 
presents a sound speed profile representative of the 
conditions during the source-tow. The channel is 
seen to be upward refracting. This fact, combined 
with the low attenuation in the Baltic, accounts for 
the relatively long-range propagation observed during 
the experiment. 

Geoacoustic bottom properties were not measured 
during the experiment and suitable archived data has 
not yet been identified. A sediment sample taken in 
the region suggests that the sediment is largely 
composed of silt. Therefore, values indicative of silt 
provided by Jensen et. al.[4] are assumed for the 
bottom; namely, a density of 1.7 g/cm3 a 
compressional sound speed of 1575 m/s, and a 
compressional wave attenuation of 1.0 dB/L The 
actual geoacoustic parameters may be quite different, 
and further analysis will be required for a more 
accurate determination of these properties. 

IV. 3-D GBQD Simulation Results 

Simulated impulse responses obtained via the 3-D 
GBQD approach are presented for several of the 
events during the source-tow in Fig. 4, which plots 
the magnitude of the output of the quadrature 
detector. These results were obtained with a very 
short (0.2 ms) 12-kHz CW pulse so that the output of 
the quadrature detector approximates a band-limited 
impulse response. Since the bathymetry in the 
direction perpendicular to the depth profile in Fig. 2 
is not known at present, a linear interpolation 
between the water depth at the source and the water 
depth at the receiver was used. While this restriction 
precludes exact comparison between modeled and 
measured results, it still allows for qualitative 
comparisons of gross features. In all simulations, the 
source and receiver depths were assumed to be 30 m. 
The time constant (averaging time) was set equal to 
the pulse length to produce the triangle modulation 
discussed in Section II. Figure 4a presents results for 
Event 080, Fig. 4b for Event 081a (CPA), Fig. 4c for 
Event 083, Fig. 4c for Event 085, and Fig. 4d for 
Event 087. 
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Fig. 4. Magnitude of simulated quadrature 
detector output, representing an estimate of the 
channel impulse response, for several events 
during source-tow. Finite-duration 12-kHz CW 
pulse. Pulse length = time constant (averaging 
time) = 0.2 ms. Source depth = receiver depth = 
30 m. (a) Event 080; (b) Event 081a (CPA); (c) 
Event 083; (d) Event 085; (e) Event 087. 

The impulse responses in Fig. 4 provide a 
description of the multipath arrival structure, and 
hence also of the multipath spread. Each peak can be 
shown to correspond to a particular eigenpath 
connecting the source and the receiver. As source 
range increases, the multipath spread increases, since 
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more eigenpaths become possible as source range 
increases. However, the levels for the longer ranges 
are much lower and would likely be masked by noise 
in real scenarios. Information like that contained in 
Fig. 4 has been successfully used to help design 
experimental configurations for sea tests in both the 
Baltic and shallow-water regions in the Pacific near 
San Diego, California. 
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Fig. 5. Close-up view of impulse responses for (a) 
Event 080 and (b) Event 081a (CPA). Finite- 
duration 12-kHz CW pulse. Pulse length = time 
constant (averaging time) = 0.2 ms. Source depth 
= receiver depth = 30 m. 

A close-up look at Events 080 and 081a, focusing 
on the first group of arrivals, is presented in Figs. 5a 
and 5b, respectively. The various multipaths can be 
identified with the help of the eigenray diagrams in 
Fig. 6, for Event 080, and Fig. 7, for Event 081a. For 
Event 080, the direct path is followed by a slightly 
lower-level bottom-reflected path, and then a stronger 
surface-reflected path. The later paths are those for 
the higher-order reflected paths. The high level for 
the surface reflected path may be the result of energy 
being focussed by refraction. For Event 081a, the 
sequence is the direct path followed by a weak 
surface-reflected path, a stronger bottom-reflected 
path, and then the higher-order reflected paths. The 
relative levels of the peaks will likely vary in real 
data because of fluctuations in the water column. 

It is often useful to plot predicted impulse 
response as a function of source range so that the 
expected variation in the multipath spread caused by 
changes in source position can be observed. Fig. 8 
illustrates this type of diagram for a source range 
increasing from 200 m to 400 m at a source depth of 

30 m and a constant water depth of 55 m. This 
scenario approximates that in which the source is 
moving over the plateau at the later times in Fig. 2. 
For this case the pulse length and time constant were 
set equal to 2 ms. 
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Fig. 6. Eigenray diagram for Event 080. 
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Fig. 8. Simulated impulse response versus source 
range. Finite-duration 12-kHz CW pulse. Pulse 
length = time constant = 2.0 ms. Source depth = 
receiver depth = 30 m. 
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V. Experimental Results 

Experimental estimates of the impulse response 
were obtained by correlating received LFM pulses 
with the transmitted LFM pulse. Figures 9-11 
present the results for three transmissions under 
conditions similar to Event 080, when the source 
range was 1.0 km. These data, however, were 
recorded at the initial position of the source ship 
before it began the track. Note the significant 
variation in the arrival structure over time at a 
stationary position. The multipath spread is seen to 
be on the order of 1.5 to 2 ms. Considering only the 
first three arrivals in the predicted impulse response 
of Fig. 5a, the predicted multipath spread is about 
2.5 ms, and the three-path arrival structure is similar 
to that in Fig. 9. The lack of later arrivals in the data 
suggests that the model is assuming a bottom that is 
too reflective. A fine-tuning of the model parameters 
is required to eliminate these features. 

Time Spread 

Time Spread 

-15 

2 4 
Time (ms) 

Fig. 9.  Data impulse response No. 1 measured at 
position of Event 080.   Source range = 1.0 km. 
Vertical axis is level in decibels. 
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Fig. 10. Data impulse response No. 2 measured at 
position of Event 080.   Source range = 1.0 km. 
Vertical axis is level in decibels. 
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Fig. 11. Data impulse response No. 3 measured at 
position of Event 080.    Source range = 1.0 km. 
Vertical axis is level in decibels. 
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Fig.  12.     Data impulse response  measured  at 
position of Event 081a (CPA).  Source range = 0.4 
km. 

Figure 12 presents the measured impulse response 
for an LFM transmission when the source was at 
CPA (Event 081a). Two distinct paths are observed, 
consistent with the prediction in Fig. 5b. However, 
the time separation between the two paths is larger in 
the predicted impulse response (4 ms compared to 1.8 
ms). 

While a detailed comparison between modeled 
and experimental results is not possible because of a 
lack of knowledge of important environmental 
information (3-D bathymetry, bottom properties, 
actual source depth, etc.), the comparisons presented 
illustrate the usefulness of a physics-based model for 
underwater acoustic communications problems. It is 
expected that a better knowledge of the environment 
will improve the agreement between the data and the 
model. Preliminary data/model comparisons for a 
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well-characterized shallow-water environment in the 
Pacific near San Diego have shown excellent 
agreement. It is also expected that a fine-tuning of 
model parameters could help characterize the 
unknown environment. 

VI. Summary and Future Work 

The 3-D Gaussian Beam/Quadrature Detector 
approach to channel modeling provides an efficient 
means for the study of important underwater acoustic 
communications effects such as multipath spread and 
Doppler. Its usefulness as a prediction and analysis 
tool has been demonstrated for a Baltic Sea test site. 
While the model predictions do not agree exactly 
with data, the model does predict the general 
character of the channel. 

An analysis of data collected in a Pacific shallow- 
water environment near San Diego, for which the 
environment is well known, has shown excellent 
agreement to date. Since the model is currently able 
to predict the spectral spread caused by a moving 
source, a comparison of model predictions of this 
effect with data is planned for both the Pacific and 
Baltic environments. 

The Baltic Sea data set, with its variable 
bathymetry and good propagation characteristics, 
provides an excellent opportunity to investigate the 3- 
D features of the model. The effect of bathymetric 
features on the channel response, via the reflection of 
energy out of the plane containing the source and the 
receiver, deserves further investigation. 

dimensions. Determination of eigenrays is 
unnecessary in the Gaussian beam formulation. The 
sound field at a receiver is obtained by combining the 
coherent contributions of each beam as determined 
by the closest point of approach (CPA) of the beam 
path to the receiver. Consider an arbitrary beam path 
p that travels from a source S and passes close to a 
receiver X, as shown schematically in Fig. la. The 
point x represents the CPA of the beam to the 
receiver and p is the CPA distance. The actual path 
length (arc length) from S to x is designated Sx, and is 
shown linearized in Fig. lb. The pressure at the 
receiver X associated with this beam path is then 
given by 

p = C„B[exp(-a02 + iat)ySx, 

(A.1) 

where C„ is a normalization constant, a is an 
empirical constant, 6 = tan"1 (p I Sx), a is the angular 
frequency, and t is the travel time to point x. A 
spherical wave-front correction equal to (L-Sx)/cx, 
where L2=Sx+f? and cx is the sound speed at x, is 
included in the travel time t. B accounts for energy 
loss and phase shifts resulting from surface and 
bottom reflections. See [3] for fuller explanation of 
the constants a and C„. 

S# 

Finally, modeled impulse responses are currently 
being supplied as input to a statistics-based real-time 
channel emulator being developed by Datasonics, 
Inc. The use of realistic physics-based impulse- 
response predictions results in a tool which can 
augment at-sea measurements for the testing and 
development of underwater acoustic modems and 
sonar systems. 

Appendix A: 
3-D Gaussian Beam Propagation Model 

The 3-D Gaussian beam model is a modified version 
of that presented by Bucker [3]. For a specified 
sound-speed profile and seafloor, beams are traced 
from a source in three dimensions following the laws 
of ray acoustics and boundary interactions. Ray 
theory requires the determination of eigenrays, which 
can be computationally intensive, particularly in three 

00 

Fig. A.l. Geometry used to determine pressure 
contribution of a Gaussian beam at CPA to sensor 
X. 
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Abstract 
The Utility Acoustic Modem (UAM) is a high 
performance and compact digital signal 
processing system for acoustic communications, 
designed at Woods Hole Oceanographic 
Institution. The UAM is fully integrated, containing 
4 hydrophone input channels, a switching power 
amplifier, and non-volatile memory. The device 
consumes 3W when receiving and up to 30W 
when transmitting with a source level of about 
185dB re microPascal. At the heart of the UAM 
is a 30MFLOP (million floating point operations 
per second) DSP chip capable of implementing 
a wide range of acoustic communication 
signalling and receiving algorithms in real-time. 
To date, two communications links, have been 
implemented on the UAM and evaluated. The 
first is a low-rate incoherent system using 
frequency-hopped FSK signalling and strong 
error-correction coding to provide robust 

communications in channels with rapidly-varying 
multipath. The second link is a high-rate coherent 
method using QPSK signalling and a Doppler- 
tolerant multi-channel adaptive equalizer. The 
two communications methods have been tested 
individually, and against each other, in a variety 
of shallow water channels. The proposed paper 
will review the design and capabilities of the UAM 
and describe in detail the FSK and QPSK 
implementations. Performance results for both 
schemes from at-sea experiments will then be 
presented. The ultimate aim of the UAM 
development is to produce a robust 
communications link able to adapt modulation 
type and rate to the channel conditions. Some 
preliminary steps towards this will be discussed 
in the light of the at-sea results. [Funding for this 
work came from ONR 3220M] 
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EXPERIENCE OF WORKING OUT AND MODERNIZATION OF 
MULTIBEAM ECHOSOUNDERS 

S.Dremoutchev, V.lourytsin, V.Kuznetsov, A.Nosov, G.Postnov 
P.P.Shirshov Oceanology Institute, Moscow, Russia 

The Laboratory of sound reflection and scattering 
during many years worked out, built and used in ocean 
expeditions the towed multibeam sonars. The primary aim 
was to develop the device for direct measurement of bottom 
reverberation of sound and to study its characteristics for 
regions with different geomorphology. This task determines 
the configuration and processing method of the device - 
installation on towed body for measuring near the bottom, 
using of nonequidistant array for diminishing the number 
of independent receiving channels, simultaneous 
bearnforming in the vertical plane parallel to direction of 
towing, statistical signal processing. The bearnforming in 
receiving antenna included Fourier-transform of signal 
spatial correlation function (FT) calculation; the correlation 
function's estimation was the result of averaging of sound 
pulses [1]. It was experimentally established that for definite 
relations between vessel's speed and ocean depth the 
averaging doesn't lead to sufficient diminishing of spatial 
resolution if spatial correlation function converges rapidly, 
and mentioned way of bearnforming may be used for 
bathymetric measurements. 

The experience in working out of towed multibeam 
sonars was used for restoration of multibeam echosounder 
ECHOS-XD installed at R/V "Akademik loffe" in 1988. The 
receiving and transmitting matrices, power amplifier and 
multichannel receiving amplifier of this echosounder were 
in working state, but beamformer and processing system 
for depth measuring were ruined. The main idea of 
echosounder's modernization was to incorporate the new 
system of bearnforming and control into existing matrices 
and amplifiers. It was possible because the transmitter and 
multychannel receiving amplifier are practically autonomous 
with simple digital control interface; the control was fulfilled 
by standard personal computer through the plate of 
universal parallel port ADVANTECH PCL-720. The method 
of signal bringing into computer included synchronous 
detecting from 14 independent channels, simultaneous 
remembering of instant values of 28 quadrature 
components in sample-and-hold tracks with discretisation 
frequency 1 kHz, sequent reading by ADC. This method 
proved its reliability in towed sonars. For bearnforming were 
used elements of vessel's equidistant receiving matrix with 
numbers 1, 8,15, 22,29, 36,43, 50, 51, 52, 53, 54, 55, 56. 
All possible pairs of these elements provide the evaluation 

of 55 equidistant samples of spatial correlation function. Its 
FT calculation permits to double the angular resolution 
comparatively with primary processing method 
(beamformer summed element signals with proper delays). 
Besides the acoustical data the echosounder registered 
pitch and roll angles, course direction and data from satellite 
navigation receiver NT200D. All necessary conditions for 
bathymetric measurements were fulfilled. 

We registered the raw data - sine and cosine 
samples of acoustical signals and auxiliary information. That 
was done to provide the possibility to choose the best real 
time bearnforming and representative algorythm. One of 
processing results is the range-angle dependence of 
backscattered sound intensity. It is showed that for regions 
with even profile of bottom (slope less than 10 degrees) 
good convergence of correlation function took place 
(number of samples 5-10, time averaging instead of 
ensemble averaging). The reradiated sound ihtensity may 
be reliably measured in angular interval +60 deg. and limited 
by presence of twice scattered sound pulses. 

Mentioned registration procedure allowed to modify 
the bathymetry. We found out the depth measurement 
algorythm using a priori assumption that exist only two 
imaginary sound sources under bottom (when its slope isn't 
too large), their angular sizes are less than array angular 
resolution. Besides that, the reradiated sound's intensity 
may be visualised in a manner similar to one of side-scan 
sonar. The supplementary advantage of described 
bearnforming method is the possibility to get the valid 
evaluation of scattered sound field's angular spectrum, 
when some array elements are disrepaired. 
Our experience showed that it is possible to perfect the 
obsolete sonar by means of modern software and 
technology. This work was supported by the RFBR, grant 
98-05-64779. 

REFERENCE 

1. V.Kuznetsov et al. Use of multibeam towed sonars for 
acoustic investigation in the ocean//Journal of Technical 
Acoustics,      1994,      V,       1,     #      2,      P.61-64 

1513 



An Integrated Approach to Improving Tsunami 

Warning and Mitigation 

F. I. Gonzalez, E. N. Bernard, H. B. Milburn, V. V. Titov, 
H. O. Mofjeld, M. C. Eble, J. C. Newman, R. A. Kamphaus, C. L. Hadden 

NOAA/Pacific Marine Environmental Laboratory, Seattle, WA 

ABSTRACT: 

NOAA has a goal to mitigate the tsunami hazard to 
Hawaii, California, Oregon, Washington, Alaska, 
and U.S. possessions in the Pacific Region. Fulfill- 
ing this goal requires research, development and 
implementation of tsunami forecasts (with in- 
creased accuracy and speed) and the creation of 
state-of-the-art inundation maps. The strategy is to 
focus research and development on advanced 
technologies for: (a) field measurements using a 
real-time tsunami warning network and (b) numeri- 
cal modeling — pre-computed databases of tsu- 
nami simulations for rapid forecasting of tsunami 
heights (tuned to particular tsunami events using 
data assimilation from the real-time buoy network) 

and inundation maps for threatened coastal commu- 
nities (generated in cooperation with various 
institutions and agencies). The Project has also 
taken the lead in the creation of Web-based Tsu- 
nami Community Modeling Activities to share 
software, data, simulations, and expertise among 
institutions and agencies involved in tsunami 
modeling. This broad approach to tsunami mitiga- 
tion is both necessary and a challenge since it 
requires the coordination and integration of instru- 
ment development, numerical modeling and Web- 
based implementation. In the paper, we present 
examples of this work for Pacific tsunamis that are 
incident on Hawaii and the Oregon Coast. 
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ENVIRONMENT OF RUSSIAN MARGINS - THE INTERPLAY FIELD OF 
OCEANOLOGY AND INDUSTRY INTERESTS 

Lev R. Merklin, Leopold I. Lobkovsky, and Sergey A. Kovachev 
Shirshov Institute of Oceanology, RAS 

Russia, 117851, Moscow, 
Nahimovsky prospekt 36; 

Tel.: 7 (095) 1248547; Fax: 7 (095) 1245983; 
E-mail: lmerklin@sio.rssi.ru] 

Anatoly N. Dmitrievsky 
Institute of Oil and Gas Technologies, RAS 

63 Leninsky Prospekt, Moscow 117917, 
Tel.©095) 1358076, Fax: (095) 1358876 

Closer to the end of XX the activity of resource 
industry and international investment were strongly 
increased for Russian margin seas (Barents Sea 
oil&gas fields, Caspy-to-Black sea pipelines, Okhotsk 
Sea oil fields, etc.). Here the industry faced into poorly 
studied problems of severe environment including 
high seismicity and tsunamy, neotectonic movements 
and sediment slides, nearbottom currents and 
turbidite flows, ice cover and permafrost, clathrates 
and gase seepage, and etc. All these processes are 
subjects of investigation for oceanology and 
oceanological technologies, so only oceanologists can 
resolve these multidisciplinary problems. 

We started seeking the interconnection of modern 
geodynamic, geological and oceanological processes 
to answer on engineering requirements of oil&gas 
industry. For example, last year the microseismicity 
measurements by using ocean bottom seismic 
stations (OBS) together with high-resolution seismic 
data superimposed on revised picture of Black Sea 
hydrological regime helped to correct the Bluestream 
deep-sea pipeline route. 

In April-June, 1998 Shirshov Institute of 
Oceanology received new seismicity data on the 
Caucasus and Anatolian shelfs and slopes of the 
Black Sea. Our OBSs were installed on the water 
depths 80-2000 m for the time from half to one month 
and recorded the strong distant deep eathrquakes 
(Fig. 1) alongside the very weak seismic events (Fig. 
2), located in the upper sediment layer (zeroth depth 
of focuses). During one month of seismological 
measurements on Caucasus slope we determined 
61 earthquake epicenters by magnitude less than 2 

(Fig. 3). The earthquake focuses were distributed in 
the wide depth range from upper mantle up to 
nearbottom sediments. As illustrated (in Fig. 3), near 
projected pipeline route it was discovered a seismicity 
active fracture. 

During 15 days of bottom seismological 
measurements in Samsun region (Anatolian shelf and 
slope) it was determined the coordinates of 44 
earthquake epicenters by magnitude up to 4. More 
than half of regional events happened under Western 
and Eastern Pont Ridges. At the Black Sea we 
determined 17 events which sites were both in upper 
earth crust and in mantle on the depth more than 100 
km. 

At the Black Sea shelf and slope there is a 
combination high microseismicity produced plate 
geodynamic undertrusting with nearbottom gase- 
bearing sediments (Fig. 4A), gase "seeping" (4B) 
sediment slides (Fig. 4C) and turbidite flows (Fig. 5). 
Sediment flows on the shelf and continental slope 
control by nearshore anticyclonic gyres (Fig. 6) and 
bottom currents. 

Gravitational disruption of the big sediment slide 
from a side of underwater canyon is preceded by 
fracturing along a decollement surface. There is 
appeared the cluster of microearthquakes with 
specific distribution of focuses in the space and time 
(really with zeroth depth and fit to disruption line). 
This process can be preceded by strong earthquake 
near fracture zone which acts as cock for sediment 
slide moving down. Considering that such weak 
events with zeroth depth fall on steep sides of 
sediment ridges on the continental slope, its have 
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sliding non-tectonic origin. 
We propose to monitor such processes by special 

system of bottom seismic (geoecological) monitoring 
in which OBSs and tiltmeters can fix the beginning of 
sliding and complete process of sediment moving 
down. Really, high sensitivity of OBS allows to record 
many microearthquakes during short time lapse (15- 
30 days). Based on usual regional land stations the 
representative seismological information may be 
obtained only during 10 years and more. The second 
advantage of OBS observations is the capability for 
thereof direct installation onto geodynamic active area 
of sea floor for seismic hazard estimation of 
engineering constructions in low seismicity regions. 

Underwater monitoring system (Fig. 7) can be 
designed as bottom cable network the size of 15x60 
km, connecting local bottom multisensor stations 
spaced on 3-20 km in accordance with a level of local 
geoecological risk. OBSs, connected to local cable, 
can include next sensors: 4C seismic detectors, 
thermometers, pH, current meters, resistivimeters, 
and etc. Optical and radiofrequency spectrometers 
may be included top OBSs for measurements of 
nearbottom water and gase composition. The merits 
of such underwater monitoring system lie in the 
possibility of fast repairment and regular 
modernization by using of relative cheap vessel 1000- 
15001, equipped with trawl winch. 

Combination of seismological, hydrophysical and 
hydrochemical sensors in ocean bottom 
oceanological station (OBOS) together with swath 
high-resolution geophysics enhance the 
implementation of oceanology from traditional 
engineering (for platforms, terminals, pipelines and 
bottom cable telecommunication) to general 
environment monitoring and catastrophe prediction- 
precasting. 

Fig. 1. The record of distant earthquake by ?=4,1 
on the Black Sea shelf. 

Fig. 2. The record of weak nearbottom event by ?< 
2 on the Caucasus continental slope. 

Fig. 3. Seismicity data of 1998 measurements near 
the Dzgubga (Black Sea). 

Fig. 4. High-resolution seismic records at the Black 
Sea region: 

4A. Gase-bearing sediments on Caucasus shelf. 

4B. Gase «seepage» on Anatolian shelf. 

4C. Sediment slides on Caucasus continental 
slope. 

Fig. 5. The main turbidite flows along bottom 
valleys on the Black Sea continental slope 
(Dzgubga). 

Fig. 6. Black Sea mesoscale anticyclonic gyres (1), 
convergence zone (2) and divergence zone (3) 
plotted on the scheme of currents for average 
annual wind conditions [Bogatko et al., 1979; 
Ovchinnikov, Titov, 1990]. 

Fig. 7. Proposed system of bottom cable 
monitoring along underwater pipeline. 

References 
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Fig. 1. The record of distant earthquake by M=4,l (Black Sea shelf). 
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Fig. 2. The record of weak nearbottom event by M<1 
(Caucasus continental slope, Black Sea). 
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Fig. 4A. Gase bearing sediments on Caucasus shelf. 
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Fig. 4B. Gase "seepage" on Anatolian shelf. 

1519 



-""- 1 ...,^- ...   i 
-.' „,-r 

-■■   i..^ii 

!*-"*"- 
:•.... f " 1^- " - 

■•• TS 

~ !•  *■■■..., 
i 

■- T-  • ...    <■ L; ®m 

Ö 

1 
9 
o o 

CO o 

o 
o 

t/i 

Ü 

1520 



e 
a a 

1 
s 
i 
© 
Q 

S3 

C 
o 
«5 
{*> 
(D. 

1—H 

1 
s 1 o 

bfl 

o 

05- 

© 

a 
■S3 
6 

H 

oh 

1521 



■o 

«3 

a 

<**   Ö ä a)  © 9 00.2 ^ 
If ? 

to 

1522 



<R 

Cu • »-< 

<u 

S 
C o 

1—I 

a1 

o 

•8 o 
s 
S o 
X) 

o 

+-» 
CO 

CO 

"8 
CO 
O 

2 
pu, 

.9 
<D 

O   to 
JS   «*    - 
■"Ü S3"  Cu 
Ö   cö   O 

■      I     I     I 

\0 t> 00 ON 

o 

O 

^H (Si <*> -<# «r> 

1523 



Seafloor Characterization And Mapping Pods (SCAMP): 

submarine-mounted geophysical mapping 

Dale N. Chayes, Lamont-Doherty Earth Observatory of Columbia University 
E-mail: da1e@ldeo.co1umbia.edu 

Robert M. Anderson, Arctic Submarine Laboratory, US Navy 

Stuart Goemmer, Johns Hopkins Applied Physics Laboratory 

Jose L. Ardai, Lamont-Doherty Earth Observatory of Columbia University 

Bernard J. Coakley, Tulane University 

Mark R. Rognstad, Roger B. Davis, Margo Edwards, University of Hawaii 

Abstract: 

In 1998 the Seafloor Characterization and Mapping 
Pods (SCAMP) were deployed on the US Navy 
nuclear attack submarine USS HAWKIBILL 
(SSN666) for unclassified swath mapping and 
subbottom profiling under the Arctic ice canopy. 
Data was collected under the SCICEX program 
which is guided by the terms of a memorandum of 
agreement between the Navy, the Office of Naval 
Research, the National Science Foundation (NSF), 
the U.S. Geological Survey and the National Oce- 
anic and Atmospheric Administration. SCAMP 
consists of a Sidescan Swath Bathymetric Sonar 
(SSBS) and a High-Resolution Subbottom Profiler 
(HRSP), and a marine gravity meter that are inte- 
grated with a physically compact Data Acquisition 
and Quality Control System (DAQCS). The trans- 
ducers for each of the sonars are mounted in pur- 
pose built hydrodynamic pods that are temporarily 
fastened to special purpose threaded weldments 
along the boat's keel. The weldments were installed 
in drydock but the pods, transducers and junction 
boxes were installed and can be serviced by divers 
at the pier. The inboard electronics for the system 
are packaged for submarine installation and 

mounted in the torpedo room. The SSBS is a 12 
kiloHertz SeaMARC design adapted for under-ice 
mapping by adding transmit and receive beam 
forming and shading to suppress spurious returns 
from the ice canopy. Transducers are housed in a 
keel-mounted pod with electronics mounted outside 
the pressure hull but above the water line when 
surfaced. Swath image data is produced over a 135 
to 140 degree swath centered at nadir while high 
quality bathymetry covers a 120 degree swath. 
The HRSP is a Bathy-2000P FM modulated 
subbottom profiler adapted for submarine installa- 
tion and operation. It produces high quality 
subbottom data using an array of 9 DT-109 trans- 
ducers driven by a 2 kilowatt transmitter. Seafloor 
penetration in excess of 100 meters with a resolu- 
tion of 10s of centimeters is common in sediment 
filled areas of the Arctic basins. Initial at-sea tests 
on the submarine were conducted out of Pearl 
Harbor, Hawaii in May 1998. The first deployment 
in the Arctic took place during SCICEX-98 during 
which more than 30 days of data were collected in 
the data release area. Substantial improvements to 
the system were completed and tested in January 
and February 1999. The second deployment in the 
Arctic is scheduled for April and May of 1999. 
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INVESTIGATIONS OF HYDROACOUSTIC PARAMETRIC 

SUB-BOTTOM PROFILER CHARACTERISTICS 

V.A. Voroiun, S.S. Konovalova, 
T.N.Kutsenko, S.P.Tarasov, V.I.Timosheiibo 

Taganrog State University of Radioengineering, RUSSIA 

ABSTRACT: 

The problem of sub-bottom profiling with large 
accuracy is urgent and reasonably difficult. The 
purpose demands the use of high directivity low- 
frequency wide band acoustic source. As such 
source the most expedient is using a parametric 
acoustic array. Research by specific property of 
parametrical array permits one to create bottom 
profiler for shelf, which can be established on 
small-sized vessels for fullfilment of works on 
geology, marine archeology, ecology, oceanology 
and etc. The account of the power characteristics of 
parametric systems has a little differences from 
account of conventional sonars. The differences are 
stipulated by features of parametric arrays. The 
transmission of energy from pump waves to 
difference frequency waves is executed within the 
zone of nonlinear interaction. Model of the bottom 
we consider consisting from similar layers with flat 
horizontal borders. Duration of signals is shorter 

than time of propogating of sound inside of layer 
and it is possible to select the signals from bottom 
and surface of layer. The factors of reflection and 
passade can be determined for each layer. The 
received expression permits us to calculate capacity 
on each frequency pump, necessary to determine 
bottom sediments in view of their characteristics. 
The dependence of signal-noise ratio from sediment 
layer depth and different frequency were calculated. 
The result permits us to determine the profiler 
potential possibility for determination of bottom 
sediment in various conditions. 
The received calculated results are confirmed by 
conducting investigations in real conditions. The 
parametric profiler developed in Taganrog State 
University of Radio-engineering, is used for the 
investigation. The results of our investigation of 
parametric profiler show the real possibility and 
perspective of parametric array use. 
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A VERSATILE, PORTABLE AND LOW COST 
COMPUTERIZED DATA LOGGING AND CHARTING SYSTEM 

COMPATIBLE WITH ELECTRONIC NAUTICAL CHARTS 

Peter Pirillo, P.E.* 

I. Introduction 

FDA's Division of Cooperative Programs (DCP) has used 
non-computerized instrumentation extensively and 
proficiently for its specialized coastal water pollution 
studies that assist state management of shellfish harvest 
waters. This paper summarizes the instrumentation 
development portion of a September 1998 fluorometric 
study in coastal Connecticut. Fluorometry was used to 
study estuarine dispersion, travel time, and dilution of 
wastewater treatment plant discharge, yet the 
computerized hydrography system (CHS) can be used 
with any instrument that supports real-time ASCII (or 
NMEA 0183) output. The CHS is illustrated in Figure 1. 

Leading up to this instrumentation development were 
technology advancements for geographical positioning 
systems (GPS), fluorometers, portable PC's, electronic 
nautical charts, and navigation and hydrographic 
software. Prior to this study, only one off-the-shelf 
software application (Chartview Pro) was found that had a 
feature intended to computer log and display instrument 
data correlated to a plot of the vessel track on electronic 
nautical charts, both real-time and after the study. Yet 
this hydrographic feature had not been implemented by 
an end-user, until FDA-DCP staff developed a 
computerized hydrography system (CHS) that included 
Chartview Pro, and the software developer responded to 
feedback from FDA-DCP instrumentation trials. Stability 
as well as the responsiveness of the software company 
were some criteria for the CHS software, as was low cost, 
and therefore the off-the-shelf appeal. Versatility was also 
important. For example, FDA-DCP hydrography typically 
includes salinity and temperature studies and this 
instrumentation may be added to the CHS in the future. 

A purpose of developing the CHS was to update the 
hydrography instrumentation used by FDA-DCP and its 
cooperative program partners. As with most hydrographic 
studies, the data from instruments needed to be 
accurately correlated with time and position data to be 
most useful and credible. Prior to developing this CHS, 
paper NOAA nautical charts Were used for planning, data 

collection,     analyses,     and     reporting. Manual 
reconstruction of vessel tracks and data points on paper 
nautical charts provided a formidable challenge to 
accuracy when based on manually recorded GPS data, 
and especially when based on manually recorded position 
data without use of a GPS. Paper nautical charts have 
also been used for a wide range of purposes in addition to 
navigation by state programs, making ChartView Pro's 
compatibility with nautical charts ideal for a FDA-DCP 
computerized hydrography system. 

II. System Overview 

This phase of the computerized hydrography system 
(CHS) used for data collection consisted mainly of a 
Turner Designs digital field fluorometer, Differential GPS, 
notebook PC, Chartview Pro software, NOAA electronic 
nautical charts, Noland Engineering's serial multiplexer, 
12-volt batteries, and electrical and mechanical 
apparatus. Table 1 lists the main components of the 
CHS, including vendor information when there were not 
many alternative sources to choose from. Usually, either 
a multiplexer or a serial I/O card would be used, as 
explained below. 

Table 1: Computerized hydrography system components 

Component 
10-AU Fluorometer 
ChartView Pro software 
N183-41 Multiplexer 

Or, Serial I/O card 
Elec. nautical charts 
Differential GPS 
Portable PC 
Liquid pumps 
Mech. apparatus 
Electronic apparatus 
Batteries, 12 volt 
Spreadsheet software 
Graphics software 
Color printer 

Source 
Turner Designs 
Nautical Software 
Noland Engineering 
Many 
Many (e.g.,BSB, NDI, Maptech) 
Many 
Many 
Many 
Custom 
Custom 
Many 
Many 
Many 
Many 

Peter Pirillo, P.E., FDA, CFSAN, Division of Cooperative 
Programs, HFS-628, 200 C Street SW, Washington, DC 
20204; Phone: 202-690-5771; Email: pcp@,cfsan.fda.gov 

Reference to any specific commercial product, service, 
or company does not constitute its endorsement or 
recommendation by FDA or its representatives. 
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Figure 1 is an illustration of the CHS that also points out 
some features of the system, for example, versatility. 
The CHS is compatible with different and multiple 
scientific instruments and devices that support real-time 
ASCII or NMEA 0183 output. Figure 1 indicates that the 
CHS logs the data from scientific instruments 
simultaneously with time and position (latitude and 
longitude). These data can be seen real-time at any 
point along the vessel track, using ChartView Pro's 
"Track Console," or later within ChartView Pro using two 
options: (1) By pointing and clicking along the vessel 
track plotted onto the nautical chart; and (2) Opening a 
table of all the data recorded, at 2 second or slower 
intervals. The vessel tracks on nautical charts and the 
related data tables can be viewed either within 
Chartview Pro or with other software using the Chartview 
Pro images (see Figure 2) or data tables (see Table 2). 
After importing into other software, the data tables and 
colored vessel tracks on nautical charts can be 
enhanced and viewed on a PC screen, or on color prints, 
such as Table 2 and Figure 2. 

that is imported into spreadsheet software for further 
processing (see Table 2). The method used for 
calibration determines whether background needs to be 
subtracted from data. Additional files can be created, 
including marks that can be dropped at the vessel 
position and related to data typed into the PC. 

A serial multiplexer is needed when the number of 
instruments connecting to the PC is greater than the 
number of PC serial ports. A PC with a built in pointing 
device is needed so that a single serial port is available 
for a multiplexer, rather than a mouse. With two serial 
ports, for example, a multiplexer could be avoided if only 
one scientific instrument is being used in addition to a 
GPS. Even if a portable PC has only one serial port, a 
second serial port can be added if the PC will accept a 
Serial I/O Card, e.g., a PCMCIA card. Avoiding the use 
of a serial multiplexer simplifies the electrical apparatus 
required for the CHS, thereby minimizing malfunction of 
the portable CHS on board a survey vessel. 

Table 2: Sample of ChartView Pro ASCII output, with 
background correction from a spreadsheet application. 

Time Latitude Lonqitude Concentration (DDD) 

Field Corrected 

13:30:51 41° 01.884'N 073° 32.218'W 4.017 3.85 
13:30:57 41° 01.878'N 073° 32.220' W 4.720 4.55 
13:31:03 41° 01.872'N 073° 32.221'W 5.577 5.41 
13:31:08 41° 01.867'N 073° 32.223' W 5.764 5.59 
13:31:15 41° 01.861'N 073° 32.224' W 4.729 4.56 
13:31:21 41° 01.855' N 073° 32.226' W 4.122 3.95 
13:31:27 41° 01.850'N 073° 32.227' W 4.315 4.15 
13:31:33 41° 01.844'N 073° 32.228' W 4.584 4.41 
13:31:38 41° 01.839' N 073° 32.229' W 4.012 3.84 
13:31:45 41° 01.833'N 073° 32.230' W 3.294 3.12 
13:31:51 41° 01.827'N 073° 32.230' W 2.735 2.57 
13:31:57 41° 01.821'N 073° 32.231'W 2.759 2.59 
13:32:03 41° 01.815'N 073° 32.233' W 2.707 2.54 
13:32:08 41° 01.811'N 073° 32.234' W 2.830 2.66 
13:32:15 41 ° 01.804'N 073° 32.236' W 2.861 2.69 
13:32:21 41° 01.798'N 073° 32.238' W 2.990 2.82 
13:32:28 41° 01.792'N 073° 32.240' W 3.581 3.41 
13:32:33 41° 01.786'N 073° 32.241'W 3.718 3.55 
13:32:40 41 ° 01.779'N 073° 32.241'W 3.490 3.32 
13:32:46 41° 01.773'N 073° 32.241'W 3.839 3.67 

Chartview Pro can be used for logging separate data 
collection tracks, as compared to continuous logging. 
Two computer files are created for each data collection 
track. One file stores proprietary information to plot the 
vessel track onto nautical charts, and to display a 
formatted data table within Chartview Pro. The second 
file is an ASCII file of the data table. It is this latter file 

III. Results 

This project included the successful first implementation 
of a computerized hydrography system (CHS) for data 
logging and charting that used ChartView Pro software. 
The software was user friendly, as was seen by 
independent operation of the CHS by study participants 
new to the software, for data collection. 

The CHS allows one investigator to collect magnitudes 
more data at magnitudes shorter logging intervals, in 
corrected and final units, with all data being exactly 
correlated upon real-time computer recording. A six- 
second logging interval was selected from a wide choice 
of intervals. The CHS required no manual processing for 
the real-time computer plots of vessel tracks with their 
correlated instrument data onto NOAA electronic nautical 
charts, with the maximum available accuracy of corrected 
GPS. These plots and others were also used for 
analyses and printed for reporting (see Figure 2). The 
CHS made it possible and simple to include all of the data 
in a report (see Table 2). These instrumentation 
developments improved accuracy, efficiency, and 
objectivity beyond the realm of possibility with any number 
of investigators conducting non-computerized studies. 

Since Chartview Pro is compatible with any scientific 
instrument supporting real-time ASCII (or NMEA 0183) 
output, not just a fluorometer, other applications for the 
CHS are unlimited and include petroleum pollutant 
studies and chlorophyll a fluorometry. More specific to 
FDA-DCP, salinity and temperature studies using a CTD 
probe along with a fluorometer is an objective for future 
use of the CHS. Also, the improvements in fluorometry 
instrumentation could lead to improvements in model 
calibration and verification, by FDA-DCP and others. 
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In summary, ChartView Pro was the software found prior 
to this project offering the following hydrography 
improvements: 

• Computer plots of the data collection vessel tracks, 
with their correlated instrument data, onto NOAA 
electronic nautical charts, with the maximum 
available accuracy of corrected GPS, real-time and 
later for analyses and printing (see Figure 2). 

• Tide and current predictions and animations overlaid 
onto electronic nautical charts, for planning, 
analyses, and report printing. 

• Hydrographie software that also was used for 
navigation, to conduct data collection traverses and 
to avoid shallow water and obstructions. Previous 
vessel tracks can optionally remain on the PC 
screen and nautical chart during the study. 

• Tools such as marks and electronic dividers, 
together with the electronic nautical charts, were 
also used for planning, analyses, and report printing 
of various information (e.g., profile studies and 
conclusions) in addition to the vessel tracks. 

To summarize, the computerized hydrography system 
developed for data logging and charting improved FDA- 
DCP hydrography in additional ways, including: 

• Location, time, and scientific instrument data were 
simultaneously computer logged during the study. 

• Magnitudes more data were collected, and logging 
can be conducted at two second intervals or slower. 

• No manual or even computer post processing of 
data was found necessary, for both computer plots 
of data collection vessel tracks onto nautical charts, 
and for their correlated data tables. 

• All the data was included in the FDA-DCP report. 

• Report graphics were created and delivered in 
color, as originally shown on the paper NOAA 
nautical charts that all parties are accustomed to. 

• The CHS development made possible a future 
addition of a CTD probe, to complete the 
computerization of data typically logged for FDA- 
DCP hydrography, yet other instruments may be 
added as well. All the above reported features will 
then apply to salinity and temperature as well as 
fluorometric studies. 

These CHS instrumentation improvements better 
allowed unplanned vessel courses for data collection, an 
important part of studying estuarine and marine 
dispersion of tracer dye injected into a pollution 
discharge, or released instantaneously into seawater. 
The CHS development and its elimination of the need for 
manual data logging results in improved accuracy, 
efficiency, and objectivity of FDA-DCP hydrography. 
Additionally, these technological improvements give the 
hydrographer much more time for strategizing during 
data collection because s/he no longer has to manually 
interpret and record location, time and data from other 
instruments on board the survey vessel. 
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Abstract 

Possibility of the prolonged staying of aquanauts in 
the hyperbaric environment is conditioned by the 
Life Support System (LSS) functioning. Creation 
and support of the physiology needed and comfort 
conditions of the living environment is provided by 
the work of the primary LSS, and the survival of 
people in the extreme or emergency situations - 
with the help of the complex of emergency systems 
rescue units. The selection of LSS rational decisions 
for perspective hyperbaric manned submersibles on 
the base of imitative models is too complicated and 
manysided problem. Although the final goal of LSS 
design is clear - to create optimal conditions for 
comfortable and safe human activity in hyperbaric 
atmosphere, to provide the habitability of living 
compartment, but there are many aspects and 
peculiarities of this design: necessity to secure 
human safety and comfort at three working regimes 
- compressions, isopressions and decompressions. 
These regimes differ by duration, pressure values, 
compositions of mixed gas, and, consequently, 
comfortable and safe parameters of breathing gas 
atmosphere; possibility of various breathing gas 
mixtures using; possibility of various working 
regimes for mixed gas conditioning system - 
heating, cooling, humidifying or dehumidifying and 
their combinations; lots of indeterminate original 
data; complexity of a rational effective criteria 
selection and calculation; necessity of imitative 
models elaboration and calculation methods 

choosing for definition of mixed gas thermo- 
physical properties, which change and depend on 
pressure values and composition of gas mixture, 
distribution of mixed gas in pressure chambers, 
optimization of LSS design parameters. The design 
algorythm for LSS, which has the following 
peculiarities, is 
proposed: LSS is closed system, that's why it 
requires equipment for removal of carbon 
dioxide and monoxide, odor and other human life 
waste; increased and changing during the system's 
work mixed gas pressure requires application of 
equipment in pressure hulls; big diapason of mixed 
gas thermo-physical properties changes requires 
equipment keeping and supporting the given 
conditions under the various changes; narrow 
diapason of supporting comfort temperatures leads 
to bigger 
requirements to the accuracy of the mixed gas 
temperature control and regulation support; 
dependence of the comfort temperature of the mixed 
gas pressure complicates the system of the 
automatic temperature regulations; dependence of 
aquanauts health from the mixed gas parameters 
leads to the 
increased requirements to the reliability of the LSS 
and the obligatory duplication of the equipment; 
insignificant time of the system usage on the 
ultimate pressures and accordingly increasingly on 
the variable regimes with partial usage of the heat 
and electrical energy. 
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Abstract - This work improves measuring techniques and 
predictive capabilities in naval magnetic silencing. Enhanced 
investigations of measuring procedures, which analyze exter- 
nal magnetic fields, can lead to concepts and methods for con- 
trolling those fields in marine vehicles. This necessitates the 
development and use of improved analysis and imaging tech- 
niques to satisfy demanding requirements in magnetic silenc- 
ing. This report is aimed at investigation of high-precision 
measurement techniques to be used in the design of a land- or 
mahne-based magnetic test range. Modeling of the dynamic 
measuring procedures receives our special attention. We use 
standard field sources and sense coils to simulate magnetic 
signatures of marine vehicles. A standard field source consists 
of an array of suitably placed circular coils that carry stabilized 
currents. Sense coils are cylindrical in shape and detect the 
magnetic signature (magnetic flux) from the standard source 
when the source and sensors are moved relative to one an- 
other. These signatures are analyzed further for the identifica- 
tion of a magnetic center with our original integral transforms. 
We simulate four different multipole magnetic sources to cal- 
culate magnetic signatures. The standard magnetic field 
source, which is used in the experiment, includes coils with 
external diameter of 0.1 m and length 0.02 m. The magnetic 
moment of each coil is 10 Am2. The estimated error of the 
magnetic center location with the magnetic signature analysis 
does not exceed 10% for the 61-point grid. The measurement 
procedure illustrated could be used to determine the locations 
of major on-board magnetic sources and identify how to com- 
pensate them. 

Index terms - magnetic center, magnetic multipole, magnetic 
signature, magnetic silencing, naval electromagnetics, spheri- 
cal harmonic analysis. 

I.   INTRODUCTION 

A marine vehicle, such as a ship or a submarine, can 
produce an external magnetic field by magnetized parts, 
and from on-board electrical equipment. In military and 
civilian applications, it is often desired to reduce the ex- 
ternal field. Magnetic silencing is the process of reducing 
the external generated magnetic field. The magnetic sig- 
nature is the set of magnetic field data obtained when 
the source (marine vehicle) and sensors move relative to 
each other [1], [2]. Nowadays magnetic silencing re- 
quirements are extremely demanding for a variety of 
ship classes, since new propulsion systems (including 
full electric and MHD propulsion) are becoming of in- 
creasing relevance for future naval applications. At the 
same time, a low magnetic signature is a significant 
factor in the design of future marine vehicles. Improve- 
ment of measuring procedures, which use spatial har- 
monic analysis of magnetic signatures, lead to methods 
for maintaining low magnetic signatures in ships, subma- 

rines and UUV. To retrieve and process data with an 
adequate precision requires new concepts, which we 
discuss in the report. 

The classical Schmidt approach [3] defines the MC 
as the location of co-ordinate system origin that causes 
the zonal and two tesseral quadrupole coefficients of a 
spherical harmonic expansion of the magnetic scalar 
potential to vanish. By placement of an appropriate 
compensating dipole and quadrupole at the MC, the first 
eight coefficients of the magnetic potential could be ex- 
perimentally nulled. 

For determination for the magnetic center, the first 
eight coefficients (Mgi0, Mg11, Mhu, Mg20, Mg2i, Mg22, Mh2i, 
Mh22) of a spherical harmonic expansion of the magnetic 
potential are determined. The MC co-ordinates (xm, ym, 
zm) are calculated according to (1): 

xm =(L,-MSWD)/(3M°), ym =(L,-Mg,P)/(3M'), 
zm=(Ls-Mb,P)/(3M°) (1) 
where U = 2 Mgl0 Mgea +3(Mg„MgS, + Mh/,Mhs/) 

L, = -Mg„Mglt> + 3{Mg/0Mgll+2Mg„Mgg!,+2Mh„Mhll) 

Lt =-Mb„Mgeo +3{Mgl0Mhll-2MhlfMgz* + ZMgllMhll) 

D=(L0 Mel0 + L,Me„+ L, Mhl)l{4M>) 

M°=M°SI0 + Ml„+Ml, 

The objective of this work is to show how to use 
magnetic signature analysis to determine the location of 
an effective magnetic center (MC). A compensating 
magnetic field source may be placed at the MC to make 
a vehicle more magnetically silent. The magnetic signa- 
tures considered are obtained by a set of measuring 
coils coaxial with a straight-line trace of the magnetic 
source. It is known that using the spherical coefficients 
from the harmonic expansion of the external magnetic 
field, we can determine the strength and the location of 
the magnetic dipole source, which is the best fit for the 
dipole-quadrupole spherical coefficients. This technique 
is successfully applied to the determination of the MC in 
geomagnetism [3], [4]. 

II.  METHODS 

A. Measurements 
Experiments were made at the Facility for Magnetic 

Measurements of the Magnetism Division, which was 
designed for magnetic silencing in shipboard type 
equipment. 
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-0.5 m 

Fig. 1. The standard source No 1 with two equal dipolar coils Mx 
and Af2. Mk represents a compensating dipole at the magnetic 
center. 

Fig. 2. The standard source No 2 with two equal dipolar coils Mj 
and M2. This source is created from the source of Fig. 1 by the 
0.5-m offset in the x-axis direction. 

Fig. 3. One of the magnetic measuring systems in the Facility for Magnetic Measurements, Magnetism Division, Kharkov, Ukraine. 

The apparatus consists of sense coils on the surface 
of a 5-m radius cylinder and shares a single polar axis 
and a single geometric center (the center of the meas- 
uring system). This instrumentation includes Helmholtz 
coils, gradient Maxwell coils and Boev-Ostrovershenko 
saddle coils [5]. Different types of sense coils used in 
experimental work are the large circular structures in Fig. 

5. Each of these coils is sensitive to a single coefficient 
of the spherical harmonic expansion of the magnetic 
field. Thus, we used Helmholtz coils to measure the 
zonal dipole component /Wg10 and Maxwell coils for the 
zonal quadrupole Mg2o- The tesseral and sectorial mul- 
tipoles were measured by Boev-Ostrovershenko coils. A 
standard field source consists of an array of suitably 
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placed circular coils that carry appropriate currents from 
stabilized generators. Fig. 1 illustrates Source 1 with two 
dipole coils. Each coil has a radius of 0.18 m and a 
length of 0.02 m. The current is adjusted so that the 
magnetic moment (M=lxNxA: current x number of 
turns x coil area) for each coil is Wi = Mi. = 10 A-m2. 

According to [6] the first eight spherical multipole co- 
efficients of a dipole with coordinates (x, y, z) and mag- 
netic moment M = (Mx,My,Mz) can be calculated in 

the following manner: tne following manner: 

Mgl0 = Mx, Mg„= My, Mh„= Mz 

Mgio = 2xMx - yMy - zMz 

Mgg, = yMx + xMy, Mhe,= xMz + zMx 

Mg„ = (yMy-ZMZ)I2, Mhge = (yMz + zMy)l2 

(2) 

Using (2) we can determine that the standard source 
of Fig. 1 generates the multipoles Mgio = Mffn = 10 Am2, 
and /Wg20 = -10 Am3, where /Wgi0 and Mg^^ are dipole 
moments and /W^o is a zonal quadrupole. The exact lo- 
cation of the compensating dipole Mk that cancels the 
magnetic field in the remote region was calculated by 
(1). This dipole with a strength of 14.1 Am2 should be 
located at the MC (xm = - 0.3125 m, ym = 0.1875 m). 
Source 2 of Fig. 2 generates a multipole set of Mgt0 = 
MgV\ = 10 A-m , and M^ = 5 A-m3 The compensating 
dipole (14.1 Am2) now should be located at the MC (xm 

= ym = 0.1875 m). 
Measurements were made by a precision integrating 

fluxmeter, when the DC current in the standard source 
was switched on and off. The sense coil constants were 
K#o = 19 * Wb/A-m2; Kgn = 13 • Wb/A-m2; Kg20 = 4.5 
• Wb/A-m3; Kg2i = 2.7 • Wb/A-m3; Kg22 = 3 • Wb/A-m3. 
The relative error of the magnetic multipole measure- 
ment was less than 5%. 

The multipole coefficients for the standard sources 
were determined using a static technique. That is, the 
flux generated in the coils described above was meas- 
ured with the source at a single fixed location relative to 
the sense coils. From the measured multipole coeffi- 
cients, the magnetic center was determined according to 
(1). This experimentally determined magnetic center was 
compared with the actual value. A compensating dipole 
of strength Mk was then placed at the experimentally 
determined magnetic center and the quadrupole coeffi- 
cients were again measured. This confirmation proved 
the validity of the magnetic center concept. 

B. Digital simulations 
A schematic representation of the dynamic measur- 

ing system we are modeling [7] is shown in Fig. 4. A ma- 
rine vehicle moves on the axis of a set of coaxial cylin- 
drical magnetic sensors. A distance meter determines 
the exact position of the vehicle. A data acquisition sys- 
tem records a magnetic flux through each magnetic sen- 
sor vs. distance. A real-time computer program restores 
the multipole coefficients and the MC of the vehicle. 

Computer modeling was used to calculate the mag- 
netic signatures that would be obtained if the standard 
field source of Fig. 1 or Fig. 2, which simulated the mag- 
netic field of a vehicle, were moved relative to the sen- 
sors. 

The Best-Fit Dipole at the 
Magnetic Center 

Fig. 4. A measuring procedure for the MC pinpointing. 

In addition to the experimental study, two new stan- 
dard sources (3 and 4) were examined. Source 3 was 
modeled by two dipoles Mi = (-10, 0, 0) and M2= (0, 10, 
0) with Cartesian co-ordinates (0, 0, 0) and (0, 0.5, 0). 
Source 4 had the same components of its dipole pair, 
but the co-ordinates of the dipoles were (0, -0.5, 0) and 
(0, 0, 0). 

Fig. 5 shows three types of sense coils, which were 
simulated in our work. These cylindrical coifs detect the 
magnetic flux from the field source when the field source 
and sensors are moved relative to one another. In Fig. 5, 
coil (a) is a gradient coil for detection of zonal multipoles 
(/Wgio and /Wg2o) and coils (b) and (c) sense the tesseral 
Mg2i,and the sectorial /Wgn multipoles. 

The angular dependence of coil width follows the 
equations: x0 = xm, Xi = xmcos(p, and x2 = xmcos2(p. The 
maximal coil width xm is 5% of the coil radius rc, and <p is 
the angle with respect to a fixed direction in the coil. 

Fig. 6 shows the calculated magnetic flux vs. dis- 
tance (magnetic signature) when Source 1 of Fig. 1 is 
moved relative to coil (a) and (b) of Fig. 5. Fig. 7 dis-' 
plays the magnetic signature when Source 2 is moved 
relative to coils (a) and (b). Fig. 8 shows magnetic sig- 
natures generated by Source 4 in coils (a), (b) and (c) of 
Fig. 5. 

All these signatures use a normalized relative dis-1 

tance t [7], [8]. The actual distance x from the source 
center to the coil of radius r0 is connected with r at an 
equidistant grid of te ]-/,/[, with the following relation 

x=rcr/V^7 (3) 

To fit the range [-t, fi, each calculated magnetic flux 

is also normalized relative to its maximal value. 
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Fig. 5. General geometry of sense coils which have an angle- 
dependant sensitivity to the radial component of the magnetic 
field. Arrows indicate polarity of sensitivity. 

III. RESULTS 

A. Experimental determination of the MC 
Our experimental study with Source 1 and Source 2 

proves that measuring the multipole coefficients provides 
an acceptable accuracy for the MC localization. 
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Fig. 6. Calculated magnetic signature generated by Source 1 in 
coil (a) and coil (b) of Fig. 5. 

Fig. 7 Calculated magnetic signature generated by Source 2 in 
coil (a) and coil (b) of Fig. 5. 
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Fig. 8. Calculated magnetic signature generated by Source 4 in 
coils (a), (b) and (c) of Fig. S. 
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Table 1 - Relative error of the digital simulation for 
the MC pinpointing in the standard sources 

Source 

Magnetic Multipole Magnetic Center 

Error 
Component Exact Modeled 

Co- 
ordinate 

Exact Modeled 

1 

Mg10 

(Am ) 
10 9.937 Xm 0.3125 -0.3357 

7.12% Mgi2, 

(Am ) 
10 9.927 ym 0.1875 0.2013 

Mg20 

(Am ) 
-10 -10.667 rm 0.365 0.391 

2 

Mg10 

(Am ) 
10 10.036 Xm 0.1875 0.1842 

1.66% Mgri 
(Am ) 

10 10.027 Ym 0.1875 0.1844 

M821 

(Am ) 
5 4.93 rm 0.265 0.2606 

3 

Mgio 
(Am ) 

-10 10.039 Xm 0.1875 -0.1845 

1.3% Mg« 
(Am ) 

10 10.004 ym 0.1875 0.1855 

Mg21 

(Am ) 
-5 4.944 I'm 0.265 0.2616 

4 

Mgio 
(Am ) 

-10 9.998 Xm 0.1875 -0.161 

7.7% 

Mgy 
(Am ) 

10 9.935 ym -0.3125 -0.296 

Mg20 

(Am ) 
5 4.129 rm 0.365 0.337 

Mg22 

(Am ) 
-2.5 2.494 

Fo ■ Source 1 ,the measu redM( 2 coor dinates < are xm = 
- 0.304 m, ym = 0.184 m, which are consistent with the 
actual values (xm = - 0.3125 m, ym = 0.1875 m). 

For Source 2, the measured co-ordinates of the MC 
are xm = ym = 0.18 m, while the actual values, which are 
given by (1), are both equal to xm = ym = 0.1875 m. 

B. Digital simulations 
Table 1 contains the experimental results for four 

standard sources that simulate magnetic signatures in 
different coils of Fig. 5. We used the 61-point grid, which 
was normalized according to (3). The resultant signa- 
tures were processed using the digital transforms of [2] 
and [8]. Thus, valid multipole components were meas- 
ured. Default values of all other components not men- 
tioned in Table 1 were considered equal to zero. 

To evaluate the relative error, the exact values for the 
multipole components were determined using (1). The 
Cartesian co-ordinates (xm, ym) and a resultant offset of 

the MC ?„= -JK + yi were obtained with (2). The rela- 

tive error equals 8 - \ f- rm/r„| • fO(?/o . 

Table 1 indicates that with the 61-point grid our 
method gives a relative error of 8 %, when a zonal quad- 
rupole Mg2o is generated by the standard source and is 
less then 2 % without a zonal quadrupole. 

There are many directions in which this analysis 
might be extended, some of which are in progress. One 
extension would be to design the axial sense coils rather 
than radial (transverse) sense coils of this report. An- 
other is to develop enhanced signal processing tech- 
niques for magnetic signature analysis and as a result, 
to improve accuracy in pinpointing of the MC. In addi- 
tion, the prolate spheroidal analysis [7] could be applied 
to the same problem providing, as expected, better effi- 
cacy for axially elongated objects. 
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Analysis of a Multi-Element Multi-User receiver for a Shallow Water 
Acoustic Network (SWAN) based on Recursive Successive 

Interference Cancellation (RSIC) Technique 

H. K. Yeo, Bayan S. Sharif, Oliver Hinton, A. E. Adams 

University of Newcastle Upon Tyne, Newcastle Upon Tyne, England. 

Abstracts-A novel technique based on Recursive 
Successive Interference Cancellation (RSIC) is 
proposed for cancelling intersymbol interference 
(ISI) and multiple access interference (MAI), which 
adversely affect the performance of Shallow Water 
Acoustic Networks (SWAN). Conventional structures 
employing decision feedback equalisation (DFE) are 
known to be effective for intersymbol interference 
reduction. However, if there are one or more 
interfering users, the DFE performs inadequately in 
extracting the useful signal for the weaker user. The 
performance is further degraded due to power 
control inefficiency. The simulation results 
presented in this paper demonstrate the ability of 
the RSIC structure in mitigating the effect of MAI, ISI 
and power control ineffeciency. 

multistage structure based on successive interference 
cancellation (SIC) [5],[6] was observed to be effective if 
the received powers are widely variable. However, it is 
common that the received power in a network 
communication may be equal, widely variable or slightly 
variable. Therefore, the design of a receiver structure 
capable of coping with these problems is desirable. The 
multi-element multi-user (MEMU) structure based on 
recursive successive interference cancellation (RSIC) 
described in this paper combines the features from 
[4],[5]. 

The purpose of this paper is threefold. First, we 
describes a system model which we worked towards for 
in the simulation. Second, the MEMU structure based on 
RSIC for tackling MAI, ISI and power control inefficiency 
is described. Thirdly, we present the simulated results 
for both the multi-element single user DFE and MEMU 
based on RSIC. 

I.     Introduction 

The multi-element single user receiver structure with 
decision feedback equalization (DFE) has been shown 
to be effective in a single user communication, [1],[2] for 
compensating against Doppler effect, multipath fading 
propagation, attenuation and intersymbol interference 
(ISI), etc. In addition to these problems, a shallow water 
acoustic network (SWAN) exhibits multiple access co- 
channel interference (MAI). Power control inefficiency is 
another problem present in a SWAN. Due to the time- 
varying property of the channel, power control may be 
difficult to realize. Therefore, the receiver has to cope 
with the suppression of ISI, MAI and power control 
inefficiency. 

Although the single user DFE is effective against ISI 
cancellation, it exhibits poor performance in a multiuser 
scenario. Several types of multiuser detection strategies 
have been introduced. The multi-user structure 
described in [3] employs "cross-over" feedback filtering 
to suppress co-channel interference. The multistage 
receiver described in [4] was observed to be more 
effective when the received powers are equal. The 

II.    System Model 

The channel transfer function for user K, hK(f), in the 
context of a direct path with a single interfering path can 
be expressed as, 

h,
K(co) = (1 + k(t)e-Jwt)hK((D) (1) 

where k(t) is the time-varying gain-factor for the 
multipath channel and t is the multipath excess delay, by 
which (1) can be easily extended to include multipath 
interfering signals. The receiver equalizer therefore 
needs to establish a transfer function, 

G(o)) = (1 + k(t)e-jwtr1 
(2) 

Apart from performing the inverse equalization of the 
channel, the receiver structure has to take into account 
the effect of co-channel interference from other users. A 
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simple representation of the received signal can be 
expressed as 

y(t)= i iAke.hkt(t-Tk).bke(t-rke).cos(wct + eke) + n(t) 
k=1l=1 

(3) 

where K is the number of users, L is the number of 
elements   in   the   receiving   array,   Akl   denotes  the 

amplitude of Km user received signal, bk denotes the bit 

sequence of Kth user, rk, ^ are the time delay and 
phase of Kth user, n(t) is the background noise and 
h(t) the multipath channel. 

In asynchronous network communication, apart from 
performing ISI cancellation, the receiver also needs to 
define when MAI cancellation starts, as shown in Fig. 1. 

1 bit difference 

UserK 

Less thanl bit difference 

Fig.   1   Asynchronous   reception   in   a   network 
communication. 

In block processing, the received signals for each 
user are grouped into a cancellation window, where the 
timing between the first bit and last bit of each users is 
acquired. MAI cancellation starts only when the first bit 
of the interfering user is detected and ends when the 
interfering user is absent from the block. 

III.    RSIC receiver structure 

Although the SIC, [4],[5] was observed to be effective 
in a widely variable received power for users, a major 
problem occurs when user's signals are received with 
the same amplitude, 

A1=A2=A3 = ... = Ak (4) 

The SIC structure encounters another problem when 
the received power are varied slightly. For simplicity, we 
treat user 1 as the strongest user with descending order 
of powers to user k, 

tf > A% > A? >. ■>A2
k (5) 

If the power in A? > A| is 1 dB, then user 1, although 
being the strongest user, suffers significantly in the 
presence of the summed interference of other users. 

The improved method proposed in this paper adopts 
a multistage adaptive DFE decoding receiver structure 
based on Recursive Successive Interference 
Cancellation (RSIC), shown in Fig 2. 

Bank of 
Uiar't 

Correlators 
(Sync) 

*& 

Choose 
Maximum 

' ' 
<\ 

Strongest User Complex 
FIR Filler 

(Feedback! 

Bank of _ I i— 
Complex        fc f\\   w        I 

"      FIR Filler *\±f    W     Ü 

l-Q Mixer 

Bank of 
Complex 
FIR Filter 
/Forward! 

Complex 
FIR Filler 

(Feedback 1 

■*&+ I -^ 

Fig. 2 System model of a multistage adaptive DFE 
structure base on Recursive Successive Interference 
Cancellation (RSIC). 

The RSIC structure works by first detecting the 
strongest user from the received signals. Symbols of the 
strongest user are then decoded and subsequently 
cancelled from the received signal. Subsequent weaker 
users are then decoded from the subtracted received 
signals. This process is repeated until the last or 
weakest user has been decoded, which is similar to the 
SIC structure. However, what makes this structure 
distinctive is the loop-back (dotted line in Fig 2) to the 
strongest user to cancel out the summed effects from 
other users. The estimated decision from all the weak 
users are summed, cancelled from the received signals 
and the strong user is decoded again with the 
assumption that only background noise is present. 
Decoding for weak users are then performed again for a 
predefined number of loops. 

The advantages of implementing this structure are 
threefold. First, it works as an adaptive multistage DFE 
parallel interference cancellation (PIC). For users with 
equal received power, the recursive loop back will 
eliminate the effects of MAI from each user. Secondly, it 
also works as an adaptive multistage DFE SIC for users 
with unequal powers. Observations made from 
simulation results shows that the loop back feature 
yields a better performance compared to that of the 
adaptive    DFE    "cross-over"    feedback    equalization 
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structure, multistage PIC and multistage SIC structure. 
Finally, by implementing this structure, power control 
inefficiency in a SWAN can be effectively tackled. 

The detector of this form can be described in the 
following algorithmic form: 

i) Obtain  sufficient statistics  from  the  received 
signal to rank users in descending power. 

ii) Perform  adaptive  DFE symbol  estimation  of 
strongest user. 

Hi) Estimated result is cancelled from received 
signal. 

iv) Subtracted signal is passed to next weaker user 
for decoding. 

v) Decisions of all subsequent users are summed, 
fed back to the next stronger user for MAI 
cancellation. 

vi) Return to ii), repeat ii) to v) where cancellation is 
perform for the next weaker user for a pre- 
defined iteration, u=2,3,4, K. 

In the case when equal power are received between, 
the process of cancellation is quite identical to the 
described algorithm: - 

i) Obtain sufficient statistics for the received signal 
to determine users, if received powers are equal, 
switch to the first available user. Return to ii), 
repeat ii) to v) where cancellation is perform for 
the next weaker user for a pre-defined iteration, u 
= 2,3,4 K. 

IV.    Simulation Results 

A.   Network setting 

The channel model used for the simulation adopts a 
geometrical multipath propagation which consists of the 
main or direct path, surface rebound path, bottom 
rebound path, surface-bottom rebound path and bottom- 
surface rebound path [7]. Both users uses a common 
bandwidth from 8-12 KHz, with a carrier frequency of 
10 KHz. The power spectrum for the signal prior to 
transmission is shown in Fig. 3, (user 1) and the 
combined received power spectrum is shown in Fig. 4. 

The network setting used in the simulations 
presented in this paper assumed the following 
parameters:- 

Table 1 Simulation Parameters 

Parameters Userl User 2 
Tx Distance (m) 200 2000 
Tx Depth (m) 5 5 
Rx Array 6 elements vertical alignment 

with A/2 spacing. 
Depth of first element: (10 m) 

Channel Depth (m) 20 

Fig.   3   Power   spectrum   for   user   1    prior   to 
transmission. 

Fig. 4 Power spectrum for combined received signal 
packet for both user 1 and user 2. 
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Fig. 5 Graphical output of adaptive DFE single user 
detection - User 1 

LMS - Single => User 2 

[Symbol Intervals] 

2000 1000 6000 
[Bits Per Symbol Intervals] 

Fig. 6 Graphical output of adaptive DFE single user 
detection -User 2 

LMS - RSIC => Userl output Sequence 
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Fig.  7  Graphical  output  of adaptive  DFE  RSIC 
detection - User 1 

LMS - RSIC => User 2 

m00M& 
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Pits Per Symbol Intervals) 
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Fig.   8  Graphical  output  of  adaptive  DFE  RSIC 
detection - User 2 

For both DFE structures, a filter length of 20 and 40 is 
used for the forward and feedback filters respectively. 
The input SNRs for user 1 and user 2 are 5 dB and -1 
dB respectively. Several adaptive algorithms were 
employed in the simulation. The results presented in this 
paper are based on the canonical complex Least Mean 
Square (LMS) algorithm. 

Fig. 5 shows the graphical output (user 1) for the 
single user DFE structure. Since user 1 has a higher 
SINR output of 14.331 dB (BER = 0), it was not affected 
significantly by the interference from user 2. However, 
the weak user (user 2) was affected by strong MAI from 
the strong user. The convergence for user 2 shown in 
Fig 6, was observed to be slow, not being able to extract 
useful information from the received data. The SINR of 
user 2 is 4.053 dB with BER of 0.36 (2956 / 8192) where 
the data packet is of length 8192. 

By performing a loop back from the weak user to the 
stronger user, the output SINR of user 1 shown in Fig. 7, 

was improved by another 0.95 dB, resulting to 15.282 dB 
with BER = 0. 

Significant improvement was observed in the weak 
user when the RSIC structure is used. The output SINR 
for user 2 shown in Fig. 8, was observed to be 9.106 dB, 
a 5 053 dB leap jump from the results obtained the 
single user DFE structure, with BER = 74 / 8192, which 
is 0.009 of error. 

The output SNR is shown in Fig. 9 as a function of 
the number of elements or diversity order which ranges 
from L = 1 to 6 for user 1. Naturally, the receiver's output 
SINR improves with the increase of elements. Although 
suffering negligibly from the interfering weaker user, the 
SNR output for user 1 was observed to improve with the 
introduction of the RSIC structure. As for the case of 
user 2, which suffers from the strong interference from 
user 1, the single user DFE structure performs poorly 
even in the presence of diversity order, shown in Fig 10. 
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User 1 - Strong User 

3 4 5 
Elements (L) 

Single User -D-RSIC 

IV. Conclusions 

Fig. 9 Comparison of the output SINR, user 1 strong 
user, as a function of diversity order. 

This paper presented a multistage MEMU adaptive 
decision feedback equalization receiver structure based 
on recursive successive interference cancellation 
(RSIC). 

The simulation results suggest that the RSIC 
structure is suitable for a wide range variation of 
received power. The results also suggest that in the 
absence or inefficiency of power control in a shallow 
water acoustic network (SWAN), the RSIC structure is 
robust in extracting useful from the received data. 
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Fig. 10 Comparison of the output SINR, user 2 weak 
user, as a function of diversity order. 
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MICRO ROVFORUNDERWATEROBSERVATIONS 

Boris J. Rozman, Lev L. Utyakov 

P.P. Shirshov Institute of Oceanology of Russian Academy of Sciences, 
Moscow, Russia 

Abstract In 1999 P.P. Shirshov Institute of 
Oceanology RAS together with Industrial 
electronics (Indel) company, Moscow, designed 
and tested a small sized microROV «GNOM» 
intended for underwater investigations and 
observations. It contains video camera, thrusters, 
lights and sensors. GNOM operates from on 
board console by joystick or computer's keyboard 
via coaxial cable and video picture displays on 
TV or monitor. 

Technical parameters 
-max depth -   100m 

(up to 6000m in a development) 
- length of cable max        -   100m 
- type of cable - coaxial     -   2 wire 
-volume -   1...3dm3 

- videocamera b/w 420lines, 72-90grad, 0.1 lux 
- supply voltage -   100VDC. 
- max current -   1.5A 
- max speed (horizontal)   -  0.5m/s 
- number of thrusters        -  4 

One of applications are surveys and 
investigations of sunk ships and other objects. It 
is a very important problem a penetration inside 
spaces via small sized wrecks and holes for 
translation video from there. Existing ROVs 
[1,2,3] allow to do this but have limitation 
connected with their size and powered tether and 
problems with remote control. Such ROVs 
request big power for thrusters as well. It is very 
critical when ROV penetrates inside and begins 
to turn to other sides. At that moment they must 
pull the tether with increased force. And 
sometimes occure situation when the tether 
ravels and blocks movement. As a result ofthat 
is loosing of ROV. The risk of loosing becomes 
much more if ROV moves further and further 
inside. It is also problem to return it back. 
Besides, such ROVs are expensive (tenth and 
hundred of thousands dollars). 

Another important problem is bringing the 
ROVs into those objects. This problem becomes 
very complex when those objects are at big depth. 

Realizing all mentioned problems we decided 
to design a new generation of small size ROVs 
for survey and inspection of internal spaces of 
submerged objects. We named it "GNOM" 
(abbreviation of 4 Russian words meaning: Deep- 
sea unmanned observing microRov). 

In collaboration with the company INDEL, 
Moscow, we have made few modifications of 
submergible vehicles and different modifications 
of operational terminals. These GNOMs are 
electronically identical, but each of them is 
equipped with different kind of thrusters, video- 
cameras, lights and sensors. 
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In the nearest future we intend to install several 
GNOMS on each of manned submersible research 
vehicles "MIR-1" and "MIR-2" capable to dive up 
to 6000 m. GNOM is simple, low-cost, small size 
vehicle. Due to small size (near 1.5dm3) and 
thin tether (d=1.2mm, length 100m) it can 
penetrate inside sunk ships and other underwater 
objects. Two marsh thrusters ensure horizontal 
movement forward and backward with max. 
speed of 0.5 m/s and rotation in both directions, 
two vertical thrusters ensure movement up and 
down with speed near 0.2 m/s. Lights based on 
6 LEDs ensure visibility up to 5m in full darkness 
in clear water. Power supply (100 V DC), 
controlling commands from the joystick or 
keyboard and a video signal from the camera are 
transmitted via coaxial tether. We made on table 
equipment including all power supplies and 
electronics in one monoblock. This box (size 
LxWxH = 300x300x150 mm) with galvanic 
isolation is connected to joystick, TV (RF input) 
and to GNOM, its input power is equal to 220/ 
110 VAC. This block has a built-in microcomputer 
which processes signals from the joystick and 
transmits the digital data via modem and coaxial 
cable to GNOM. It also receives digital signal 
from GNOM's sensors, processes them and 
idicates the information at the front panel of the 
box. Such power and information transmission 
is ensured by half duplex data channel between 
on board equipment and GNOM. The modem 
provides modulation and demodulation of video 
and control signals. Maximum operational depth 
of existing sample is 100m. We also develop 
samples able to operate at a depth of 6000 m, 
and we plan to test it this year on board the 
submersible MIR. 
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One of the possible applications of the GNOM 
are common works with submersible vehicles 
such as manned vehicles and unmanned ROVs. 
We plan to develop such research systems using 
the GNOMs for scientific and industrial aims. 
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NEW GENERATION OF TECHNICAL MEANS AND METHODS 
FOR OCEAN MONITORING SYSTEMS 

L.L. Utyakov, D.G. Levchenko, I.S. Kovchin 
P.P. Shirshov Institute of Oceanology of Russian Academy of Sciences, Moscow, Russia 

A.A. Paramonov 
Experimental Design Bureau of Oceanology Techniques, Moscow, Russia 

M.A. Shakhramanian 
Ministry of Extreme Situations RF, Moscow, Russia 

Abstract. P.P.Shirshov Institute of Oceanology 
and Experimental Design Bureau of Oceanology 
Techniques of Russian Academy of Sciences 
have achieved certain progress in creation of 
new research equipment for long-term 
monitoring of marine aries. There are 
autonomous bottom stations of new generation, 
Shipboard equipment for research vessels and 
Computing centers. This equipment has 
designed for solution of the modern tasks: 
ecological monitoring, prediction of the strong 
earthquakes, investigation of large ocean 
whirlwinds, and another goals. 

Specialists of P.P.Shirshov Institute of 
Oceanology of Russian Academy of Sciences 
(10 RAS) and Experimental Design Bureau of 
Oceanology Techniques (EDBOT) have 
achieved certain progress in creation of new 
generation of technical means and methods of 
highly effective long-term monitoring of large 
marine areas. They have designed autonomous 
bottom stations (ABS) which measure 
parameters of near bottom water layers (velocity 
and direction of currents, temperature, 
pressure, optic and other parameters). The 
operational principles of the devices is base on 
acoustic or inclination registration method of 
float deviation caused by current. The use of 
original technical diagrams and design solutions 
allowed to increase their efficiency reliability, 
prolong the autonomous of their operation, 
decrease the energy consumption, their weight 
and size, the price of their manufacture, to make 

their installation and exploitation. The stations 
contain hydroacoustic digital channel, which 
allows remote record of measurement results. 
Such channel provides a considerable decrease 
of the exploitation cost of the distributed net 
composed of these stations. There is no more 
need in lifting the stations for receiving records 
and their further reinstallation. First samples of 
near bottom current meters were made in 1994 
and were tested at the NS "Komsomolets" in 
Barenz Sea. 

The installation of distributed nets ABS 
for long term (for several years) hydrophysical 
monitoring of large areas (for example in the 
Arctic Basin) is very perspective for the study 
of both hydrophysical processes and transport 
and exchange processes. There are following 
advantages of their use: possibility of the stations 
exploitation in ice regions; small energy 
consumption of ABS, which are equipped with 
energy independent numerical solid storage of 
information, and availability of adaptation 
working regime, which ensure their reliable 
functioning during 3-5 years without changing 
the energy piles; small Weight and size of ABS 
make the transportation of the stations much 
easier and reduce troubles connected with their 
installation; distant record of data simplify 
considerable their exploitation. 

It is observe the some development the 
modern vessel technologies of the Oceanology 
researching in 10 RAS. By the economic 
conditions and the activity in the marine 
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management in Russia the development of the 
technologies of the present-day experimental 
Oceanology went along the path of higher 
information ability and representativeness of the 
observation techniques followed with ship 
underway. This, in practice, is implemented as 
follows: 

integration in one shipborne measuring - 
information system based on the computer 
network of towed hydrophysical, seismic 
and hydrochemical complexes, XVT - 
zonds, shipborne acoustic Doppler profiler, 
side scan and multibeam sonar, bottom 
seismic acoustic profilers together with 
satellite navigation and communication 
systems; 
equipping the stand - alone mooring 
measuring system with data - logger 
acoustical retranslators for ships passing 
by; 
extension of express analysis of sea water 
and development mini - ROV operation with 
the ship underway; 
organization on ships of reception of data 
from satellite information on currents, swell, 
and level fluctuations, cloudiness and 
condition of the ice cover for monitoring 
and prediction of the hydrometeorological 
and ice situations. 

Following these trends in the development 
of the science consuming technologies the 
Shirshov Institute of Oceanology has been 
performing work on instrumental refitting of 
research vessels: "Academic Sergei Vavilov"; 
"Academic loffe", "Professor Shtockman" 
making specimens of new equipment and 
elaboration of procedures for implementation 
of measurements and interpretation data 
obtained. 

UNDERWATER RESEARCH 
OBSERVATORY 

This project is carrying out by EDBOT and 
10 RAS under State contract with Ministry of 

Science and Technology of Russian Federation. 
Date of project finish is December of 2000. 

Project description 

Project intended to creation of bottom 
research multifunction observatory as a complex 
of unique oceanology measurement 
instruments, which are united in structure and 
system modular unit for research of geophysical 
and geochemical processes in near-bottom 
stratum of the World Ocean, continental shelf 
and inland basins to carry out researches of 
nature and man-made ecology disaster 
situations in sea areas and coastal zones 
(earthquakes, tsunami). 

Geophysical networks in the ocean may 
be deployed in the base of this complex. 
Observatory will have special value to solve the 
tasks of Earth crust researches and to estimate 
the level of seismic and ecology emergency of 
some regions. 

Observatory is based on autonomous 
bottom hydrophysical station with enhanced 
possibilities in measured parameters, capacity 
of information to be write, process and transfer. 
It has features for receiving and transfer large 
arrays of information to computer center. 

Observatory allows uninterrupted data 
registration and transfer via cable during not 
less than 1 year, in autonomous mode not less 
than 2 months. 

Configuration of underwater research 
observatory 

I. Underwater complex (UC); 
II. Computing Center (CC); 
III. Shipboard Set (SS). 

UC - stationary unmanned measuring 
system, which is intended to long-term data 
acquisition and transfer of data via 
communication to CC. UC communicated to 
cable communication line with length of 10 km 
to CC as it has cable communication unit. 
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Underwater Complex (UC) 

UC carrying out such functions as: 
measuring of geophysical and geochemical 
parameters; 
magnification and filtration of signals from 
sensors   and   hydroacoustic   antennas; 
analog-to-digital conversion of analog input 
signals; 
data lock-on precise timing; 
digital data processing and acquisition in 
capacity not less than 2 Gb; 
holding of registered and processed information 
and transfer of it via communications; 
testing and diagnostics; 
changing of working modes by remote control 
commands from CC; 
working with cable during not less than 1 year, 
in autonomous mode not less than 2 months; 
availability equipment on depth to 6000 m. 

Configuration of UC 

1 - registration and control unit; 
2 - hydrophysical unit with sensors of 
temperature, static pressure, current vector 
and conductivity; 
3 - underwater spectrum analyzer; 
4 - three-component bottom seismometer with 
vertical orientation system and azimuth meter; 
5 - sensor of magnetic field; 
6 - hydroacoustic communication and 
navigation unit; 
7 - radioactive contamination monitoring unit; 
8 - radio satellite communication unit; 
9 - hydroacoustic ballast releaser; 
10 - power supply unit. 

Computing Center (CC) 

CC carrying out such functions as: data 
processing computer with operational system 
Windows control; time-signal service based on 
GPS or atom time via global network INTERNET; 
module of the cable communication line to 
underwater complex; Internet-server based on 

specialized computer for wide-range access to 
the received information, also in a real time 
scale. 

Shipboard Set of equipment (SS) 

SS carrying out such functions as: computer 
for testing of UC and data processing of the 
information; time-signal service based on GPS 
for synchronization and binding of the data with 
uniform time; hydroacoustic communication 
and navigation unit; launch and rising facilities; 

Area of application 
Fundamental problems 

• Study of a Earth crust structure in some 
areas of the World Ocean; 

• The research of ensemble of geophysical 
fields in tectonic ruptured zones directly 
at ocean bottom; 

• Research of a condition of sea environment 
in near-bottom zone and its interaction with 
tectonic processes; 

• Geophysical monitoring of complex 
hydraulic engineering structures; 

• The generalized modeling of a seismic and 
ecological condition of area, factor 
analysis with data accumulation and 
generalization for expert estimations. 

• Operative estimation of seismic and 
hydrodynamical conditions of areas both 
forecasts of probable seismic and 
ecological consequences. 

• The early warning of earthquakes and 
tsunami. 

Applied tasks 
• Revealing of harbingers seismic, 

geochemical, hydrophysical sightings of 
catastrophic earthquakes, which sources 
are under ocean bottom, the realization of 
the intermediate term and short-term 
forecast of earthquakes with magnitude 5.5 
and higher; 
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• Essential increase of accuracy of the 
tsunami forecast; 

• The control of changes of the 
stressdeformed condition of Earth crust 
sites of shelf zones next to developed 
deposits of petroleum and gas caused by 
extraction of carbohydrates, edge 
waterflooding and other artificial influences 
on a petroleum layer; 

• Choice of ecologically safe modes of 
operation in deposits, 

• The forecast of propagation of Earth crust 
deformations and induced seismicity. 

• The forecast of small local earthquakes, 
dangerous damages of boreholes, 
petroleum platforms or underwater 
pipelines. 
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ACOUSTIC TOMOGRAPHY OF EDDY IN THE WESTERN 
MEDITERRANEAN SEA. 

Y.A.Chepurin, V.V.Goncharov, D.L. Aleynik 
P.P.Shirshov Institute of Oceanology of Russian Academy of Sciences, Moscow, Russia 

Abstract Acoustic tomography experiment THETIS-2 
was conducted in 1994 in the Western Mediterranean. 
Seven moored transceivers formed the tomography 
network. Our acoustic measurements were carried out with 
a single hydrophone deployed from drifting research vessel 
"Akademik S.Vavilov" (IORAS, Russia). A CTD survey was 
also made. An interthermocline eddy with a cold core was 
found during this experiment. Acoustic signals from the 
transceivers were recorded at 16 points within and around 
the eddy to study the feasibility of reconstruction of such 
mesoscale inhomogeneities by acoustic tomography 
means. The result of such reconstruction was presented. 

A tomography network of seven moored transceivers 
was deployed in the Western Mediterranean Basin in early 
1994 by IfM (Kiel, Germany), IFREMER (Brest, France) 
and WHOI (Woods Hole, U.S.A.) in the framework of the 
European project THETIS-2. The locations of the THETIS-2 
transceivers are shown in Fig.I. 

U;n:)it..jd-7.   E 

Fig.1 The general View of experiment 

They are labeled according to the notation accepted 
by THETIS-2 participants. These devices were moored 

near the sound channel axis approximately at a 150 m depth. 
Transceiver H had the central frequency of 250Hz, all the 
others operated at a central frequency of 400 Hz. The emitted 
signals were M-sequences. These signals were also utilised 
in the Moving Ship Tomography (MOST) experiment [1,2]. It 
was fulfilled by the research group from IORAS and MIPT 
during the expedition on-board of R\V "Akademik S.Vavilov" 
of the Russian Academy of Sciences. Simultaneous 
operation of the traditional tomographic network and a 
specialised acoustic R\V in the same area created a unique 
opportunity to assemble the experimental data for adequate 
comparison of traditional and dynamic tomography under 
the well-controlled environmental conditions. The single 
receiving hydrophone was deployed from the R\V drifted with 
engines turned off to decrease the ship's noise. The receiver 
depth was 270-300 m. The hydrophone position of 150-200 
m off the sound channel axis was chosen to maximise the 
number of resolvable ray arrivals. Each acoustic reception 
was accompanied by the CTD measurements to a depth of 
at least 700 m. In addition to our CTD measurements a 
series of XBT casts was fulfilled in the framework of the 
THETIS-2 project. The recorded acoustic signals were 
complex demodulated and correlated against the transmitted 
replica. For coherent averaging of the received signals a 
special computer algorithm was developed to measure and 
remove the Doppler frequency shift due to the R\V drift (3]. 
Hence for each point of measurement we have a set of arrival 
patterns of acoustic signals trough the different eigenrays 
from different transceivers. The time resolution was 10 ms 
and 16 ms respectively. Thus, R\V motion inside this region 
sufficiently increased the number of tomographic traces in 
comparison with the traditional approach. 

Our CTD survey in the North-Western part of the 
Algeria-Provensal Basin revealed a cold low-saline 
interthermocline eddy. T and S contours of the eddy were 
ellipsoidal in plane and had the axes of about 45 and 85 km. 
The vertical extent of the eddy was about 400 m. The core 
situated at depths of 150-200m. It differed from the surrounding 
waters at the same depths by 0.8C in temperature and 0.4 
psu in salinity. The observed structure is not typical for the 
summer period in the surveyed region. The data of our CTD 
and independent XBT measurements (Dr. C. Millot, COM- 
CNRS) were compared with the climatic fields from NODC-94 
monthly Atlas averaged for July. 3D fields of temperature, 
salinity,    density,    heat    and    salt    anomalies, 

1548 



geostrophic currents' kinematics, and sound velocity were 
estimated within the eddy and in the surrounding area up to 
300 km from the eddy centre. The isolines of eddy's disturbed 
sound speed field were presented in Fig.2. 

4L<r 4.4"     iS     4Jtr     iff     a     5.4* 

Fig.2 Isolines of sound speed field inside the eddy 

The main effect of eddy onto the arrival pattern is 
the prolongation of the received acoustic signal [4]. Acoustic 
rays propagated near the axis of the sound channel intersect 
the eddy with angles which are less then those for the other 
rays. Thus the influence of the cold eddy on such rays was 
more significant. Their arrival times were increased greater 
with respect to other rays. It is very important for us, because 
we use the dynamic tomography approach. The absolute 
propagation times of the emitted signals were measured 
with errors, which were due to GPS navigation inaccuracy. 
This was essential for our tasks. In Fig.3, one can see the 
effect of increasing the time duration of received signal with 
respect to the adiabatic normal mode theory prediction. 

«:: i «*' t 

underthe presence of the inhomogeneity. The receiver was 
located within the eddy (lower plot) and behind the eddy 
with respect to the source (upper plot). The final parts of the 
arrival patterns (underlined with brown on the left plots) are 
reproduced on the right on a large scale. 

This effect is similar to an eclipse: the 
inhomogeneity shades the source and increases the signal 
duration in comparison with the predictions for the 
background conditions. The presence of the eddy and its 
location can be retrieved from these data by a 2D inversion 
in the horizontal plane. 

The scheme of our experiment in the horizontal 
plane was presented in Fig.4. 
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Fig.3 The eddy impact on the arrival pattern from the H source 
predicted by adiabatic normal mode theory: red lines - the 
signal for the background conditions, blue lines -the signal 

Fig.4 The scheme of eddy tomography experiment 

Points H, W4, W5 correspond to the appropriate 
sound sources, marks "□" corresponds to the reception 
points which were already processed and whose data are 
valid. The dashed lines are the acoustic traces. The other 4 
sources (W1,W2,W3,S) have not been used in our 
postprocessing yet due to there weak signals. The position 
of eddy is presented in the lower left corner of this figure. 
The sound speed profiles (ssp) at points marked"+" belong 
to background sound speed field, that was constructed from 
the Levitus data bank. The same "background" ssp were 
taken at the points of sources and receivers locations. We 
interpolate linearly the ssp for the points of intersections of 
sound traces with the dashed lines according to: 

Cn(z) = JtAiJCiJ(z), (1) 
ij 

where only 2 or 3 of AKj are nonzero. According to 
Munk's the liner scheme [5] each vertical plane including 
acoustic trace contains all parameters of eigenrays between 
the source and the receiver. All coefficients of linear equations 
associated with the ssp variations versus time delays are 
found as: 
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•AC^=A7} Tie ~Ti0, (2) 
ijk 

Tie and 7/0, are the measured and calculated times along 
the /-th ray. In the case of dynamic tomography we used the 
differential scheme. So we looking for the difference of 
equations (2) with one of this set (the reference rays are 
exists). Thus, we can obtain the system of linear equations, 
where ACiJk are unknown. 
The number of these equations are too large and it is equal 
to the number of the ssp multiple the number of horizons. 
We can reduce this number sufficiently by taking into account 
only the active layer of water (0 - 500m) and only the region 
where the eddy can be found. The next step is to make our 
tomography scheme been horizontal only. For this purpose 
let us sum (2) trough vertical. As a result, we obtain the 
system: 

lB!J-ACy=ATl = Tle-Tl0, (3) 
ij 

which contains sufficiently smaller number of unknown 
variables and can be solved by the standard tomography 
methods [6]. At the first step this scheme was tested via 
model experiments. The results seem good. The real 
experiment, as usual, provide us a set of difficulties 
associated with rays' identification. To avoid them we 
changed slightly the receiver location (depth and distance 
to the source). We also calculated the correct time delays 
(arrival pattern) using the real (measured) sound speed field 
with the eddy. This way we identified some rays and found 
necessary time delays which were within the of experimental 
errors. The results of such reconstruction of the eddy are 
presented in Fig. 5. 
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Fig.5 The results of the tomography reconstruction 
a.) original eddy, b.) 9 traces, c.) 15 traces, d.) 28 traces 

The different plots correspond to the different number of points 
of receptions taken into account. So one can see that the 
result becomes better when these number becomes larger. 
When the number of processed traces becomes more then 
20, the result of tomography reconstruction of the eddy 
became better a little. This is the effect of saturation. 

As a conclusion we can say that the proposed 
tomography scheme may resolve eddies in the horizontal 
plane. The results of the horizontal 2D inversion can be used 
for the reconstruction of the eddy in the vertical planes to 
investigate the structure of the eddy in more details. 

This work was supported by the grant of Russian 
Academy of Sciences. 
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Implementing a 4000 meter HDTV Camera System 
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Abstract - The video systems on MBARI's 
Remotely Operated Vehicles (ROV's), Ventana 
and Tiburon, are the single most important data 
source. Real-time images are uplinked for 
scientific observation, used as data for post 
mission processing, and provide visual 
information for the pilots operating the vehicles. 
The technical standard used to define television 
equipment -and the maximum resolution - used 
throughout North America has been little changed 
since the development of color television in 1949. 
Advances in digital electronics and data 
compression algorithms combined with the 
United States Governments desire to remain 
competitive in the international television market 
has resulted in the approval in 1996 of a new 
television format, the Digital Television (DTV) 
standard, that provides a five times increase in 
video image resolution. The MBARI High 
Definition Television (HDTV) project is a 
development effort that is implementing this 
emerging technology on our ROV's. In order to 
use DTV 1920 X1080 standard HDTV equipment 
on an ROV several technical problems had to be 

addressed. The major design challenges were 
uplinking the very high data rate video signal, 
maintaining the extremely high resolution imaging 
though the camera housing optical dome 
correction optics, and repackaging a 
commercially available camera for 4000 meter 
ocean depths. The development of the optical 
uplink for the 1.485 Gb/sec HDTV serial data was 
constrained by the requirement of having all 
camera related functions use a maximum of one 
optical fiber, which provides a direct link from the 
camera housing itself to the ship based ROV 
control room. The original camera image quality 
is preserved to the digital HDTV recorder by 
conforming to the SMPTE 292M digital video 
standard for the entire transport and recording 
system and remaining in the optical domain as 
much as possible. This is accomplished by 
placing the optical transceivers within the remote 
camera housing. The high quality video image 
that results significantly improves our ability to 
resolve the details of biological and geological 
targets at all size scales and allows the capture 
of    publication     quality     still     frames. 
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A NEW WAY OF IDENTIFYING BURIED OBJECTS 
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Abstract - Underwater object identification is of great interest 
for a few years to acousticians (detection of boulders), 
marines (detection of buried mines), or archaeologists 
(detection of wreckage). Image and Signal processing 
succeed in identifying objects lying on the sea bottom, 
however identification of an object buried in sediment remains 
complex. 
The purpose of this work is to propose a complete 
identification of objects embedded in the sediment using an 
adapted technology. We use a parametric source, which 
properties are based on the water nonlinear propagation 
characteristics; it has many advantages as an acoustic source 
(high relative bandwidth, narrow beam) which are useful for 
object detection and classification. This paper presents a 
procedure which computes discriminant parameters from 
images to classify these objects. 

I. INTRODUCTION 

The purpose of this research is to study new kinds of 
processing for detection and classification of underwater 
objects (simply immersed, or buried) in normal incidence. 
For a long time, pingers have been used for the detection of 
buried targets like pipelines; however this does not perform 
good results for localization and classification. 

Our method uses a parametric array (presented in the first 
part) in the self demodulation regime and in normal incidence, 
in order to obtain sub-bottom profilers. Thanks to this system, 
we can store three-dimensional data (x,y,z) of a sub-bottom 
zone and perform a precise detection [1]. 
We present then the most important development of this 
research concerning a classification using several methods. 

H. DATA ACQUISITION 

A.   Parametric Array 
The parametric array has many advantages as an acoustic 
source: high relative bandwidth, narrow beam with no 
sidelobes using a small transducer surface. All these features 
imply high relative spatial and temporal resolutions which are 
very useful in application such as object detection and 
classification [2]. 
Briefly, a carrier frequency is generated and mixed in a double 
balance mixer with a raised cosine bell envelope created from 

a function generator. The modulation is sent to a power 
amplifier and then to a transducer. Due to the water nonlinear 
propagation characteristics, a low frequency self-demodulated 
pulse is generated, which corresponds to the second derivative 
of the square envelope of the created signal [3]. In the 
following example the signal is a Ricker pulse which temporal 
and spectral features are described in Fig.l. The generated 
pulse center frequency is around 50 kHz and its beamwidtb 
is about 3 degrees. During the experiment, the sonar is 
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Fig. 1.    a:    Ricker 
analytic ricker 

b:    Fourier Transform of the 

moved, step by step in both horizontal directions (x,y), near 
over the water/sediment interface. Signal frequencies are low 
enough to penetrate the sediment and the object without 
important attenuation. Thanks to the narrow beamwidth, a 
small surface of the object is insonified: we can therefore 
realize multi-line vertical scans over the object as shown in 
Fig. 2 and obtain a 3D information of the target. 

B. Target Description 
Following processing are based on simulated data and on 
real data collapsed during trials made in a pool. Fig.2 shows 
a cross section of a water-filled cylinder target buried in sandy 
sediment. One can clearly notice the water/sediment interface, 
and the two interfaces of the object. Three kinds of immersed 
objects have been used: cylinders, spheres and truncated 
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Wavelet Packets Analysis 
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Fig. 3.   The principle of Wavelet Packets Analysis 

cones (these shapes are currently used for mines). However, 
in order to test classification algorithms, we need to have a 
large data base, so a simulated target data base has been 
created. The simulated targets have been generated in three 
dimensions and, in order to have many different objects in 
the same class, we have simulated objects with different 
dimensions, and the shape details are different for each target. 

III. CLASSIFICATION PROCESSING 

The main purpose is to separate natural objects (boulders,...) 
with manufactured objects (mines, pipe-lines,...) and then to 
separate different kinds of manufactured objects thanks to 
their shape, their material,... 

A. Denoising 
As we can see, real data can be severely noised and it 
necessary to introduce a denoising processing: we propose 
here to use a method based on a wavelet packet 
decomposition. 
Several works have been realized for few years based on 
wavelet packets (WP) to denoise 1-D or 2-D signals. WP 
analysis has been developed by Coifman and Wickerhauser 
as a generalization of the multiresolution analysis [4]. The 
principle of the WP decomposition is shown in Fig.3, where 
x is the temporal signal. Each row is computed from the row 
above, by filtering it with a low-pass filter (h) for 
approximation coefficients and a high-pass filter (g) for detail 
coefficients, and decimating it by 2. Consequently, the 
coefficients in each table location (subband), generate after 
filtering, two coefficients subsets in the adjacent table 
locations below. Hence, this matrix presents the wave packet 
coefficients of the function x. The row number indexes the 
scale of the wavelet packet listed therein and the column 
number indexes both frequency and position parameters. We 

use then the best basis search algorithm proposed in [4] which 
minimizes the entropy cost-function. This function is defined 
for a sequence x = {*,•} in (1). 

%{x) — - ~^2PJ logPj where pj = 
11*1 (1) 

Thus, a minimum entropy configuration is obtained, which 
is characteristic for the regularity degree of the signal 
structure. In order to denoise the signal, it is necessary to 
represent it with fewer coefficients, as a linear combination 
of elements of wave packet library. The idea is to discard 
components with insignificant amplitude (that correspond to 
the noise contribution) according to some criterion, and we 
will try to arrange that the resulting approximation differs 
minimally from the original. We sort the coefficients of any 
optimal representation in decreasing order of absolute value 
and then keep only as many of the largest as we can afford, 
discarding the rest. 

B. First Classification Step 
1) Higher Order Spectra Analysis 
The first idea to separate objects into two classes (natural/ 

manufactured) is to determine the presence of a hull at the 
surface of the object: indeed it can only be detected on 
man-made objects. On received signals, this hull is 
characterized by two reflections of the acoustic wave 
(sediment/shell and shell/water interfaces for a water filled 
object). In spite of the good resolution of the beam, the 
wavelength is necessarily higher than dimensions of the shell 
of the objects and one is faced to a temporal resolution 
problem. Moreover classical methods (matched filter, wavelet 
packets,...) do not succeed in separating both echoes due to 
the presence of the shell. A first processing [5] based on 
Higher Spectra Analysis is proposed here to improve the 
temporal resolution of signals. 
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One of the Higher-Order Spectra usual application is the time 
delay estimation between two sensors. The idea is to use the 
same processing by considering an observation signal and a 
reference signal (the emitted ricker). 
A complete description of Higher-Order Analysis is given by 
[6]. 
The signal bispectrum is defined as the bi-dimensional Fourier 
transform of the third-order cumulant sequence. The main 
problem of this analysis concerns the estimation of spectra: 
indeed a way of estimating polyspectra is to use higher-order 
periodogram. Equation (2) gives the definition of the 
biperiodogram: 

Vt{ui,ui) = j±FeX(ul)X(u2)X{<j1+u2)      (2) 

where X (fc), it = 0,1,..., iV -1 is a real-valued stationary time 

series with zero-mean, X(ux) is the Fourier transform 

of x(k), U>A = ^A for A = 0, 1, ..., N - 1, and Te is the 
sampling period. 
In order to reduce the estimation variance, we can smooth 
the higher-order periodogram over neighboring frequencies, 
or average periodogram estimates over disjoint time blocks, 
or combine the aforementioned two approaches (Welch 
method). This estimation method is similar to the one used 
for the second order (estimation of the power spectrum), 
but the estimation qualities are different. 
As explained in [7], the averaged biperiodogram variance 
decreases faster than the averaged periodogram variance when 
the number of segments used for the average increases. 
Following results will compare their performances. 
In our problem, the signal received by the transducer (defined 
in (3)) can be written as a sum of shifted copies of the emitted 
signal S(k) (ricker) and a noise source W(£), supposed to be 
Gaussian and not correlated with the emitted signal. 

y(Jfe) = £«(*- Di) + w(k) (3) 
»=i 

Since w and s are not correlated, their cross-bispectrum is 
equal to zero; we can therefore write the crossbispectrum 
between y and s as described in (4): 

Viy,(ui,u;2) = V,(uJuu,2).J2e-^Di 
(4) 

»=i 

We can then compute the ratio ft = *■?$*£$ and then 

define the function h (7") [6] by 

h(r) =  fdu!  [ne>u>Tdu;2 = £<J(r - A) 

This function should display strong peaks at the location 
of true delays. In practice, we estimate Z); as index r which 
maximizes \h(r)\. In the same way, at the second order, we 
can compute the ratio of the cross-power spectrum between 
S and Y to the power spectrum of S. 

2) Results 
First results have been obtained on simulated data without 

noise (two rickers shifted by two samples). In this case the 
matched filter does not allow to separate echoes (FigAb). 
Record length is 128 samples which corresponds to a signal 
duration of 256 fis; Fig.4 compares the results of Bispectrum 
and Power Spectrum methods which performances are equal; 
this result proves that these methods can separate both echoes. 
Then gaussian noise is added to signals. One noticed if noise 
and signal are correlated, performances of this method are 
severely degraded. So the introduction of denoising processing 
beforehand is really necessary. 
Fig. 5 presents the results of both methods for two signal to 
noise ratio; in Fig. 5.a and Fig. 5.b, S / N = IdB, and thanks 
to the denoising, it is now easy to separate the two rickers 
for both methods. Fig. 5.c and Fig. 5.d present results for S 
/N=-6dB: the Bispectrum method is still efficient; however, 
with the Power Spectrum method, it becomes difficult to 
extract the two echoes. It just proves that the Bispectrum 
estimator quality is better than the Power Spectrum. 
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Fig. 4.   (a) Observed Signal - Echoes Separation 
using:   (b) Matched Filter - (c)   Bispectrum method 
- (d) Power Spectrum method 

Finally we have tested the method on several real data 
collected on a water-filled aluminum cylinder that had been 
immersed into water: the thickness of the shell is about 8 
mm; the sampling frequency is 500 kHz and the dilatational 
wave speed is about 6300 m/s. The last figure (Fig. 6) 
shows  the  result  of the  higher  order  analysis 
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Fig. 5. Echoes separation after denoising: Power 
Spectrum method [(a) S / N =ldB - (c) S / N=-6dB] 
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Fig. 6. Estimation of a shell thickness 

after denoising: two peaks, separated by one sample (e.g. 
2,/us), can be detected which means that a good 
approximation of the shell thickness is about 6 mm. The 
second peak is reversed because the reflection coefficient 
between the material and water is negative. It is a real 
improvement in comparison with matched filter usually applied 
for that kind of problem. 

C. An Improved Classification 
1) Feature Extraction 
Now, inside the class Manufactured Object, we would 

like to recognize several kinds of targets according to their 
shape. 

Since we have 2D view of the objects in cross sectional 
images, we decided to develop a pattern recognition. The 
purpose is to extract some parameters from these images 
that could discriminate the different kinds of objects. We 
propose to compute Fourier descriptors [8] that has been 
already used so as to describe the silhouette of an object: it 
consists in a decomposition of an edge into a Fourier series. 
Its main advantage is the possibility to make these descriptors 
rotation, translation and homothetic invariant. A same kind 
of object is nearly described by the same descriptors whatever 
its size, its orientation or its position in the image are. 
A closed edge can be considered as a list of uniformly spaced 
pixels with complex coordinates or as a discrete complex 
signal Um. The Fourier coefficients of this signal are given 
by (5) where TV is the number of samples of this signal. These 
terms are called Fourier descriptors. 

c» = jr iß "*»<-'*"* (5) 
m=0 

With the inverse transformation written in (6), the edge 
can be built again from Fourier descriptors. 

N-l 

Um=J2 C"eJ2n! (6) 
n=0 

With an edge following algorithm and a maxima extraction 
applied on cross sectional images, we succeed in visualizing 
a binary shape describing the object (Fig. 7). Then we 
compute Fourier descriptors and we can notice that only 
few descriptors are enough to recognize an object. Indeed 
Fourier descriptors associated with high frequencies 
correspond to edge details. These details are not useful to 
recognize the shape : as we can see on figure 8, only the first 
20 descriptors are enough for a correct recognition. Each 
target will be represented by a feature vector composed by 
these descriptors. 

Fig. 7. Processed image and original image 
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Fig. 8. Reconstruction of a truncated cone with the first 2, 10, 20, 
64,128 coefficients, and original (f) 

2) Results 
Since we do not know the class distribution, we have 

chosen a non-parametric method to classify targets. We need 
to create two data sets: the simulated data base is divided into 
two parts in order to realize the classifier learning and to test 
the algorithm. The training base is composed by 72 feature 
vectors in each class (cylinder, sphere and truncated cone) 
and the test base is composed by 90 feature vectors in each 
class. 
The error rate due to misclassification is around 3% for the 
class cylinder, 2% for the class truncated cone, 3% for the 
class sphere. 
To validate the procedure in a real environment, we have 
made a second series of tests by using the real data set 
composed by 40 feature vectors in each class. Correct 
classification rates appear in the table 1; the misclassification 
rate is always less than 8%. We proved the relevance of 
Fourier descriptors as discriminating parameters. However 
the limits appear when the shape of the object becomes 
complex: indeed only one cross sectional image can not 
represent the whole target shape. 

Classes Cylinder Truncated 
Cone 

Sphere 

Cylinder 97,5% 2,5% 0 
Truncated 
Cone 

2,5% 95% 2,5% 

Sphere 2,5% 5% 92,5% 

Table I 
Classification results using real data base 

3) Towards a complete classification... 
We are now working on the computation of discrimi- 

nant parameters from the whole 3D information; these 
parameters will be rotation, translation and homothetic invariant 
too and they will describe the whole 3D target shape. With this 
more general approach, we are expecting to reach good 
classification rate. 

IV. CONCLUSION 

In conclusion, this work succeeded in improving the temporal 
resolution of acoustic signals thanks to the introduction of the 
Higher-Order Spectra Analysis. The principal application is an 
original geometrical way of classifying a buried, or immersed 
object. To improve this classification, we propose to compute 
discriminant parameters called Fourier Descriptors from target 
2D view: this method is really efficient and allows to obtain some 
good classification rates. However to achieve a complete 
recognition, we are now computing some 3D discriminant 
parameters. 
Many underwater applications can be associated: for instance 
the search for pipe-line or buried cables, the recognition of mines 
and their neutralization. The differentiation between 
manufactured objects and natural objects (like boulders) makes 
ecological applications possible too: for instance, cleaning the 
sea floor. 
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I. Abstract 

The Texas A&M Ocean Engineering senior design 
project for 1999 was to design the upgrade of Diamond 
Offshore's dynamically positioned drillship, Ocean 
Clipper, from a DPS-1 classed vessel to a DPS-2 and 
DPS-3 classed vessel. The objective of this paper is to 
describe the results of this design. 

A dynamically positioned drillship has the capability 
to maintain a fixed position and heading in any 
environment up to the maximum design environment. 
The Dynamic Positioning System (DPS) classification 
status (DPS-1, DPS-2, and DPS3) defines the 
redundancy necessary to withstand specified failures 
on the drilling vessel while maintaining station. During 
drilling operations, failures such as the loss of an 
electrical bus, generator, engine, or thruster are 
considered. In addition, the complete loss of a 
compartment, including its contents, due to fire or flood 
while maintaining station in the maximum design 
environment is evaluated. Four environments are 
considered for the operation of the upgraded Ocean 
Clipper. These environments are the Gulf of Mexico, 
the North Sea, the South China Sea, and West Africa. 

The modifications suggested fortheOcean Clipper 
to operate under a DPS-3 classification differed for each 
environment. For the West Africa environment, the 
recommended modifications are the addition of a third 
electrical bus, the division of the SCR room into three 
compartments, the separation of the transformer room 
and air conditioning (AC) condensers, the addition of 
a door and back-up differential global positioning 
systems (DGPS) in the dynamic positioning (DP) room, 
and the addition of another thruster control system. 
These modifications are also recommended for 
operation in each of the other environments as well 
other modifications specific to the environment. To 
operate in the South China Sea, the addition of a third 
bulkhead is recommended to further subdivide the 
engine room. The recommended modifications for the 
Gulf of Mexico are the addition of three new engines 
and upgraded thruster capabilities. For the North Sea, 
the modifications recommended are upgrading the main 
screws and azimuthing thruster capabilities, the addition 

of an azimuthing thruster in the bow, replacing the 
seven current engines with five more powerful engines, 
and the necessary electrical modifications to 
compensate for the upgraded power. 

II. Background 

A. Ocean Clipper Configuration 
Diamond Offshore Drilling Company's Ocean 

Clipper is currently a DPS-1 classified drilling vessel 
operating in the Gulf of Mexico, and is designed to drill 
to depths of up to 7500 ft. It is approximately 570 ft 
long with a 107 ft beam and an average draft of 24 ft. 
Fully loaded with its risers, the Ocean C//pperdisplaces 
900,895 ft3, which gives her a tonnage of 28,840 tons. 
The Clipper is equipped with two main screws, five 
tunnel thrusters, and one azimuthing thruster, as shown 
in Fig. 1. 

Fig. 1: Ocean Clipper's Current Configuration 

B. DPS Classification Requirements 

A DPS-1 classed vessel has a dynamic positioning 
system that automatically maintains the position and 
heading of the vessel against a maximum environmental 
condition (ABS, 1994). This system includes a manual 
position control and an automatic heading control. To 
upgrade from DPS-1 to DPS-2 the vessel must be able 
to survive any single point failure. A single point failure 
is the failure of any single system on the vessel but 
does not include the loss of a compartment due to fire 
or flood. 
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With regards to the electrical system, a single point 
failure may include the loss of one of the electrical 
bus-tie breaker's or the loss of a transformer. Other 
single point failures may be the loss of an engine, 
thruster, air conditioning condenser, or fuel line. To 
upgrade to DPS-3, the vessel must be able to survive 
any single point failure as well as the complete loss of 
a compartment due to fire or flood. Because theOcean 
Clipper is currently designed with several key 
components located in the same compartment, 
bulkheads must be added to limit the effect of a single 
compartment catching on fire or becoming flooded. The 
compartments that are of main concern are: the engine 
room, Silicone Control Rectifier (SCR) room, 
transformer room, aft winch room, and the auxiliary 
machinery room. 

C. Objective 
The objective of the 1999 Texas A&M Ocean 

Engineering senior design project was to design the 
upgrade of Diamond Offshore's dynamically positioned 
drillship, Ocean Clipper, from a DPS-1 classed drilling 
vessel to a DPS-2 and DPS-3 classed drilling vessel 
(Applequist, et.al., 1999). The capability of the Clipper 
to operate off of the coast of West Africa, in the South 
China Sea, the Gulf of Mexico, and in the North Sea 
are to be considered for each classification. The 
purpose of this paper is to discuss the results of the 
design for the Ocean Clipper upgrade. 

D. Environmental Conditions 
Maximum operating environmental conditions for 

each drilling location are shown in Table 1 (Webb, 
1999). As can be seen in Table 1, the North Sea has 
the most severe overall environmental conditions, that 
include a significant wave height (Y\) of 32.2 feet and 
on minute mean wind speed of 66 knots. West Africa 
has the least severe overall environmental conditions 
with a significant wave height of 12.8 feet and a one 
minute mean wind speed of 22.9 knots. 

Table 1: Operating Environmental Conditions 

Gulf of Mexico North Sea 
1 min. Mean Wind (knots) 43.7 66 
Surface Current (knots) 0.7 1.9 
Hs (feet) 20 32.2 
Period (seconds) 10.9 10.2 

South China West Africa 
1 min. Mean Wind (knots) 40 22.9 
Surface Current (knots) 1.8 1.9 
Hs (feet) 15 12.8 
Period (seconds) 10 16.2 

E. Environmental Forces 
Three different methods were used to compute 

the maximum environmental forces applied to the vessel 
in each environment. These are the American 
Petroleum Institute recommended practices (API, 1993), 
the wind tunnel test data collected from the Texas A&M 
University low-speed wind tunnel, and the SponClip 
software developed by Diamond Offshore (Webb, 
1999). First, the API formulas were used to gain a 
general feel for the magnitude of the environmental 
forces on the vessel. Next, the data from the wind tunnel 
tests were supplied to the senior design groups by 
Diamond Offshore. The design groups were then able 
to analyze these data and determine the wind and 
current forces acting on the vessel in each environment. 
Finally, the SponClip software, developed specifically 
for the Ocean Clipper, was used to evaluate the 
environmental forces on the vessel from any direction. 
The results obtained from the SponClip program are 
displayed in Table 2. 

Table 2: Ocean Clipper Forces in Maximum Operating 
Environment 

West Africa South China Sea 

Force (kips) Bow I Quarter Beam Bow Quarter Beam 

Wind 22         54.5 54.8 67 150 168 
Wave 74.7      132.5 135.8 55 86 118 
Current 4.4   |     48.3 50.8 4 32 48 

Gulf of Mexico North Sea 

Force (kips) Bow Quarter Beam Bow Quarter Beam 

Wind 80.3 180 201 183 410 459 
Wave 143 209 268 246 339 426 
Current 0.6 4.9 7.21 4 36 53 

When comparing the results obtained from the wind 
tunnel test data and the SponClip software it was 
evident that the two were very similar (Applequist et.al., 
1999). Due to this similarity the values obtained from 
SponClip were used to compute the maximum 
environmental forces. 

F. Capability Plots 
To determine the Ocean Clipper's capability to 

maintain station while drilling in each environment 
several capability plots were generated using the 
SponClip program. The wave height and current 
velocities are input along with the required (design) 
wind speed, and the capability plot, Fig. 2, shows the 
maximum wind speed in any direction that XheClipper 
can withstand without drifting off station. Each circle 
represents a wind speed, that increases in multiples of 
10 knots, with the center at 0 knots and the outer most 
circle at 100 knots. The solid black line is the capability 
line and represents the wind speed the Ocean Clipper 
can withstand for the input wave and current conditions. 
The dashed circle represents the required wind speed 
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that the Clipper must withstand in order to maintain 
station during the given environmental conditions. The 
design criteria for the Ocean Clipper requires that the 
vessel be capable of withstanding the design wind 
speed in each environment when the design 
environment is acting 30° to either side of the bow. 
The 30° lines shown in Fig. 2 represent this design 
window. For this study the wind, current, and wave 
forces are assumed to be concurrent. Also, the 
thruster's and main screws are only allowed to operate 
up to 80% of their total power to ensure no thrusters 
are overworked. 

UM 

btWUSH      30° 
Line 

BMT 
WlaiSfcM* 

30* 

Fig. 2: Typical Capability Plot 

III. West Africa 

A. DPS-l 
To determine the capability of the Ocean Clipper 

to maintain position under each DPS classification, 
several capability plots were generated. First, the 
capability of the Clipper under a DPS-1 classification 
was determined. Under a DPS-1 classification, no loss 
of power or equipment is considered, only the ability of 
the vessel to maintain position while subjected to the 
environmental forces typical for the drilling location. Fig. 
3 shows that while drilling off the coast of West Africa, 
the Ocean Clipper can withstand a wind speed of 
approximately 60 knots in the design window, 30 either 
side of the bow, when subjected to the design wave 
height of 12.8 ft and surface current of 1.9 knots. This 
is well above the required wind speed of 22.9 knots 
under these conditions; therefore, the Clipper is able 
to drill in this location under a DPS-1 classification with 
no modifications. 

SM 

Sfeim 

Fig. 3: DPS-1 Capability of the Ocean Clipper with its 
Current Configuration in West Africa 

B. DPS-2 

To upgrade to a DPS-2 classification the Clipper 
must be able to maintain station while loosing any single 
system on the ship. The most critical single point failure 
on the Clipper is the loss of one of the two electrical 
buses that route power from the engines to the 
thrusters and screws. Table 3 shows the arrangement 
of the components currently on each bus. Two 
capability plots were generated to determine the 
vessel's capability with the loss of buses A and B. As 
expected, the more critical of the two is the loss of bus 
A, shown in Fig. 4, due to the fact that the majority of 
the vessels power and thrust capabilities are located 
here. However, even with the loss of bus A, theClipper 
can withstand a wind speed of approximately 40 knots 
along with the design current and wave forces in the 
300 design window, which exceeds the required wind 
speed by almost 20 knots. 

Table 3: Current Two Bus Arrangement 

BUS A BUSB 
4 Engines 3 Engines 

Starboard Main Screw Port Main Screw 
Azimuthing Thruster Thruster 1 

Thruster 2 Thruster 5 
Thruster 3 
Thruster 4 
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Fig. 4: DPS-2 Capability of the Ocean Clipper with the 
Loss of Bus A in West Africa 

To upgrade to a DPS-2 classification no major 
structural modifications are recommended. The only 
modifications necessary are to the start air and fuel 
lines located in the auxiliary machinery room. Currently, 
there is only one set of fuel lines connecting the day 
tanks to the engines, and if these lines are lost no fuel 
can be distributed to power the ship. To correct this, it 
is recommended that an additional set of fuel lines be 
installed to ensure that even under a single point failure 
of the fuel lines all seven engines can receive fuel. A 
similar modification is recommended for the start air 
lines. An additional start-air line connecting the 
emergency pumps to the engines is recommended, due 
to the fact that a break in this line causes the Clipper to 
loose the ability to start any of the engines on the ship. 
With these two modifications any significant single point 
failure is eliminated, and a DPS-2 classification is 
attained. 

C. DPS-3 
To upgrade to a DPS-3 classification the Clipper 

must not only withstand a single point failure, but the 
loss of a single compartment due to fire or flood as 
well. To meet the ABS requirements for a DPS-3 classed 
vessel, the following modifications are recommended. 
New A60 watertight bulkheads are to be installed in 
several compartments to ensure that a fire or flood is 
contained and to ensure that the systems in the 
compartment have a back-up system. First, it is 
recommended that the engine room be separated into 
two compartments with one containing three engines 
and the other containing the remaining four engines 
as shown in Fig. 5. This is to ensure that at least three 
engines are available for operation even if one engine 
room is lost. 

*4fl No. 7 GEN. 

No. 6 GEN. 

No. 5 GEN. 

No. 4 GEN. 

No. 3 GEN. 

No. 2 GEN. 

No. 1  GEN. 

I 

I 

t 

ENGINE ROOM 2 

No.   7   GEN. 

No.  6 GEN. 

No.  5 GEN. 

rn 
l2\_ 

No.  4  GEN. 

No.  3 GEN. 

No.  2  GEN. 

No.   1   GEN, 

ENGINE ROOM 1 

Fig. 5: Existing (left) and Suggested Modifications 
(right) to the Engine Room for West Africa 

The current arrangement of the transformer room 
is such that all seven transformers are located in one 
compartment. If this compartment is lost, then all power 
to the ship is lost; therefore, it is suggested that the 
transformer room also be split into two separate 
compartments, similar in fashion to the engine room, 
using an A60 watertight bulkhead. 

The aft winch room is currently an open 
compartment that houses the air-conditioning 
condensers. It is suggested that A60 watertight 
bulkheads be added to separate the air-conditioning 
condensers to provide redundancy for the air- 
conditioning system and to prevent the loss of the entire 
air-conditioning system if the aft winch room were to be 
lost due to fire or flood as shown in Fig. 6. 

Fig. 6: Modified Aft Winch Room Arrangement for 
West Africa 

The suggested modification to the SCR room is 
the addition of an A60 watertight bulkhead to separate 
the existing SCR room in two. This provides the required 
redundancy for a DPS-3 classification as per ABS. The 
electrical system requires modifications as well. These 
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include the rewiring of power and control cables to 
prevent the loss of a system if a compartment is lost 
due to fire or flood, separating the air-conditioner units 
onto two independent electrical busses, adding new 
uninterruptible power supply (UPS) units, modifying the 
SCR system, and adding a new bus tie-breaker, bus C. 
The addition of this bus allows the Clipper to spread 
out failure points so that the loss of a bus affects fewer 
of the ship's systems. The new bus components and 
their arrangement are shown below in Table 4. The 
new bus system is configured such that all three busses 
can run off either engine room. Therefore, if one 
compartment is lost to fire or flood the remaining power 
can still be used by all of the busses. 

Table 4: Modified Bus Arrangement Including the 
Addition of Bus C for West Africa 

Bus-A Bus-B Bus-C 
Engines 1&2 Engines 3&4 Engines 5,6, &7 

2 Transformers 2 Transformers 3 Transformers 
Fwd Thruster (#3) Fwd Thruster (#4) Stern Thruster (#5) 

Stern Thruster (#7) Fwd Thruster (#6) Az Thruster (#8) 
Stbd Screw (#1) Port Screw (#2) 

To determine the Clipper's ability to maintain 
station with a DPS-3 classification, the most critical loss 
of a single compartment must be determined as well as 
the most critical single point failure. With the 
modifications stated above, the most critical loss of 
compartment is the loss of the SCR room containing 
bus A, which is shown in Fig. 7. With this loss the Ocean 
Clippens able to maintain station with a maximum wind 
speed of approximately 40 knots with the design current 
and wave forces acting concurrently with the wind. This 
exceeds the design wind speed by approximately 20 
knots. 

D. Cost 
To upgrade the Ocean Clipper to a DPS-2 

classification for the West Africa environment, the 
estimated cost is $2.4 million US dollars, and to upgrade 
to DPS-3 classification it is an additional $5.75 million 
US dollars. This includes $77,000 US dollars in 
duplicated costs due to set receiving fees at the 
shipyard and new inspection fees. To upgrade straight 
to a DPS-3 classification it costs approximately $8.1 
million US dollars. All of these estimates contain a 10% 
contingency to provide for unforeseen expenses during 
construction. 

BM 

Fig. 7: DPS-3 Capability of the Ocean Clipper 
with the Loss of Bus A in West Africa 

IV. South China Sea 

A. DPS-1 
To begin the upgrade analysis of the Ocean 

C//pperfrom a DPS-1 classed drilling vessel to a DPS-2 
and DPS-3 classed drilling vessel in the South China 
Sea, the capability of the vessel to maintain station 
under each classification was analyzed. Currently, the 
Ocean Clipper can maintain position in the South China 
Sea operating environment as a DPS-1 classed drilling 
vessel. As can be seen in Fig. 8, the Clipper can 
withstand a wind speed of approximately 60 knots along 
with the design current and wave conditions 30 degrees 
off either side of the bow under its current configuration. 
This more than satisfies the design requirement of a 
40 knot wind speed with a 1.8 knot current and 15 ft 
waves acting in the same direction. 
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Fig. 8: DPS-1 Capability of the Ocean Clipper with its 
Current Configuration in the South China Sea 

B. DPS-2 
To upgrade the Ocean Clipper to a DPS-2 

classification it must be able to withstand the most 
critical single point failure. With the present two-bus 
configuration of the Ocean Clipper, shown previously 
in Table 3, the worst case is the loss of bus A. This is 
because the majority of the vessel's power and 
thrusters are on this bus. With the loss of the 
components on bus A only three engines are left to 
power the vessel, along with two tunnel thrusters and 
one main screw providing station keeping abilities. It is 
no surprise that the Ocean Clipper cannot maintain 
position with the loss of bus A while operating in the 
South China Sea. In fact, the Clipper can only withstand 
a wind speed of approximately 20 knots in the design 
window, half of the required value, when bus A is no 
longer operational. The first alternative considered to 
increase the Clipper's capability under a DPS-2 
classification was to increase the thrust capabilities of 
the main screws and thrusters. However, the amount 
of thrust required to maintain station with the loss of 
bus A, an additional 97 kips per tunnel thruster, is 
unfeasible; therefore, the most reasonable solution is 
to change the current two-bus system to a three-bus 
system, which is displayed in Table 5. With this change 
the most critical single point failure becomes the loss 
of the new bus A. With the loss of bus A, the main 
components lost are two engines and tunnel thrusters 
1 and 5. The port and starboard main screws and the 
azimuthing thruster are not lost due to the fact that 
they are also wired onto one of the other buses. The 
Clipper can withstand a wind speed of 40 knots in the 

30 degree design window with the loss of bus A while 
using a three bus system, as is shown in Fig. 9. 
Therefore, it is recommended that the Ocean Clipper 
change the current two-bus system to a three-bus 
system to operate under a DPS-2 classification in the 
South China Sea. 

SM 

Fig. 9: DPS-2 Modified Capability of the Ocean Clipper 
with the Loss of Bus A in the South China Sea 

C. DPS-3 
To determine the ability of the Ocean Clipper to 

operate under a DPS-3 classification the most critical 
loss of one compartment must be known. To determine 
this, several capability plots were generated that 
showed the effect of the loss of different key 
compartments on the ship. For the Clipper to operate 
under a DPS-3 classification, several primary 
conversions are recommended. As in DPS-2, one of 
the main conversions is to change the present two-bus 
system to a three-bus system, which is shown in Table 5. 

Table 5: Three-Bus Configuration for the South China 
Sea 

BUS A 6ÜSB BUSC 
2 Engines 3 Engines 2 Engines 

Port Main Screw Azimuthing Thruster Port Main Screw 
Starboard Main Screw Thruster 2 Starboard Main Screw 

Thruster 1 Thruster 3 
Thruster 5 Thruster 4 

Azimuthing Thruster 

This configuration eliminates the loss of most of 
the thrusters when a single bus is lost. Note that each 
main screw and the azimuthing thruster are connected 
to two separate busses. This prevents the loss of these 
components with the loss of a single 
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bus. With this new bus system, capability plots were 
produced showing the effects due to the loss of each 
of the SCR rooms containing the buses, which is 
essentially only the loss of the bus in the room. In each 
of these plots the maximum wind speed that the Clipper 
can withstand 30 degrees off either side of the bow is 
40 knots, which is the required wind speed. Therefore, 
the loss of any of the busses does not affect the 
Clipper's ability to maintain station in the South China 
Sea under the design environmental conditions. 

The next key compartment loss that was evaluated 
was the loss of an engine room. In its current 
configuration all seven of the engines powering the 
vessel are in a single room; therefore, the loss of this 
room due to a fire or flood causes the vessel to loose 
all of its power. To begin, it was recommended that a 
bulkhead be added to separate the engines into two 
engine rooms containing three and four engines each. 
With the loss of the engine room containing four engines 
the ship has only three engines remaining to generate 
power. With only three engines left to generate power, 
the wind speed that can be withstood in the design 
window is only approximately 25 knots, which is well 
under the 40 knot requirement. Next, the capability of 
the Clipper operating with four engines was determined. 
Fig. 10 shows that four engines generate enough power 
to maintain station keeping ability with a 40 knot wind 
speed 30 degrees off either side of the bow in addition 
to the other operating environmental conditions. 

bkmiH 

SM 

Stem 

Fig. 10: DPS-3 Capability of the Ocean Clipper with 
Four Engines Operating in the South China Sea 

Therefore, four engines are necessary to maintain 
position in the South China Sea with the three-bus 

configuration. In order to achieve the level of 
redundancy required to maintain a DPS-3 classification, 
the engine room is split longitudinally into three 
compartments by two watertight, fire resistant A60 
bulkheads. Two of these compartments contain two 
engines each and the other contains three engines, 
as shown in Fig. 11. The effect of losing one of these 
compartments leaves a minimum of four operable 
engines. The transformer room requires a similar 
sectioning with watertight A60 bulkheads to provide the 
proper amount of redundancy. The loss of any one of 
these compartments leaves a minimum of four 
functioning transformers. 

■TRANSFORMER  ROOM 
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TRANSF TRANSF 
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jgjWL 

No.  4 GEN. 

No.  3       GEN. 

No.  2  GEN. 

No.   1   GEN. 

Fig. 11: Modifications to Engine Room and Transformer 
Compartment for the South China Sea 

Forward of the engine room, the auxiliary 
machinery room requires splitting with another watertight 
A60 bulkhead so that redundant equipment can be 
added. A secondary setup of air compressors, dryers 
and receivers are installed on the port side of this new 
bulkhead to insure a flow of air to the engines. Also, 
the fuel and start air line modifications made by the 
West Africa group are recommended for both a DPS-2 
and DPS-3 classification. 

To support the three-bus arrangement, 
supplemental SCR rooms are required. These rooms 
are created by placing watertight A60 bulkheads on 
the starboard side of the existing SCR room. The current 
SCR room is split down the center by a similar bulkhead 
so that each bus and the operating equipment on that 
bus is supported in the event of a loss of one of the 
SCR rooms. Additional SCR equipment is required for 
the new room. A secondary set of air conditioning units, 
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attached to a separate bus line, is added to ensure the 
temperature is controlled in the SCR rooms in the event 
of a failure of the existing set. These suggestions are 
shown in Fig. 12. 

3Q degreci 30 de greet 

A.C.C0NDEI 

CONTROL CONSOLE "B" 

tUIN SWTTCHBOARO V ■ REDUNDANT SHIP SERVICE 
SWITCHBOARD 

- SCR PANEL "A" *- CONTROL CONSOLE f 

SHIP SERVICE SWITCHBOARO 

Fig. 12: Recommended Modifications to the SCR Room 
for the South China Sea 

D. Cost 
The final task is the cost analysis. Diamond 

Offshore provided the unit costs for each of the 
modifications (Baca, 1999). Using these unit prices, the 
cost to install the needed bulkheads, wiring and 
equipment, as well as the labor and welding costs were 
compiled. The cost to complete the upgrade to a DPS-2 
or a DPS-3 system was calculated and compared to 
determine which is more cost effective. The final 
amounts calculated for conversion of the Ocean Clipper 
are $5.79 million US dollars to obtain a DPS-2 
classification, and $9.01 million US dollars for a DPS-3 
classification. This cost includes a ten-percent 
contingency for unforeseen expenses during 
construction. 

V. Gulf of Mexico 

A. DPS-1 
Under a DPS-1 classification no loss of 

equipment is considered, and with the Gulf of Mexico 
design environment approaching within 30° of the 
bow, the vessel can withstand the 43.7 knot design 
wind speed, as can be seen in Fig. 13. 

Fig. 13: DPS-1 Station-Keeping Capability in the Gulf 
of Mexico 

B. DPS-2 
For a DPS-2 classification the most critical loss of 

a single component on the ship must be known. This 
critical failure is the loss of one of the two electrical 
busses. The original DPS-1 design of the Ocean Clipper 
is configured in such a way that the seven generators, 
six thrusters, and two propellers are located on two 
electrical buses. The Gulf of Mexico analysis of the DP 
capability plots show that the loss of any one of these 
buses causes station keeping abilities to be lost, and 
that seven generators must remain online at all times 
in order to maintain station with all thrusters and screws 
operating. Therefore, a new bus system is introduced 
that allows for the loss of a single bus. This new five-bus 
system, shown in Table 6, is configured in such a way 
that at least seven generators remain online in the 
event of the loss of a single bus. Table 6 also shows 
the addition of two new generators, three new 
transformers, and eight new thruster motors. The two 
generators are added for power necessities, and the 
three transformers are added in order to handle this 
new power. The thruster motors are added for 
redundancy. 

Table 6: Five-Bus Arrangement for the Gulf of Mexico 
A-Bus B-Bus C-Bus D-Bus E-Bus 

2 Generators 2 Generators 1 Generator 2 Generators 2 Generators 
Thruster #2 Thruster #3 Thruster #1 Thruster #1 Thruster #3 
Thruster #4 Thruster #4 Thruster #2 Thruster #5 Thruster #5 
Thruster #6 Thruster #6 Port M. Screw Port M. Screw Port M. Screw 

Stbd. M. Screw Stbd. M. Screw Stbd. M. Screw 
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With this change in the bus arrangement the loss 
of any one of the busses was analyzed to determine 
the DPS-2 capability in the Gulf of Mexico. The loss of 
any one of the busses containing two generators is the 
most critical single point failure. This loss results in the 
loss of the power provided by the generators tied to 
that bus, and even with the remaining thrusters running 
at 80% power, the DP system is not able to maintain 
position for a near bow environment. However, because 
SponClip allows the user to determine which 
modifications are necessary to maintain station-keeping 
capability, the necessary thruster modifications were 
determined. With the current thruster configuration the 
vessel can only withstand a wind speed of approximately 
40 knots, which is less than the required value of 43.7 
knots. With the upgrade to two 10,000 HP main screws 
and a 4,000 HP azimuthing thruster the Clipper can 
maintain station under the design environment in the 
Gulf of Mexico. Fig. 14 displays the station keeping 
capability for a DPS-2 classification. The vessel can 
withstand a wind speed of approximately 45 knots in 
addition to the given wave and current forces acting 
30° off either side of the bow. 

30 (UgTMJ^ 

Fig. 14: DPS-2 Capability with the Loss of One Bus 
(A,B,D, or E) in the Gulf of Mexico 

C. DPS-3 
The most critical loss of a compartment for a DPS-3 

classification is the loss of one of the SCR rooms, which 
has the same effect as the loss of the bus contained 
within the room as in DPS-2. An engine room loss also 
has the same effect because the engine room is 
modified such that any single room contains at most 

two engines. Therefore, the suggested modifications 
for station keeping ability are roughly the same for the 
two classifications. The upgrade to a DPS-2 and DPS-3 
classification in the Gulf of Mexico requires the addition 
of a five bus system along with upgrading the propulsion 
equipment to two 10,000 HP main screws and a 4,000 
HP azimuthing thruster. The start air and fuel line 
modifications made by the West Africa group are also 
recommended for operation in the Gulf of Mexico with 
a DPS-2 and DPS-3 classification. 

In complying with a DPS-3 classification, the loss 
of a single compartment must not affect the station 
keeping ability of the vessel beyond a set value. The 
capability plot (Fig. 14) shows that the Clipper must 
always have seven engines online. Therefore, the 
original engine room is partitioned so that the loss of a 
compartment allows seven engines to remain online. 
Also, under the five-bus system that was developed, 
the loss of two engines is equal to losing one bus. 
Therefore, the engines in each engine room are 
isolated in order that the ship loses at most two engines 
with the loss of one compartment. It is recommended 
that the original engine room be split into four 
compartments with watertight A60 bulkheads. One 
additional engine is placed in the original engine room, 
bringing the total number of engines in the original 
engine room to eight, with each new compartment 
containing two engines. The second additional engine 
required for station keeping ability is placed in the 
auxiliary machinery room, where other modifications are 
also necessary, as shown in Fig. 15. 
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Fig. 15: Engine Room, Auxiliary, and Transformer 
Room Modifications for the Gulf of Mexico 

The auxiliary machinery room (Fig. 15), just forward 
of the engine room, has several original and redundant 
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components that are not separated. Therefore, in the 
event of a fire or flood in this room all capability of these 
components is lost. Examples of these components 
include the air compressors, receivers, and distiller 
units. It is recommended that the auxiliary machinery 
room be split with a watertight A60 bulkhead to separate 
original and redundant components. Also, the second 
additional engine required for station keeping ability is 
located in the room along with the third additional 
electrical bus. Due to the fact that both an engine and 
a bus are located in this same room, extra air 
conditioning is also added. 

It is recommended that the transformer room be 
partitioned into five different compartments to insure 
redundancy due to a fire or flood. Loss of the original 
transformer room results in total shutdown of the power 
relay from the generators to the buses. Therefore, A60 
watertight bulkheads are installed separating the ten 
transformers. This allows for redundancy, and no power 
conversion ability is lost with a fire or flood. 

A similar situation exists in the SCR room, where a 
fire or flood disables both original buses. The loss of a 
single bus with this original system prevents the 
distribution of electricity to any onboard system, 
including the thrusters. Thus, major steps are made to 
modify the SCR room and bus system for DPS-3 
requirements. First, the original SCR room is split with 
an A60 watertight bulkhead, as shown in Fig. 16. Bus 
A and bus B are already in the original SCR room, and 
bus C is placed in a split electrical workshop and stores 
room. Bus D is placed in the aft winch room, and the 
final bus, bus E, is placed in the auxiliary machinery 
room. 

Because of the high humidity in the Gulf of Mexico, 
air conditioning for the rooms containing sensitive 
electrical components is addressed. In the original aft 
winch room, there are two air conditioning condensers. 
These air conditioning condensers supply air to the 
vessel and most importantly to the SCR rooms. The 
SCR rooms containing the electrical busses must be 
air conditioned because the loss of the air conditioning 
condensers leads to condensation forming on this 
sensitive circuitry and power relays to the thrusters. 
With the addition of three new buses, more air 
conditioning capability is added. Two new air 
conditioning units are added to the aft thruster room, 
which not only adds more air conditioning capability, it 
also adds redundancy to the original units. In the case 
of a loss of the aft winch room, the two new units are 
still available. Fig. 16 shows the SCR, aft winch, and 
aft thruster room modifications. 
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Fig. 16: SCR, Aft Winch, and Aft Thruster Room 
Modifications for the Gulf of Mexico 

D. Cost 
The conversion of the Ocean Clipper \s estimated 

to require 105 days of work in a dry dock shipyard. To 
convert from a DPS-1 to a DPS-2 classification, it is 
estimated to cost $17.6 million US dollars. This cost 
includes all shipyard services, personnel services, and 
electrical and propulsion modifications. Advancing to a 
DPS-3 classification can be done simultaneously and 
only takes 75 of the total 105 days to complete because 
the DPS-3 classification only needs structural 
modifications when advancing from the DPS-2 
classification. The DPS-3 classification requires an 
additional $2.8 million US dollars, yielding a total DPS-3 
cost of $20 million US dollars. 

VI. North Sea 

A. DPS-1 
The Ocean Clipper can not maintain station when 

subjected to the operating environmental conditions in 
the North Sea under its current configuration in a DPS-1 
classification. To maintain station while drilling, it is 
necessary to replace the existing engines that provide 
23,468 HP with four 16 CM32 Caterpillar engines and 
one 8 M32 Caterpillar engine that provide 43,402 HP 
total. Two new azimuthing thrusters are also needed to 
maintain station. One replaces the existing thruster, and 
the other is placed 100 feet forward of midship. With 
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these conversions, the capability of the Ocean Clipper 
in the North Sea is shown in Fig. 17. The Clipper can 
withstand a wind speed of approximately 66 knots along 
with the design wave and current forces in the North 
Sea when these forces are applied in the 30° design 
window. 
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Fig. 17: Capability of the Ocean C//pperwith Upgraded 
Thrusters and Engines in the North Sea 

With the installation of five upgraded engines and 
two azimuthing thrusters, several hull modifications were 
made. The upgraded engines are arranged 
longitudinally as shown in Fig. 18. Also shown in Fig. 
18 is the arrangement of the upgraded transformers. 
One new transformer is required with the addition of 
the bow azimuthing thruster and the original seven 
transformers are upgraded proportionally to match the 
azimuthing thruster's increased power requirements. 
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Fig. 18: Modified Engine Room with the Addition of 
the A60 Watertight Bulkheads for the North Sea 

As a result of the upgraded engines, additional 
SCR capacity is added to convert the AC power from 
the engines to DC power needed for the thrusters. The 
additional power provided by the upgraded engines is 
approximately double the power provided by the existing 
engines, so the SCR capabilities are also doubled to 
handle the increased load. To meet these requirements 
the number of SCR panels are doubled. One new air 
conditioning unit is added to provide adequate 
temperature control to the new SCR room. The original 
air conditioning unit is moved into the engineering 
workshop, and the new unit is located in the electrical 
workshop, directly adjacent to the SCR room. Fig. 19 
shows the relocation of the air conditioning condensers 
and the additional SCR capacity located in the aft winch 
room. Fig. 19 also depicts a new elevated catwalk 
system located directly above the engine room. 
Elevation of the catwalks is required because the 
upgraded engines are 17 feet high and ample space 
must be left for maintenance and air circulation. 

Fig. 19: SCR Room with the Addition of the A60 
Watertight Bulkheads for the North Sea 

The new azimuthing thruster is located 100 feet 
forward of midship along the longitudinal centerline. 
This distance is greater than 6.5 propeller diameters 
(assumed diameter is 14 feet) away from the riser. This 
is a sufficient distance so that no flow effects from the 
thruster will hinder operation of the riser. The new 
azimuthing thruster is retractable; therefore, a trunk 
for retraction is cut into the hull. 

B. DPS-2 
In order to meet a DPS-2 classification, a five bus 

system, shown in Table 7, is installed to replace the 
current two bus system. This gives the necessary 
redundancy to meet failure requirements. Also, the main 
screws are upgraded to 220 kips so that the Clipper 
can maintain station while sustaining the most critical 
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Single point failure, which is the loss of the aft 
azimuthing thruster. The SCR panels and transformers 
are also upgraded to be compatible with the five bus 
system. The start air and fuel line modifications are 
also recommended. The capability of the Clipper with 
these modifications under a DPS-2 classification is 
shown in Fig. 20. Although the Clipper cannot withstand 
the design wind speed of 66 knots in the design window, 
it can maintain station within a 20° window on the bow, 
as well as a 77 knot wind speed acting directly on the 
bow, which is determined to be acceptable. 
Table 7: Five Bus Arrangement for the North Sea 

A-Bus B-Bus C-Bus D-Bus E-Bus 

1 Generator 
Thruster #5 
Stbd. M.S. 

1 Generator 
Thruster #1 
PortM.S. 

1 Generator 
Thruster #2 

Az. Thruster #2 

1 Generator 
Thruster #3 
Port M.S. 

1 Generator 
Thruster «4 

Az. Thruster #1 
Stbd. M.S. 

D. Cost 
The North Sea cost analysis shows that it costs 

$48.7 million US dollar's to convert from a DPS-1 to a 
DPS-2 classification. To convert from DPS-2 to DPS-3 
it will cost $4.4 million US dollars. The total cost to 
convert from DPS-1 to DPS-3 is $53.1 million US 
dollars. It costs approximately $290 million US dollars 
to build a new DPS-3 class drillship for the North Sea 
environment. The difference between building a new 
ship and modifying the Ocean Clipper is $237 million 
US dollars. It is recommended that all of the 
modifications needed to upgrade from DPS-1 to DPS-3 
be accomplished at once since the cost difference is 
not dramatic. 

VII. DIP Room 

WtniSpMi 

Fig. 20: The Ocean Clippers Capability with Upgraded 
Main Screws and the Loss of Bus #1 (Aft Azimuthing 
Thruster) for the North Sea 

C. DPS-3 
The capability needed to meet DPS-3 requirements 

is the same as DPS-2; therefore, the only additional 
modifications that must be made are structural. 
Compartmentalization of several key components is 
done to ensure redundancy in case of fire or flood. 
These components include the engines, SCR panels, 
transformers, AC condensers, and equipment in the 
DP room. Fig. 18 and Fig. 19 show the A60 watertight 
bulkheads added to the engine room (top tank deck) 
and SCR room (second deck) in order to meet the 
DPS-3 classification. In the case of a failure in any single 
compartment due to fire or flood, the addition of these 
bulkheads prevents the loss of more than one engine, 
transformer, or SCR panel. 

The current configuration of the dynamic 
positioning (DP) room, located just aft of the bridge, is 
shown in Fig. 21. This room is modified in several ways 
in order to meet DPS-3 classification requirements. The 
first problem that is addressed concerns fire safety. In 
the event of a fire breaking out on the bridge, the DP 
Room must be manned in order to ensure that the ship 
is able to stay on station. Since there is only one exit 
from the DP room, that leads onto the bridge, a crew- 
member in the DP Room is trapped until the fire is 
brought under control. A more serious concern is the 
possibility of a fire burning uncontrolled, necessitating 
the evacuation of the bridge deck. In this case a crew- 
member cannot escape. In order to rectify this problem 
a second door is installed in the DP Room as a means 
of fire escape. 
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Fig. 21: Current DP Room 

Next, equipment is moved out of and into the DP 
room to gain redundancy for all of the positioning 
systems. The DP room currently houses two hydro- 
acoustic positioning systems. These systems are used 
to position the ship by acoustic beacons placed on the 
seafloor and give essential information about the riser 
angle relative to the blowout prevention stack, or BOP. 
These are the only two acoustic positioning systems 
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on the ship; therefore, the loss of the DP Room results 
in loss of all hydro-acoustic positioning capability 
Furthermore, the only uninterruptible power supply 
cabinet (UPS) is located in the DP room The UPS is 
designed to provide battery power to the ship in the 
event of a blackout. 

♦ FinÄ^th of the two differential global positioning 
h)5im.(DGP? ,SeunSOrS °n the shiP a?e located on tte bridge. Loss of the bridge results in the loss of all DGPS 
reference capability. While the loss of either the 
hydro-acoustic systems or the DGPS systems by 
themselves do not cause a critical failure in the ship's 
ability to maintain station, it does leave the ship relyina 
on one system alone. Loss of the UPS is catastrophic 
in that no power for lighting or essential systems is 
available to a repair team. 

^Ia?rfi the four design teams developed a 
modified DP room arrangement to adjust for the 
problems discussed previously. Next, the merits of each 
design were evaluated using a weighted objectives 
analysis as shown in Table 8. 

Table 8: DP Room: Weighted Objectives Analysis 

Each objective from the different designs is ranked 
l - 4 with a value of 1 representing a barely passable 
solution and a score of 4 representing an ideal solution 
Each objective is weighted by a percent of importance 
making the highest possible total score from any group 
3 UI,Ähest scores are found in the Gulf of Mexico 
and North Sea groups. Taking this into consideration, 
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Gyro 
Cabinet 

Existing 
Door    to 
Bridge 

all of the teams collaborated to propose the 
configuration shown in Fig. 22. 

The combined proposal for the DP room has the 
essential fire safety measures installed and meets the 
redundancy requirements stipulated by a DPS-3 
classification. The DP room has an additional exit 
ocated on the aft wall of the compartment. One DGPS 
unit is moved from the bridge into the DP room One 
hydro-acoustic system is moved from the DP room to 
the bridge. A new UPS cabinet is placed on the bridge 
and a new thruster control system (TCS) overhead 
display is placed in the DP room. ove™eaa 

VIII. Cost Comparison 

««* J      9 shows a comparison of the costs to convert 
I*, ?™n CI'PPerfTom a DPS-1 to a DPS-2 class for 
each different environment. West Africa (WA) has the 
lowest cost (2.2 million) because it does not require 
any major structural changes. The North Sea (NSI has 
the highest cost (48.7 million) because all of the current 
engines must be replaced with more powerful engines 
and an additional azimuthing thruster must be added' 
and other propulsion and electrical systems must be 
upgraded. The general costs include docking and 
inspection fees, painting, and any items that do not fall 
InHnH rmaJüln9 cate90ries. The structural costs 
include the addition and removal of bulkheads, and 
any hull modifications that were made. The propulsion 
costs include any additional propulsion equipment as 
well as any upgrades to the existing equipment. Finally 
ttie electrical costs include any electrical modifications 
made on the vessel such as the addition of an electrical 
bus or wiring. 

Table 9: Comparison of the Costs for the Different 
Envn-onments for DPS-1 to DPS-2 in Millions of US 

Gen. Struc. Prop. Elec. Total 
WA 2.2 None None None 2.2 
SCS 2.9 0.2 None 2.1 5.2 
GOM 8.8 None 4.8 4.1 17.6 NS 13.3 0.2 30.7        4.5 48.7 

Table 10 shows a comparison of the costs for the 
ucean Clipperto be converted from a DPS-1 to a DPS-3 
classification. The conversion from DPS-1 to DPS-3 is 
recommend to be done at once because the difference 
in cost is not substantial for the conversion ($3.2 million 
dollars average for the different groups). The main 
modification taking place in this conversion is the 
addition of the A60 watertight bulkheads. 

Fig. 22: Combined DP Room Proposal 
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Table 10: Comparison of the Costs for the Different 
Environments for DPS-1 to DPS-3 in M.ll.ons of US 
Dollars 

WA 
SCS 
GOM 
NS 

Gen. 
2.2 
4.4 
11.1 
17 

Struc. 
0.9 
1.7 
0.5 
0.8 

Prop.  I  fcieö 
None 
None 
4.8 
30.7 

2.1 
2.1 
4.1 
4.5 

Total 
5.2 
8.2 
20.4 
53.1 

IX Conclusions 

The recommended changes to upgrade the Ocean 
Ctoperfrom a DPS-1 classed drilling vessel to a DPS-3 
classed drilling vessel are as follows. For dnll.ng off 
the coast of West Africa a third electrical bus must be 
added to the two existing busses. The SCR room, 
transformer room, aft winch room, engine room, and A. 
C  condensers must be split with watertight A60 
bulkheads. An additional door, backup hydro-acoustic 
equipment, and TCS must be added to the auxihary 
DP room. These modifications are also recommended 
for the remaining three environments as we I as other 
changes for each environment. To drill in he Sou h 
China Sea under a DPS-3 class.f.cation it   s 
recommended thattwo bulkheads be added to separate 
the engine room into two rooms containing two engines 
each and one room containing three engines. To attain 
a DPS-3 classification in the Gulf of Mexico it is 
recommended that two engines be added to the engine 
room, and the azimuthing thruster and ma.n screws be 
upgraded. Also, eight thruster motors and three 
electrical busses must be added to the vessel To be 
classed as a DPS-3 drilling vessel in the North Sea the 
seven existing engines must be rep faced with five more 
powerful engines. Also, an azimuth.ng thruste must 
be added to the vessel and the current az.muthing 
thruster must be upgraded. Finally, three new electncal 
busses must be added to the two existing busses. 
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Abstract: We describe an unsupervised processing pipeline for 
the analysis and visualization of sonar data. Recently developed 
3D interpolation and segmentation methods are introduced, as 
well as a completely new surface construction method. All meth- 
ods are based on employing quad- and octrees, which results in 
a fast processing. Accurate results are obtained for complex 
boundary shapes. Processed seabed data are accurately fused 
with bathymetric data. The methods enable a fast, highly accu- 
rate and interactive seabed analysis. 

I- Introduction 

3D processing and visualization extends traditional image analy- 
sis, facilitates the detection of structures and objects, and im- 
proves analytical accuracy. 3D seabed data are obtained at vari- 
ous sites by using bottom-penetrating sonar (Topas) on a vessel 
which maneuvers in zigzag patterns. In order to extract continu- 
ous surfaces from these data, robust interpolation, segmentation 
and surface construction methods are required. For the interpo- 
lation a method has been developed which takes the nature of 
the data into account [1]. For the segmentation a 2D method [3, 
4] has been extended to 3D. Marching Cubes [21 is a well-known 
surface construction algorithm. Here, a method is presented 
which creates efficiently-encoded surfaces. In the methods hi- 
erarchical data representations play an important role. Each 
method consists of an upward pass in which a multi-resolution 
pyramid is built and a downward pass in which the processed 
data is refined. Because processing at low resolutions is very 
fast, initial coarse processed data are quickly obtained whereaf- 
ter the ROI can be easily adjusted. This improves the interactivity 
and avoids unnecessary computationally-expensive processing 
at high resolutions. Hence, this fast user interaction enables a 
fast analysis of huge data volumes of large survey areas. 

II- Volumetric interpolation 
The most prominent feature of Topas sonar is that each acoustic 
signal represents 1 vertical line in the seabed (ping). Therefore, 

we can make a map of the ship trajectory, i.e. a pingmap (see, 
e.g., Fig. 6a). After the selection of a user-defined ROI in the 
map, the ping data is registered on a regular volume. The empty 
spaces in the volume are then filled using a 3D interpolation 
method based on a quadtree of the pingmap. Its basic idea is that 
by sampling the data in a quadtree the gaps get smaller at higher 
tree levels. Small gaps can be interpolated at low and big gaps at 
high levels, both using adjacent information available; see Fig. 
1. Below the processing steps are described. 

A- Quadtree construction: Let the original pingmap (with gaps) 
be level 0 of the quadtree. Starting at level 0, the following 3 
processing steps are performed for each level 1. First, if / > 0, a 
new level is constructed by performing for each position a 
bottom-up selection at / - 1. If a 2x2 block of child positions 
contains 1 or more pings, one is selected. Second, all gaps be- 
tween data positions of size I are marked for interpolation. Gaps 
are marked differently, depending whether Ax = 1 or Ay = 1; if 

Ax = Ay = 1 the gap is marked as Ax = 1. This facilitates the 
interpolations because we need only to interpolate between 2 
pings. Third, it is determined if a higher level must be added. If 
all positions are either marked or filled the tree is ready. 

B- Interpolation and down-projection: Let the constructed 
quadtree contain n levels. For each level /, starting at level n -1 
and ending at level 0, the following 3 processing steps are per- 
formed. First, if 1 < n -1, an extra marking pass is performed in 
order to mark new gaps which have been created by 
down-projecting data from higher levels, see below. Second, 
pings are determined for all empty positions. At each non-marked 
position the closest ping is determined in the local 2x2 block 
using a top-down selection at level 0. This ping is then dupli- 
cated. This leads to a blocky effect. In the results section we 
describe how to perform the interpolation without these dupli- 
cations. At each marked position (x, y) a ping is interpolated 
using either the pings 
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Figure 1: Processing steps in the quadtree of the pingmap 
which guides the 3D interpolation. Empty positions are 
denoted as white and filled positions as black squares. A 
cross in a white square denotes that the position is marked 
for interpolation. A grey cross indicates that the position 
is marked in a second pass. 

at (x-1, y) and (JC+ 1, y), or (x, y-1) and (x, y+1), depending 
whether (x, y) is marked as Ax = 1 or Ay = 1. The closest 
pings are used by performing a top-down selection at level 
0. Then, an interpolation scheme is used in which bound- 
ary orientations at each depth in the data pings are esti- 
mated by calculating cross correlations, using a mask of 
size s. The correlations are obtained by fixing the depth of 
the mask in one ping (M'mpl) and changing it in the other 
ping (M/ inpT)\ see Fig. 2. Totally, Ndepths are used for 
each depth z in pi. A high correlation indicates a good fit 
between the data in the masks. Therefore, the depth with 
the maximum correlation is determined. This defines the 
orientation for a linear interpolation between the data val- 
ues in pi andp2, and results in a value for ping p. If there 
are multiple depths with identical absolute maxima, each 
depth is taken into account. This allows for the interpola- 
tion of complex shapes. After performing this interpola- 
tion scheme at all p\ depths, remaining empty places in 
the pingp are filled by using linear interpolations, because 
not necessarily all places are filled. Third, if 1 > 0, the 
determined pings are down-projected to their child posi- 
tions at all lower levels. 

Ill- Volumetric segmentation 

Regions are automatically detected by using a segmenta- 
tion method which is very robust to noise in the data. The 
basic idea is that by spatially smoothing data in an octree 

M 

Mo 

]VLN-I 

Figure 2: Shape-based interpolation between 2 pings at a 
depth z. The 2 bold lines (pi and/?2) denote available sig- 
nals, sholving a simple reflection. The dashed bold line 
(p) is the interpolation regult. Mis the fixed mask atpl, M} 
the variable mask at p2. The arrow indicates the deter- 
mined orientation. 

the class separation in the feature space increases. This 
allows for a good data classification at a high tree level. 
Then, by employing a noise-robust filter method in the 
boundary regions, data can be classified at high spatial 
resolutions. Below the processing steps are described. 
A- Octree smoothing and clustering: In the octree con- 
struction, voxels at level 1 (1 > 0) are calculated by aver- 
aging non-overlapping voxel blocks of size 2x2x2 at level 
1 - 1. The resulting tree contains n levels where level 0 
represents the original data. In the special case that level 0 
has the size of a cube, level n -1 consists of only 1 voxel 
which is the mean of all data voxels. At a level lc where 
the noise in the feature space is sufficiently reduced, an 
unsupervised clustering method without spatial connec- 
tivity constraints is applied in order to determine the data 
clusters. Local-centroid clustering [4] is used. In this algo- 
rithm the histogram is iteratively changed by calculating, 
for each greyvalue x, a sum of histogram values in a local 
mask. The sum is weighted depending on the distance to 
JC. This weighted sum indicates another greyvalue to which 
the histogram value at JC is added. The algorithm stops when 
there are no more changes in the histogram. Then the his- 
togram directly yields the clusters. Furthermore, a 
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Figure 3: 2D scheme of the 3D boundary-filter method applied 
to a simply-shaped configuration. It shows a crosssection of 2 
corresponding tree levels / and / -1. Level / has been expanded. 
At level /, the boundary region consists of 2 voxel layers; at 
level /- 1, of 4. At level /the arrow indicates the orientation 
perpendicular to the boundary. At level / - 1 the filled square 
indicates a child voxel whose neighborhood is filtered. 

stop criterion 

marking     ^M 

* \ 
sampling 

marking 
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Figure 4:2D scheme of the processing steps in the octree which 
guides the surface construction and approximation. On the left 
an octree is shown and on the right a corresponding continuous 
space. Squares represent voxels and dots vertices. Filled squares 
denote boundary voxels, white squares background voxels. A 
grey square indicates that the spatial continuity of the voxel is 
marked. Lines denote edges. The thicker the line, the higher in 
the tree it has been constructed. 

supervised method has been implemented which allows the 
user to interactively specify clusters in the histogram. The 
segmentation at level lc is obtained by labeling each voxel 
with the label of its nearest cluster. 

B- Down-projection and boundary refinement: In order to 
obtain the segmentations at lower levels (0 <_ / < lc) for each 
level /, starting at level lc and ending at level /, the following 
2 steps are performed. First, the label of each non-boundary 
voxel is down-projected to its 8 children. Also, for the children 
which are not centrally located, their parent label is directly 
allocated. Second, for each boundary voxel, an 
orientation-adaptive refinement is used. It consists of 
calculations performed at level / and / - 1; see Fig. 3. At 
level /, all cluster configurations in the neighborhood of the 
voxel are determined. For each configuration, the 3D 
orientation of the vector orthogonal to the boundary is 
estimated. Then, at level /-1, for each child which is centrally 
located in the boundary region, the local data is convolved 
with a 2D planar filter which is positioned successively in all 
determined orientations. The use of this filter, instead of a 
3D diabolo-like filter, highly improves the boundary quality. 
The label which is allocated to the child is determined by 
using a smallest distance criterion between the filter responses 
and the clusters. 

IV- Surface construction and visualization 

After the segmentation, a connected-component labeling is 
performed in order to partition each cluster into separate 
regions, because regions which belong to the same cluster 
may not be spatially connected. Then the surfaces of each 
region are extracted by using a new method. Its basic idea is 
that by sampling the data in an octree the spatial continuity 
of the boundary voxels increases at higher tree levels. With 
some restrictions, high-curvature areas can be connected at 
high and low-curvature ones at low resolutions. Furthermore, 
separated voxels at a high resolution can be connected at low 
resolutions; see Fig. 4. In this way it is possible to construct 
large polygons covering flat boundaries and smaller ones in 
curved boundaries and intersections. Below the processing 
steps are described. 
A- Octree construction: Let the original data of size 
NxxNyxNz consist of boundary voxels denoted by II and 
background voxels denoted by 10. This is octree level 0. 
Starting at level 0, the following 4 processing steps are 
performed for each level /. First, if / > 0, a higher level is 
constructed by performing for each voxel a top-down search 
in the 2 x 2 x 2 non-overlapping block of child voxels at 
/ -1. If at least 1 of the 8 children is equal to 71 or is marked 
(see below), the parent is set to II. Second, for each 71 
voxel the spatial continuity in its neighborhood is 
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determined. A simple model is used which only takes into 
account the 6 closest voxels: xO, xl, yO, j/1, zO and z\. 
Let jOl denote jO £ JO A j'l ^ 70, and X, K, Z, AT, 
XZ and FZ denote xOl.yOl, zOl, xOl A j/01, zOl A zOl 
and j/01 AzOl, respectively. Hence, X denotes a voxel with 
continuity in x (II in xO and xl), and XK denotes a voxel 
with continuity in x and y (diagonal). Then, continuities 
are marked differently, depending on the boolean values 
X, Y, Z, XY, XZ and YZ; if X A Y A Z, it is left unmarked 
because we want only to construct polygons for region sur- 
faces, and not for region interiors. This facilitates the 2D 
polygon construction. Third, if / > 0, for each marked 
voxel it is determined whether it is also valid at higher res- 
olutions. A marked voxel is valid if it is equal to or higher 
than {XY >X,XY> Y,XZ >X,XZ>Z,YZ>Y and 
YZ > Z), and not contradicting (according to 3 orthogo- 
nal groups: {X,Y,XY}, {X,Z,XZ} and {Y,Z,YZ}) its 
marked child voxels at all lower levels. Fourth, it is de- 
termined whether a higher tree level must be added. If 
Nx < 2, Ny < 2 or Nz < 2 the tree is ready. Only when 
Nx > 6, Ny > 6 or Nz > 6 an extra level is built. 

B- Polygon construction: Let the constructed octree contain 
n levels. Then n surfaces can be built, independently of each 
other, at the different resolutions. Let s (0 <_s < n) be the 
desired resolution level. Then, for each level /, starting at 
level n - 1 and ending at level s, a polygon construction 
scheme is performed for each marked voxel. If / > s, it is 
performed only for voxels which are valid at s. In this scheme, 
vertices are determined for the relevant voxels by perform- 
ing a top-down selection in the tree. Thereafter, a polygon is 
constructed by connecting the vertices in a, for XY, XZ and 
YZ differently defined, clockwise order. 

V- Results and discussion 
The methods were applied to both artificial data volumes and 
3D sonar data. Underwater acoustic data were obtained with 
Topas sonar at a Norwegian site Horten. A part of the 
pingmap, can be seen in Fig. 6a. The positions were obtained 
after linear interpolation between GPS coordinates using an 
independent ping timer. Each ping was preprocessed per- 
forming a gain correction (different pings can have different 
gain values), a time-variable gain modification, an averag- 
ing filter and rectification. See Fig. 6b for a traditional 2D 
dataplot of the 8 "linear" trajectories. After the selection of a 
3D ROI, a volume was created by mapping the pings to a 
regular grid of size 64 x 128 x 128. Thereafter, 16.46% of 
the Horten volume was filled; see Fig. 8a. 
A- Complex shapes: Both the interpolation and segmentation 
allow for the processing of complex-shaped boundaries. In 
the ping interpolation scheme multiple orientations are cal- 
culated. Then, for each orientation an interpolation is per- 
formed. In the boundary refinement of the segmentation, 
multiple cluster configurations in the local voxel neighbor- 
hood are determined. Then, for each configuration the bound- 
ary is filtered, and the allocated label is determined by taking 

(a) (b) (c) 

Figure 5: A slice of an artificial noisy volume with gaps 
(a), and the same slice after 3D interpolation (b) and seg- 
mentation (c). 

all the filter responses and clusters into account. See Fig. 5 
for the interpolation and segmentation of a complex-shaped 
boundary. The boundary was accurately processed. The size 
of the volume was 16x16x16. The grey values were 0 and 
255. Zero-mean Gaussian white noise with a, = 32 was added. 
In the interpolation, the correlation mask size s and correla- 
tion neighborhood size N were set to 9. In the segmentation 
the clustering was performed at level 2. The local-centroid 
clustering algorithm, performed with a mask size of 29, found 
3 clusters after 9 iterations. In the boundary refinement the 
size of the planar filter was 5 x 5. At level 2 and 1, the per- 
centage of boundary voxels in complex neighborhoods was 
33 and 12, respectively. 
B- 3D interpolation: Interpolation results on Horten can be 
seen in Figs. 7 and 8. The 3D interpolation was performed 
by using only shape-based interpolations and no duplications. 
Therefore, the gaps which are normally filled by duplica- 
tion, were marked by performing iterations of the method on 
x and y shifted data. In each iteration interpolations were 
performed for gaps which could not be marked before. To- 
tally, 9 shifts, covering all possible configurations of a 2x2 
subblock in a 4x4 block, and iterations were performed. Only 
in a tenth iteration duplications were allowed to fill in gaps 
on the borders of the volume. This highly increased the 
smoothness of the final result. The highest pyramid consisted 
of 6 levels. The parameters s and N were set to 51 and 31, 
respectively. Both small and big gaps have been adequately 
interpolated and the boundaries are smooth; see Fig. 7. In 3D 
the data is coherent; see Fig. 8. A blocky appearance on the 
borders, in both the slices as in the volume, can still be seen. 
Here, only very few pings were available. We note that the 
visibility of the data in Fig. 8 is highly improved by interac- 
tively rotating the volume on the screen. 
C- 3D segmentation: Slices of the segmented Horten vol- 
ume can be seen in the third column of Fig. 7. The local- 
centroid clustering was performed at tree level 1 with a mask 
size of 19. The algorithm found 9 clusters after 10 iterations. 
For the boundary refinement, the size of the planar filter 
was set to 7 x 7. At level 1, 44% of the voxels were in the 
boundary region, from which 42% in complexshaped 
neighborhoods. At level 0, 68% of the child voxels were 
located in the center of the boundary region. As 
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Figure 6: Raw 3D seabed data of Horten. In (a) and (b) the 
vertical and horizontal bars denote slices shown in Fig. 7. 

can be seen, the boundaries are very smooth and there are only 
few isolated regions. The boundary filtering effectively 
smoothes the jaggies introduced by the interpolation. Below, 
we visualize the boundaries between the regions in the seg- 
mented volume with VRML. 
D- Data fusion: At Horten bathymetric data were obtained us- 
ing multibeam echosounder. In order to evaluate the volumet- 
ric processing, these data were gridded to the interpolated 
Horten volume. Fig. 7 shows fusion results. The boundary shape 
of both data is corresponding accurately. 
E- Surface visualization: Surfaces are visualized in VRML (Vir- 
tual Reality Modeling Language). This allows for an interac- 
tive 3D analysis by "flying" through and around the ROI data. 
In the future we plan to use OpenGL which allows to perform 
3D measurements, e.g., the interactive calculation of distances 
and angles. Results of the surface construction method (at the 
highest resolution) can be seen in Fig. 9. The visibility on the 
screen is much better by the use of color attributes and rota- 
tions. Figure 9a shows the polygons built for an artificial solid 

Figure 7: Slices of Horten, after 3D registration (a,d,g), inter- 
polation (b,e,h) and segmentation (c,f,i). The first row shows 
the slice indicated by the vertical bar in Fig. 6a, the second the 
slice indicated by the horizontal bar in Fig. 6a, and the third 
the slice indicated by the horizontal bar in Fig. 6b. In (b), (e) 
and (h) white denotes fused bathymetric data. 

cube. The surfaces are efficiently encoded with big polygons 
in the center of the faces and smaller ones at the edges. Figure 
9b shows the surfaces built for the regions of I cluster in the 
segmented Horten volume. The method was performed on a 
selected ROI of 28 x 48 x 128 in the original volume. The tree 
consisted of 3 levels. As can be seen, the cluster consists of 3 
regions, of which only one is small and isolated (on the right). 
Small polygons were created for high-curvature areas and big 
ones for low-curvature areas. The surfaces of the cube are com- 
pletely connected, whereas the surfaces of the more irregular 
Horten data still contain many gaps. Furthermore, in the Horten 
data, there are still some incorrect polygons created at low reso- 
lutions which connect the 2 deepest surfaces. This is due to the 
simple spatial continuity model used. We intend to develop a 
more elaborate model which incorporates all the voxels in the 
local 3x3x3 neighborhood, and not only the closest. Figure 
10 shows the extracted surfaces of all regions in the ROI of 
the segmented Horten volume when a simple method is used. 
The boundaries are coherent, very smooth and there exist 
almost no small isolated regions. The seabed consists of 4 
sediment layers. See Tab. I for the computation times 
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Figure 8: Volumetric visualization (with Bob) of Horten 
before (a) and after (b) 3D interpolation. 

(a) (b) 

Figure 9: Polygon visualization in VRML. 

Table 1: Processing data of Horten. 

size of raw Topas data 
number of pings 5899 
MBytes 92.2 
ROI volume size 
number of voxels 64x128x128 
MBytes 4 
voxel size (m) 
longitude 6.29 
latitude 5.60 
depth 0.24 
CPU time (seconds) 
registration 4 
interpolation 189 
segmentation 485 
surface construction 

simple method 129 
fast method 24 

of the developed methods on Horten and further information 
of the Horten data. CPU times refer to the execution on a 
SGI Origin 200QC server, using only one of the 4 proces- 
sors. Future parallelized versions we expect to be at least a 
factor 3 faster. Furthermore, for the segmentation we expect 
a significant speedup, because the filter method is still per- 
formed in 3D, not taking into account the 2D planar filter. 
More experimental results, of this and other sites, including 
movies, VRML and OpenGL worlds, as well as raytraced 
animations, can be interactively visualized at our webpages 
of the IS ACS project. 
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Figure 10: Surface visualization in VRML of a ROI in Horten. 
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ABSTRACT 

The focus of this paper is on the linearization of the inverse 
problem in underwater acoustics. We develop a simple 
inversion method for source range and depth estimation. The 
method identifies the time arrivals of the direct and first 
surface reflected ray paths in the true ocean impulse response 
and compares them to corresponding arrivals in a replica 
impulse response. Through the linearization of the 
relationship between time arrival difference and source 
location parameters, the source location is estimated 
efficiently and accurately. 

I. INTRODUCTION 

A popular approach for inversion in underwater acoustics is 
matched-field processing [1]. Inversion of the acoustic field 
using matched-field processing techniques requires a 
combination of wave propagation modeling for the generation 
of replica fields at receiving phones and a decision rule that 
estimates the unknown parameters, based on which values 
of these parameters maximize the similarity between replica 
and true acoustic fields. When the number of the unknown 
parameters is large and the signal carries broadband 
information, the computational load of matched-field 
inversion methods is substantial, because many replicas need 
to computed and compared to the true field. In order to reduce 
this load without compromising the quality of the estimates, 
we implement a linearization inversion method that can be 
applied for the estimation of source location coordinates. This 
linearized inversion takes into account two ray paths: the 
direct path connecting source and receiver and a path that 
undergoes a single surface bounce. The paths are identified 
in the impulse response of the ocean estimated from data and 
their times of arrival are compared to those of corresponding 
paths in replica impulse responses. 

Linearization is a method frequently used in inverse 
problems [2] and has been successfully implemented in 
several aspects of inversion in underwater acoustics. Recently, 
linearized inversion comparing direct path time arrivals at 
spatially separated phones was demonstrated in [3] with 
excellent results in array element localization. Linearization 
for source localization and bottom depth estimation using 
time arrivals of several paths was suggested in [4]. The 
approach proposed in [4], however, would require 
identification of the nature of each arrival observed in the 
ocean Impulse response (that is, how many bounces each 
path has gone through and with which interfaces it has 
interacted). Such identification is not always straightforward, 
especially when only limited prior information is available 
on the propagation environment. 

The novel element of this paper is the implementation of 
a linearization approach that employs two paths, the direct 
and first surface bounce, for source localization. The specific 
paths were selected in this work, because they are typically 
simple to identify. Usually, the direct path is the first detected 
arrival, whereas the first surface bounce, following the direct 
arrival, can be easily identified because of its sign difference 
from the direct path, a result of the reflection at the surface; 
this sign/phase difference is illustrated in Fig. 1. In essence, 
the proposed method is a localization approach through 
model-based time-delay estimation. 

II. ENVIRONMENT DESCRIPTION 

We consider a shallow water environment and a broadband, 
high-frequency source. Ray theory is used to model 
propagation between source and receivers [5]. Only relatively 
short range propagation is considered, in order for the direct 
and surface paths to be resolvable [6]. The sound-speed profile 
is assumed known. The received fields are measured at 
several, vertically separated receiving phones (the importance 
of the number of phones will be addressed later in the 

This work was supported by ONR Ocean Acoustics, through grant 
number N00014-97-1 -0600. 
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Figure 1:  Arrivals in the ocean impulse responses. 

paper). A sketch of the problem geometry is shown in Fig. 2. 
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c= 1540 m/s 

300 m / c = 1480 m/s 

Figure 2: The propagation environment. 

III. RAY TRAVEL TIME DERIVATIVES 

The linearization approach requires the computation of ray 
travel derivatives with respect to the unknown parameters, 
source range and depth. The derivation of the time derivatives 
for the direct ray path is presented analytically in [3]. The 
approach of [3] can be extended for the time derivative 
calculation for the first surface bounce, considering rays 
connecting the source to the ocean surface and the surface to 
the receiving phone. Calculations involving ray paths require 
the ray parameter/? = cos (6{z))lc(z) characterizing eigenrays 
connecting source and receiver, where 6{z) is the path grazing 
angle and c(z) is the sound speed at depth z. Parameter p is 
usually assigned an initial value which is then updated using 
Newton's method [3]. 

IV. THE LINEAR SYSTEM 

The arrival times of the different paths depend on the 
geometry parameters in the underwater problem of interest: 

source range, source depth, bottom (water column) depth, 
and receiving phone depth. We assume that the phone depths 
are precisely known. Although bottom depth is a significant 
factor determining time arrivals of paths that have been 
reflected off the seafloor, it does not affect the inversion 
process of this work, since the two selected paths do not 
interact with the sea-bottom. 

We assume a linear relationship between time arrivals 
and the geometry parameters. We then select a set of initial 
conditions for the unknown geometry parameters (r0 and s0 

for range and depth) and generate replica signals 
corresponding to the selected initial conditions. The time 
differences are measured between path arrivals in the real 
and replica signals. Under the assumption of linearity, these 
time differences can be written as: 

Ar.j = a.-jAr + ßijAs, (1) 

where i = 1,..., n, the number of receiving phones, and j 
= 1, 2; when j =1, the arrivals of the direct path are 
considered and when j =2 the arrivals of the first surface 
reflected path are compared. Parameters r and s are the 
unknowns of the problem, namely the source range and depth. 
Parameters Ar and As are the "corrections" required in the 
assumptions r0 and s0 for range and depth for a better match 
between replica and real time arrivals. Coefficients aij and, 
ßij are the time derivatives with respect to source range and 
depth respectively, calculated for pathy and receiver i for the 
assumed initial conditions rQ and s0. 

Equation 1 leads to an overdetermined linear system when 
all paths and receivers are combined. Depending on the 
proximity between initial values r0 and s0 and true range 
and depth and noise in the arrival times, the system might 
need to be solved several times before convergence; each 
time, replicas are generated for the "corrected" source range 
and depth. The "correction" is the result of the addition of 
Ar and As to the initial conditions of the previous iteration. 
The overdetermined linear systems can be solved with the 
least-squares approach [7]. Replicas here are generated using 
BELLHOP [8]. 

V. THE ROLE OF TIME INFORMATION 
IN INVERSION 

We initially assume that source and receiver are syn- 
chronized leading to a known absolute time for the 
arrivals at the receiving phones. Table 1 presents the 
localization results obtained when the time arrivals of 
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Table 1: Source localization results using the linearized 
approach. 

number of 
receivers 

number of 
iteration steps 

r s 

3 3 800.00 15.01 

5 3 800.01 15.00 
10 3 800.00 15.01 

Table 3: Source localization results using the linearized 
approach using relative travel times. 

number of 
receivers 

number of 
iteration steps 

r s 

3 5 799.99 15.04 

5 5 800.13 15.02 
10 4 800.00 15.01 

Table 2: Source localization results using the linearized 
approach with uncertain time arrivals. 

number of 
receivers 

number of 
iteration steps 

r s 

3 4 799.78 14.25 

5 4 799.99 14.39 

10 3 800.00 15.13 

Table 4: Source localization results using the linearized 
approach with uncertain time arrivals using relative travel 
times. 

number of 
receivers 

number of 
iteration steps 

r s 

3 9 769.49 13.56 
5 7 783.05 14.07 
10 8 800.00 16.00 

the direct path and first surface reflection can be measured 
with no error. The initial conditions are 1200 in and 50 in for 
source range and depth, whereas the true source location is 
at a range of 800 in and depth of 15 m. The table shows 
results from three different configurations involving three, 
five, and ten phones. The results are excellent, the source 
location being estimated accurately only after three iterations. 

Table 2 shows the localization results when time arrivals 
are uncertain. The uncertainty is taken into account through 
the addition of random noise to the time arrivals. The noise 
is drawn from a zero-mean Gaussian distribution with a 
standard deviation of 0.5 ins (Table 2 presents results from a 
single realization with uncertain arrivals). The source 
localization results are slightly degraded because of the 
uncertainty in the time arrivals, but the source is still located 
accurately. 

In practice, absolute time is not always known in 
underwater acoustics problems. In such cases, the 
linearization approach described above becomes more 
complex. 

Here, we address the problem of unknown time by 
comparing the differences between the direct and first surface 
reflection arrival time from real and replica signals. 
Additionally, considering the time series at one of the 
receivers as a reference, we compare the time differences 
between the first surface reflection paths across hydrophones 
between real and replica signals. 

Comparison of Tables 3 and 1 shows that, when no 
temporal uncertainty is present, localization is accurate 

no temporal uncertainty is present, localization is accurate 
and fast whether absolute or relative time is used. With time 
arrival noise involved, the error of the estimation is increased, 
however, as the results of Table 4 illustrate. Noise in the time 
arrivals is actually magnified in the relative arrival time 
approach, since it is present in both direct and surface arrivals, 
the difference between which is measured and matched to 
the difference between direct and surface path arrivals of a 
replica signal. It can be seen from a comparison of Table 4 to 
Tables 1,2 and 3 that, when only relative time information is 
available and noise is present in the time arrivals, the 
linearization approach requires more iterations for 
convergence-, the number of total iterations is still 
manageable, however, and the process is efficient and 
accurate under those circumstances as well. Table 4 also 
shows that the estimation process is assisted through the 
presence of a large number of receiving phones; data 
collection at ten phones improves the source localization 
results obtained with only three phones. 

VI.  DISCUSSION 

A linearized approach to source localization employing 
time arrivals of two ray paths, direct and first 
surface reflection, was presented in this work. The 
method was tested on synthetic data and gave 
successful result seven in cases of time arrival measurement 
uncertainty.     It was observed that knowledge of 
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absolute time offers an advantage to the localization process 
and such information should be used when available. When 
the source instant is unknown, however, successful 
localization (with only a minor performance degradation) can 
still be achieved using relative time information; more 
iterations and phones are, then, needed for convergence. 

It is our goal to use the linearized inversion scheme either 
for active source localization in the ocean or as a 
preprocessing tool for active, broadband geoacoustic 
inversion. In the first application, the linearization approach 
is expected to give excellent results without inverting for 
parameters of the ocean environment that are unknown but 
have no impact on the direct and surface paths. The method 
would, thus, not suffer from poor bathymetry and/or lack of 
sediment property knowledge and would be more 
computationally efficient than a model-based matched-filter 
[9,10]. 

In geoacoustic inversion the method can be used to find 
estimates of the source location that would refine prior 
knowledge. As seen in [3,10] accurate knowledge of source 
location is crucial for successful geoacoustic inversion. The 
proposed linearization approach can, thus, provide useful 
information at a minimal computational cost. Once the source 
location is estimated with the proposed scheme, matched-field 
inversion can be subsequently implemented for the estimation 
of environmental parameters. 

The linearization approach can be also used for sound 
speed estimation in the ocean and for array element 
localization extending the approach of [3]. 
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Abstract - This paper describes an intelligent underwater 
acoustic system that allows the positions of several divers to 
be tracked in three-dimensional space and to telemeter each 
diver's co-ordinates to a remote receiver at the surface. The 
positions of the divers are fixed using three randomly 
deployed seabed transponders that may be described as 
'intelligent'. The transponders fix their own relative positions 
and the position of the surface receiver, usually a vessel, by 
an exchange of coded acoustic pulses. These positions can 
be related to a differential GPS system at the surface if 
absolute co-ordinates are required. The divers each know 
their own position from a wrist-worn computer with a backlit 
graphical/numerical display. As well as the current position, 
the display can show the track from the beginning of the dive, 
the location of the surface vessel and the instantaneous 
position of the other divers. Also, a transponder can be 
attached to Remotely Operated Vehicle (ROV) or 
Autonomous Underwater Vehicle (AUV) to allow the position 
and data of the vehicle to be tracked by the surface vessel 
and by any divers in the vicinity. 

1.   Introduction 

An 'intelligent' system to track the position and to 
allow divers to find positions underwater in three- 
dimensional space is of significant importance when 
the underwater operating time is limited due to the 
diver's air supply. Not only would the system reduce 
the time for the diver to orientate himself with his 
surroundings, it would allow consecutive dives to start 
at the exact point at which the previous dive finished. 
Also, the safety and progression of the diver can be 
monitored from a surface vessel. The main 
applications are seen to be for commercial and military 
operations and in scientific expeditions, for example 
archaeological surveys. A through-water acoustic 
communication link between the transponders and the 
vessel allows a surface computer to track the position 
of each diver in real time. Vital information about the 
divers' safety, such as their remaining air capacities 
and decompression times, may be calculated because 
the computer and the divers' wrist-worn units monitor 
the depth profiles. The data encoding technique 
employed is Phase Shift Keying (PSK), which gives 
high data rates, allowing short communication packet 
lengths. The communication protocols adapt to the 
surrounding environment and transponder positions. 
During the calibration of the transponder's positions, 
communication time windows are assigned to each 

transponder. These windows devised depend on the 
arrival of reverberations of sufficient magnitude to 
affect the transmitted signal arriving at the destination 
transponder. This allows the transponder to transmit 
again before the previous transmission has had time to 
subside. Having short packet lengths reduces the 
problem of inter-symbol interference due to 
reverberation and minimises the need for error 
correction algorithms. However a Cyclic Redundancy 
Check (CRC) is encoded into the transmitted signal. 
The basic system arrangement is shown in Fig. 1 

T4 is the diver unit 
Tl, T2 & T3 are the randomly 
deployed transponders 

Fig. 1. Basic Transponder Arrangement 

Distances di2, d13, d23 are determined by measuring 
the time of flight of a signal transmitted from one 
transponder to another and back. When the initiating 
transponder receives the reply it can measure the time 
for the two-way path plus the response dead time. The 
distance corresponding to the one-way time is 
calculated by subtracting the response dead time, 
dividing the result by two as it is a two-way path, and 
multiply the resulting time by the velocity of sound in 
water. 

d  = 
t„ -deadtime — Hi ■xc (1) 

where c = velocity of sound. 
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2.   System Design 

The system is designed around an AMD 186 
embedded microcontroller, which offers lower 
development costs than many Digital Signal 
Processors (DSP). Some software routines for the 
device can be evaluated on a normal desktop Personal 
Computer (PC) as software code for the 186 is upward 
compatible and hence will run on a 486 or Pentium 
microprocessor, this speeds up the debugging 
process. There are also significant power saving, 
interfacing and cost advantages. 

A disadvantage with the AMD186 is that it does not 
have a Math Co-processor incorporated, which slows 
down the mathematical computation of the divers 
position. This was assessed and deemed unimportant, 
because after a signal is received a dead time has to 
be incorporated before the next transmission to allow 
the reverberations to subside. Also, there are four 
processors, including the diver worn unit, which if 
required can share the mathematical calculations, so in 
effect parallel processing is employed. 

If there is more than one diver in the water then the 
transponders can effectively share out the control of 
each diver, e.g. if four divers are in the water, Ti 
controls diver 1 and 4, T2 controls diver 2, T3 controls 
diver 3. This is one of the reasons why each 
transponder has been designed exactly the same, 
instead of making one a Master and the other two 
Slaves. This also simplifies the design and construction 
of each unit as each is just a replication of the original. 
The basic system shows the peripheral components 
with the AMD 186 at the heart of the system, Fig. 2.1. 
The hydrophone used is a one-inch ball (HS/70), which 
is resonant at around 80kHz and is used to ensure the 
system is as omi-directional as possible. The 
mechanical design, Fig. 3., shows how the hydrophone 
is mount/connected to allow data to be down-or-up 
loaded and the battery recharged without having to 
opening the transponder pod. The hydrophone is 
isolated from the input circuit and connected to the 
output circuit during the transmission by a mechanical 
relay. The relay ensures the input noise performance 
is retained when the contacts are closed and the input 
circuitry is totally isolated during the output waveform 
transmission. The source code of the program is 
stored in the FLASH memory that allows the program 
to be altered by unplugging the hydrophone and 
connecting a special serial lead to the 8-way micro- 
subconn. This has proved very useful during the 
development of the system, as the software can be 
changed using a PC in trial situations. The diver-worn 
wrist unit is similar to the transponder pods that are 
placed on the seabed, but to relay information to the 
diver a graphical backlit display is interfaced to the 
AMD 186. The diver unit also has sealed optical 
switches to allow the diver to control and input 
information like the marking of way-points whilst 
underwater.  The menu-driven display software allows 

data to be efficiently entered and Short Text Messages 
(STM) between the surface and diver or between 
divers to be relayed easily. 

Depth Sensor 

Sound Velocty 
Profile 

Information 

AMD 186 
Embedded Microcontroller 

Analogue to 
Digital 

Converter 

Serial Port 
Comms 

Backlit      j 
Grapical/Text 

Display 

Diver Worn Unit Only 

Digital to 
Analogue 
Converter 

Two 4th Order 
Bandpass 

Filters 

Amplifier and 
Filter 

Fig. 2. Basic System Design 

3.   Mechanical Design 

The transponder pods are constructed from a thick 
walled PVC tube with a screw on the base cap that 
seals with a single 'o' ring. Access to the battery pack 
is gained by unscrewing the end cap as this is the only 
entry point. The electronics are protected behind a 
double 'o' ring piston sealed bulkhead. A pictorial view 
of the transponder housing is shown in Fig. 3. The 
conical section is to minimise the masking of the 
hydrophone caused by the body of the housing. The 
hydrophone is plugged onto a bulkhead-mounted micro 
8-way subconn connector. The hydrophone is 
specially made with an 8 way micro subconn connector 
moulded very close to the active part of the 
hydrophone, which makes the assembly a semi-rigid 
hydrophone that stands 150mm high. The pressure 
sensor is fitted in the conical section a fixed distance 
away from the hydrophone so that the actual depth of 
the active element can be corrected for in software. 
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The output of the pressure sensor is digitised and fed 
to the AMD 186 data bus. 

1" Ball Hydrophone 

0.5m 

8-Way Micro 
Subconn Connector 

Pressure 
Sensor 

ij Electronic Circuitry j! 
Compartment 

Fig. 3. Mechanical design of the Transponder Pod 

4.   Communications 

There are numerous types of communication 
technique employed in underwater communication 
e.g., Amplitude Shift Keying (ASK), Frequency Shift 
Keying (FSK), Phase Shift Keying (PSK) and Pulse 
Position Modulation (PPM). For this system, PSK is 
adopted. Some of the constraints regarding the system 
are explained below. However, this paper is mainly 
based around the three-dimensional positioning 
algorithms and not the communications. 

The one-inch ball hydrophone (HS/70) is used 
because the system has to be omi-directional. The 
resonant frequency of the hydrophone is around 
80kHz, hence giving the best electro-acoustic 
efficiency at this frequency. Also, an added advantage 
is that the sea state noise is at its lowest around 
70kHz. At lower frequencies, precipitation and 
shipping noise cause problems and the data packet 

length would become too long.   At high frequencies, 
thermal noise and attenuation due to absorption starts 
to cause problems due to the operating range.   The 
maximum working  range of the system has been 
specified as a radius of 200 metres from the cluster of 
transponders.     The     maximum     absorption     and 
transmission losses at the 80kHz can be calculated. 
The other major constraint is the physical height of the 
hydrophone off the seabed; the height is kept to a 
minimum   to   prevent   currents   from   moving   the 
hydrophones.   The maximum time of the data packet 
has to be less than the two-way interference path. The 
minimum  path   length  is  twice  the  height  of the 
transponder,   hence   one   metre,   which   gives   a 
maximum data packet duration of 666ns (assuming the 
velocity  of sound  in  water is   1500m/s).   Using  a 
communication frequency at the resonance of the 
hydrophone   gives   the   maximum   electro-acoustic 
efficiency.   At 80kHz one cycle is 12.5ns in duration, 
which gives only 53 cycles to encode the minimum of 
61 bits of data. Fig. 4. Shows the ideal data packet 
design.     This  equates  to  a  data  rate  of nearly 
100Kbit/s, which is very high when using a low damped 
ball hydrophone. The minimum number of data bits to 
communicate the position of the diver is 48, that is a 
16-bit number for each axis (x,y,z). With 65536 steps, 
and assuming a maximum operating range of ± 200m, 
this gives a position resolution of 6.1mm in the x and y 
planes.   In the vertical (depth plane z) the resolution 
could be a lot greater as the maximum depth the 
system is design to operate to is 200m; in this case the 
depth resolution would be 3mm.     To reduce the 
number of bits transmitted the system only transmits 
position data if it has changed.   The information that 
fronts the position data packet indicates which diver or 
transponder pod the packet is intended for; these are 
called the Identification (ID) bits. Each unit is assigned 
an ID upon initial communication with the seabed 
transponders, the new unit indicates what it is, i.e. a 
diver, surface vessel, ROV or AUV.   At present the 
system has been designed to handle a maximum of 32 
units, hence the 5 bit ID.   To check that transmission 
reverberations and natural or man-made sounds have 
not  corrupted  the  received  data,   an   8-bit  Cyclic 
Redundancy   Checksum   (CRC)   is   calculated   and 
attached to the back of the transmitted data packet. 
However, because the information data rate is fast, 
there is no reason to request a send again instruction, 
hence the received data with errors is just ignored 
unless it persists. If the position data of a diver has not 
been up-dated within a pre-determined  period,  an 
alarm sounds to inform the diver of transmission 
problems.  These may be because the diver is out of 
operating range of the system (the diver is warned 
when he begins to approach the operating range of the 
system) or acoustically masked from the transponders. 

To allow the processor to detect the incoming signal 
a synchronisation pulse at the beginning of the packet 
allows the processor to lock on to the communication 
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frequency. That is to detect the peaks and troughs of 
the synchronisation pulse, then the incoming data can 
be sampled at a relatively slow rate, depending on the 
PSK technique employed. The maximum bandwidth 
has been calculated to allow the ideal data packet in 
Fig. 4. to be transmitted in a single time-window. The 
refresh rate will change depending on the number of 
divers in the water at any one time. The normal 
refresh rate is limited to a maximum of once a second 
because of the maximum distance a diver or ROV can 
move in a second is small. 

5-Bits 8-Bits 

Sync ID XPos. YPos. ZPos. CRC 

10-Bits 
(Min) 

16-Bits 16-Bits 

61-Bits 

16-Bits 

T2 is positioned along the x-axis and hence at position 
(d12, 0). The position of T3 is calculated by finding the 
angle $ which is calculated using the cosine rule (2). 

Fig. 4. Idea Data Packet Design 

The intelligent transmission time-window protocol 
(ITTWP) is designed to overcome the problem of 
having to wait a pre-determined time after a 
transmission for the reverberation to subside. The idea 
is that during initialisation the transponder not only logs 
and communicates the time of arrival of the direct 
signal, but also the time of arrival of the surface, 
bottom and other interfering reverberations. The 
transponders then allocate communication time- 
windows to enable reverberation-free transmission 
times, which depending on the surrounding 
environment. The transponder can then transmit 
several packets of data so that data via the direct 
transmission path arrives in between the 
reverberations and inter-symbol interference is 
avoided. This increases the transmission data rate. 

5.   Positioning Algorithm 

The three-dimensional positioning of a diver relative 
to the plane of three transponder T!,T2 and T3 with 
known positions is relatively easy. However, knowing 
the precise position of a transponder on the seabed 
relative to another is not a simply task. For this reason 
the navigation system is designed to work with 
randomly deployed transponders. Although, 'randomly 
deployed' for the system to work with greater accuracy 
they should be sensibly positioned to form a triangle 
and not a line. The transponders then "calibrate" 
themselves so that distance between each transponder 
is known. As only three transponders are used to 
calculate the diver's position an ambiguity occurs with 
the position of transponder T3. 

Considering the problem in two-dimensional space, 
transponder T, is considered to be at position (0,0) and 

Fig. 5. Calibration ambiguity 

( J   2       ,   2       ,   2\ 

= COS M2 '23 

2xdnx dn    j 
(2) 

Once ^ is known then the (x,y) position of T3 is 
calculated: 

x = d13 cos <j> 

y = d13 sin <fi (3) 

Fig. 4. shows that two possible positions for T3 

exist, either the y-position is in the positive or negative 
half of the coordinate set. This ambiguity can be 
eliminated by the addition of a fourth transponder. 
However, this is not desirable as these transponders 
sit on the seabed and once the calibration procedure 
has been carried out the divers position ambiguity can 
be ruled out as the second position is below the 
seabed. 

If there is no Global Positioning System (GPS) 
interfaced with the surface unit then the x,y position of 
the diver is only relative to the transponder positions. 
In this case the third transponder, T3 can always be 
assumed to be in a positive y-position. If interfaced to 
a GPS system then the coordinates of the GPS in two 
different positions would allow the transponder to 
calculate the bearings of the diver relative to compass 
North. Once the positions of the three deployed 
transponders are established the position of a diver in 
three-dimensional space can be calculated, assuming 
the diver cannot go below the transponders. This 
ambiguity, if it occurs, can easily be removed if a 
surface vessel is present as this then acts as a fourth 
transponder, with a known z-position. Fig. 5. shows a 
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typical  location  of a  diver above  three  randomly 
deployed transponders. 

Fig. 5. Three Dimensional Position 

All of the distances d12, di3, d23, hi, h2 and h3 can be 
calculated by measuring the time of flight of the two- 
way path between the transponders and the diver. As 
all the distances are known the problem can be 
visualised in two-dimensions, as in Fig. 5. and 
described in detail elsewhere [3]. 

P13 

P12 

Fig. 6. Two dimensional representation 

The position P(x,y,z) obtained is relative to the 
plane of the transponders and not relative to a 
horizontal plane, unless by chance the seabed is 
exactly level. Each transponder is fitted with a pressure 
sensor to measure the depth, which allows the angle of 
the plane relative to the horizontal plane to be 
calculated. If the transponder plane is then rotated into 
the normal plane, the diver's position can also be 
rotated by the same amount.   The result is that the 

divers position is relative to the surface. This make 
more sense as the diver's depth profile will relative to 
the surface and not to his position in the x,y plane. 

ar_(k2+du
2-h3

2) 
2.dy 

P(x) = 

'13 

A/ +dy (h1 < J 2   l-2^ 
'1 

V 
2.d 

P{y) = a. sin 0 - 
P(x)-cos^ 

tan^ 

P(z) = ylhl
2-P(x)2-P(y)2 

(4) 

(5) 

(6) 

(7) 

The (x,y,z ) positions calculated using eqns 4-7 are 
relative to the transponder plane and the derivation of 
these equations and the accuracy obtainable is explain 
in [3]. 

T14 

(0,0,0) 

Fig 7. Transponder plane in an orthogonal set 

To rotate the plane of the transponders into a plane 
were Ti, T2 and T3 are all at the same depth z, T, is 
assumed fixed at depth z. The other two transponders 
are then rotated about the position Ti so that their 
depths are also z. Finding the vector product of T12 

and T13 gives a vector T14 acting in a direction 
perpendicular to the two vector T12 and T13, with a 
magnitude of T12»T13 sin A, where A is the angle 
between the two given vectors. From the resulting 
vector T14 the angles of rotation to eliminate the x and 
y components of the vector can be calculated. 

Vector T12 in unit vector terms is: 

Tl2=rii + 0j + D2k (8) 

Where n is calculated using pythagarus: 

r, = 4dn2~D2 0) 
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Vector T13 in unit vector terms is calculated as follows: 

D,=D2-D3 (10) 

~ (11) 

(12) 

(13) 

The three-dimensional rotation matrix is 

r = idu
2-D3 

d* = 4dn   - DA 

d5=yjr2+D2 

5 = cos -if ^12    +d5    ~d4 

2.dn.d5      j 

Tn = r.cos Bi + r.sin Bj + D3k 

Thus T12XT13 yields: 

(14) 

(15) 

(16) 

Tu = r.sin B.D2i + r, .D3 - r.cos B.DJ + rx .r.sin Bk 

The resultant vector Tu is then rotated by an angle 
of 9 and the resulting vector is then rotated by an angle 
«(). However, as the only known reference is that the 
vector T12 is along the x-axis, the vector must not be 
rotated about the z-axis. Rotating around the z-axis 
would shift the x,y plane, giving no physical datum 
point. The rotation matrix to rotate the vector T14 by 0 
degrees about the y-axis is as follows: 

(17) 

Rotate the resulting vector <t> degrees about the x-axis 
gives. 

*1 
COS0 0 -sin# X 

y\ = 0 1 0 y 

Zy sin# 0 COS0 z 

X 

Y 

2 

1 0 0 

0      cos^   -sin^ 

sin^      0       cos^ 
y\ (18) 

Multiplying the two-rotation matrices (17) and (18) 
together gives a three-dimension rotation matrix (19) to 
allow the diver's position to be rotated into the new 
coordinate set. The diver's position is calculated in the 
plane of the transponders, then rotated into the new 
horizontal plane by multiplying the (x,y,z) coordinates 
by the matrix (19). 

X 

Y 

Z 

cosO 0 -sin# 

-sin^sin#   cos^   -sin^cos# 

cos ^ sin 0     sin^     cos ^ cos 0 

(19) 

The vector T14 is evaluated with X and Y equal to 
zero, hence it has only a Z component. The angles of 
rotation 0 and (j> are calculated as shown. 

0 = tan~ 

<j) = sin" 

\yy 

\T2J 

-i x2+y2+z2 

(20) 

(21) 

(22) 

Once the diver's position in the new coordinate set 
is found, the position is relayed to the diver and to the 
surface vessel. If a GPS system is connected to the 
surface unit the rotation matrix can also include a z- 
axis rotation to allow the y or x-axis to be align with 
North. 

6. Conclusion 

The development of the underwater navigation and 
tracking system described here is still continuing as the 
circuitry and processing power allows the testing and 
evaluation of new positioning algorithms to be 
developed. The development and evaluation of a 
three-dimensional positioning algorithm that 
incorporates the sound velocity profile of the water 
channel to give greater accuracy is also being tested. 
The rotation of the diver's position in to a horizontal 
plane offers more sensible tracks and depth profile and 
also simplifies the integration of a GPS system. 
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Abstract 

In this paper a new method for multipath channel time delay 
estimation is proposed. We present a bayesian approach 
which takes into account the attenuations and noise 
distributions at the output of the receiver. This leads to a 
simple criterion which can be written as the ^ norm of an 
affine function of the desired attenuations. The good behaviour 
of this algorithm is shown on synthetic and real acoustic 
oceanic tomographic data. 

I. Introduction 

Oceanic Acoustic Tomography (OAT) is based on the 
transmission underwater of an acoustic wave [1]. The 
propagation follows several paths. In order to recover some 
physical parameters of the ocean (temperature, salinity,...), 
the propagation parameters (delays and attenuations) are 
searched for. 

emitted ■w h(t) ■w received 
signal r r signal 

Figure 1: underwater propagation. 

The transmission of an acoustic wave through the propagating 
oceanic acoustic channel leads to the observation of several 
copies of the transmitted signal, with distinct time delays 
and attenuations. 
Let e(t) denote the transmitted signal, P the number of 
propagation paths, and r(t) the signal at the receiver input. 
Accounting for the presence of an additive white gaussian 
noise b(t) (uncorellated with e(t)), we get 

p 

r(0=T,2>e('-T') + 6('). (1) 

where ap and rp respectively represent the attenuation and 
the time delay of the pth path. The problem that we 
address here is that of estimating the time delays rp and 
the number P of delays. 

II. A brief review of existing techniques 

Time delay estimation is a classical problem, and many 
solutions have already been proposed. Mainly, one can use 
matched filter techniques or maximum likelihood 
approaches. 
Using the celebrated EM algorithm enables to make the 
estimation more simple thanks to a decoupling of the 
parameters associated with distinct paths [2]. Maximum 
likelihood estimation methods appear to perform better than 
matched filter techniques, but they require correct 
initialisation, and prior knowledge of the number P of paths. 
Two methods have been proposed recently that permit to 
overcome these limitations. In [3], a gaussian maximum 
likelihood criterion is proposed that allows a good detection 
and estimation of the time delays. In [4], the number of 
paths is estimated by means of a statistical test. 
Here, we propose a new approach, of the bayesian kind, 
that accounts for the particular structure of the non coherent 
receiver. We will see that this approach permits to incorporate 
prior knowledge about the noise and paths amplitudes, and 
that it yields a very simple optimization problem. Also, we 
will see that the solution of this problem allows good detection 
and efficient estimation of time delays. 

III. Presentation of the method 

A. The demodulation scheme 

The emitted signal e(t) is a phase modulated 
pseudorandom sequence. The received signal is in the 
form 

r(t) = YJoPe(t-Tp) + b(t), 
P=\ 

with   e(t) = s(t) cos cot. 
(2) 

r(t) is demodulated by means of two othogonal carriers. In 
order to improve the signal to noise ratio, a matched filter 
s*(t)=s(-t) is applied on both channels, and square-law 
detection of the signals is performed according to figure 2, 
in order to suppress possible 
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phase errors and possible Doppler effects along the paths. 

2 cos cat 

r(t) 

-2 sin at 

Figure 2: structure of the receiver. 

With a view to getting a simple expression for the signal 
y(t) at the output of the receiver, we are going to consider 
two approximations. First, the product terms between the 
signal of interest and the noise are neglected. On another 
hand, the product terms associated with two distinct paths 
are supposed to be zero. The first approximation is justified 
for high SNR at the output of the matched filter, and the 
second one is generally satisfied for signals with narrow 
autocorrelation function such as Maximum Length 
pseudo-random Sequences (MLS -see e.g. [5] p. 831) and 
for applications such as long range OAT. 
Then, at the output of the square-law detector, the signal is 
in the form 

p 

y(0 = 2 apZ^ ~ Tp)+n^> ^ 

where: 

fz(0 = (****)(0, 
\with   aP = \ap\ . 

As the noise b(t) is gaussian, the noise n(t) is obviously 
exponentially distributed. 

B. The bayesian criterion 

We usually assume [5] that the ampitudes ap are 
gaussian and complex circular. Then, the demodulated 
signals can be written in the form: 

r<0 -zfc) >*jr*X*-**,)+ (MO (4} 

where (afl ,api )
T ~   N(0,cxa

2I2)„ and lk is the 

identity matrix of size     k.   N(m, <j2) represents a 
gaussian distribution with mean m and variance <j2. 

Similar/, (bvb2f ~ N(0,a2I2). 

Thus, ak is exponentially distributed, with mean 

//-' = aj212   {ak~ €(ß)), and n{t) ~ £(2<J
2
), 

Moreover, rk ~ U[0T].. 
The posterior maximum likelyhood criterion leads to 

minimising 

17-7(7)4+44, (5) 

where X = 2cr2ju. Let us note that equation (5) 
doesn't account for the noise correlation for different values 
oft. This approximation allows the derivation of a very simple 
criterion. 
In order to optimize criterion (5), the time scale is discretised 
in the same way as in [3][4]. Finally, we get the problem in 
the form 

min   [y-S^I, +4Hli> (6) 
which can be written as 

min   Iß - Aw\ 

with 

A = 
(S 

\MM J 
and   B = 

,0, 

(7) 

(8) 

In this criterion, S contains shifted versions of the sampled 
(s * s*)(t), Y is the data vector and w is the vector of the 
amplitudes on the sampled time scale. 

C. Optimisation of the citerion 

The convex criterion \\B - Aw^ can be minimized by 

means of a very simple gradient algorithm: 

- initialize w0,s0 = sign(B - AwJ 

-for/f=1,2... 

ek = sign(B - Awk) (10) 

with the notation sign(x) = +1 si x > 0, et sign(x) = -1 

si x < 0.   If x = 0, sign(x) is chosen randomly in {- 

'\,+'\}. pk can be chosen equal to 1//c. Also, (7) can be 
rewritten as a linear programming program using the 

simplex algorithm [6]. 

IV. Numerical data 

We simulate a set of acoustic oceanic tomographic records. 
Let s(t) be a MLS of length 2^=511. The observation sampling 
step is 9=30 samples per symbol. In order to get accurate 
estimates for the time delays, the time resolution is set 
equal to Tg/90, where Ts is the duration of one symbol. The 
SNR is chosen 
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equal to 20 dB. The figure 3 shows the evolution of two 
simulated paths (fig. 3a) and the receiver output signal y(t) 
(fig 3b) for 100 successives data tracks. Figure 4b represents 
the results supplied by our method, which are compared to 
those obtained under gaussian noise assumption (fig. 4a). 

This method amounts to choosing ||y-iSW|   instead of 

(IF - S\d  in (6), as proposed in [3]. 

delays (6) 
1 1.6        2 

delays (6) 

Figure 3: (a) True paths ; (b) Matched-filter output. 

delays (8) delays (8) 
1 2 a 

delays (8) 

Figure 4: (a) Gaussian noise assumption ; (b) 
Exponential noise asumption ; (c) Result after tracking. 

We observe that the results obtained under exponential noise 
assumption are better than under gaussian noise 
assumption. Indeed we distinguish better both delays in the 
second case (fig. 4b). 
In order to eliminate part of the parasite peaks, we use the 
regular evolution of the delays associated with the 
trajectories [7]. To make the decision faster, we first apply a 
threshold to remove less significant peaks. 
The figure 4c represents the evolution of the values decided 
for Tj and r2, together with the true evolutions of these 
parameters. 

V. Real data processing 

We apply the method to data displayed on figure 5. These 
data come from the Thetis 2 experience directed by IfM 
Kiel, Ifremer and FORTH/IACM [9][10], in occidental 
Mediterranean in 1994. These data are provided by the output 
y(t) of the circuit receiver. The results of the criterion (7) 
applied to these data are shown on figure 6. In fact, this 
image is obtained by performing an additionnal smoothing 
which eliminates the parasite peaks close to the main peaks 
[3]. 
The first and the last paths are now better localised. Also, it 
now clearly appears that there are two tracks in the middle 
part of the data record. However, these tracks are not yet 
correctly separated. A reason for this lack of resolution is 
that we didn't take into account the transmitter and receiver 
transductor filters influence, which distord the transmitted 
signals. Figure 7 points out the existence of such a 
distorsion, estimated by averaging data around estimated 
delays of paths 1 and 4. 

BOO 

noo 

20 40 00 BO 100 

delays (ms) 

Figure 5: Real data. 
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Figure 6: Processed data. 
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Moreover, let us note that the mean gap between the 
paths 2 and 3 is rather small, since it is equal to about 
one third of the MLS autocorrelation function. 

Figure 7: Square of the autocorelation function of s(t) 
(a) theoretical ; (b) estimated. 

Using an adaptive smothing method [8], we may easily obtain 
a good estimation of the mean trajectory of the paths. With 
this method, it is possible to adjust the desired smoothness 
of the curve. 

Figure 8: Smoothed trajectories. 

In order to obtain a good separation of paths 2 and 3, let us 
note that smoothed trajectories 1 and 4 are quite similar. By 
averaging both of them, we obtain a new trajectory which 
presents a good estimate of trajectories 2 and 3. Then, we 
try to position it by means of a mean square technique. The 
figure 9 shows the final result. 

VI. Conclusion 

In this article the multipath time-delay estimation problem 
was addressed. We proposed a bayesian approach that 
accounts for prior statistic information 

80 100 

delays (ms) 

Figure 9: Final result. 

upon noise and paths amplitudes, and leads to a simple 
estimation procedure for detecting and estimating the time 
delays. We also discussed the possibility of tracking the 
time delay evolution. 
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Abstract 
This paper concerns the description of different noise sources encountered as well as the impact of each of 

these sources through the sonar interferometric data acquisition. In fact, these noise sources can generally be 
classified into two categories : a. environmental noise category (variable celerity, parasite echoes, sonar 
motion, etc.), and, b. interferometric process related noise (decorrelation baseline, decorrelation of wave train, 
propagation). In this study, each noise source (considered separately) is first modeled in terms of Signal to 
Noise Ratio (SNR) as a function of range. This modeling is conducted analytically as well as using computer 
simulations. The obtained information is, then, converted in order to obtain an altitude error precision scheme. 
Obtained results clearly show that these different noise sources have not the same altitude error impact. In fact, 
the decorrelation of wave-train and the parasite echoes are shown to be the most signißcant. Finally, an error 
data fusion process is studied in order to evaluate the altitude precision degradation through the integration of 
several noise phenomena. The main conclusion of this paper concerns the theoretical interest of the conducted 
approach in terms of the obtained results as well as in order to reduce the impact of these noise sources through 
the physical and the analytical comprehension of the data acquisition process. 

I. Introduction 
Side-scan sonars produce ocean bottom realistic images by periodically transmitting acoustic 

pulses orthogonal to the direction of the sensor motion. Nevertheless, understanding the bathymetry 
information of an observed scene, in terms of generating important shadows of bottom objects, 
implies that the sonar needs to be close to the bottom, compared to the sensor range. Recent sonars 
produce bathymetric information through the use of interferometric methods. These methods are 
based on the detection of the angular arrival of the plane wave reflected from the bottom. The 
knowledge of the sonar altitude, the signal arrival time and its angular direction, then, it is possible to 
compute the bathymetry of each point present in the observed scene. These methods constitute a real 
improvement when compared to the fusion methods of the bathymetry and the image recorded in two 
dates and issued from two different sensors. The main drawback of the interferometric methods 
concerns their weak robustness in a noisy environment. This paper is organized as follow: next 
section deals with the physical interferometry concepts and its application to the sonar. Section in 
studies the impact the environmental noise. The impact of the interferometric intrinsic noise is then 
detailed in section IV. Section V presents the joint effect of noise sources on the precision and the 
theoretical robustness of the vernier method. Conclusions and furthor comments are given in section 
VI. 

II. Interferometry Basic Concepts 
The traditional experiment to illustrate the interferometry effect is the Young slot [1]. A 

monochromatic light (i.e. a single carrier frequency) is diffracted through two slots and creates a 
figure of light consisting in an alternance of high-lighted lines and of shadowed lines on a white paper 
sheet placed behind. This can be explained by the superposition of two coherent lights. The intensity 
at each point is given by [1] : 

I =< Ef > + < E\ > +2ElE2 < cos(<p, -(p2) > (1) 

where, E\ and E2 denote the electromagnetic fields amplitude, (pi and (fa their corresponding 
phases, and the symbol <.> denotes the temporal mean through a wave train length time. The resulting 
intensity depends, hence, on the phase difference (i.e. the difference of length of the two paths of 
light). The connection to the interferometric sonar is straightforward, figure 1. The slots are two 
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acoustic arrays and the paper sheet effect (i.e. superposition of two waves) is computed by S S, 

where S   , S, are the complex signals received on each array and (*) denotes the complex conjugate. 
3.       O 

Interferometry concept Roll effect 

Ng  4. 8M=d cos(e+v) 

> Z-error 

Figure 1, the phase difference and the incidence angle 9 

In this figure, 8M denotes the path length difference. The link between the phase difference and 0 
is given by [2,3] : 

2ndcos(fl + vQ 
A(p = :J-  (2) 

where "d" is the baseline and X the wavelength. Finally, the altitude "h"of an observed cell is 
simply computed by: 

h = H-rcos(6) (3) 

III. Environment noise 

Several noise sources affect the exact computation of the altitude measure. Some of these sources 
are related to the environment (parasite motion, water celerity fluctuation and multipath interference). 
Other intrinsic noise sources are those related to the physical information acquisition process (wave 
propagation, speckle noise and the length of the wave train). In this section, the environmental sources 
will be briefly discussed. 

111.1 Parasite Motion 

The sonar acquisition system is generally towed by a boat. Even if the sonar is far from the 
surface, the acquired signals suffer the boat motion effects transmitted through the connecting cable. 
For example, a roll error of 1°, figure 1, can induce an error of 1.7m on the bathymetry at the end of 
the swath [2]. 

111.2 Celerity fluctuation 

The celerity acts as a prism for optical rays. As the water propagation index is not a constant 
through Z, the ray trajectories are curved. Indeed, when a ray is received, its propagation time and its 
arrival angle are known; the ray is assumed to be straight in order to determine the position of the 
reflecting point. In this study, the following assumptions are made in order to conduct the simulation 
results : a. a celerity gradient of lm/s per meter depth is assumed, b. the celerity stratification is 
horizontal, c. the sea bottom is flat and horizontal, and, d. the sonar altitude is 10 meters above the sea 
bottom. 1592 



As will be shown in section V, the results obtained through the simulations, using these 
assumptions, prove that the Z-error at the end of the swath corresponds to 60 cm [2]. 

III.3 Multipath interference 

Multipath interference constitutes an important noise source through the interferometry process. In 
fact, the received signal is formed by the composition of a direct path and, eventually, of an 
interfering signal issued from a secondary reflecting path. The interfering path constitutes a parasite 
signal contributing to noise the wave front of the main signal. 

Generally the direct path (i.e. specular) level is superior to the parasite signal, but, the direction 
measure of the wave front can be disturbed. This perturbation can be modeled through the use of a 
statistical approach. In this study, the following assumptions are made : a. a Rayleigh amplitude 
distribution, b. uniform phase distribution over the interval [0, In], c. the specular as well as the 
interfering multipath components are assumed to be statistically independent and the power ratio 
between these two signals is fixed through out the swath (13 dB higher for the direct signal), and, d. 
the emission pulse is a narrow band. 

In fact, we examine the probability density functions (p.d.f) of four Gaussian variables which 
correspond to the imaginary and real parts of the two signals. The different coefficients of the 
autocorrelation matrix are determined by the integration on the angular direction of the distribution of 
the inphase and the quadratic components. This leads to a p.d.f of the phase difference [1],[2],[3],[4]. 

p(0) = 
D2 

2KOXG2 

1 

l-X2    (l-X2) 3/2 

K 
 Arc sm(X) 
2 

(4) 

.,   ,,,    ,77sin(0)-pcos(0)x     „,2222*, ,   , -, 
with X = (J ^-^— ^^-),   D2 = (7,G2 -p  -t] , 0=phase sensor 1-phase sensor2 

GXG2 

a) =< xj >=< yf >= j[S(a) + I(a))Bl(a)da = Pi + Ps 

p =< xx x2 >=< y y2 >= j[S(a) + I(aj\B, (a)B, (a)cos( f2 (a)- fx (a))da = Ps cos(0s) + i> cos(0y) 

r]=<xxy2 >=-<yxx2 >=J[S(a) + J(a)]3(a)flU«)sin(/2(a)- fx (a))c/a = -(Pssin(0s) + ^sin(^)) 

where, ae [-rc,7i], B (res. f(a)) the amplitude (res. sensor i phase) transfer! function within the 
direction a, S and I are the power distribution of the specular and the interfering multipath signals. 

P(<t>) 
(close to phase jump values) 

Multipath §1 

■7- Resulting $ 

X  S] Specular 

Mean 
values 
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0 lit 

Figure 2, Physical Principle - PDF of (|> 

The shape of (|)-p.d.f is plotted in figure 2. The resulting phase increases with the range and 
progresses along the interval [0;2TI]. When it reaches IK, it returns to zero. The standard deviation of 
the p.d.f is small if (j)s and (J)i are close enough : for example, they are equal if the arriving directions 
are the same. The more these phase differences are far, the more the standard deviation is high. The 
drawback of a high standard deviation can be particularly observed near a phase jump because this 



mono hill p.d.f becomes a two hills one. In this case, the mean value of this p.d.f does not correspond 
to the maximum of the p.d.f but to the center of gravity of the two hill surfaces. If the standard 
deviation is small, then, the mean value follows the maximum of the p.d.f and the bias is small. 

The mean value of the p.d.f (for different angles 0s corresponding to the range [0,100]meter and 
angles 8i e [0,7i]) is plotted in figure 3. 

200 
newitilna jph*«* wflh humtltm!*2.G, power ntto «14 dB 

40 90 WO. 

Figure 3, Mean value of the resulting phase difference 

In this figure, the undulations and the fluctuations appearing near the phase jump areas are due to 
the presence of the parasite interfering signal, which introduces the bias on the mean value described 
above. The most significant zones are located near the phase jumps. 

IV. Physical Noise 

IV. 1. Baseline Decorr elation 

The measured gray level value concerning a given pixel on the sonar image, is obtained by the 
additive power summation of several microscopic backscatters contained within the resolution cell. 
The backscattered energy by each of these microscopic items can interfere and the power reflected 
can be null and the received phase difference is random variable: it is the speckle phenomena. The 
impact of this noise has been computed in terms of Signal to Noise Ration (SNR) as follows [5],[1]: 

y=   , / .      et7 = sinc(-^^cos(ö)cot(Ö)sin(ö+V^))andtheSNR=Y/(l-Y) (5) 

*J<SAS
t

A><SB?B> nhA 

Numerical evaluation of this model shows the average impact is weak but that effect must be 
considered as a high frequency noise. 

IV.2. Length of Wave Train 

This effect is also called 'sliding foot print effect. This source noise can be derived from an 
optical effect. The figures obtained through the optical Young slots are less and less contrasted from 
the center to the exterior. This phenomena is linked to the length of wave trains. The more the phase 
difference is important the less the time of the coherent integration is important, and thus, the weight 
of the phase difference cosines decreases. This effect is the reason why the monochromatic light is 
used : it has a very thin spectral occupation so J^9¥e time duration which increases the contrast of 



the figure. For the sonar case, the length of the coherent wave train is related to the pulse length and is 
proportional to [2],[6]: 

£ = y-<5M (6) 

where x is the time pulse length and c is the was celerity. % corresponds to the time the two arrays 
have to make the interferometry in common. When converted in terms of SNR, it leads to 

SNR= — 1 (7) 
2dcos(8 + \|/) 

£ can be interpreted as the commonly sea bottom surface seen by the two sensors within one 
sample : the two arrays are not situated at the same distance from the bottom and their footprint on the 

bottom is lightly shifted. Thus, when the cross product S Si   is computed, it must take into account 

this partial superposition. 

IV.3. Propagation Lost 

The impact of the propagation is important when the frequencies are high because of the resonance 
of molecules contained in the sea water. The sonar equation is computed as [7]: 

SNR=SL-TLi+TL2+RL +GA-NL (8) 
with, SL : Source Level, TL :Transmission Loss , RL : Reflecting Level, GA : Gain Array, NL : 

Noise Level 

V. Global error 

It is of great interest to make the bridge between different SNR's of simulated noise sources and 
the Z-error concerning the estimated altitude. This conversion is governed by the following equation 
[2],[6]: 

mtan(ö) 
Sz=     , — (9) 

This equation takes into account the Rayleigh characteristic of the channel. The sum of errors is 
computed in terms of the quadratic error sum as : 

Obtained results are given in figure 4. In this figure, two baselines are used : 1.5A- (figure 4.a) and 
2.5A, (figure 4.b). For each baseline, Z-errors of different noise sources as well as the quadratic error 
sum are plotted as a function of the range. These results highlight the most influencing parameters : 
the wave train effect and the multipath propagation. The first parameter has a physical origin and it 
can logically be reduced by delaying the arriving data between both interferometric arrays. On the 
other hand, the interference effect is related to the environment (sea surface, altitude and immersion 
of the sonar, etc.). This phenomena can be avoid by using several arrays (3 for example) because the 
main anomalies appear at the phase jumps, so if the sonar uses different pairs of acoustic arrays with 
different baselines, the jumps will be located differently. 

VI. Conclusion and further comments 

The interest of studying interferometric noise sources different from the propagation loss is to 
highlight their great impact on the results. The second point is to divide the noise into two classes : 
some are intrinsic and predictable (the wave train effect) and other depend on the environment. Their 
signatures are very different: the wave train effect is important at the end of swath, the interference 
noise will be significant near the phase jump. Ifc5£5 other hand when an other baseline is used that 
effect is translated because the two baselines are different. We can imagine it is possible to reduce 



that noise by a cooperating system for a given segment of the swath using the more well-suited 
baseline. In the same way the physical origin of the sliding foot print gives a solution to reduce it by 
tmie-shifting the two signals. 
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Figure 4, Z-global errors in terms of meters 
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Abstract: Experimental results on the localization of a 
moving sound source in shallow water are presented. Genetic 
algorithms (GA) are used to first intensively estimate the 
environment from a fixed source part of the data. Then, 
assuming the stationarity of the environment, localization is 
carried out in the moving source part of the data. Comparison 
with results obtained previously on the same data set shows 
that the source range error is reduced by 75%, while the 
source depth error is reduced by approximatel instead of a 
single frequency conducts to more stable source location 
estimantes. 

I- Introduction 

The SACLANT Undersea Research Centre has conducted a 
sea trial on North of Elba Island in October 1993. The 
objective of that sea trial was to collect data to verify the 
performance of geoacoustic and geometric parameter 
estimation methods based on the inversion of acoustic field 
observations received on a vertical array of sensors. The data 
set made available to the authors comprises one period of 
time where the source is being held fixed and another period 
where the source is moving away from the receiving array. 
In a first publication Gingras et. al. [11 have obtained 
simultaneous estimates of environmental and geometric 
parameters using a single frequency Bartlett processor in the 
stationary source data. A global search procedure based on 
genetic algorithms (GA) was used for parameter optimization. 
Source tracking was then carried out in the moving source 
data using the previously estimated environmental parameters. 
Later on, on a second publication [21, the same scheme has 
been followed using two frequency bands. A range-dependent 
adiabatic normal mode code was used as forward model and 
it could be shown that at lower frequencies range dependence 
was not required while a better model fit was obtained at 
higher frequencies when range dependence was included. The 
same data set was used by Krolik [31 to test various Minimum 
Variance (MV) adaptive beamformers. Single frequency data 
was used and the environmental parameters were assumed 

to be within the same interval as in [1]. Among the proposed 
processors, the MV-EPCf1 achieved the best source tracking 
performance and similar to that obtained in [ 1 ] with, however, 
a much less intensive computation load, since no 
environmental search was performed. 

The goal of the present work is to estimate the position of 
a moving source and demonstrate that the accuratness to 
which that estimate can be obtained mainly depends on the 
environmental parameter set used in the forward model 
processor. The novelty of the work presented in this paper is 
that the estimation of that environmental parameter set is 
performed through an intensive GA search - mainly by 
increasing the population size. It is also shown that using a 
broadband processor, in a 20 Hz band around 170 Hz, the 
variance of the source location estimator is reduced, when 
compared to the single frequency processor. In order to make 
a fair comparison, a single frequency source tracker was used 
and the results compared to those of Gingras et al. [1]. It is 
shown that the source range error is reduced by 75% while 
the source depth error is reduced by approximately 50%. 

II- Environmental Parameter Estimation 

A- Theoretical BackgroundMatched-field processing (MFP) 
can be briefly reviewed as follows. The acoustic pressure is 
measured in an array of sensors. Then, an accurate acoustic 
model, fed with an appropriate environmental and geometrical 
model candidate, is used to compute the predicted acoustic 
pressure replica field. Then a variety of methods is available 
which, in general, involve some kind of correlation and serves 
the purpose of comparing the measured and replica fields. 
Each comparison may be called the MFP response to the 
environmental and geometric model candidate, and finaly the 
parameter set with the best response is selected. This is an 
inverse problem, and may be posed as an optimization where 
the objective function is the MFP response to be maximized. 

f'Minimum Variance with environmental perturbation constraint 
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In this casethe goal is to find a model vector i? that maximizes 
the objective function, which may be written as the Maximum 
Likelihood estimator: 

j 

m) = -^lntr[(I-P(Wj^))CA:K)], (1) 
j=i 

where P(a»J-,t>)  = Ki^H)'1!^11 is a projection matrix 
of the measured data into the subspace spanned by Hat the 
frequency Wj, H = H(u>j,ti) is a vector with the replica 
field    predicted    by    the    forward    model,    and 

Cx(wj) = ]j J^"=o £n(uj)Xn(tjj)H isihe sample spectral 
density matrix at frequency uij. 
B- The Baseline Model    The baseline model used for 
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Figure 1: Measured sound speed profile and historical geoacoustic 
parameters for the North Elba experiment site. 

simulations is depicted in Fig. I and corresponds to that used 
by Gingras [4]. It consists of a 127 m depth ocean layer 
overlying a 2.5 m thick sediment over a half space subbottom. 
The parameters to be estimated were subdivided into three 
subsets: the geometric subset (source depth, source range, 
water depth, array depth), the sediment subset (upper 
compressional speed, lower compressional speed, density, 
thickness, attenuation), and the subbottom subset 
(compressional speed, density, attenuation). The environment 
was considered range independent. 
C- Model parameter estimation The goal is to obtain estimates 
of the source locations in the moving source portion of the 
data. For this purpose the environment is first estimated from 
the fixed source data and then supposed stationary during 
the moving source part of the data. The sampling frequency 
was I KHz and the FFT block-size was 1024. The sample 
spectral density matrices were computed in the frequency 
interval 161.1 to 179.7 Hz, as the average of 10 cross-spectral 
matrices computed from a time epoch of aproximately 1 
second each. This procedure was repeated every minute of 
data. Before starting optimization with the GA a few 
parameters have to be adjusted: the population size was 270, 
the number of iterations to 100, the crossover probability 
was 0.7 and the mutation probability was equal to 0.00875. 
The final environmental parameter vector estimate over the 

10 minutes of data was taken as the mean of the best GA 
candidates from 5 independent runs on each 1 minute data 
segment. For comparison purposes the whole procedure was 
done for a single frequency (169.9 Hz) and in a 20 Hz 
bandwidth centered in 170 Hz as explained above. The 
parameter search space was the same as that of Gingras et 
al. [1], except for the source range interval that was much 
larger in our case, ranging from 5 to 8 km. Another difference 
is that, instead of estimating sediment and subbottom 
compressional speeds directly, as done in [1], the 
water-sediment interface compressional speed is taken as 
reference and then only the differences between that value 
and the sediment subbottom interface and subbottom 
half-space velocities are estimated. Also, those differences 
are assumed to be always positive, which puts an additional 
constraint into the search. To give an idea of the computational 
effort involved in the search procedure, it is sufficient to say 
that the total search space contains about 1024points, while 
for each inversion only about 106 of those points were 
explored. 

Table 1 shows the results of the narrowband (NB) and 
broadband (BB) processors. The results given by those two 
processors are only slightly different. The two last lines of 
table 1 show the normalized Bartlett peak powers in dB, for 
the NB and the BB estimated models. These four numbers 
represent the adjustment - or misadjustment - of the estimated 
NB and BB models to the data. As it can be noticed, the 
model adjustment is poorer when measured at one single 
frequency with the BB model than with the NB model. 
Similarly, the model adjustment in a frequency band - taken 
as the mean of the Bartlett peak powers at each frequency in 
the band - is poorer with the NB model than with the BB 
model. Strict interpretation of those numbers would indicate 
that model adjustment is always better in the frequency band 
on which the environmental parameters were estimated. 
However, model adjustment is not all in the MFP process 
since, as it will be seen in the next section, the localization of 
the moving source gave similar results in narrow and 
broadband while much stable in the later. 

Another way to illustrate the model adjustement 
dependency on frequency is shown in figure 2. That figure 
represents the mean square error (mse) between the predicted 
and measured acoustic fields along the receiving array for 
each frequency within the considered band. It can be seen 
that in the neighborhood of the central frequency of 170 Hz 
the mse is lower for the narrowband model than for the 
broadband model. When moving away from the central 
frequency the mse of the narrowband model increases while 
the ruse of the broadband model decreases. The reason for 
this is that in the narrowband case a good match is forced 
only for one frequency, while in the broadband case the field 
has to be matched for the whole band of frequencies. 
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When comparing the results shown in table I with those 
of [1], substantial differences can be noticed, specially for 
the 

Model parameter NB BB 
Geometric 
source range (m) 
source depth (m) 
receiver depth (m) 
water depth (m) 

5602 
76.0 
112.6 
129.4 

5593 
76.3 
113.4 
129.4 

Sediment 
comp. speed upper {m/s) 
comp. speed lower {m/s) 
density {g/cm3) 
attenuation {dB/X) 
thickness (m) 

1486 
1534 
2.3 

0.08 
3.3 

1477 
1538 
2.3 

0.09 
3.7 

Bottom 
comp. speed {m/s) 
density {g/cm3) 
attenuation {dB/X) 

1572 
1.87 
0.11 

1571 
1.82 
0.11 

NB Bartlett Power (dB) 
BB Bartlett Power (dB) 

-0.23 
-0.40 

-0.26 
-0.35 

Table 1: Estimation results for the narrowband and broadband processors 

source location: those obtained here are in all cases closer to 
the expected values. One reason for that is the number of 
iterations and the population size chosen by Gingras, that 
seem to be too low for the optimum of the surface to be 
attained. In reality the number of forward iterations used 
here is of the order of 1.5 106 while in [ 1 ] it was 2 105 which 
represents less than a factor 10 increase and irrelevant when 
compared to the search space size of 1024. 

Ill- Moving source tracking 

Assuming that the environment is stationary, the parameters 
estimated above are used for estimating the source position 
during the set of data in which the source is moving away 
from the receiver. Again, both the single-frequency and 
multi-frequency cases were considered. The procedure for 
estimating the cross-spectral matrices was identical as for 
the fixed source part. In the GA optimization procedure both 
the population size and the number of iterations were 
considerably reduced to 40 and 20, respectively. The 
crossover probability was ajusted to 0.7 and the mutation 
probability to 0.041. Figure 3 shows the results obtained for 
the source range and depth in the single frequency case. For 
comparison purposes the true source range/depth position 
and the results obtained by [1] are shown in the same figure. 
It can be easily noticed that the approximately constant 400 
m bias in range obtained 

by Gingras was considerably reduced to 100 m - which is 
within the GPS accuracy used for the true range curve [4]. 

Source depth estimation during has also been improved with 
an error of approximately 3 m against 5 or 6 m for Gingras et 
al. For the broadband case the source range estimation results, 
Fig. 4, are very similar to those obtained in the single 

0.08 

LU 
CO 

0.06 

■0.04. 

0.02 
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Figure 2: Error between the measured acoustic field and predicted 
field using: the narrowband environmental estimates (squares) and the 
broadband environmental estimates (circles). 

Time NB BB 
1 88 85 
2 97 123 
3 106 100 
4 94 100 
5 82 88 
6 111 100 
7 173 120 
8 82 103 
9 85 117 
mean 102 104 
std 29 14 

Table 2: Estimated source speed in m/minute during source tracking for 
the narrowband (NB) and the broadband (BB) cases; bottom lines are 
mean speed and standard deviation 

frequency case with, however, considerably however, 
considerably less oscillations. In order to quantify those 
oscillations, table 2 shows the estimated source speed, i.e. 
the slope of the curve range vs. time, in m/minute for the 
narrowband and the broadband cases. That source speed 
should be relatively constant and as close as possible to the 
surface ship speed of 108 m/minute. Both the narrowband 
and the broadband processors provided a mean speed close 
to the expected surface ship speed with, however, a much 
smaller standard deviation of 14 m / minute in the broadband 
case than the 29 m / minute in the narrowband case. 

Finally, a comparison of the normalized Bartlett peak 
power for the narrowband and the broadband MF processors 
is shown in Fig. 5 together with equivalent results obtained 
by Gingras [1]. Assuming that the Bartlett peak power 
is an indicator of model adjustment, it can be noticed 
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that the model estimated in this paper offers, in general, 
and specially for the broadband case, a much better fit 
than that provided by the model estimated by Gingras. 

Figure 3: Comparison of source tracking results in the single 
frequency case: source range (a) and source depth (b); GPS 
estimated location (asterisks), narrowband tracking (squares).t 
racking in [11 (triangles) 

One more interesting point is that, considering the bandwidth 
in this example, the computation of a broadband model is 
not significantly more expensive than that of a single 
frequency. On an DEC4100 AlphaServer (I processor), 
CSNAP needs 86 ms to compute a model for the single 
frequency and the 126 ms for the 20 Hz band, which is only 
a 50% increase in computation time. 

IV- Conclusion 

MFP was applied to the North Elba data for locating a moving 
sound source. First the acoustic channel environmental 
parameters were estimated using an intensive genetic 
algorithm based search procedure in a portion of the data 
where the source was stationary. Then, holding the 
environmental parameters fixed, the moving source part of 
the data set was processed to test the source tracking 

capabilities of the algorithm. Both the environmental parameter 
estimation and the source tracking were performed at a single 
frequency of 170 Hz - in order to facilitate comparison with 
previous results - and in a band of 20 Hz around that single 
frequency. The results have not only shown 

mm. 

Figure 4: Broadband tracking results: source range (a) and source 
depth (b); GPS estimated location (asterisks), broadband tracking 
(circles) 

4 6 
time (min.) 

10 

Figure 5: Normalized Bartlett peak power during source 
tracking in the narrowband case (squares), broadband case 
(circles), and form [1 ] (triangles) 
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that the environment stationarity assumption is valid, but also 
that broadband algorithm can give a real improvement to the 
source tracking. This result has been obtained due to a more 
intensive optimization search during the environmental 
inversion than that in previous studies. This shows that joint 
estimation of the environment and source location along time 
- generaly known as focusing [5] - can be advantageously 
replaced by a computationally more expensive inversion of 
the environment on part of the data followed by a much less 
intensive algorithm for source location estimation. 
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