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Workshop Scope

The continuing rapid increase in the performance of high speed electronics and communications
technologies has led to dramatic improvements in advanced computing and communications
systems. The rapid growth of computer internetworking and the rise of new applications such as
multimedia and virtual reality are driving the requirements for still higher levels of computing and
communications. Interconnections within digital computing and switching systems today are often
perceived as a performance bottleneck. The purpose of this Workshop is to determine the
interconnection requirements of emerging and future computer and communications systems and
to disseminate information about state-of-the-art optical and electrical interconnection
technologies at the component, packaging, and systems level.

Because of the multi-disciplinary nature of these problems, this Workshop brings together
researchers and engineers with expertise in a variety of fields including electronic, optoelectronic,
and optical interconnection technologies, advanced systems architectures as well as the systems
level perspective of algorithms and applications. The Workshop is comprised of tutorials and
invited talks of the highest caliber as well as a few contributed papers. In addition, all attendees
participate in smaller working groups to discuss and address a central focus design problem.
Working groups are diverse and multi-disciplinary. In the past, problems ranging from high-
performance workstation design to tele-medicine applications have been considered. Historically,
this workshop has provided a stimulating, highly interactive environment conducive to thought-
provoking discussions. Take advantage of this opportunity to contribute to a great Santa Fe
experience! More information can be found on the web at http:/soliton.ucsd.edw/ihsds/santafe99
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3:00pm - 6:15pm Tutorial Session
Session Chair: George Papen, University of Illinois, Urbana, IL

3:00pm - 3:45pm Tutorial - 1

Device and Interconnect Technologies for ~100 GHz Mixed-Signal ICs, Mark Rodwell, UC Santa Barbara, Santa Barbara, CA

160 Gb/s TDM optical links will require ICs with > 150 GHz analog bandwidth and a 80 or 160 GHz clock. Mixed-signal ICs (DACs/DDSs/ADCs)
for digital processing of 2-20 GHz radar signals will have 2000-transistor complexity and ~100 GHz clock rates. To permit clock rates exceeding
100 GHz, transistor current-gain (ft) and power-gain (fmax) cutoff frequencies must be several hundred GHz. The interconnects must have small
capacitance per unit length, and wire lengths, hence transistor spacings, must be small. Given that fast transistors operate at high current densities,
effective heatsinking is essential. To prevent circuit-circuit interaction through common-lead inductance ("ground bounce"), low wiring ground-
return inductance is required within the IC and between IC and package. We report a transferred substrate heterojunction bipolar transistor (HBT) IC
technology providing scalable submicron HBTs with record 250 GHz ft and 820 GHz fmax. The interconnects, microstrip on a low-epsilon
dielectric, have low capacitance and high velocity and a ground plane for low ground-return inductance. An electroplated Au/Ni/Cu metal substrate
with Au thermal vias provides effective heatsinking. Demonstrated ICs include 85 GHz amplifiers and 60 GHz M/S latches. To manage power-delay
products in larger circuits, low-voltage-swing (nkT/q) circuits are being investigated.

3:45pm - 4:30pm Tutorial -2
Overview of Nonlinear Optics for High Speed Communication, Bahaa Saleh, Boston University, Boston, MA

4:30pm - 4:45pm Break

4:45pm - 5:30pm Tutorial - 3

Advances in Chip Level Packaging, Johr Carson, Irvine Sensors Corporation, Costa Mesa, CA

Two major directions in chip level packaging will be observed during the next decade: thinner packages (and therefore thinner chips) and more direct
chip attach techniques. Package thickness will be pushed to as low as 0.5 mm for various applications enabled by agressive chip thinning techniques.
In direct chip attach, peripheral leads in a footprint smaller than the IC carrier will appear in mainstream applications limited only by printed circuit
board constraints. Combined, these two trends will drive toward increased use of three dimensional stacking techniques. Examples of thinned chips
on flexible substrates and three dimensional assemblies of multi-chip packages are shown to portend these coming events.

5:30pm - 6:15pm Tutorial - 4

Modeling, Analysis and Simulation of Data Networks, Yusuf Ozturk, San Diego State University, San Diego, CA

The first topic will be more network modeling and analysis oriented. I can demonstrate some traffic collection tools and later incorporating the data
collected into commercial simulation tools. We can work around practical problems for capacity planning and projections to the feature. This fits
very good into a workshop program. This talk will reflect my experiences and common mistakes network managers and analysis specialists are doing
during the data collection process , analysis and simulation of their network. This tutorial will be mostly a demonstration of network design process
starting from data source characteristics, network topology selection, modeling and analysis.

6:30pm - 7:30pm Welcome Reception
8:00pm - 8:30pm

Kickoff Meeting for Working Group Leaders
Session Chair:  Ashley Saulsbury, SUN Microsystems, Mountain View, CA

MONDAY, 10 MAY 1998
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8:00am - 8:15am ‘Workshop Welcome
Workshop Chair: Howard Davidson, Sun Microsystems, Mountain View, CA
Session: Short Haul Interconnects

Session Chair:  Kirk Giboney, Hewlett Packard Laboratories

8:15am - 8:45am

11 Overview of 10Gbit Ethernet, Peter Wang, 3COM Technology Development Ctr. Santa Clara, CA

Internet traffic is exploding. Intranet, extranet, E-commerce and Voice-over-IP are all contributing to the growth of data networks. Gigabit Ethernet
deployment is ramping up, as are broadband access networks. Carriers are planning for multi-gigabit backbone deployment. Dense Wavelength
Division Multiplexing is the talk of the town. Are there alternatives? Is the world ready for 10 Gb/s networking?

This talk will explore the key enabling technologies and the various interconnect options for constructing 10 Gb/s links for the next generation
backbone. We will also touch on the challenges of building switching infrastructure for the 10 Gb/s data networks.




8:45am - 9:15am

1.2 PAROLI a Synchronous Optical Interconnection Link with a Through Put of 13 Gbit/s, Karsten Droegemueller,

Siemens AG, GERMANY

Data communication and telecom switching systems require interconnections with high density, high data throughput and low power consumption.
The design, realization, and characterization of a multichannel parallel optical interconnection with a 12 fiber ribbon and with an optical data rate of
1,25 Gbit/s per channel is reported. Two versions will be presented. First, a bit synchronous link with an electrical interface consisting of 22
differential data channels operating at 500 Mbit/s each plus one clock channel. Second, an asynchronous link with 12 electrical differential data
channels at 1,25 Gbit/s each. On the transmitter side a vertical-cavity surface-emitting laser (VCSEL) array is employed as light source. Results of
reliability test of the VCSEL's are given in the presentation

9:15am — 11:30am
Session: Intra-System Interconnects
Session Chair:  Rick Lytel, Sun Microsystems, Mountain View, C4A

9:15am - 9:45am

13 Tb/s Chip 1O — How Close are we to Practical Reality?, Rick Walker, Hewlett Packard Laboratories, Palo Alto, CA

Computer and Router designers are counting on Tb/s chip-to-chip data transmission capability to continue expanding their system performances to
meet the global demand.

Several prototype serial links, with clock and data recovery, have been published at 2-10 Gb/s data rates per pin. Much work is focussed on lowering
the power and size of these links to allow hundreds of links to be integrated onto a single chip.

Even with these advances, some scary system issues still remain. Power supply noise can have disastrous effects on PLL and DLL performance.
Signal crosstalk can close up an otherwise open eye. Each advance in CMOS scaling reduces the analog circuit options available to the link designer.

The copper signal-transmission infrastructure is not improving at anywhere near a "Moore's law" rate. FR4 has been the standard dielectric for high-
density PCBs for over 20 years, and coax cables are an extremely mature art. Dielectric and skin loss limit data rates to approximately 10Gb/s, and
further advances may be slow coming.

This talk will explore these trends and attempt to forecast the future of high-speed serial interconnects.
9:45am - 10:00am Coffee Break

10:00am - 10:30am

14 Interconnect Requirements for Dlgltal Cross-connect Systems, Roger Holmstrom and Robert Ward, Tellabs Operations Inc., Lisle, IL
The requirements for high-speed and high-density board-to-board interconnects in digital cross-connect systems are such that new and emerging
technologies are sought. These requirements are discussed in terms of physical, performance, reliability, and cost metrics. Some alternatives are
evaluated. For long reach interconnects, parallel optics are favored. For short reach interconnects, electrical interconnects are chosen.

10:30am - 11:00am

15 Moore's Law: The Intra-system 1/O Challenge, Craig Theorin, W. L. Gore & Associates, Lompoc, CA

The modularity of recent high speed digital system designs have created the need for intra-system /O bandwidth in excess of 10 Gbit/sec. Most
system architects anticipate this bandwidth requirement to scale with Mooreis law for the foreseeable future, creating a substantial signal integrity
challenge for future data links. We will describe the chip-to-chip signal integrity concerns and likely solutions for intra-system I/O in the early part
of the next millennium as aggregate bandwidths scale beyond 100 Gbit/sec.

11:002m - 11:30am
16 DDR and RAMBUS (High Speed Bus) DRAMD, Mian Quddus, Samsung, KOREA

11:00am - 11:30am
Workshop Problem Statement for the 1998 Workshop:
Ashley Saulsbury, Sun Microsystems, Mountain View, CA
12:00pm - 1:30pm Luncheon & Working Group Session I
1:30pm - 3:30pm Working Group Session II
3:30pm - 6:30pm Free Afternoon
6:30pm - 7:30pm Reception

8:30pm - 9:30pm Special Event 10 Years of Santa Fe Experience
Speaker: Harold Stone, NEC, Princeton, NJ
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8:15am - 9:45am
Session: Optical Interconnects for High-performance Computing Systems
Session Chair:  Harold Stone, NEC, Princeton, NJ

8:15am - 8:45am

2.1 Interconnects in Scalable, Distributed Mulitprocessor Systems, Jeffrey Kuskin, Silicon Graphics, Inc, Mountain View, CA
Communication among processing nodes (that is, CPUs, memories, and I/O devices) is perhaps the key component in the design of a multiprocessor
system. Traditionally, multiprocessors have been constructed by connecting a small number of processing nodes to a common, shared bus. The
shared bus provides not only a mechanism for the processing nodes to communicate, but also allows all communication to be broadcast to all nodes
on the bus.

The broadcast capability of a shared bus greatly simplifies the overall system design. Unfortunately, electrical and mechanical constraints severely
limit the number of nodes that a single shared bus can support. For this reason, multiprocessors that scale to large numbers of processing nodes do
away with the single shared bus and instead employ a distributed system design in which processing nodes are interconnected via a high-bandwidth,
low-latency, switched routing fabric.

The use of a routing fabric overcomes the scalability limitations of a shared bus, but introduces a number of complications of its own. This talk will
explore the use of high-performance interconnects in a distributed multiprocessor system. We begin with a short discussion of the basic distributed
multiprocessor node architecture and  interconnection fabric, and the difficulties that such an architecture creates. We then describe how these
problems are solved in practice, with an emphasis on the role of the interconnection network. We conclude with some thoughts on the increasing
importance of communication in multiprocessor system designs and the demands that will be placed on future multiprocessor interconnection
networks.

8:45am - 9:15am

22 The Role of Optics in Balanced Computer System Design, Mike Chastain, Hewlett-Packard Company, Richardson, TX

Computer system architects have been waiting and watching the development of parallel optics for five years or more, hoping that breakthroughs in
the producibility, pack-aging, and resultant costs would finally make optical links cost competitive with their cop-per counterpoints. The inherent
advantages of optical interconnects are well known. The inherent reduction in physical size of both connectors and cables, increased usable com-
munication distance, and reduced susceptibility to EMI and EMC have always been appealing; but the costs have always forced designers to do it in
copper just one more time.

In the last few years we have all witnessed the almost exponential climb in CPU clock rates, soon to break the gigahertz barrier, and we have seen
virtually every performance feature ever implemented in the fastest supercomputers migrate to single chip CPUs. Along with these improvements has
come an equally impressive increase in the data band-widths required to keep these CPUs in execution. Soon we may see single chip CPUs capable
of consuming 10 Giga-bytes per second or more.

These enormous bandwidths are forcing CPU and ASIC designers alike to push every integrated circuit connection to the maximum frequency in
order to maintain pin counts at manufacturable levels. Intelis recent switch to Rambus DRAM is a clear indication that all vendors, even PC vendors,
are faced with this problem.

As we increase the frequency of these products we will test the limits of printed circuit technology. Skin effect losses are already a problem, and
within a few years these loses will be replaced in priority by dielectric losses, perhaps limiting the usable connection dis-tance to a single backplane
or PC planar. Cables with very good dielectrics will, of course, allow longer distance; but there will always be copper trace in the path. As
frequencies increase, every 4 to 5 inches of copper trace will reduce the usable cable length by about three feet in addition to decreases due to the
cable dielectric losses. We may do well to connect adjacent racks with copper cables, let alone cross machine rooms.

So it appears, within a few years, that copper interconnects of more than a few meters could easily become very expensive, while VCSEL technology
and creative packaging may finally yield cost effective parallel optic interfaces.

The inevitable shift to paralle! optical technology may occur because of this juncture of over stressed copper and mass produced optics, but there is
still a major disconnect between the future needs of computer systems and the roadmap of optical components. Today the optical roadmap is driven
by the telecommunications industry, which seems to be increasing communication frequencies in a fixed i4xi pattern from 622Mhz, to 2.5Ghz, to
10.0Ghz while the computer industry tends to take smaller i2xi increments. The pre-ferred frequency pattern for the computer industry must include
2.5Ghz and 5Ghz. These frequencies are especially important for computer / optic integration because many technologist now believe the useful limit
of printed circuit technology is around 5Ghz. Beyond this frequency, i.e. at 10Ghz, it may be impossible to build a reasonable size backplane.

9:15am — 9:45am

23 In Pursuit of a Petaflop: Overcoming the Latency/Bandwidth Wall, Peter Kogge, Notre Dame University

The fastest machines on the planet today peak at around a teraflop (10712, floating point operations per second), with plans over the next few years to
approach 10-30 TF. This performance, however, is still insufficient for several important classes of applications. Performance levels of a Petaflop
(10"15 flops) thus become a valuable target to aim for. Unfortunately, achieving this with current conventional technology and architecture seems to
be difficult, and destined to wait for the 2010-2015 timeframe.

The twin demons in this wall appear to be latency and bandwidth: getting enough data to the right processing logic in a timely enough fashion that
the logic can be kept profitably busy, and doing so in a fashion that the the amount of parallelism that must be found in an application is acceptable.




This talk will address one approach to breaking this wall: the HTMT project (Hybrid Technology MultiThreaded acrhitecture). This multi-institution
collaboration is in the middle design phase of a long-term effort started in 1994 to find alternatives to conventional architectures and relevant
technologies, and if successful, will result in a petaflops level machine by around 2006.

The solutions used by HTMT encompass both technology and architecture. In technology, superconducting logic, very fast WDM all optical
networks, Processing-In-Memory (PIM), and 3D holographic storage form the basic underpinnings for a radically different machine. In architecture,
multithreading, active memory, and automatic percolation of data throughout a very deep memory hierarchy all are central players.

This talk will overview the inherent problems associated with achieving a petaflops, and discuss the architecture of the current HTMT design.
Although all aspects of the machine will be discussed, emphasis will be placed on the active memories, where PIM technology coupled with the
concepts of percolation, allow massive parallelism in the memory system to execute large portions of an application in ways that defeat the
bandwidth/latency barriers formed by conventional approaches.

9:45am — 10:15am

24 Ultra-High Speed Optical Interconnection Network for Supercomputing, Keren Bergman, Princeton University, Princeton, NJ

In an attempt to effectively utilize the immense bandwidth of optical fiber interconnects, we designed a completely novel network architecture
specifically for optical implementation. This work is part of an aggressive multidisciplinary architecture study of the next generation high
performance computing based on hybrid technologies and multi-threaded (HTMT) latency management. The optical network employs multiple node
levels with a routing topology that is based on a minimum logic at the node scheme. Our architecture features radically new traffic control logic,
having the property that all routing decisions for the self-routing data packets, are based on a single logic operation at each node. The optical
network, named the Data Vortex, can scale to interconnect an ultra-high performance computing system in a massively parallel form. Within the
framework of the Data Vortex network we are investigating enabling fiber optic technologies and an implementation that consists of fiber
interconnects with wavelength division multiplexed and time division multiplexed (WDM/TDM) payload and header. The development and
incorporation into the network of fiber optic modules including high speed fiber lasers, amplifiers, and switching nodes will be discussed in this talk.

10:15am —~ 10:30am Coffee Break

10:302m - 12:00no0n
Session: Optical Networks
Session Chair:  Tulin Mangir, TM Associates, Santa Monica, CA

10:30am - 11:00am

2.5 Ultrafast Optical Interconnect Based on Routing by “Clockwork” in Regular Mesh Networks, David Cotter, British Telecom, UK,

F. Chevalier, and D. Harle University of Strathclyde, UK

The effectiveness of multi-processor systems (such as future massive-capacity routers and servers) is critically dependent on the speed and efficiency
of interconnection. Full connectivity is required with large message throughput and minimal delay. An option under consideration is an ultra-high
speed multi-stage packet-switched network, using fixed-length packets at serial bit rates of 0.1-1 Tbit/s. The packets are routed through the network
on optical pipes, with >>routing and digital header processing (such as destination address recognition) performed ‘on the fly' in the optical domain.

A key requirement for high performance is that the routing mechanisms and processing at network nodes should be as simple as possible. Here we
describe a new strategy for routing in regular mesh interconnection networks, based on a method of automatic global scheduled ('clockwork')
switching in the optical domain. Using this strategy, the intermediate routing nodes are merely needed to perform an extraordinarily simple function
(‘for-me-or-not-for-me' header-address recognition), otherwise traffic is routed onwards automatically in the optical domain with absolutely no
further intelligent action performed by the node. The throughput is comparable with conventional store-and-forward packet switching, yet the
simplicity of this strategy makes it suitable for implementation in digital optical logic. The clockwork approach enables some special capabilities-
such as ultra-low latency signalling, bandwidth reservation, ultra-low response delay, and process scheduling.

11:00am - 11:30am

2.6 Large-scale photonic packet switch using wavelength routing techniques, Koji Sasayama, NIT Network Innovation Laboratories,
Kanagawa, JAPAN

This talk describes the large-scale photonic packet switching system being developed in NTT Laboratories. It uses wavelength-division-multiplexing
(WDM) techniques to attack Tbit/s-class throughput. The architecture is a simple star with modular structure and effectively combines optical WDM
techniques and electronic control circuits. Recent achievements in important key technologies leading to the realization of large-scale photonic
packet switches based on the architecture are described. It is confirmed that a 320-Gbit/s system can tolerate the polarization and wavelength
dependencies of optical devices. Experiments using rack-mounted prototypes demonstrate the feasibility of the architecture. The experiments showed
stable system operation and high-speed WDM switching capability up to the total optical bandwidth of 12.8 nm, as well as successful 10-Gbit/s 4 x 4
broadcast-and-select and 2.5-Gbit/s 16 x 16 wavelength-routing switch operations.

11:30am - 12:00noon

2.7 Latency and Scaling Issues in High-Speed Optical TDM Networks, Paul R Prucnal, Princeton University, Princeton, NJ

An overview of optical TDM devices and techniques for ultra-high bit rate data communications is given as well as a discussion of the latency and
scaling issues present in these systems.




12:00pm - 1:30pm Luncheon and Working Group Session HI
1:30pm - 3:30pm Working Group Session IV
3:30pm - 7:00pm Free Afternoon

7:00pm - 8:00pm
Session: Optoelectronic and Optical Technologies
Session Chair:  Marc Christensen, George Mason University, Fairfax, VA

7:00pm - 7:30pm

2.8 The Commercial Applications of Optoelectronics, A View from the Optoelectronics Industry Development Association (OIDA),
Arpad Bergh, OIDA, Washington, DC

The Optoelectronics Industry Development Association (OIDA) was formed in 1991 to advance the worldwide competitiveness of the North
American optoelectonics industry and to promote the application of optoelectronics technology. The OE industry is a collection of six ore more
distinct industries that all depend on OE technology. This fragmentation represents major challenges and opportunities.

It is difficult to draw a technology roadmap that serves all applications. On the other hand, there are great opportunities to share a common
infrastructure that can advance a number of non-competing industries. Over the past eight years OIDA had carried out over thirty market survey and
technology roadmap activities to identify emerging markets and shortcomings in domestic technology. Industry wide consensus was developed
through informal interactions and recommendations were presented to industry and government for action.

The most prevalent impediments identified in these studies are the exploration of new markets for OE enabled applications and the ability to conduct
high volume, low cost manufacturing. This tatk will describe some of the initiatives that OIDA has undertaken to overcome these deficiencies.

7:30pm - 8:00pm

29 Board and Back-plane Level Optical Circuits Using Integrated Thin-cladding Polymer Fibers, Yao Li, Jan Popelek, and Jun Ai,
NEC Research Institute, Princeton, NJ

This talk summarizes recent research activities at NEC Research Institute on optical interconnections using integrated polymer fibers. The objective
of the research is to study large-bandwidth, short-distance, packageable optical solutions to address future interconnection needs at circuit board and
back-plane levels. We have studied possibility of using embedded polymer fibers to form a 10 GHz board-level optical clock distribution circuit and
demonstrated the feasibility of highly efficient and uniform delivery scheme for up to 128 optical termination's. Specialty thin-cladding polymer fiber
bundles were integrated into convention PCB's. Various performance data will be presented. We also extended this embedding concept to include
polymer fiber image guides (PFIG's), a cost-effective 2D image transmission components. We have fabricated some packaged and connectorized
board-level optical circuits to perform point-to-point 2D paralle! optical interconnects for future 2D vertical-cavity surface-emitting laser (VCSEL)
and optical detector array based optical interconnects. Among demonstrated are some 16 node (6x6 bits/node) optical shuffie and butterfly
interconnect circuits using three-layers of FIG embedding. Low insertion loss (< 2 dB) ad moderate resolution (11 Ip/mm) were obtained. To further
extend the capability of these 2D parallel optical circuits, we are experimenting a hybrid integration of these PFIG's and free-space micro-optic
components so that branching and add/drop capabilities at different optical nodes can be incorporated.

8:00pm - 8:30pm

2.10 Development of Monolithically Integrated Transceivers for Single-and Multi-Channel Fiber-Based Optical Interconnects,

Clifton G. Fonstad, Jr., and Joseph F. Ahadian, Massachuestts Institute of Technology, Cambridge, MA

The Epitaxy-on-Electronics (EoE) optoelectronic integration technology, in which optoelectronic device heterostructures are grown epitaxially on
fully processed GaAs MESFET electronic circuits, has produced uniquely complex monolithic OEICs combining optical emitters and detectors with
high-speed VLSI electronics. This paper describes the development of transceivers for fiber-based optical interconnnects using the EoE technology.
Recent progress toward implementing the EoE technology with silicon CMOS electronics and more advanced GaAs technologies will also be
reviewed.
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8:00am - 9:30am
Session: Working Group Solution Presentations
Session Chair:  Ashley Saulsbury, Sun Microsystems, Mountain View. CA

9:30am - 9:45am Coffee Break

9:45am - 11:15am
Session: Plenary
Session Chair:  Philippe Marchand, UCSD, La Jolla, CA

9:45am - 10:30am

31 Java, Jini and High Speed Systems of the Future, Bill Joy, SUN Microsystems, Aspen, CO

Until roughly 1980, high performance systems were built of multiple boards, and organized around a disk operating system. Sun's Solaris and
SPARC based products have this form, and applications like Oracle and SAP are focused around management of the information on the disk.

With the emergence of the internet in the last 20 years, systems are more and more often built on networking as the interconnect, often now with
TCP/IP playing the role that the disk operating system did, providing the basic interconnect primitives. Sun's work with AOL and Netscape is an
example of a2 major activity for us in this area, defining e-commerce as services relative to the interconnect.

In the future we believe that there will be a third organization for computing systems, those organized around objects and agents. We have built the
Java and Jini technologies to support these new kinds of systems.

This talk will discuss these three organizing principles for computer systems (disks, internetworks and objects) and the implications for systems
design.

11:15am - 11:30am
Workshop Summary
Matthew Goodman, Bellcore, Red Bank, NJ
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3:00pm - 3:45pm

1999 /[EEE Workshop - .
Interconnections within High-Speed Digital Systems Sun’ 9 May Tutorial 1

Device and Interconnect Techinologies
for ~100 GHz mixed-signal ICs

Mark Roadwell
University of California, Santa Barbara

rodwell@ece.ucsb.edu 805-893-3244, 805-893-3262 fax

Device and Interconnect Technologies
for ~100 GHz mixed-signal ICs

Two fopics:
ICs *for* high-frequency interconnects
RF/wireless, optical fiber
ICs “needing* high-frequency interconnects
100 GHz digital logic, GHz ADCs/DACs

The organization:
what are the future applications ?
what are the requirements ?
what is the state of the art ?
challenges for future high speed ICs
...and how my group is attacking therm




Electronics for GigaHertz Communication

Transceivers: very fast digital & mixed-signal ICs
Interfaces: very wideband analog circuits, optoelectronics, mm-wave power

Switches: ~10 GHz fast complex digital ICs

Why electronic switching remains important

Packet switching in a transparent (optical) switch
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Burst errors will arise due to timing and amplitude glitches
Fix with digital (electronic) regeneration at switch -> all digital network

Wireless Digital Transmission: Networks & Distribution
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point-point distribution

Point-point links: 80 GHz, ~200 GHz line-of-sight
capacities of 10s of Gb/s

Broadcast links: 60 GHz, 120 GHz, ....
phased-array beamsteering
CDMA spread-spectrurn coding for multipath




RF/Microwave ADCs/DACs/DDS: Towards the “Software Radio”

Transceiver: Today Advant
i 2 rrapee - vantages
LA, digital mbusgtgsss_. frequency agility

omp 'spread Sp ...)s
simultaneous operation on many bands

Challenges
ADC needs *enormous*™ dynamic range
DAC also must have very high SNR
Enormous data reduction in DSP:

very complex, very fast logic

ana / anal ;fraqy : uency conversion
P Srsio?  Goding, decision in DSP sy modulation/
conversion conversion coding, decision in OSP

High resolution ADCs/DACs need high IC speed

Delta-Sigma (noise shaping) ADC

signal

. T
DAC S

Interpolating (noise shaping) DAC Frequency

clock

g
[«

Frequency

ADCs/DACs for radio:

high dynamic range required (10-18 bits)
Oversampling ADCs/DACs:

high resolution obtained through high oversampling

Microwave ADCs need very fast logic, very fast transistors

Requirements: 100 GHz clock-rate logic

Fast transistors:
ADCs etc need very high ratio of transistor to signal bandwidth

High performance wiring :
millimeter-wave bandwidths with analog & digital signals !
microstrip-lines and ground-planes for signal integrity
power delay products and impact of wiring

Outstanding heatsinking:
clock rates will be very high, so wiring delays must be small
transistors must be close together !
high performance transistors use high power densities !
power density on die may approach 1 kW/cm? !
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Logic Speed: IlI-V vs. Silicon
100.0
i o u
= 1
= u o
€ 100} m = ©
g E [ 3 01um  g15um
g I
e [
g L
L [ ©o M -V HBT
2 10l 0.5um R Si BJT
= i M SiGe HBT
o E & FET/HEMT
Q © © CMOS
| 2um
0.1 - - .
Dec-80 Dec-85 Dec-90 Dec-95 Dec-00
Benchmark: master-slave flip-flop configured as 2:1 static frequency divider
Source: M Sokolich, HRL. CMOS Data from Rodwell, UCSB




Bandwidth of Bipolar Transistors

c (1/2r)
cbx e =
4 (* T pase + Teottector + (QekT / qI g)
8| R 5","" c _ T
MWV LAY f max ~
8ﬂ-‘RbbC'cbi
R, . Ve.V
E £+ » fou » and C,,, are all important

for high - speed circuits

R,,C,,, and R,,C,,. must be reduced

cbx

Current-gain cutoff frequency in HBTs

emitter
base base

collector

1 =Tb¢te+Tcollecmr+Cje—IfZ-+Cbc £+R +R
27#;' qIE

Trase = 2;2 / 2Dn Teollector = I:: / 2vsat
Collector velocities can be high: velocity overshoot in InGaAs

Base bandgap grading reduces transit time substantially
RC terms quite important for > 200 GHz ft devices

Fmax in Double-Mesa HBTs

1 Pshe
Rbb = Z—L pcontacl Jhorizontal + 12}, £1 PVE
el
C,=—W,
cb T <

c

Scaling emitter width does reduce
base spreading resistance.

— but —

Minimum base resitance set by
base contact resistance.

Minimum collector capacitance

Si substrate

set by minimum base contact size




1 P shee:
Rbb = -2—£ pcomacl.hon'zonlal + -é[,—l w

»!
>

Ca=ZW
T

c

R,,C,, reduces rapidly with
deep submicron scaling

le
€

Component due to contacts
scales as W'

Base spreading component
scales as W*

Fmax increases rapidly with deep submicron scaling

Transferred-Substrate HBTs: A Scalable HBT Technology
1000 Transferred-
i Substrate HBT N
800 - ~
¥ s00- / Normal HBT
]
“x 705 ym base Obmics
«—E 400 =
200 1.0 #m base Ohmics -
0 e
0 0.5 1 1.5
emitter width, microns
= Collector capacitance reduces with scaling: C,, =< W,
e Bandwidth increases rapidly with scaling: £ o ./1/W,




Transferred Substrate HBT Process

ODJeCtlveS: 1) Normal emitter, base processes. 2) Coat with BCB polymer.
~ Deposit silicon nitride insutator. Etch vias.
» 1000 GHz transistor

bandwidth

» Thermal management
for high power density

/ insulator

« Low wiring & packaging
parasitics at 100+ GHz

3) &Ilect‘mplate with ll}\s‘:/NtIICu. 4) Invert wafer
. . i y nvert wafer.
ApproaCh . ax to camer sussia e Remove InP substrate.
Deposit collector.
Demount from wax.

« BCB process:
standard IC materials

* Metal substrate,
thermal vias

» Microstrip wiring:
ground vias
backside ground plane
&r=2.7: low capacitance

Transferred-Substrate Heterojunction Bipolar Transistor

Device with 0.6 pm emitter & 1.8 um collector S
extrapolated frmax at instrument limits, >400 GHz v 5

L S| 2 — i

[}
o

.. Mason’s 4
.. Gain, U

= N N O
wm O U O

Galins, dB

-
o

NNREA TSN ARUTI ARRTE CRRNE ARWN!

(61}

=215 GHz ~_
T L B AL T T L R S | |~ T T T T

10 100
Frequency, GHz

o

-t

0.25 um devices should obltain ~1000 GHz frmax




Transit times: HBT with 2kT base grading

12..|;lL..-l..1.lx- RS YOO W R N SN S ST

-t

e
®

7, +7. = 0.41ps
R,C.,= 0.114ps

1

1/2xf (ps)
(o]
»
[T WA NS I N A A AN AE A

LRI L B B

o —— 0.51ps - C,./8.= 0.065ps
ch/gm = 0'045 ps
0.2 Je =252GHz total = 0.634 ps
0+ T T T T
(o] 0.1 0.2 0.3 04 0.5 0.6
1/1_(1/mA)

2000 A InGaAs collector
400 A InGaAs base, 2kT bandgap grading

SEM Photomicrographs of Deep-submicron HBTs

8086 . 15KV  ¥17.808: Inm WD

0.15 um emitter base junction 0.4 um collector

Submicron Transferred-Substrte HBT

25 ——
204
g ]
& 15—
£ E - :
S - 5KV 17, 080 1bn KD
10 . : . . ’
1 " " fmax=820 GHz
] - , common emitter
5 \\fl .
0 +——— T T e
100 1000

Frequency. GHz
0.4 um x 6 um emitter, 0.4 pm x 10 um collector




Transferred-Substrate HBT: Stepper Lithography

30

25 Mason’s

.. gain, U

20

AR AREEE REE

© Yow,
= . .
[] p
© .
10 4 . .
] f =147 GHz -.xf!,“ax
0- ——r— T ——r—{

100
Frequency, GHz
0.4 pm emitter, ~0.7 um collector

Proposed THz-Banadwidth HBT ?

deep submicron
transferred-substrate
regrown-base HBT

otn S RN iy ek aes B SR S Lc vy )

1) regrown P+++ InGaAs extrinsic base --> ultra-low-resistance
2) 0.05 ym wide emitter --> ultra low base spreading resistance
3) 0.05 um wide collector --> ultra low collector capacitance

4) 100 A, carbon-doped graded base --> 0.05 ps transit time
5) 1kA thick InP collector --> 0.1 ps transit time.

Projected Performance:

Transistor with 500 GHz ft 1500 GHz frmax




Wire bond creates
ground bounce between

ground return IC & package

loops create
inductance

30 GHz M/S D-FF in UCSB - mesa HBT technology
Ground loops & wire bonds:
degrade circuit & packaged IC performance

> 100 GHz CPW ICs: severe crosstalk & ground bounce

4-channel 100 Gb/s diode-bDMUX 1-180 GHz HEMT amplifier (with HRL)

70-220 GHz network analyzer chip
for active probe

Bond wire inductance resonates with through-wafer capacitance at 5-20 GHz




Ground Bound Noise in ADCs

digital
ADC —)—segctions —
input b
buffer ] |

gmund
round return
round AV gurrents
ounce —»“Vn

noise

Ground bounce noise must be ~100 dB below full-scale input
Differential input will partly suppress ground noise coupling
~ 30 to 40 dB common-mode rejection feasible
CMRR insufficient to obtain 100 dB SNR

Eliminate ground bounce noise by good IC grounding

Microstrip IC wiring to Eliminate Ground Bounce Noise

Brass carrier and IC with backside
assembly ground ground plane & vias

interconnect
substrate

IC vias

eliminate
on-wafer
near-zero ground
ground-ground loops

inductance

Transferred-substrate HBT process provides vias & grourd plane.

The microstrip via inductance problem

12 pH via inductance for 100 micron MIMIC substrate

j7.5 Ohms at 100 GHz, j15 Ohms at 200 GHz

A formidable difficulty for > 100 GHz IC design

At 100 um substrate thickness, via spacing must be > 100 um

Solutions include “masterslice”, flip-chip, substrate transfer




Standard MMIC Microstrip / Via Process

Objectives:
ground plane
microstrip wiring
low via inductance

avoid substrate modes

Approach:

the industry standard

frontside processing

wax mounting
wafer lapping
backside metal
wafer release

Limitations:

for 180 GHz must

lap to 35 um

1) Process complete HBT's  2) Mount HBT wafer to
passives, interconnect. carrier wafer with wax.

3) Back-thin InP, etch and  4) Peel thinned wafer off carrier.
plate vias.

Power Supply Resonance

Resonates at f = 1/ 27 | Liona Cogr

gain peak / suckout, oscillation, etc.

Active (AC) supply regulation

Passive filter synthesis

R=,/L /C,

JETE, =TT, = ==

supply impedance is R at all frequencies —

| N SEUCURS SR S TV TS T AT SR S S RO

80 - 1 Il 1 -
o 1 dard: £
E 70T B o 3
o 60 3 Ypass capact T 3 T T 3
@ ;::::'jE-E::: _E“:ig £
g J series/ shunt r
.g 50 _: damping bk E-
2 404 3
£ E 3
z 903 -
= 3 E
o 20 -
5 3 :
g 107 E
o 3 E

[0} ———T — T T T T
0 20 40 60 80 100
Frequency (GHz)

supply will resonate: must prevent during design




Standard cell showing power busses

Deep submicron HBT logic: fow power ?

Device sized for 100 Q2 load:
(200 mV ECL logic swing)
0.15 um x 6 pm emitter
peak speed at 2 mA bias

Shorter stripe length device:
' 0.15 um x 0.5 um emitter
peak speed at 150 uA bias

Small device is low-power but cannot drive 100 Q line.
drives line with mismatched impedance: capacitance
lower power at higher (wiring-limited) delay

fast low-power logic requires low-voltage-swing-logic

Power-delay product in interconnect limit

P gate Tprop = (1 / 2xMre VccAvlogic
bipolar logic (static power)
P gate / f clock = (1/ 2xWire VccAVlogic

CMOS logic (dynamic power)

(.., foo ) ~ number gates between latches

For fast, low-power logic: reduce V.AV




The Interconnect Limit and Logic Gate Design

R, LR, _ AV

2kT/ql, 2kT/q 2kTlq

A=

Voltage Gain must be >> 1

So: AV

logic

=10+(kT/q)

But: BT = (U2)V. AV, C

logic ™~ wire

P,.T..= (1/2)1.5 Volt) (10+kT /q)C,,,

(poweredelay) is constrained by interconnects

a fast transistor doesn't resuit in a fast IC

conclusion: a better circuit design /s needed

Similar derivation for CMOS (Meindl, Proc IEEE, 1995)

Low-Voltage-Swing Logic Gates

Common-Base-Buffered

Emitter-Coupled Logic
-

Ry Ry
out

In

In
.,l :

WL WL

-3.3V

microwave DDS IC effort:
2000 HBTs @ 50-100 GHz clock
dissipation is severe issue

Solution (?):

small HBTs + low-voltage logic
Principle:

low-impedance input current buffer

Challenge:
not increasing transistor count

Current-Mirror-Buffered
Integated-Injection Logic

e Common Féature: -

Power Density in 100 GHz logic

Transistors tightly packed to minimize wire delays

105 W/cm?2 HBT junction power density.

~10% W/cm2 power density on-chip

--> 75 C temperature rise in 500 um substrate.

Solutions:
thin substrate to < 100 um

replace semiconductor with metal




Transferred-Substrate HBT Integrated Circuits

11 dB, 50+ GHz AGC / limiting amplifier . 16 dB, DC-60 GHz amplifier

= ot

N
o
L

M ETETI URRNE SURRN
1)

- -
(=2 ]

dB
o

[s] 20 40 60 80 100
Frequency, GHz

* 15.6 dB DC gain
« Interpotated 3dB bandwidth of 60 GHz )
* 360 GHz gain-bandwidth product




6.7 dB, 85 GHz Mirror Darlington Amplifier

10

o
1
T

»

H
Lo ol vanl

Forward Galin, 321, dB

N

(]
4

T T T T
20 40 60 80 100
Frequency, GHz

o

* 6.7 dB DC gain
3 dB bandwidth of 85 GHz
« f -doubler (mirror Darlington) configuration

> 66 GHz HBT master-slave flip-flop

Objectives: 100 + GHz logic

Approach:
transferred-substrate HBTs
efficient circuit design

Simulations:
95 GHz clock rate in SPICE

Measurements:
operation to 66 GHz limit of test setup
now building 75-110 GHz test setup

-y 33.0 GHz staﬁlc divider output at 669 GHz inpu|t
Design features: o

cerioiin e s o 20
SRR <07
" L g' 1
i
80
100 T T 1
o S0 100 150 200

time, ps.

> 66 GHz HBT master-slave flip-flop

clock clock

Design features:

transmission-ine bus
‘shortisighal path - °




PIN / tansimpedance amplifier |

Fiber Opftic :
/Cs »

not yet tested
(design 40 Gb/s)

AGC / limiting amplifier

Fast ICs for fast interconnects
Fast ICs needing fast interconnects

ICs for GHz communications:
Optical fiber transmission to, beyond 40 Gb/s
with electronic data switching
millimeter-wave (60/90/180 GHz) wireless networks
at mm-wave, bandwidth is cheap & plentiful
...but the hardware must become cheap
ADCs, DACs for digital processing of RF signals

Challenges for fast ICs
Fast transistors: scaling is key
Wiring environment: signal, ground and power integrity
Interconnect-limited power-delay products
Managing high dissipated power densities
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[’" ARVINE SENSORS CORPORATION

ADVANCES IN CHIP LEVEL PACKAGING
John. C. Carson
Irvine Sensors Corporation

3001 Redhill Avenue Bldg 3
Costa Mesa CA 92626

Unpublished work - All rights reseved frvine Sensors Corporation

[T IRVINE SENSORS CORPORATION

DIFFERENT TRENDS IN PACKAGING

Umpeblished woek - Al rights reserved irvine Sensors Corporation

Excerpts from SIA Roadmap for Cost/Performance Category
1995-2000 2000-2005 2005-2010
feature size (um) 0.35-0.25 0.18-0.13 0.10-0.07
transistors/cm’ 4M-7M 13M- 25M 50M-120M
pin count 300-1000 1200-2000 2400-3600
package thickness (mm) 1.0-2.0 1.0 0.5-1.0
package cost (cents/pin) 14-4 1-2 0.6-1.3
package size (mm) 2345 29-50 35-50
lead pitch- peripheral (mm) 0.3-1 0.3-0.65 0.3-0.5
lead pitch - array (mm) 1.0-15 1.0 0.5- 0.65
power (W) 2-18 2-28 2-55
Performance (MHz) 100-200 200-400 400-1000

Unpublished work - All nghts reaerved lrvine Sensors Corporation




[T IRVINE SENSORS CORPORATION

TRENDS OBSERVED

« Packages are getting thinner

« Number of leads is getting larger

» Package footprint decreasing to approach chip size
« Direct Chip attach techniques are emerging

- Package pin pitch is decreasing

» Package pins are being distributed in array format

HOWEVER, SUPPORTING SUBSTRATES ARE BECOMING MORE
AND MORE LIMITING

SYSTEM DESIGNERS ARE SEEKING SOLUTIONS IN MULTI-CHIP
AND 3D PACKAGING TECHNIQUES ALONG WITH SYSTEM-IN-A-
CHIP APPROACHES

Uspublished work « All rights resecved trvine Sensors Corporation

FINE PITCH BGA AND CHIP SCALE PACKAGE POTENTIAL SOLUTIONS
Flest Year ot 1C Production 1997 1999 2001 2003 2006 2009 2012
BGA SOLDER BALL PITCH
1.0mm | a—
oBmr
ossmm
050mm L CEEERTENETEEEE
FINE PITCH BGA/CSP
050mm —
040mm
asomm
MR Aesverch Rowsired Drvetoparent Unerwey [ owimcationPre-roduction
SIA Roadmap 98
Uspuiished wark - All nghts renetvod trvine Sensors Corporation

EVOLUTION OF CHIP PACKAGES

m=mhnfqumay L

A > chip-corticefsesal
N om:nzn-)

Mm)-’mw"mm-’uﬁg’m

. R . s , T . R " YRR
1970 s a0 915 980 U yess - ame”

{P. Thompson, Motorola; IEEE Spectrum August 1977)

Uspublishod work - All nghts reserved trvine Sensors Corporation




CHIP TO NEXT LEVEL INTERCONNECT NEEDS AND SOLUTIONS

Yoar of Ftret Procuct Shipmen: 1997 1999 2007 2007 2006
Canerstion 250 e 180 ran 350 e 330 nm 1000

2009 2012
700 50m

Wire bond_batt 0

50 50

3

Wire bond —wedge 0
50

* FAB—ta0e mutornmied bondins

50 50

45 45

50 50
T Hp chip (ores asmyv) 250 180 150 130

45
50
100

38]al8
8‘838

First Your of IC Progection

1967 199% 2001 2003 2008 2000

2
SIA

WIRE BOND
Topm
©pn
SO
45w tweoe)

TAB
30 am

FLIP P

250mn
O wm
150 ym
10
100 pm
70 mm
P

Roadmap
98"

Unpeblsched work - All eghts reosrved

DIFFERENT DIRECT CHIP ATTACH TECHNIQUES

«  high retisbility
«  eazy rework .
- established

Surface Mount Chip o Flex Flip-chip on Flex
Festprinte Large M edium Smail
IC pad plich (um) 150 150 100
Cost facter 1.0 1. 0.8-2.8
Pretesting of chips Y es No No
Added wafer precess No No Yes
Therw a) Roesistance 60 C/W 45 CIW 75 CIW
Imductance (nH) 1.0-3.0 1.0 2.0 0.1 -0.2
Capacitamee (pF) 0.2 0.2 0.03
Advantages -~ readily - small footprint |+ good elcctrical
avallable + good electrical perform ance

performance
com patible
with mestICs

. lowast cost inm
high volume
e no post

« high processiog |«

infrastructure e cexcellent cleaning for
therm at flux
resistance
Dissdvantages +  Jow clectrical +  lower yictds + poortherm al
perform ance « no pretesting perform ance on

no rework after

flex

tem peratures gleb-top e« waferbumping
«  rcquires flux required
cleaning « no pretesting
« largest outline
Uspatlichod woxk + Al righes resarved Irvine Sensors Corporation

IRVINE SENSORS CORPORATION

HIGH DENSITY SUBTRATE POTENTIAL SOLUTIONS

First Yesr of IC Production

1997 1996 2007 2003 2006

2009 2012

BGA SUBSTRATES
£TH pitch (mm)
1.0
o8
o.es
0.50
FINE PITCH BGA/CSP
Line wicth/spacing (xm)
50/65

40750

25/3
FLIP CHIP SUBSTRATES
Line widthspecing (rm}

3428
30130

1077

SRR

[0 oumssomionre-Sradocion

Unpublished work - All nghts reserved

Irvine Sensors Corporation




FOOTPRINTS OF CHIP SCALE AND CONVENTIONAL

PACKAGES
Lead count bon;segtri,onal FineQ :;tch csp
28 152 56 11
32 168 63 19
52 169 81 31
64 169 99 36

Areas in mm2,
Adapted from P. Thompson (IEEE Spectrum August 1897)

Unpublasied work - Al rights reserved kvine Sensors Corporation

TYPES OF CHIP SCALE PACKAGES

die Die bumps
R _—Under fill
_—Under fill
Ceramic or /
Solder balls organic Film interposer
interposer Solder balls (polyimide, tape)
RIGID-INTERPOSER TYPE FLEXIBLE-INTERPOSER TYPE

NUCSP, Ceramic fine pitch BGA, mini BGA Chip-on-fiex, Flip<chip BGA, JACS-PAK, Fine
SFFP, Stud bump bond, SLIC, Flip-chip BGA | pitch BGA, Resin Molded CSP, FBGA, pBGA,
Chip size thin package r BGA

- adhesive
wirebond Silicon cap

Reroute lead ~ die Epoxy Metal

isolation coated
fand S post
Lead frame  Molding compound WAFER LEVEL (MICRO SURFACE MOUNT)

CUSTOM LEAD FRAME

Small Outline Nolead, Lead on Chip, pustud BGA,
Lead Pach Molded bump, Very Small
Peripheral Array, Flip-Tape Carrier

Micro Surface Mount, SlimCase, Mini BGA

Uspubliahod work + All rights ressrved {svine Sensors Corporation

PACKAGES ARE GETTING THINNER

0.5 mm Dual In Line Tape Carrier

0.4 mm Ultra Thin Chip Package

| 0.3 mm Sfim Case (from ShellCase)

« Thin packages can be made only 100 microns farger than
the die in length, width and height

« Note that the incoming wafer thickness is 0.6 - 0.7 mm

« The die in thinner packages is in the range of 100 microns
(0.1 mm) thin

« Advanced die thinning techniques required to support
packaging development

Uspublished work - A3l rights ranerved Irvine Sensors Corporation




IRVINE SENSORS CORPORATION

EXAMPLE OF CHIP SCALE PACKAGES
Micro Ball Grid Array (WBGA) from Tessera inc.

- Direct path from the IC to the PCB
provided by a flexible interposer

« Fast electrical interface (e.g.
Rambus 0. 8 - 1.6 GHz leads)

- Compatible with “chip shooter’s

« 0.5 -1.0 mm pitch BGA

uBGA® CSPV

Developed for people who
like their electronics...

Uspebimbed work - All nges resesved Irvine Sensors Corporation

IRVINE SENSORS CORPORATION

EXAMPLE OF CHIP SCALE PACKAGES

WAVE ™ (Wide Area Vertical Expansion) wafer level packaging technology
from Tesserainc

[ ]
I
3 h ]
Align interposer and wafer ~ Expand the leads vertically while Attach solder balls and dice
- injecting low modulus encapsulant into single chips

Source: J. Fjeistad, Tessera Inc.

Uspeblishd work - All rights resrvod Irvine Sensors Corporation

EXAMPLE OF CHIP SCALE PACKAGES

Micro Surface Mount
technology (MSMT)
package from ChipScale
inc.

The package is formed in
wafer form

. Meud Bearn * Top Citaway
& Fost Structare’ N g MSMT yields active
‘ﬁ,—-"";—?%".—hi‘"&” £ e surface of the chip away
Ml:;« 31003 [ CICLE from PCB
Capacissce | ©02w003 CEE CE)
@5, = == T MGA technology
Undrtill produces packages with

Micro Grid Array ™ (MGA) active face down to PCB

MGA provides a standoff from
chip surface by using a compliant
epoxy and can be placed
anywhere on the chip using wafer

level processing

Impabliaed woek « All righes reserved Irvine Sensors Corporation




EXAMPLE OF CHIP SCALE PACKAGES

ShellCase BGA from SheliCase with pitches down to 500 microns

Unpebliabod wock - All rights reserved Irvine Sensors Corporation

Ultrathin CSP from SheliCase

EXAMPLE OF CHIP SCALE PACKAGES

Ultra thin

300- 500

Unpobished work - All fights resorsd Irvine Sensors Corporation

COMPARISON OF CONVENTIONAL AND WAFER LEVEL CHIP
PACKAGING

1 Traditional 1C Packaging

Wafer Leve! Packaging

Wafer is probed, diced and sornted

‘Wafer moved directly to packaging

1 ICs packaged away from fab

ICs packaged in fab

ICs are packaged one at a time

ICs are packaged en masse

Bum in performed in sockets

Bum in performed on wafer

Powsr and ground taken from PCB

in

tiad

Power and ground dit

Device tested 2-3 times

Device tested once

High pin counts required

Lower extemal VO possible

Higher power required

Reduced power requirements

All function in the chip

Function shared betwsen package and chip

More compiex substrate required

Simpler substrates possibie (lower ¥0)

Lead inductance concems

Lead inductance nearly eliminated

Source: J. Fjelstad, Tessera inc.

Unpublished work - All righs rsarved

Irvine Sensors Corporation




SUPPORTING TECHNOLOGIES FOR ADVANCED PACKAGING

Advanced Packaging requires the utilization of the following
techniques extensively :

= thinning of silicon wafers containing circuits

« bump bonding for high I/O density interface

« handling of KGD in die form

« handling of die of different sizes and origins, non-electronic
chips (e.g. MEMS, Lasers, Detectors, Fluidic Devices)

Therefore, advances in these techniques will help to
increase the density and the functionality of advanced
packages

Uspublubed woek - Afl ighs rerved Irvine Sensors Corporation

ULTRA-THIN SILICON CIRCUITS

« A Kapton (50 micron thick) based flexible test vehicle has been
used to test ultra-thin flash die

« 25 micron thin 16 Mb Flash die has been successfully tested after
mounting on the test vehicle

« 25 Micron thin memory die mounted on the flexible substrate is
bendable with the substrate. A bending radius of 1 mm can be
obtained for each micron of silicon thickness

Unprblished wark - All nghes resarved irvine Sensors Corporation

TECHNOLOGIES AND PRODUCTS BASED ON
THIN SILICON CIRCUITS

- thin integrated circuit stacks with higher capacity (10 times more)
- flexible circuitry in conformal packaging

— medical applications (shape conforming sensors)

— space applications (SOl-like advantages)

— wearable products

— smart cards

18 layers of 20 micron thin Si
stack compared to ISC’s standard  «gmart Band Aid” for body

g‘:ﬁ mz‘;ﬂ“"’:‘é’.‘(:’:‘ height, function monitoring s;:g::::omn’. for
accommodate 10 times more medical microprobes and
tayers smart projectiles

Unpubished work - All nghts reserved Irvine Sensors Corporation
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VERY HIGH DENSITY 3D STACKING BASED ON ULTRA THIN
SILICON CIRCUITS

3D-VLSI?

256 IC Stack composed of 16 ‘mini- stacks®

Uspublishod work - Al rights cerved frvine Sensors Corporation

ULTRA THIN CIRCUITS -
EVOLUTION OF A BIOMEDICAL SENSOR IMPLEMENTATION

ISC’s unique wafer thinning
technology results in the
g‘f‘oré:f:'% r:gl::w silicon becoming flexible
boanr}; repia P ‘without damaging the circuit.
places the rigid Uttra-thin unpackaged ICs
d on o hoard

Prototype sensor input
and RF transceiver

circuit from off-the-shelf
components PC board

Unpublished work » All sights rasarved inine Sensors Corporation

[ ZRVINE SINSORS CORPORATION

PARADIGM SHIFT IN PACKAGING

Si/Package 3DIC 3DMCM
Area Efficiency 4 ¢ A
Esi (% L o
Jt
E
[~
=
Eo
100 % -—%-
£
MCM _%D
Esi> 50% e
8.
SCP
Esi<15%

Uspublished work - Al righes reaerved Irvine Sensors Corporation




TION

NEO-DIE NEO-WAFER AND NEO-STACK CONCEPT

Sloasm I 30 Seslnd Matdde e

A revolutionary chip-level layering and stacking concept to
eliminate the same-size restriction and wafer level inventory
requirements of existing processes

- The process is designed to re-create a wafer from individual and heterogenous
chips for batch pr ing by bedding them into an epoxy frame

- After lithography and metalization, the wafer will be diced into neo-die of identical
sizes that contain each layer to be stacked

« Mature stacking technology and tools will be used to stack many layers and
interconnect layers

Unpublizhed work - All righes reserved Irvine Sensors Corporation

NEO STACKING APPROACH
Starting with KGD, construct a new, or neo-wafer with many dice in
a molding compound matrix

Use a standard neo-die size, just slightly larger than the largest die
in the stack

Add blank silicon to open areas on layers where smaller die are
used to enhance thermal conduction between layers if needed
Perform metalization and thinning in neo-wafer form

Dice into individual layers

Laminate into a stack

Neo-stacking is a breakthrough in high density packaging technology

It allows complete systems in a cube

it allows the combination of massive electronic functions with
extreme miniaturization and integral logic and control functions
dense layer-to-layer interconnects through the epoxy molding layer
The process is highly manufacturable through industry standard
automated tooling and batch processing

Usputiabed work - All rights rascrved invine Sensors Corporation

NEO STACKING FABRICATION EXAMPLES

Potting Compound Boot Flash Memory Chip

Unpublaised work - All nghts revervad Irvine Sensors Corporation




NEO STACK FABRICATION EXAMPLE

<&
o~
F’Ta_na-T Tord Crope =30 —
Layers
1 Cap Substrate 2-alded - -
4 Capacttor 1 1 1
32 Flash 1 1 1
1 Flash Driver 2 4 1
1 Microprocessor. 1 1 [l
1 FPGA 2 1 1
k] Bus Oriver 2 4 2
1 Boot Flash 2 2 1
1 MEEE 1394 Intertace 2 3 2
4 ORAM 1 1 1
1 Bottom Ceramic - - -
43 Totat 82 Totat 10 Chip
Layers Chips e
Uspebluhed work « Al righus rescrved irvine Sensors Corporation

NEO-STACKING TECHNOLOGY FOR IMPLEMENTING
DIVERSE COMPONENTS IN ONE LAYER

Neo layers with lasers, detectors and electronic chips were built
using vertical cavity surface emitting lasers and MSM detectors
from Honeywell

Driver array

Uspnliaied wark - All rights reparved Ivine Sensors Corporation

OPTOELECTRONIC NEO-LAYERS
The characterization of the optical links is ongoing

additional
metalization

®i2ioome {Cinoedme finished neo-chip

Go v W 2.00V5 M Yoosis 2N #z0mV]

femy " o
: i - s
[aznow] TSI pocitio Offset Pro: . q N
[ e e A I (o] Ve A TR

Unpublihed woek - AL nghts comsrvod irvine Sensors Corporation




[ IAVINE SENSORS CORPORATION

INTEGRATION OF DIFFERENT TECHNOLOGIES IN THE SAME STACK
Example: Multi-Axis Miniature Inertial navigation System

Multi-Axis. Miniature
inertinl Naviagtion System

MEMS Based Micro-gyro

Six-axis
inertial
measurement
and
navigation
unit

Uspublished work - All rights raserved Irvine Sensors Corporation

HIGH SPEED OPERATION IN CHIP STACKS

- ALCATEL-Espace
demonstrated the basic
operation of stacked
microwave circuits in Ku-
band (10.7 -12. 7 GHz)
range

« Insertion losses were
about -0.5 dB/mm

« Results indicate potential
operation up to 30 GHz.

From: 3D Mi Modul

Uspublished work - All rights resarved Irvine Sensors Corporation

— e

CHIP LEVEL 3D-PACKAGING ROADMAP

YEARS 1998 2000 2002 2004

in-piane line density
(lines/cm)

500 1000 1500 2000

In-plane total number of

metalization layers 2 3 4 5

Side-face line density

(lines/cm) 200 400 800 1000

Side face total number

of layers 1 2 2 3

Areal line density (new

7 2,
technology) (linesfcm®) 900 1600 2500 5000

Maximum Operating
Frequency -coplanar
lines (GHz)
Maximum Operating
Frequency —Microstrip
lines

{GHz)

10 20 30 50

Ungublinhod wok + Al oghts reservad trvine Sensors Corporation




ELECTRICAL CHARACTERISTICS OF TYPICAL

PACKAGE INTERFACES
100mm’ chip | Bare die with Flipchip | QuadFlatPack | Micro Ball
75pmWire | 0Smmbump | with 75 wm Grid array
bond wire bond 1 mm bump
pitch (mm) 0.15 025 030 0.50
Footprint (mm®) 125 125 785 150
Package/chip area 125 125 7.85 1.5
Height (mm) 04-0.6 0.5-0.7 14 0.84
Inductance (nH) 1-2 0.05-02 1-7 0521
Capacitance (pF) 02 0.05-0.1 0.5-1 0.05-02
Unpublisked work - All rights reserved Irvine Sensors Corporation

[ IRVINE SENSORS CORPORATION

COMPARISON OF ADVANCED PACKAGING APPROACHES

TECHNOLOGY | ADVANTAGES | DISADVANTAGES APPLICATIONS
Flip-Chip — Coversleast |- Lacks die — Low lead count
area availability used (watches,
— Hasexcellent |~ Hardto vehicle modules,
electrical assemble due to displays
performance planarity — High reliability
— Die shrinks systems
resutlts in board —~ Vertically
redesign integrated
companies
Chip-Scale — System size — New technology |- Memories
Package reduction with lacks reliability — Portable
standard and production computing and
technology infrastructure communications
— Under 100 leads |
Multi Chip - Early system |_- Needs KGD — Large systems
integration — Lacks die leve! (e.g. avionics)
— Best electrical availability — Some automotive
performance |_ Difficult test and
communication
systems

Adapted from P. Thompson, IEEE Spectrum 1997

Unpublishod work - All rights raserved

Irvine Sensors Corporation

EVOLUTION OF CHIP PACKAGING TRENDS
From To Impact
Al pads and metallurgy Copper pads and metallurgy | bond wires
bump materials
passivation
Wire bond flip-chip low cost wafer bumping
underfill materials
leaded packages area array packages low cost dense substrates
encapsulants
single chip packages direct chip attach low cost wafer bumping
Chip scale package low cost dense substrates
low cost known good die
200 mm wafers 300 mm wafers chip thinning
very thin chips material handling
equipment configuration
Unpablished work - All rigkts rossrved Irvine Sensors Corporation




5:30pm - 6:15pm
Sun, 9 May - Tutorial 4

MODELING, ANALYSIS and
SIMULATION of DATA NETWORKS

Yusuf Ozturk

San Diego State University

Department of Electricat and Comp Engineeri
San Diego, CA 92182-1309

Tel : (619) 594-4550

Fax : {619) 594-3654

maitto:ozturk@kahuna.sdsu.edu

Design Inputs
* Traffic Requirements

NETWORK DESIGN PROCESS
Design Inputs The network requirements must be known before
the network can be designed.

Data must be collected to determine
* The sources and destinations of the traffic
* The volume and character of the traffic flows

: NETWORK
DESIGN
Design Process
£ PROCESS
& ¢ Link and Node Selection
5 * Truffic Routing
% |* LinkSking
g I Final
E Desij
g Design Output N
* Netwark Topology
Performance Analysis Good Designs Fine Tuning
« Cost | |+ LewCost * Refine Link Sizing
* Reliability * HighPerformmce |||+ RefincRouting
* Delay * Rebust * Refine Node
* Utitization Easy to Manage Placcment
* SNMP queries
= Sniffers
= Expert sniffer
* tcpdump
TOOLS = Network flight recorder
] * RMON Probes
= ping
+ netstat
SNMP ES
Traffic Data Collection ? « Session type(s) ifDescr
+ Length of sessions ifinOctets
* Source and destinations of | ifinUcastPkts
data HinN
« Number or packets, bytes [ irSpeed
* Application type timestamp
« Time of the session HOutOctets
« Traffic direction and fOutUcastPits
routing HOutNUcastPkts
sample interval

Traffic * The types and associated costs of the link and
Requirements niode facilities to support the traffic.
Link and Node
Costs E
Design
Paramaters What should | collect and how ?
Utilization and What should be the duration of data collection?
Delay Constraints What should be the frequency of data collection?
USEFUL SNMP VARIABLES
® HinOctets

‘The total number of octets received o the interface, inckiding framing characters.
¢ HinUcastPkts

‘The number of subvetwork-unicast packets delivered to a higher-layer protocol.
® HinNUcastPlkts

The pumber of icast (i. or
pndmddnerdwnhgher-hya'pmml

® fOutOctets
’n:maln-bcrolocm traasmitted out of the interface, including framing
characters.

& ifOutUcastPkts
mw-unuupxmmmwdymwdbemmw
ing those that were discarded or not sent.

. mmmm
mmﬂmberdptk&ﬂnw;mw:wkmmw
a non-umnicast (ie, a address,
h:hdmgthuthnmdunnidnrmml.

® ifDescr
Describes the interface. It should include — identification information for the
physicat linc and a description of the network.

TRAFFIC GENERATOR PARAMETERS
for SIMULATIONS

The data collected must then be related, culled and summarized if
they are to be useful.
Ultimately the traffic data must be consolidated to a single estimate
of the source traffic destination for each node.

PacketIAT = Samplelnterval/(ifinUcastPkts + ifInNUcastPkts)

MeanPacket Size = iflnOctets /(iflnUcas tPkts + iflnNUcast Pkts)

AverageDat aRate = ifInOctets x 8/Sampleln terval




SAMPLING FREQUENCY

d i the lution of the data and

® The pling f
its storage requirements

® Larger sampling intervals result in smoother data summaries and
hide the variation between samples.

@ Network performance statistics may have a periodic component. if
s0, the data sampling period should be less than half of that. The

data period should not be isible by the pling period,
otherwise the ples will i y be taken at peaks,
midpoints or low points of the data.

® When using SNMP to e | perfor do
not let network traffic regular traffic.
(Heisenberg Uncertainty Pnnc-ple We disturb the object we
measure - the more precisely we try to it the more we

disturb the object)

How frequent should we sample for SNMP?

® NumberOfSamplingPoints = 1000

® PacketsPerSample =2

® TimeBetweenSamples = 60 seconds

® SizeOfPacket = 85 bytes

® MediaSpeed = 256,000 bits/second

_ NumberQfSamplingPoints x PacketsPerSamplc
TimeBetweenSamples

SampleRate = 3333 L ac/Seennd
e SampleRatex SizeOfPacket x 8

Utilization = =——=———————————x100
eaton MediaSpeed X

Utilization =8.854  [Eess AR

TRAFFIC CHARACTERISTICS

® LAN Analyzers ,Expert Sniffer , RMON MIB , TCPDump will
provide information about packet size dlstnbuhons When i in doubl
about the p ility distri Xp

@ Packet inter-arrival times can also be obtained using LAN
Analyzers or sniffers. You may use exponential distribution when
you do not have a better model! for the inter-arrival. Exponential
dlstnbuhon will not fit to all data. For example : RIP {routing

i) sends its g tables on al! interfaces
every 30 seconds While the client req may be exp iall
ibuted the P may be fixed sized closely spaced

packets,

@ Business cycle defines how the average packet rale ﬂuctuates and
the peak value should be used for perf:

® The average packet amival rate and the average packet size
should be multiplied for link bandwidth selection.

SNIFFER TRACE

SNIFFER TRACE

BENCHMARKING

@ Before a new application is deployed on a network benchmark

data should be I d to predict the impact of the new
ppli on the network
® Questions :
- Is enough data being coll d to provide a i y
valid sample?
~ Will the real network actually experience the type of the
traffic being measured?

® While collecting benchmark traffic data for an application the
application should run on an isolated segment. Otherwise
contamination will occur by the data not participating in the
benchmarking study.

® Measurements taken on one type of network (Ethemet for
example) does not apply to other networks (Token ring).




BENCHMARKING
Sources of contamination

Target and measurement media are different. (Differences such as
MTU , framing characters etc. should be 4

g P Y

Network operating sy are dissimilar.
Applications are similar but not identical.

Queues existed at the servers and network links at the time of
measurement.

Disk VO delays are lumped in with CPU instruction delays.

The LAN carried other traffic not related to benchmarking.
Measurements were taken remote from the the server system.

The server is doing other work in addition to our application.

‘The benchmark rk and sy are already highly utitized.
Even if the application will be deployed over a wide area network with a
number of remote clients, benchmarking data still should be collected
over a LAN system with ONE client and server on the same LAN.

NETWORK DESIGN PROCESS

Design Design inputs
! Paramaters

« Required response time

« Curent and planned services and applications to be
supported

| te Anticipated future services and application needs

Ll Communication protocols, including network
management protocols to be supported

« Network management functions to be supported

« Reliability Requirements

. p rtation and mai 1ce budget

DESIGN PARAMETERS

What type of traffic will be carried ?

Is the data to be carried time sensitive? If yes , what are the delay
and delay jitter requirements?

is the data bursty in nature ? Will thing affect application ?
What are the acceptable bit error rates and packet loss rates?

Is the traffic symmetric ( such as in videoconferencing) ?

Are there any applications that will benefit from multicasting or
broadcasting ( such as digital video broadcasting) ?

What are the reliability requirements ? What are the tolerable times
for recovery in case of failures?

What are the security requirements ?

What protocols will be supported ?

Total rk budget and the p: ge reserved for network
lysis and data collection tools.
Self similarity of network sites for reducing operating costs versus

initial deployment costs.

WAN DESIGN

® Type of service decisions
» Frame Relay
+ ATM
- DDS Lines
- SMDS
- Private versus public leased lines
- etc.
® Topology decisions
- Star
« Backbone
« Tree
« Mesh
® Link and Node selection and sizing

LAN DESIGN

Topology decision (Bus, Ring, Tree , Star etc.)
Access Protocol { CSMA/CD, Token Ring, etc.)
Frame/ Packet Size

Transmission Capacity

Signal propagation delay

Buffer size

Processing delays

Throughput

User traffic profile

Data collision and retransmission

Bridg

Security

Availability

Video Network Design

® Design a network to support video 9 three
remote locations (Santa Fe, San Diego and Mexico). Each of these
locations one or more active participants introducing compressed
video at a rate of 384 kbps into the network (Using h.261).

® There may be more than one passive participant { L ing only ~
destination to the data) at each site.
[ ] multicasting to reduce the dupli traffic on LAN and

WAN links where possible.

® Simulate the proposed model and provide performance measures
on the LAN and WAN Links.

® Based on the ] refine the design (Topology, link and
nodes, WAN service type etc) .




PERFORMANCE METRICS

® Link Utilization

- Utilization by application

~ Utilization by protocol
Collision Statistics (CSMA/CD)
Token Ring Statistics
L] ge Delay ( , i min )
Delay Variation
Node utilization (Router - Bridge - Switch etc.)
Processing deiays
Throughput
Buffer size ( by node and by port)
Resistance to node and link failures (Availability)
Scalability { How sasy it will be to increase number of sites or
number of users at each site)

MODELING and SIMULATION of APPLICATIONS

E-MAIL SYSTEM MODEL

S

ST RN

How will vBNS perform if the traffic rate
increases 10% every year




NOTES




Monday,
10 May 1999




8:15am - 8:45am
Mon, 10 May - 1.1

M Outline
Drive Towards 10 Gb Ethernet
~ Motivations
1 0 G' b't - appll::atlons ;f 10 GbE
- Requiremen
lga i Technical Issues & Technology Enablers
Ethernet - Transmission medium
~ PMD
- PMA
Peter Wang - PCS
Technology Developmaent Canter — MAC
May 10, 199 Summary
M ,m Moore’s Law for Ethernet
. 10,000 /
Drive Towards 10 Gb 1500
Ethernet  ———
10—
1
532333828888
& Customer problems to be solved @ Switched Ports: Cumulative
with 10 GbE Shipments 2002: 30 1 GO ports
« Traditional LAN applications and private 1,000,000
enterprise applications 100500 —
— GbE to 10 GbE aggregating switches //,..J
~ Linking multi-port 10 GbE Switches 10,000 7 P
~ Linking multi-Gbps Routers inside a LAN 1,000 il / : -:-:::o
« LAN and Non-LAN private enterprise A e Swio00
applications 100 7
~ High speed d computing i 10 L
» NGIO & FuturelO
~ Provide point-to-point backplane connection 1
- access, MAN, “RAN", WAN(?) FESLSSESS S
 DelOv Group 298




M Application Traffic Drivers

« Digital multimedia production &
distribution

- graphic/image rich business presentations
- digital post-production

- medicalscientific imagery

Data mining & database
Synchronization

The video factor

— Tele-presence

~ When will HDTV move onto the data

network?

& Processor Trends

-

WA C (MHz)
M SPARC Cik

(MHz)
1 Alpha Cik
it =

SBEBBEREE

& Bus Speed Trend

CANULANGNSO

& Distance Assumptions

« No building will move because of 10 GE

« Customers will expect to run 10 GE over
the same links as GE

« Customers will expect to use 10 GE with
new applications that are emerging or
on the horizon
- Access to RAN/MAN
~ cluster computing interconnects

a Desired Requirements

« Distance

~ data center, cluster interconnect: 50 m

- building risers: 500 m

~ campus backbone: 2-10 km

—~ MAN access: 10-30 km

~ MAN/RAN backbone: 30+ km
* Media

- single mode fiber except for shortest reach
» Topology

- pt-pt, full-duplex, w/ congestion control




a Cost Ratios: Sw 1000 to Sw 100

10 GE cost expectation: < 10x GE

(e Sw fixed
1000400
PR -~ - Total sw

10004100

Nete: Sw 1000 pricing in
XTD ek

1907 1968 1909 2000 2001 2002

Technical Issues &
Technology Enablers

& Protocol Stack

M Medium

Standard Single-mode Fiber
~ Campus backbone and metro area network.
- Suitable for long wavelength lasers
‘attercation Bmited

Multi-mode Fiber
~ Server-switch connections; horizontal &
vertical risers
- Large core size, low cost transceivers
~ ISI from intermodal and intramodet dispersion
limits the bit rate and distance
- CWDM on existing or serial on adv. MMF
COppef
swm:hindataoenwr

ted distance
complex PMA if muttilevel signal

& PMD Components - Lasers

Requirements
~ High modulation speed (> 10 G) & output power
~ Low driving current & temperature dependence
— High linearity and narrow spectral width
Issues

Technologies
~ Distributed-feedback Laser (DFB)
- Fabry-Perot
- Vertical Cavity Lasers (VCSELS)

a Laser Technologies

Distﬁbuted-feedback Laser (DFB)
-t Supp m
terostructura:iow threshold curent
(-10mA)nnd high output power
~ Thermat cooling
» current is
» control mode hopping
~ Isolator
» eliminate reflection noise
- External modulator
» reduce frequency chirping
~ Eliminats cooler, isolator and/or extemal modulator
for low-cost shorter reach solutions?




& Laser Technologies

Fabry-Perot
- 1.3 um; SMFMMF
- Simple structure and low cost
~ Short reach, multi-mode laser
» distance limited by dispersion and mode-
partition noise
Vertical Cavity Lasers (VCSELs)
- 0.85 um/1.3 um; SMF/ MMF
~ Low cost and easier packaging
~ Parallel optics CWDM

23 PMD Components - Modulator

+ Used for extended reach
Requirements
- High modulation speed & linearity
— Low driving voitage & cost
~ Packaging size
Technologies
~ LiNbO,4
~ Electro-Absorption
— Hybrid integration with DFB lasers

M PMD Components - Detector

Requirements
~ High rece itivity (responsivity)
~ High bandwidth
- Low noise
Technologies
- PIN:
»-18 dBm sensitivity
» Up to 50 G demonstrated.
- APD
»-31 dBm sensitivity
» slower than PIN

M Pma

Functions
- Mux/Demux drcuitry
- Clock data recovery
- Byte alignment (Optional)
— Laser driver & post-amp
Technologies
- Bipolar
» Mature technology Wi limited BW
-~ GaAs
s-‘;:nwwhuhswamwm
» Emerging next generation Skbipolar
» High BW, lower power diesipation & cost

» ULSVBICMC alow sy

& PHY Components Status

[Avaieblty ata Rats Capabll Distacs |

Laser EML. Now 10 Gops. 80 ken
CWILMINGOS  Now 10 Gbps 600 e

[Uncocled FP And$ 125 Gops 1km

Uncocled DFB | nd9 125Gbps 10km

IPIN Now 12.5Ghps: NA

i Now 12.5 Gbps. NA

Laser Oriver  |GaAs Now 10 Gbps. NA
[SiGe Decd0 | 125Gty NA

[TA |GeAs Now 125Ghps NA
1SiGe Dec 90 125Gops NA

Limiing Amp  [GaAs Now 125Gbps NA
Snd Decd0 12.5Gbps NA

ICOR [Gors Now 125Gbps NA
iSiGe Decd® 125Gtps NA

MuxDerrix tﬂm Now 10 Gops NA
iSice Dec® | 125Ghps | NA

& PCS Sublayer

+ Encoding/decoding of data from/to MAC
* Need for 10 GMII

- Single/Multi-channel operation
» Auto-negotiation

- 1000/10000?




a MAC
Ethernet without CSMA/CD
-C ionless packet
~ Consistant addressing & frame format
~ No translation, nor segmentation
Functions

M MAC Challenges and Solutions

issues & Challenges
~ Bus interface (Backplane/MAC and MAC/PCS)
» Paraliel data width (107 ; single vs.
» dock rate. ‘(;EGNSMIE&MB125W¢G.)

-~ Processing Ethemet frames with very short lookup time

- Full-duplex only, speed/distance independent — Buffering
» Inter-frame gap (IFG) & preamble size in bk times Technologies & Solutions
= Flow o, = et PECL VDS, ML
» Pause operation resonpee time in bit times » 5
- Auto negotiations - .om:vgzorjmmﬂuwﬁm
» embedded DRAM for buffer
~ Larger min frame size and architectural improvements
5 a Standard Scope - TBD
Distance/Media
- 8023z ink model?
TS New advanced NMF? N
W .I: mu. CX-like) worth considering?
ave
Summary — 850/1300/1550 nm?
Channels
- Serial only? Orinclude CWDM?
Coding
- 8B/10B, 14B/15B, 168/18B, scrambling,
muttilevel analog?
Quality
- Laser
- BER? Jitter?
- EMI
:a Potential Starting Point for 10GE
Discussions
*« MAC
- ful-duplex only
- min. packet size (256 vs 64 bytes)
« MAC/PCS/PMA standard interfaces
*+ 10 Gbps (data)
» Encoding (8B/10B)
« Single wav.elength in 1300 nm window More connected. ™
« Standard single mode fiber

Up to 30 km




8:45am - 9:15am
Mon, 10 May - 1.2

e P
PAROLI a Synchronous Interconnection Link
with a Through Put of 13 Gbit/s
Karston Drogemdilier
karsten. com
PAROLI K. Oréigerniier
Parallel Optical Link ;-.‘"-'-

Competing Data Link Technologies
Regions of Competitive Adventage

. 20 i —
z e

E ® Optcal Link —
§ 50 —

Coax
i w |- Secal -
§ os | Buctical Wire Ribbon Option! Lirk _
<
o1 ! ! 1 1
1 0 100 1000 10000 100000
Interconnection Distances (m})

PAROLS K Drbouniter
Parallel Optical Link s

o 2]

Why Optical Interconnect ?

« Copper: BW x distance product limited
* BW demand drastically increasing

« Cable size is 1/50th of copper
« Optics is the solution to escalating EM! problems

* Costis not much higher than high performance copper

PAROLI K. Drdgamiter
Paraltel Optical Link e
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Applications of Optical Interconnect

App Dist: ThroughPut DCCouple Status
Box-Box 5-100m 10 - 30 Gbit/s Yes and No Products
available

Backplane 1-5m 50 Gbit's Yes R&D

Extend

Baciplane 25-100 cm 50 - 150 Gbit/s Yes R&D

On Board 5-25cm 50-100Gbit's  Yes R&D
PAROLI K Drbgamier
Paralle! Opticat Link o

e P

SC-DUPLEX
B ';h:m

<
%
)
2

;

——
1.3 Gbit/s

Tham—

Inininiae 12 Gbit/s

PAROLI K. Debgerndler
Paralle! Optical Link foopietsy

e

SCI application of SIEMENS (High End Server Group)

SCI adapter for remotely coupled

1O sy and server

with dluster tachnology (SCi = Scalsbie Coherent intertace)
PAROLI K Dxbgambber
Parallel Optical Link et




|

System Architecture

aoynchroncus ek
PAROLI K Dxtgemiber
Paralie! Optical Link i

< P

PAROLI Coupling Scheme

coupling unit silica fiber

45° deflecting mirror

VCSEU Ip p-IC
array

PAROLI K. Debgomdier

Paralle! Optical Link E_ .’_:—

B P

Eye Safety

IEC 825-1 Amendment Laser Classification
Maximum optical power in fiber
1 channel 12 channels

NA=02  443uW  118W

NA=0275 537uW 199uW

PAROLI K. Drdgamitr
Parallet Optical Link D




9:15am - 9:45am
Mon, 10 May - 1.3

Tb/s Chip I/O - how close are we to
practical reality?

Rick Walker
Hewlett-Packard Company
Palo Alto, California
walker@opus.hpl.hp.com

Agenda

e Applications and Key Specifications
e General Architecture for inter-chip communication
e Limitations
® Skin-Loss
e Delay Matching for Multi-phase sampling
e CMOS Scaling
® [ndustry Trends
e Conclusions

Current Practice

e Current high-performance systems are skew limited
using paraliel data clocked at 250-500Mb/s.

& Using clock and data recovery on Gb/s links eliminates
the skew problem and improves system BW by factor of
8-16X.

® What are the limits for advanced systems?




Network Interface [
cards 1-6 -
I

CPU-CPU/Memory Application

CPU CPU CPU CPU

\ ) I ) /
‘ ' 'J'D' ':

Cros§paf:8ﬁ}itch «— |/O
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MEM MEM MEM MEM

Router Application

Network Interface
cards 7-12 I

I

I
I

I
[
f

[%G_J lmel |1oe| ’1061 ]103.
P V7.7

packet
processor =
(&3
4— i
i -Crossbar
Switch Board
Backplane

Key Specifications

Speed: As high as possible - at least 1Tb/s I/O per chip
Latency: critical - less than 10ns plus time of flight
BW/link: limited to 4-5 Gb/s by PCB loss

Power: for a 100W chip, all 250 links should dissipate
less than 40W -> 160 mW per link

Size: a typical processor may be 9cm?, if links use 20%
of the total area, then each 4Gb/s link cell should be

less than 720000um? in size.
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Skin Loss and Dielectric Loss

Nearly all cables are well modeled by a product of Skin Loss

k(1 + 7)1 —k 1
S(f) = e s+ ﬁ, and Dielectric Loss D(f) = e & ith

appropriate kg,kq factors. Dielectric Loss dominates in the multi-
GHz range. Both plot as straight lines on log(dB) vs log(f) graph.
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. Three-element equivalent
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Skin Loss Equalization at Transmitter

rl_l_l_l_r__r'—l_l_l_l_'_l_,_ boost the first pulse after every transition
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Data rate vs distance and tan(d)
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Example Multiphase RX Block Diagram

(OX T X2X3) multi-phase clock generator
4?4 A A /\J VCO + interpolator)

0° 90° y¢180° y 270°y 45° "y 22° 'y 67°

Data input
P Pa|tPal fiPalt1PalPeltiPal fIPa

fr -doubler Y

r .| phase- loo,
data amplifier | detector/ p» filteFIJ'

Reference Clock _ | state
*| machine
2.5GHz/128 v Y v Y 16 data l_“_l
I 4:16 demultiplexor > “Ia y
»clocl L w LOs
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Measurement of a Multi-phase System

Reported Jitter: 8ps rms, 44ps pk-pk at 3.5Gb/s.

Measurement of photo shows 26ps difference between
widest and narrowest eye, so true eye margin for end-

end system is 44ps./2 +2 ¢ 26ps = 118ps, or a total eye
closure of 41%.

Attention to delay /matching is critical!

Techniques to Improve Delay Matching
and Power Supply Noise Immunity

§ ¥ 3%

® Rising edge delay ® Rising edge delay
dependent on dependent on ® Delay depends on
absolute V¢ absolute V+ VT matching

® RC time-constant ® Current source
changes with absorbs supply
supply voltage voitage changes

CMOS Scaling Issues

e Gate delay no longer scales with process

1 as0
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Technology Generation

See: Chenming Hu, “Low-Voitage CMOS Device Scaling” 1994 ISSCC Digest, pp 86-87.




CMOS Scaling Issues (continued)

* V,; doesn’t track with power supply - so we gradually lose
ability to make ECL-like differential circuits.

e Full-swing circuits show worse delay matching than ECL-like

topologies.

* Full-swing circuits show worse power-supply delay
modulation than differential circuits.

* V; matching gets worse due to statistical dopant variations in

channel.

o All of these trends make power supply noise
rejection and multi-phase alignment more difficult
with each process scaling.

Power and die size vs target
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Industry Trends

® 50% of all U.S. Families now have home computers

e Computer performance has surpassed needs of most users:
witness the drop of P.C. prices in the last 3 years from a
stable $2K down to $500 levels.

e Internet host count was doubling every 6 months in 1988, is
now doubling every 24 months - we are clearly past the
50% adoption point in the growth curve.

e What applications will continue to drive expensive and exotic
improvements in interconnect technology?

e Without a new “killer app” to drive development, we
may by stuck with the limitations of FR4/CMOS for
quite some time.




Viability of “exotic” technologies

e Yielded CMOS parts come in at $10/cm?

e Tb/s chip-chip links are probably feasible in the next few
years.

e This performance can be achieved with existing BGA
packages across commodity FR-4 PC Backplanes.

e The incremental cost of a Tb/s link in these applications will
be about $18 + connector cost.

e For optical solutions to take hold in these
applications, they must provide either significantly
higher performance (>10Tb/s) or cheaper system
cost (not likely).

Conclusions

e Still much work to be done, but 1 Tb/s chip /O seems an
attainable target.

e 5Gb/s on 1meter PCB is the fastest that can be feasibly
supported for the foreseeable future with /ow fatency:

e Fiber seems to be progressing along either a 1-10-100-
1000-10,000MHz or a 622-2488-10,000MHz
evolutionary path. There may be an economically
important need for 5Gb/s links.

e 10 Tb/s chip I/O is probably out of the question for
current high-volume technologies (CMOS, FR-4 PCB).
Computer designs and programs may have to give up
cache coherency, and move towards cooperative
computing architectures to break out of this limitation.
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o— Outline
[
4

e Introduction to Digital Cross-connects
e Applications, Requirements, etc.

e Interconnect Requirements
e Performance, Physical, Reliability, Cost

e Interconnect Choices

e Conclusions

4/16/99 HSI'99 rph - Tellabs 2




,,‘\Standard Transmission Rates

¥
Digital Rate Equiv. Voice |Optical Rate
Channels
DS0 64 kbps 1 oc1 51.84 Mbps
DS1 (T1) 1.544 Mbps 24 0C-3 155.52 Mbps
RTD 1.544 Mbps 0C-12 622.08 Mbps
(Digital Radio)
DS1C 3.152 Mbps 48 0C-24 1.244 Gbps
DS3 (13) 44.763 Mbps 672 0C438 2.488 Gbps
DS3C 89.472 Mbps 1344 0C-192 9.953 Gbps
DS4 274.176 Mbps 4032 0C-768 39.813 Gbps
DS5 470 Mbps
4/16/99 HSI1'99  rph - Tellabs
«—DCS in a Network
L
1
UPSR OC-3/12
Access Rings

4/16/99
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,,_;\Wideband Cross-Connect

1
A
APPLICATIONS 0C-48 Rings BTRATE  reaTuRES
» Groom and Fill * DCS receives electrical or
+ Restoration optical signals
- SONET Gateway _ « Payload mapping
Switch Cut — *DS1to VT1.5
+DS3 to STS1 SPE
« Payload Transformation
«Facilities Protection VT1.5-D$1-DS3-STS1 SPE
« Test Access
* WDCS is a 5-stage switch: » Scalable from 32 to > 2000
. DS3
Time-space-space-space-time ports
Time slot interchange done at
the ports
416/99 HSI'99 ph - Tellabs s
o Broadband Cross-Connect
4
» BDCS granularity is DS 3 and ports are from OC-12 to OC-48
APPLICATIONS WDM Rings FEATURES
- SONET Functionality + Cellbased Core
~ATM Services Delivery « Transport
«IP Gateway « Synchronization
«“SONET « Traffic Mar
“MPLS
-ATM
HSI'99 rph - Tellabs 6
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.,?Optical Cross-Connect

Total Bandwidth Management

WDM Rings
Lx0C-48 - 0c48
PortRate [ENOORNE [l Egeseey 4
0C48/12  semummemeean SRR e bss
0C-12/DS3 _ | bst
DS3/DS1 T Dso

HSI'99 rph - Tellabs

4/16/99

,;\Optical Channel Cross-Connect

1
o Motivation
o Traffic management demand at 0C-48
« Deployment of WDM
« Growth of data traffic
o OXC Applications
o Provides interface to optical transport network
« Maps client signals into Optical Transport Layer
« Co-existence of several client signals
« Enables 1:N equipment redundancy
e Cross-connect in the core network (OTL)
« manages end-to-end connections in OTL
« Interfaces between different network segments (equipment)
e Protection Switching
« UPSR and BLSR-like protection on Och basis
e Restoration

416099 HSI'99 rph - Tellabs




o— Requirements
@

e Performance Al interconnects ® Space
Interconnect rate up to 4 Gbps e Core Modules
BER < 10" » Connected to switch end stage
Jitter - <0.1 dB peak (complicated modules
issue) — 200 pins of connector

(~8” of connector)
e End Stage Modules
« Core Connection

e Port-to Core Interconnect
o Physical Distance between Ports

and Core up to 300 meters R

e Core module connected to four = 2x.200 pin connector
ports « 4 Port connections (duplex) at
. 4 Gbps each (optical)

e Within Core e Port Modules

o Distances < 10 meters « Two 4 Gbps Connections

e Module O up to 128 Gbps (one (duplex) to Core
card 12 x 16)

4/16/99 HSI'99 rph - Tellabs 9

,.;\Requirements, cont.

&
Reliability Cost
o Number of interconnects
e DCS size: 128 to 1056 ports

e Definition of Failure

* B.ER s_pecyls <107 IfBER > 10 has e There are ~ 1600 interconnects in a
link feiled? 128 x 128 DCS
e End-to-End connectivity: From Bellcore e Cost
GR-499-CORE - “A period of 08
unavailable time begins when the bit-error rate in o Systems interconnect cost could
each second is worse than 10 for a period of 10 exceed $ 1M
consecutive seconds. These ten seconds are e Allowable cost depends upon
considered to be unavailable time”. functionality
e DCS port-to-port DT < 0.1 + FEC and COR included?
N . e Top-Down View
min/connection/year )
o FIT <380 for the connection %@2‘1 =BOM
= 1+ 1 connection redundancy BOM - $core&mech&control =
$ interconnect

® Module Failure Rate < 0.25/yr
e Transceiver MTBF > 16 years (FIT < 7000)

4/16/99 HSI'99 1ph - Tellabs 10




.,_;\Optical Interconnect Options

e Small form factor single channel
transceiver modules
e TO Can based modules - semi-
cost-effective (~$ 85/Gbps), reliable
« Bitrate - 1.25 Gbps (2.5 Gbps
coming)
» Conclusion: Still too much board
space required
e Other high-speed Serial fink
Options
« 5 Gbps serial link
» Not there yet (10 Gbps ethermet)
o Parallel Optical Interconnects

e Advantages
« Size, performance

o Disadvantages
« Availability - single source
« Immature Product
« Need for deskewing
« Costs > $ 200/Gbps

4/16/99

HSI'99 rph - Tellabs

Muxed (WDM) interconnect
e Advantages
« Multi-Gbps through single connector
o Disadvantages
« Cost and availability
o Etc
Issues
e VCSEL vs edge-emitter
¢ Short vs long wavelength
o Single vs multimode fiber
o Discrete vs integrated transmit and
receive modules
» Duplex links - integrated
» Performance - discrete

,,?Structure of the POI

& A
Simplex POI

iy

OE transmitter Blind Mate Cable-end Connector

DCS Optical Interconnect
Specifications
Port-to-Core distances dictate the
use of Optics
e Physical
o Size:LxWxH<=Zx1x05"

e 0-85°C (ambient) Operating
Temperature Range

® Suggested Format: 8X connector
)

* POI Consists of FIVE Elements: 4 Gbps internal transport unit 8X ribbon cable, Blind Mate
« OE Transmitter Module Interconnect Options
. 85 Receiver Module (#channels x bit rate): ® Suggested Bit Rate - 1
« Connector
> 1x4 Gbps s$8 Gbps/fiber
e e e Shroud  2x2 Ghps  maybe o 4x1Gbpsformat
4x1 Gbps o 8X transmitter module with 2

4/16/99

Just i
5x.8,8x.510x4 less optimum

HSI'99 rph - Tellabs

channels OR
e 4Xtransmit + 4X receive
{transceiver module)




,?Electrical Interconnects

L3

Costs dictate the use of electrical interconnects (over optics)
Approximately $ 35/Gbps (dominated by ICs) = 1/10th cost of Optics

e Cables e Card-edge connectors
o Twin-ax - diff. pair over 10 meters at > o DIS: availability, cost, perform.,
1Gbps assy. procedure modifications
o Advantages - $, availability, ruggedness, etc, o Boards - 2.5 Gbps signals for short
« Disadvantages - cable management distances on FR4.
e Microstrip Ribbon Cable e Gtech or cyanate ester better board
« Advantages - management, material
« Disadvantages - $, connectors, e Teflon or polymer laminate with
e Connectors pstrip lines
o 2 mm modular PGA systems 6 - 8 rows e Line Drivers and Recovery Chips
o ADV: mult. Vendors, $, modularity, refiable » Required at Gbps rates
4/16/99 HSI'99 1ph - Tellabs 13

o— Summary and Conclusions
{

L 4
e “The whole system is an interconnect!”

e Electrical interconnects

e Speed and density demands are there: 10 Gbps ports in Terabit systems
System design must be cognizant of interconnects from the beginning
Board I/O and cable density are issues
Uniformity and stability of media is increasingly important
Driver and recovery chips are vital
e Optical

e Fast Serial and paraliel are needed

e Connector systems need improvements

o Cost HAS to come down

o Opportunity for more functionality in optics - lower system cost

4/16/99 HS1'99 rph - Tellabs %
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Moore’s Law: The Intra-System
1/0 Challenge

Craig Theorin

May 10, 1999
@w :' @ W.L. Gore & Associates Inc., 1999
Overview

® Introduction: The implications of Moore
+ Amdahl.

® Link Architecture Options
| ® Copper Media Scalability
® Fiber Optics Scalability

@ Conclusion

’ ; ©® W.L. Gore & Associates inc., 1899

Moore + Amdahl = Bandwidth Growth

1975 1960 1985 1990 1995 ~

10m ; ! : | edicce BOO
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i
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Source: Intel

® Moore Observes Exponential MIPs Growth.
® Amdahl Necessitates Proportional BW Growth to
leverage Moore.

P e —
GURE, EEEE =S e T
§ @ W.L. Gore & Associates Inc., 1999
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Amdahl’s Law: Processor, I/0, vMemory Balance

Processor /O Bandwidth Memory
(MiPs) (Mbit/sec) (Mbytes)

System performance is optimized when MIPs=Mbit/sec=Mbytes

If processors scale with Moore’s Law, so must /O and Memory

E @ W.L. Gore & Associates Inc., 1999
Worktwicn

Intra-System Data Bandwidth Trends

R
System 1
. e

g — = o——=> System 2
= 1000 -%—” ==
S e ————
s — —
PR
10 [ i —
1994 1996 1998 2000 2002
Year
g
e ® W.L. Gore & Associates Inc., 1999
* -
Keeping Pace with Moore
“Bandwidth, Bit Width [Rise Time; Spectrum 26 Discont Ch-Ch Sk
Year @ (Gb/s) | (psec) T (psec) : (GHz) | AU (psec)
v 1999 1.0 1000° 250! T4 1.00 250
T 2000 16 630 157" 27 0.63 157
2001 25’ 397 99 3BT 0407 99
002 70 750! 53 56 025 6%
2003 63 157" 3 8y 018 39
2004 109 - 25" AT 0107 25
2005 16.0, 63 16; 22F; 0.06 16
2008 254 39° 10: 3556 004 10,
2007 4073 25 6 564, 0.02 [
TTTTT20087T T 640 16 4 896, 0.02 4
2009° 10176 10 7 14272 007" 2,

ME,
D © W.L. Gore & Associates Inc., 1999
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Serial vs. Parallel Data Streams

® Serialization converts ® Parallel = N*Serial.

media cost to launch *  Maximum I/O BW (ie. 10-
100 X serial) & I/O
cost. BW*Density.

* long reach applications. * BW Reduction for Serial

Stream Processing.
Parallel will be continually obsoleted by increasing SerDes
performance/cost ratio.

A decline in serialization performance/cost growth may require
parallel.

@ W.L. Gore & Associates Inc., 1999

SerDes Cost/Performance

10000

1000

;*1Gbps
» 10 Gbps |

100
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DW @ W.L. Gore & Associates Inc., 1999
Workhace

Ganged Serial vs. Clock Forwarding

e® Jitter budget has limited 1 Gbps optical clock
forwarding.
® Clock and Data Jitter accumulate in budget.
® HiPPI Budget TBD.
® FO centric designs will end clock forwarding.
® Future High BW Links will look like hybrid of
parallel and serial or “ganged serial”.
® Allow deskew of parallel data streams.
® Scalable for future systems.

GORE, = == ==
ﬁ © W.L. Gore & Associates Inc., 1999
[rSmekiy




Data Coding

e Typical Code Functions:
* [ imit low frequency content (ie. run length) for AC coupling.
* “DC-Balance” the signal to keep duty cycle close to 50%.
® Scrambling: Muxing a PRBS w/ Data

- Statistical max run length and DC balance.

e Multi-Level Coding

* | owers max frequency by increasing # of bits/symbol.
e Forward Error Correction (FEC)

* Using Error Correction Bits to improve BER

D: ©® W.L. Gore & Associatss Inc., 1999

Copper Scalability

STConcem :Cause Solutions !
‘Loss, Eye Patiern: SKin Effect & Loss Tan ‘Larger Cable, EQ, EOP, Peaking:
EMI Poor Shiefding vs Tr, iImbalance: Moré Shielding, RF Chokes,
‘Retum Loss Zo Discontinuity “Control, Signal Shielding )
‘Next/Fext Poor Shieflding vs. Tr ‘More Shielding between Signals
"Skew (pairZpair) :Signal Routing, Er Vanation ‘Tontrof, Deskew Circuits. .
fimbalance TEMT, Jitter, "Control, More Shielding?

} ® A common solution is to increase Tr
® “Control”, Larger Cable, More Shielding = Cost

g: © W.L. Gore & Associates inc., 1999

Bandwidth Scalability

Standard Cable Eye Opener Plus
R — TN R R

SB0aY

sR0av

850 Mbps
20 Meters
100 Obm
26 AWG

MRE, ==
[: © W.L. Gore & Associates Inc., 1998




Gb Ethernet Copper Modems

® 1 Gbps data transmitted over 4 pairs
®* 5 Level Code (PAMS) used to send 2 bits/symbol
® Extra bits for forward error correction (FEC)
® Hybrids are used to bi-directionally couple data into
cable.
® Waveform “shaping” for EMI compliance
® Noise Reduction Through DSP
* NEXT and FEXT
® Digital Echo (reflection)

Z: © W.L. Gore & Associates Inc., 1999

Crosive Technooges
Wericwicte

Optics Scalability

‘SiConcerns .Cause “Solutions
“Optical Eye “Optical Noise from Source mproved VCSELs and Launch
BER vs. BW Higher BW Challenges Budget Longer Wavelengths
Jitter Budget :Source Jitter & Rx BW & Noise kmproved VCSE.s and Receiver
Clock/Data Jitter : Sum of clock+data Jitter ‘Control, Ganged Serial X-mission |

® 10 GbE is currently addressing this issue for Serial Optics to 10

Gbps.
® For greater BW Parallel FO is required.

® Atacost

12.5 Gbps (PRBS 2'7-1) Optical Eye
® VCSEL BW > 20 GHz.

® W.L. Gore & Associates Inc., 1999




® 718 Gbps Data Link
® High Density

® Modular Architecture
® Class 1 Eye Safe

©® W.L. Gore & Associates Inc., 1999

Parallel Optics Eye Safety

@ Tx optical power limited by FDA & IEC.
@ Standard 250 um pitch 12 wide arrays force potential 6 dB
power reduction for safety compliance.

e Amount-ofpower-allowed—is-proportional-to-divergence angle

or N.A
e |

g w 2525 4 - IEXC Class 1
i e - 12 Wide Array Output
& -850 nm lasers

; ‘: - 250 um pitch

£ w -

3 7 l

8 20 !

z 025 0050 0075 0.100 0.125 0.150 0.175 0200 0225 0250 0275 0300

Numerical Aperature

i
lj ©® W.L. Gore & Associates inc., 1999
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Increasing Beam Divergence

) P o T ' :
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Far field distribution of a 0° Far field distribution of a
VCSEL launch. high angle VCSEL launch.
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1EC Class 1 Allowable Output Power

2 : —e— 0 degree VCSEL i
A —e—LED ;
-3 : ) | E—
'\\ —a&— High angle VCSEL
-4 |
-5 \\h\ / |
- N e |
: '

Output Power Limit (dBm/Ch)

-8
\w N

o 1 2 3 4 5 6 7 8 9 10 11 12 13
Number of Channels ‘

Q © W.L. Gore & Associates Inc., 1999

Summary

@® Moore & Amdahl Require 10 Gbps in 5 years and
100 Gbps in 10 years.
® Leverage IC Functionality to solve analog
transmission problems.
® DSP?
® Encoding, Error Recovery, Peaking, Deskew, efc.
® Copper EMI challenges will be extreme.
® Parallel Optic data links will address BW needs.
® Ganged Serial Likely for future Intra-System I/O

ME’ e==——S"
g © W.L. Gore & Associates inc., 1999
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Outline

« Overview of scalable muttiprocessor system architecture and issues
« Cache coherence in action
= Origin 2000 network details

* Multiprocessor interconnects in the future

~
Interconnects in Scalable,
Distributed Multiprocessor Systems
Jeffrey Kuskin
Silicon Graphics, Inc.

_

sgi :
-

+ Example: SGI Challenge
« Non-scalable '

* Requires broadcast

* Limited bus bandwidth

* Limits on snoop response time, bus transition/settling time, power, etc.
J

.
sgi =

Communication Mechanisms

» Defines the convention used to communicate among nodes

* Message passing
* Each node has direct access only to its local memory
* Communication between nodes is requested explicitly
* Examples: Intel Paragon, Thinking Machines CM-5, IBM SP2

* Shared memory
» Physically separate memories appear as a single, unified memory
» Each node may access any memory location using normal loads/stores
* Examples: HP/Convex Exemplar, SGI Origin 2000, Stanford DASH

sgi =

\_ J

sgi :
( )

Scalable Multiprocessor
Node 1
[ X X ]
( Interconnection Network

» Computation divided among processing nodes

* Nodes communicate via point-to-point interconnection network
\_ J

sgi .
( A

Cache Coherence Problem 1
Read X Read X
Read Read
/A X=1V/4 /A X=1 /4
Cache \ Cache
/A x=1VY//]
Memo

. i J

sgi :
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Cache Coherence Problem 2
/. X=17//]
Cache
X=2 XX
Memory
& J
sgi 7
( ™\
Distributed Cache Coherence 1
1:Read request (16B)

Requesting . Home Node

Node 2:Read reply (144B)

. J
sgi .
4 N
Cache Coherence Implications

* Protocol messages are small
» Network /atency is crucial
* CPUs do not tolerate large memory read latencies (getting better)
» impact tends to be non-linear
Parallel
Network Latency
* Network bandwidth also important, but less so
* Needed at basic level to match memory and CPU bus bandwidth
* Needed to cope with communication bursts (typical, especially in
scientific codes)
J

Cache Coherence Solution: Directories

V/ X=1/, Y/ X=1/,
Cache Cache
Memory Directory

2 3 456

7 X 7ol [ 1 L]

|
Presence Bits

sgi

\. _J
sgi -
4 R
Distributed Cache Coherence 2

1:Read request (16B)
3a:Read reply (144B)
3b:Ack (16B)
2:Data forward request (16B)
\. J
sgl 1

Cache Coherence in Action: SGl Origin 2000

» Processing nodes contain 2 R10K CPUs, memory, and network interface
» Network implemented via 6-port routers (details to follow)
» Hypercube system topology; often multiple routers per network traversal

16 CPUs

sgi .




Origin 2000 Network Detail 1

* Router characteristics
* 6 ports connected via a crossbar
« Each port bidirectional at 800 MB/s in each direction
e Provides 4 virtual channels
* Input-buffered with pipelined crossbar arbitration
* Best-case (fall-through) input-to-output latency of 50 ns

* Links (per direction)
* 20 data bits, 2 clock bits (differential), 1 data framing bit
» Clock rate of 200 MHz, sampled on both edges (400 MMz data rate)
* Credit-based flow control
» Sliding-window, CRC-based error detection/retransmission

Origin 2000 Network Detail 2

* Implementation
* 850K-gate ASIC
* |[BM CMOS 5L (0.5n drawn), 5 metal layers
* 160 mm? die area
« Core operates at 3.3V, 100 MHz
* 29 W worst-case power dissipation

» Cables
» Shielded, electrically-matched wires, 1-5 m

* Expensive :—(

k -
sgi

Origin 2000 Latency/Bandwidth Characteristics

900
800 Unloaded
700 Latency (ns)

600

500 Pipelined

400 Bandwidth (MB/s)
300

200

100

0 1 2 3
Number of Routers

\ -
sgi .

Future Trends

* Communication ever-more critical to overall system performance

* Bandwidth demands growing
» CPU bandwidth growing, both of system bus and functional units
* Memory system bandwidth growing: SDR, DDR, DRDRAM

= Network latency becoming more of a problem
* Decreasing in absolute time
« Butincreasing when measured in CPU instruction issue slots
» L atency impact on overall performance is non-linear

* Will interconnection network become primary limit on overall system
performance?

sgi

Trend: Merging of Network Interface and CPU

* Desire to move network interface “closer” to the CPU
* Architecturaily )
* User-level, protected access (“OS bypass™)
« Tied more closely to memory system (address translation, etc.)
¢ Physically
« Place on same die as CPU
« Direct datapaths between CPU internals and network interface

« Challenges
« Development of reasonable interface to user jobs

» Electrical, mechanical, physical integration of CPU logic and network
interface

\L
sgi "

Trend: Active Networks

« Current multiprocessor networks are “passive”
* Message unchanged as it flows through network
* Network does not interpret message contents
* Result: network acts mainly as a delay element {though a useful one!)

* Idea: perform computation in the network as well as on CPUs

» Benefits
* Moves computation closer to the data on which it operates
» Offloads CPUs

¢ Challenges
* Programming model, compiler and OS support, protection, etc.
» Details of computational resources, integration into network fabric, etc.

sgi
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Conclusions

» Interconnect is a key component of muitiprocessor system performance

* Interconnect latency and bandwidth are both important
« Low latency especially critical for cache coherence
* Bandwidth for message passing, clustering, traffic bursts

» Future interconnects must continue to improve latency and bandwidth
« By coupling the network more closely to the CPU
« By (eventually) making the networks “active”

sgi
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The Role of Optics
in
Balanced Computer System Design

Mike Chastain
Hewlett-Packard
chastain@rsn.hp.com
Mike Chastain Workshop on Interconnactions Within High Speed Digital Systems Rpril 29, 1999
Parallel Fiber Optic Development iy HEwLETT

The advantages of parallel fiber versus copper interconnect are well known
«Physical size reduction at high frequency
«C ctors and cabl
*Greater ication dis
« Reduced susceptibility to EMI and EMC

Comp industry has watched parallel fiber development for five years
« Costs have always prevented wide spread system insertion
Computer industry is also slow to adopt new interconnect technologies
« Waits for technology cost crossover; or some “external” forcing function

Industry investment is making parallel fiber more viable
« Real products now appearing from multiple vendors
« Costs are starting to come down
*Breakthroughs in facturing and packagi
« Optimistic projections of high volume insertion
« Costs are still high relative to copper for short (<10m) links

Are there other forces, ide optical develop t, that may hasten insertion?
Mike Chastain Workstiop on Interconnections Within High Speed Digital Systems Aprll 29, 1999
Consider CPU Performance () Hewery

The industry is now increasing CPU performance at an exponential rate
«Single chip CPUs breaking the Gigahertz barrier, and beyond
«Single chip CPUs incorporating “super p architecture tricks”

Increasing CPU performance driving corresponding increase in bandwidths
«Soon CPUs may require 8 GB/sec, or more, to sustain performance

Increasing bandwidths forcing maximum frequency at all CPU and ASIC pins

» Designers struggling to maintain r ble pin for facturing
«Intel’s endor t of Rambus is an indication of a pervasive problem
1000
Server System Bandwidth
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Consider Copper Interconnect Limits [Fy HEwLETT

At today’s interconnect frequencies (up to ~1 Ghz)
« Primary frequency dependent loss mechanism is skin effect
*Proportional to -/
At interconnect frequencies beyond 1 Ghz
< Dielectric loss starts to dominate
» Impact greater; Dielectric loss increases linearly with f
At inter ct frequencies approaching 2.5 Ghz
« Interconnect distance may be limited to a single backplane or PC planer
*New low loss PCB materials will be required
At inter ct fr appr hing 5.0 Ghz

q!

+PCB inter ts may no longer practical

Copper cables are still an option; for now
»Designers will trade copper trace for cable to increase interconnect distance
«4-5” of PCB trace is roughly equivalent in loss to 3 feet of copper cable
« Parallel copper cables will still be limited to adjacent racks
«Six to ten meters at 622 Mhz, dropping linearly with frequency

* Machine room level interconnects are already in jeopardy without parallel fiber!

Mike Chastain Workshop on Intsrconnections Within High Speed Digital Systems Apnil 29, 1999
Consider Server Packaging Density O Faperid
Increased inter t freq i pled with greater interconnect losses
*Driving system desi; s to redi inter t dist:

*Driving system designers to increase system packaging density

To achieve increased packaging density
*More ASIC integration to minimize component count
«More CPUs, ASICs, and RAM per PCB area

(Frequency * Depbsity) is driving power density to the limits
*More gates at greater frequency ==> more power density!
*More high speed I/O ==> more power density!
«More CPUs, ASICs, and RAM per PCB area ==> more power density!

System power density will soon d hine room Hmi
«By 2002-3, (4 CPUs + ASICs + 16 GB DRAM + Power) => ~850 watts
« Existing rooms are designed for 40-70 W/sq.ft. with an 18” raised floor
«Floor area + service area => 19°’ rack occupies ~14 sq.ft. => 980 watts max
*New standards are still inadeq (125 W/sq.ft. 36 raised floor suggested)

Result: Packaging density limited by machine room for foreseeable future
Mike Chastain Workshop on interconnections Within High Speed Digital Systems Apnil 29, 1999
i 2?
Future Server Designs ? (2 ety
[

May therefore consist of medium (CPU count) SMPs
« High frequency signaling on all interconnects
«High integration (and high power) silicon
«High density packaging, power input, and power dissipation

Tightly coupled electrically, but not physically
« Tightly integrated coherent cable interconnects
« Utilize copper until frequency-versus-distance becomes prohibitive
« Shift to optical as frequency increases and/or costs come down
«Frequency may cause a shift in spite of costs!
«Shift to optical now for machine room level interconnects
«Such as the emerging Future /O standard

To bal 34 perfor versus hine room constraints
«Spread system across multiple racks to distribute thermal load
«Match machine room capabilities (power/sq.ft. electrical and thermal)
«Perhaps integrated with storage and /O components
« Good volume utilization without adding significant power/sq.ft-

Mike Chastain Workshop on interconnections Within High Speed Digital Systems Apni 29, 1999




The Role of Optics in Server Evolution gz nswienr

Optical interconnects within servers
« Evolutionary “copper replacement” strategy as frequency increases
« System architects must work closely with the optical link community
« Copper link designs must be compatible with optical link limitations
«Optical components must be compatible with server manufacturing
« Optical packaging must be consistent with server connector requirements
« Evolutionary “EMY/EMC management” strategy as frequency increases

Optical interconnects between servers and/or I/O within a machine room
« Addressed by the emerging Future /O standard
« Parallel optical links at 1/2/4 GB/sec data delivery; up to 300m (@1GB)
« Network like protocols optimized for both ck and /O communication
« Designed for highly reliable, faunit tolerant communication
«Designed to enable sharing of storage, networks, and other ¥/O

Optical inter cts between hine rooms
« Still addressed by existing and evolving LAN/WAN infrastructures
«Tightly bridged to the emerging Future I/O standard

Mike Chastain Workshop on Interconnections Within High Speed Digital Systems April 29, 1999

Server Architects must Design for Optics gy uewier

Server architects are starting to design within limits of available optics
* Accepting 12 bit wide links as a cost effective limit

*Leveraging tel I for s and cabl

* Accepting per-bit encoding and self-clocking for AC pled links
*Designing in clock recovery and link training sequences

* Accepting multiple bit time skews between end points
* Performing parallel word re y in end point:

* Accepting a “non-zero BER” at high frequencies
* Designing in transparent link retry and ECC recovery mechanisms

Mike Chastain Workshop on interconnections Within High Speed Digital Systems Apni 29, 1999

Optical Vendors must Design for Servers ggyusweer

Optical link frequency has been driven by the telecom industry
«Telecom road map is 4x per generation; 622Mbz, 2.5Ghz, 10Ghz
+Server road map is 2x per generation; 1.25Ghz, 2.5Ghz, 5Ghz, 10Ghz(?!)
Optical link packaging is not i with server environments
»Server power is generally noisy; Optical links want clean power
»Servers (most) rely on forced air convection for thermal management
« Optical interfaces t heat duction to PCB
« Server manufacturing relies on robotic assembly and test
« Optical interfaces should support dard pick&place BGA processes
*Servers need blind: te optical ctors; with EMI containment!
*2nd level blies to plish blind /e i are expensi

Servers need “transparent” optical links
« Server silicon must be re-used; copper links may become optic links
= Different “products” must make different distance-cost trade-off
«Electrical interfaces consistent with (same as) copper cable interfaces
*Same freq Y, ded self-clocked, low voltage differential interfaces
«Few (if any) special sy iderations beyond equivalent copper cable
« Example: special system requirements to handle “eye safety”

Mike Chastain Workshop on Irtarconnections Within High Speed Digital Systems April 29, 1999




—— Summary G e

Parallel optical links are finally close to reality, but costs are still high

Parallel optical links (and Fature 1/0) will address hine room inter

CPU frequency and associated dielectric losses will drive server density upward
But, existing machine room capability will imit the power density per sq.ft.
Future servers may trade PCB trace for cables and distribute the power density
But dielectric loss also reduces copper cable length proportional to frequency

Therefore server designers may have (non-cost) reason to use internal optical links

Server and optical link designers must work together to enable a smooth transition

Mike Chastain Workshop on Interconnections Within High Speed Digital Systems Aprit 28, 1999
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In Pursuit of a Petaflop:
Overcoming the
Bandwidth/Latency Wall
with PIM Technology

In the HTMT Project

Dr. Peter M. Kogge
McCourtney Prof. Of CS & Engineering
IBM Fellow, IEEE Fellow
CSE Dept., Univ. of Notre Dame

sy 10th Workshop on Interconnections, Sants Fe  SNTAFE99.PPT 1

N Thesis
* Modern technology: The Memory Wall

- Latency: cannot access data fast enough

— Bandwidth: cannot get data to logic fast enough
* Next level of supercomputing- Petaflops:

— Impossible without radical change
* A direct assault on the problem - HTMT

— Hybrid Technology, MultiThreaded

— Mix memory & logic, interconnect optically

51299 10th Workshop on Interconncctions, Santa Fe  SNTAFE99.PPT 2

N Computer Performance

* 1 Teraflop = 10"12 Flops/second
—=1,000 “peak” 1999 workstations

* Fastest Computers in world today:
—~ ASCI Red: 1 Teraflop peak
— ASCI Blue: 3 Teraflops peak

* 1 Petaflop = 1,000 Teraflops

— What a 1 GF machine can do in 30 years - takes
a Petaflop Machine 15 minutes

51295 10th Workshop on Interconnections, Santa Fe  SNTAFE99.PPT 3

N - What are Principal Barriers
—to Petaflons?. ...
* Physics Driven:
—Memory Density
—Memory Bandwidth
—Memory Latency
* Semantics Driven (Programming Model)
— Expressing million way parallelism
— Without global synchronization

1299 10th Workshop on Interconnections, Santa Fe  SNTAFES9.PPT 4

I  The SIA CMOS Roadmap

100,000
+mprnme
10,000 | == Lopdc Transh per-Chip-OM) /
bem 4P Clock (MH2)
1000 [ — —
100 — //
l//
10
|
i
1 L
5 & z & & & ¢©
¢ 8 8 § 8§ § &

Ye;r of Technology Availability

51299 10th Workshep en Intcreonnections, Santa Fe  SNTAFE®.PPT §

N Memory Chips/_l:C
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ONE DRAM chip satisfies ENTIRE PC demand by 2003;
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N Latency in a Single System
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THE WALL
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) Bandwidth

» Today’s CPUs: need upwards of 3 billion
bytes of data per second
— And almost doubling each year!

» Today’s cheap memory: at most 1/30 of this
— And increase at only perhaps 7% per year
* Problem! - Need either
— Lots of chips
— Lots of pins on each chip
— Both

51299 10th Workshop on Interconnections, Santa Fe  SNTAFE99.PPT 8

Solution:
LMEE’JL’MLL-....

- Mixing Significant Logic and Memory on same chip
. Huge improvements in latency (10X) & bandwidth (100X)

AND CHANGE

mgNATl];IgE 1 OR MORE 3D Binary Hypercube
sy COMpute Nodes  SIMD/MIMD on = chip

OF THE “CPU”  on ONE Chip

=> Opportunities for New Scalable Architectures

s 10th Woerkshop on Interconnections, Santa Fe  SNTAFE99.PPT 9

ﬂ PIM Key: Memory Macro

» Multi MB independent units
— Separate address decoding
— Separate refresh
- Separate test and redundancy
* Sub 25 ns access to 1K-4K full rows e Woed™
« Sub 10 ns access to 128-1024b wide words
* 2.4 - 4+ GBps bandwidth potential per
macro

5299 10th Workshop on Interconnections, Santa Fe  SNTAFE9.PPT 10

N Recent PIM Technology
Offerings.

IBM 7LD, 1097
~ 0.25u DRAM-based process with § LM
- 2 MB/macro in less than 30 mm?
Silicon Access, 3/98 (www.siliccascoem.com)
~ IP ownership of highly variablc cmbeddable DRAM macro
- TSMC & UMC alliances for 0.25u
~ 2 MB/macro in less than 23 mm?*
+ 8 g, 7/98 drambim)
= 0.25u ASIC, stacked capacitor configurable DRAM, § LM
= Up to 128 Mb/ chip with mix of SRAM, Flash, other macros
o IBM SA-27E, 3/99 (www.chips.ibmcommnews/199%m27c)
- 0.18u logic process with embedded trench DRAM array, 6 LM copper
- 2MB is 20 mm?, < I3ns access, 33 ps gates
— ASIC design flow, rich library of macros

11299 10th Workshop on Interconnections, Santa Fe  SNTAFES.PPY 11

N A Real DRAM PIM
w—-—---n
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N Design Space:
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PIM VLS| constraints {as of today):
* Approx. 1 year lag between SIA announce & volume PIM parts
+ DRAM jogic: speed of conventional, but approaching same levels of metal!
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N Key PIM Subsystems

* Stacks of on-chip memory

* Key Subsystems that make up logic
— At the Sense Amps Processing Logic (ASAP)
— “CPU-like” local GP processing (Core)

» Node: Memory stack + ASAP + Core + I/F
— Potentially many nodes per PIM chip

+ Interfaces
~ Intra chip links between nodes (floorplanning)
— Inter multiple PIM chip systems
- Between PIM and non-PIM subsystems

Ny 10th Workshop on Interconnections, Santa Fe  SNTAFE9S.PPT 14

Hugh Inter Node Baniwiith

N SHAMROCK: Floorplanning for

)  Current ND PIM Projects
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NSA Princeton, |Petaflop
SUNY, Computer
Dela. ...
§1299 10th Warkshop on Intercsanections, Sunta Fe  SNTAFES.PPT 16
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N Ratio of Memory Chips to
PSS ' 115 {1 5, (1T H1] Y——"

100
1 PR of Memory
% llﬁTlolemP
= 10 ——
= I e S YD LU L LLIY R o8 TP of Memory
5 |l RS
E‘ \ 3
E 1T N
S eus A ousn -\\
° H .
s - 3 i3 £ g ¢
o @ e I o 11 ©
- ~

- b I ] ~& ~
Year of Tec@nology Availability
Memory Light but Decent Ratio & Parts Count

s 10th Worlshop en Interconnections, Santa Fe  SNTAFE9I.PPT 13




N The Bandwidth Problem for
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N HTMT: A Petaflop in
et 004:2006 Timeframe. ......

» Muiti-Institution program dating back to 1994
* Harness emerging technologies

- RSFQ for 100GHz “CPUs”

-~ PIM for smart memory hierarchy

— WDM all optical network for interconnect

— Holographic memory for dense storage
* With latency-tolerant architectures

~— MultiThreading

— Parcels for “in the memory” function execution

N The HTMT System The HTMT Machine Room
Arm@mm S . e

SUNY STONEYBROOK
DELAWARE

PIM: Linchpin of System L y/Parallelism Reduction

51295 10th Workahep on Intercotwiections, Santa Fe  SNTAFE9S.PPT 21

N The HTMT Facility

(Courtesy L Bergman, Cal Tech)

B}  AReplicable HTMT Unit

21 GWERAM  — A A A A

8164 MW DRAM PIM

i'll

4x8 MW SRAM PIM - i V4

256 GWis | Replicated
CNET 1 4096 times

256 GFLOPS SPELL
1299 10th Workahop on Intcrconnections, Santa Fe  SNTAFES9.PPT 24




N Silicon Budget for

—tIMID

RAMIIM ...

* Designed to provide proper balance of
memory & support for fiber bandwidth
— Different Vortex configurations => different #s

* In 2004, 16 TB = 4096 g

» Each Chip:

Interfag

I)  The View from a SPELL

SPELL can never “miss”; PIM must “guess” first!

S99 10th Workshop on Interconnections, Santa Fe  SNTAFES.PPT 26

N HTMT Execution Model

Data Structures

L __J
_ “Contexts” in SRAM

+

D,
|

“Contexts”
in CRAM

N SRAM PIM Functions

« Initiate Gather/Scatter to/from DRAM

* Recognize when sufficient operands arrive
in SRAM context block

» Enqueue/Dequeue SRAM block addresses
* Initiate DMA transfers to/from CRAM

l context block
R B
[V « Signal SPELL re task initiation
4 ¥ * Prefix operations like Fit Pt Sum
812199 10th Workshop on Intcrconnections, Santa Fe  SNTAFE99.PPT 27 51299 10th Workabop on Intercsnncctions, Santa Fe  SNTAFE9.PPT 28
8 DRAM PIM Functions 1) Conclusions

* Initialize data sfructures

* Stride thru regular data structures,
transferring to/from SRAM

* Pointer chase thru linked data structures
» “Join-like” operations

* Reorderings

* Prefix operations
¢ 1O transfer management
- DMA, compress/decompress, ...

sy 10th Workshep on Interconnections, Santa Fe

SNTAFE®.PPT 29

* The Twin Demons: Latency & Bandwidth
PIM Technology: Solves the local problem
Petaflops: Global problem still present
HTMT: Attach global problem by:

— Making memory smart so many transfers only
“one way”

- Utilizing best of emerging optical technology for
bulk of remaining

51299 10th

Santa Fe .PPY 30
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Ultra-High Speed Interconnections
Network for Supercomputing

Keren Bergman
Princeton University

Sponsors: DOD, JPUUNASA, Caltech, NSF, ONR

PrincetonUniversity B

technologies research qroup:

Arend
Nathan Kutz (Univ. Wash.)
architecture and system dasign:
Brandon Collings {(now Lucent) Coke Reed (PU Math/IDA)
eff Rath Charles Fefferman (PU Math)
Qimén Yang John Hesse (Interactic)

Suzanne Sears
Ricky Leng

Dmitriy Krylov
Keir Neunan

Princeton University %

* HTMT Petaflops project overview
» Data Vortex optical network

» Experimental test bed

* Modular packaging and interfaces

* Summary & future directions

PrincetonUniversity E

* achieve Petaflop computing in 10 years with hybrid mix of exotic technologies
* very high speed processors (100GHz), deep memory hierarchy
* employ multi ing iques for aggressive latency
SUNYSB
TRW
Ucss
Notre Dame
. JPL/
Princeton Caltech
BM
Notre Dame
Tera Computer
r Argonne National Labs
- Caltech U. Delaware
holographic storage

PrincetonUniversity 2

Superconducting Section
100 GHz Pracessars
b . P,

" ) o ata Vortex 2007
CRAN, CRAM. CRALL.
ERCONNECT 16,000 PIM 1/Q ports
’ «256Gbit /sec per port

*sustained throughput
bandwidth ~ petabyte

*max latency < ¥00ns
svariable packet size

*power budget ~500KWatt

scost budget

QPTICAL STORAGE

PrincetonUniversity k]

PrincetonUniversity F]




—_—
® ADVANTAGES:
very high throughput bandwidths
potential transparency to data format
can scale VO capacity by TDMWWDM

o LIMITATIONS:
cannot perform sophisticated routing logic
~leads to long latencies or resort to scheduler
difficult buffering with random access
~ forces one data format
i low levels ot

unless demand for bandwidth per I/0 and throughput is high
map use electronic switching networks

Princeton Univers

:

Princeton University k4

® Low latency (<100ns) between any PEs

e Flat structure, no differentiation between focal and remote

e Narrow latency distribution, small variance, smooth structure
e Transparency to payload modulation (TDM/WDM)

e Fine grained access, high efficiency for short packets

e Scalabifty to >10k PEs with minimal injection penalty

e Feasible implementation, commercially awilabie technologies

* Network designed specifically for optics:
absolute minmat logic at the nodes
no contention resolution at the nodes
bufterless
transparent to payload data structure
implem ented with commercially avaiable tech

+ Topdogy and data flow.
scales without performance sacrifice
simplifies node function {no all-optical switchi
hierarchy accomplishes faimess
deflection recovered in two node hops
timing used to reduce logic
low latency and latency variance

PrincetonUniversity

3

PrincctonUniversity 2

5 2'2 = 4096, height for 2007 design
B with A<S, number of VO ports ~ 20k
=
=3
anl
B
5 os Rumercel srmustion |
B
0 ;
s T T
« 2 4 e & e a1 1 ore
"column height 2
solution - packet injection

rumerical solution - Monte Cario

of input port injaction.

network height: number of nodes per column 2V

2'2 = 4096, height for 2007 design

PrincetonUniversity
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network size = 4096

Narrow latency
distribution:

packet arrival nearly
in sequence

important for data,
woice, and video
communications

best operation at
20% injection, knee
of performance curve

number of messages

PrincetonUniversity

NETWORK SIZE SUSTAINED THROUGHPUT

@ Sustained (incoming) cross-sectional bandwidth under full y loaded conditions
® Capacity perinput port =8> number of ports required
® Network dimensions: height (N), angie(A), cylinder (C)

Number of nodes: {A)(N){Log,(N)+1)
Number of cynders: Log,{N)+1

® For nearly no deflection atinjection ports, use 22% of available ports for input
number of inputs: (A)(N)/S

Princeton University R

~~ Framiog bit of the packet

‘WDM bender
(U5 to 1GDIts * 312 As)

WDM payload
(10GDivs*8-64 As)

T(ns)

A
@- mod 050 se:10
) v &
Hi-{mod
- s&so:
c'g mod H
H
Payload ! i
H
) Eiv
1
A
i Decisionlegic
PrinceionUniversity F]
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Fig. 3 Amplified by SOA

Fig. 4 @ 90% North

@ South port @90% North loop-back lnput
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More detailed view of the payload bits
@ the East output

Princeton University E]

PrincetonUniversity

2

Femtosecond fiber laser
at2.5Ghit/sec

Output broadband 30nm spectrum
16 wavdength channels

Power (dB)
&

'Y
S

152 154 156 158
wavelength (microns)
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‘ouse intefisiy [arb. Units]

PrinectonUniversity 2

S - aaom Optical Header,
Paralie! Electronic Data i
each @ M Gbit/s

simitar to payload
(arrives before

PrincetonUniversity ]

B10 GB/s optical recelver
Powsr consumaect: 0.5 W

PrincetonUniversity E]




Outer Group of 7 Cyinders

e T

inner Group of 7 Cyinders

slices

PrincetonUniversity @

<
Water Mount V-Groove FAber Delay  intercomect
Board Connector Array Board Patern Trays
L L

4

Seven More

PrinceionUniversity E-]

Assume equivalent 10node hops (10ns) between sub-networks
mean latency = 38 hops

Packets
NEEREREREE

Princeton University k-

MEAN LATENCY: 78ns

PrincetonUniversity %

o Data Vortex network topology for optical TOM/WDM packet
switching implementation

e Simple node logic, low latency, narrow latency distribution,
scalable === promising for computing

@ Sustained Petabyte throughput
o Experimental test bed demonstrates WDM routing feasibility
o Modular packaging for HTMT machine

o Implement 16x16 switching fabric as network test-bed

PrincetonUniversity B
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Ultrafast Optical Interconnect
Based on Routing by “Clockwork”
in Regular Mesh Networks

D CotterlV, F Chevalier® and D Harle®
(BT Laboratories, UK
@University of Strathclyde, UK

Introduction

« Ultrafast interconnection network for multi-processor

systems (future massive-capacity routers and

servers)

Mutti-stage packet-switched network

- fixed-length packets, serial bit rates 0.1-1 Tbit/s

~ routing and header processing ‘on the fly’ in the optical
domain

- no buffering in the optical domain

~ contention-free in the optical domain

* Routing and processing mechanisms as simple as
possible

- rogular topology
BT% @' 2 — “clockwork' routing )
Outline Suitable topologies (animated siide]
. ‘Clockwork’ routing in the Manhattan street network ° Eulderlan net.\:;lorl‘( ?lgrapth ¢ distinct closed
. : ~ decomposition into a set of distinct clo:
::':fz:n':::‘*"e directed trails
* Special properties significant for future high- * Manhattan st.reet netv.lork .
performance multi-processor systems - every node is topologically equivalent
~ ultra-low latency signalling (e.g. ackr dg
— bandwidth reservation
— process scheduling
4

Global states and transitions
[animated slide]

m ¢ Link length = (gN+1) time
' t ' t slots, ¢=0,1,2,...

— apacket that leaves a node
in time slot /, anrives at the
next node in time slot
(7+1)modN

« Packet is routed
automatically by ‘clockwork’

- o routing decisions needed
at intermediate nodes

Routing by ‘clockwork’ ganimated siide]




Routing by ‘clockwork’ fanimated siide)

Node architecture

Com— B contontonrusovedusng
t't' queues (in electronics)
« No optical buffers anywhere inside
« Single routing decision at network
bar cross %MQM,, ' + Optical layer is contention-free
~ placed onto appropriate « Free of deadiock and livelock
trail (chosen by time slot ] » Packets delivered in corract sequence
and outbound fink) + No ‘hidden’ queues
« Intermediate nodes only « Source has direct visibility of the state of
perform ‘me-or-not-for-me’ the local queues
selection ~ localieed access and fiow control
mechanisms
L ~ roduces delay
> ~ improved handing of bursty traffic
ot
7 8
. Performance
C ]
B
: Dead Reckoning
“l =
%E .
gz |8 Rouiog - )
£* Random Rowtig T (relative to store-and-forward) for NxV
8 Manhattan street network
Y 4000. 2000. 2000 4000. + Throughpat P to forward
h Nurmber of nodes . Greater absolute throughput (packets delivered per 0
Routing effici (retative o shortest-path) for NxN . ?ptma-lst;elay, ce with small p queues
Manhattan street network 9 depty 10

Bursty (self-similar) traffic

I

/_ﬁé‘&“
& e

« No hidden queues inside network
« Hosts have visibility of ingress buffer state
- local, fast rate-control mechanisms

11

Automatic return trail janimated siide)

12




Signalling

« Acknowledgement with ultra-low delay

» Sojourn time of fiag is precisely fixed (no optical
buffers or deflections)

« |dentification by return arrival time

13

Bandwidth reservation and
scheduling

+0-100m delay pats » Closed directed trails used for
00505 m fast simple bandwidth
= 100-10,000 insructions. TOo0T vation
@516z « Deterministic time of armival
- direct transfer into system
B memory for pre-scheduled

process

— possible close integration of
‘clockwork’ routing and
processor scheduling strategy in
mutti-processor systems

Summary

Strategy for optical packet routing in high-speed
mesh interconnect
— throughput comparable with store-and-forward
— trivial processing at nodes
-~ no hidden queues inside the network
« effective access control for bursty (self-similar) traffic
- automatic return-path routing
« ultra-low latency signalling
« process scheduling
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7:00pm - 7:30pm
Tues, 11 May - 2.8

The Role of Optoelectronics

I @S in the Information Age

v | 1MaGING ] Processing
State of the U.S. =L 50
Optoelectronics Industry ] .
A.A. Bergh - P
OIDA =3 oo IR DN G
ORaslll S S
wuﬁ% o
OIDA—=. —— OIDA=—: w@mw rna
Worldwide Optoelectronic
Lightwave Technology at Hughes Aircraft Component Production
1997 Total: $38B
TR

OIDA— —

Aat Pan. Diupley
$1418.37%

OIDA——:-=. -

Historical Price Behavior for Selected
Optoelectronic Products

S~ ey

-
N \ i
N
- o

Average Seling Price
4
/
1
1
1
]

L R A L L )

Your

OIDA == e

Status of Optoelectronics in Japan Compared
to the United States

Production By Region [RE&D Londer*
(1997 Tota $348)

leigh Capacity Networks =]

ICustom Optostectronics

=

[Storage E]
e =
| =]

[Emaerging Devics Technology

Waveguide Devices

Unted Suea, Fotuary 1064




Distribution of OE Companies by State

Optoelectronic Industries

a $208 U.S. industry

o’ onics equi 1trep
> Distributed across 30 states
> With over 150,000 direct employees

image
U EmKtng Diodes R.EOn)

———————————
Bewe’ A Bpechs Buge s Cunte, 1097

OIDA = moarent

N0

World OE Production ($B) 1998

(Total: $140.6 B, North America Estimate: $42.8 B)

LED tighting and signaling (0.4)

Sclar Celts (08)

Cammunications

OIDA—— = e

OIDA Programs
r N ( N
New Business Development infrastructure improvement
* OF Murket Trends * Minutactuing Infrastructure
« CE Future Vision * hdustial and Measurement
* CE Application Tals Standards
\ J J
- N r!!nm Voice of OF Industry )
Technols A ment « Forum for OE Users and Suppliers.
« Tactnology Roadmaps « Advise the U.S. Govammant
* RD Rascurces * intoract with Indusry Asscciations
9.9. University Centers. Worldwide
\_ ) \- Serve as e U.S. Broker for JOP W,
o’D Optostoetrenivs Industry mezsecn

OIDA Workshops

Layers of Communication
Technolo_gy Roadmap

198

Metrology for OE Feb 98
Optical Communications Road map May 98
Technology Roadmap for Image Sensors Jun 98
Annual Forum Oct 98
199

Broadband C ications & g Apr 99

Components Technoiogy

Ady dt - “El Eye” Jun 99
Intemational Standards Aug 99
Annual Forum Oct 99

Q Saclosconomic Driving Forces )i:b

OIDA——= e

OID.

Optoctwstmmuivs Inauary

eiaranz




Paradl;gm Shift in Communication

Intelligence

GG

Mutltimedia

OIDA Communications Roadmap (2/3)

Tochnology/Components -

Commercie! AveRebiy 1995 2000 2006 210
Biate (TOW 255Gt Goh 2Gvs 100160 Givs {OTDM?) Solone 7
Tot Fiber Capacky || <2040 Ghrs 2286 Tos 7 Sptoss 3 Regunasseny

20GbA - 006G 1T 28ToR? ey AR
AWM Chamnain 0 18 26 A e —————
Chaane Specing mo«z W0SGHT au«mmm <257 .
and matenance
wou pokbopoint - - OADM, c(c;\mwaxcmo’um& TN
SO: 1181128 2 1026e107 e
_me — ne ) 3 I

OIDA==—m res OIDA> = marens
Three Phases of the Innovation Process Semiconductor Industry
g H
z 2 :
2 = r
“ 3
2
2 4 ] ] 10 12 14
Future Time (YR)
OIDA=—= . OIDA>= == ez
Optoelectronic Industry OE DARPA Centers History
90 | untversises
No. of
Patative Time Period | Centers | Funding
lvestment (3)
1 — 1990 - 1993 3 15 million
1994 - 1997 4 25 Million
1997 - 2000 2 12 Million
2000 - 2003 4? 25 Million?
1%
Today
OIDA=—== smorsece OIDA=== s




Number of Students Placed in Industry from
OE DARPA Centers 1990-1996

NCIPT 71
oTC 48
OoMC 60
COST 47
226

Market Strengths of Japan and the US

OIDAY:= —“

m North American Strengths ®» Japanese Strengths

> Communications = Consumer applicaions
» Industrial uses = Displays
= Military gpplicaions ~ Storage

» Emerging Opportunities!
> Imaging
= New Information Age applications
» Medical technology
» Transportation

OIDA===z

SnotaFswors




Board & Back-plane Level Optical Interconnections

Using Integrated Thin-cladding Polymer Fibers

Yao Li

NEC Research Institute,
4 Independ Way, Pri NJ 08540.
e-mail: yao@research.oj.nec.com

Other Contributors & Collaborators

Jun Ai NECI, USA
Jan Popelek NECI, USA
K. Kasabara NEC CRL, Japan

Y. Takiguchi Hamamatsu, KK Japan

@ IEEE-Santa Fe, 05/11/99

Talk Outline

Introductions,
POF's as Short-distance Optical Channels,

POF's for Intra-cormputer Interconnections,
Project ¥: mnulti-Gb/s on-board clock distributions,
Project II: 2D parallel optical circuits on PCB.

Some experiments,

Summary and Conclusions.

Introduction ,

Bandwidth bottleneck at PCB level,
(>500 MHz on-chip & <200 MHz off-chip)

Problems of conventional waveguides,
(high cost for glass waveguides, large loss for polymer ones)

Space parallelism can be spplied by VCSEL's,
(1D & 2D arrays with low ion cost, low th 1d current)

POF offers low-cost, high-rigidity, low-loss,
(1/4 of glass fiber cost, breakage-free, < 3 dB/m)

Low-cost Polymer fiber-image-guides (PFIG's)
are also becoming commecially available

7:30pm - 8:00pm
Tues, 11 May - 2.9




Basics of Polymer Optical Fibers

* 1st. POF in 1970's but progress was slow,
* Main applications now in display & lighting,

* Low material & production cost,
(1/4 of cost of silica fibers)

* High attenuation, (PMMA:12 db/100 m @ 650 nm),
*  Thin-cladding (90% core) & Multimodes,
* Low operating temperature (-20 to 80 °C),
* High flexibility and rigidity against breakage.

Two Interconnect Projects at NECI
- for Board-level POF Circuits

* Multi-Gb/s Optical Clock Distribution Circuit,
{10 Gb/s, 128 port, connectorized integrated optics)

* 2D Parallel Optical Circuits for VCSEL Arrays,
(both point-to-point and multi point capability)

Board-level Optical Clock Distribution Using End-tapered Fiber Bundles

b — A POF Circuit-embedded PCB

Top view

Side view

Photo of the Same board when
fabri d board in operation

e
i




Main Characteristics of Mitsubishi Thin-cladding PMMA Fibers

Spestrss Augrustion of Epka Txe
Fiber Specifications
‘Trademark Eska
Product Code CE
Core Index 1.492
Clad Index 1.402
NA 0.51
Core Diameter 107 am
Fiber Diameter 114 am
Iicatd =ign.
Bending Loss Measurement Attennation Measurement
= T famenm
5 002 ¢ = 14um r 3
E oo T A 2
= -
g o0 a H
g 008 T
s 00 Z
= - o =-12 dB/m
T o1z A H
2 3
014 10*
0.6 o8 1.0 12 14 [J 1 2 3 4 5
Bending Radius (zun) Distance (w)
Temporal & Frequency Domain Measurements
30 fs Ti: Sapphire laser at A = 850 nm,
10 ps Synch Streak C:
l1.4ps Read A v
Pulse width & Skew Bandwidth
8000 0
4 »  gingle
~ eosof g 08[~ bunde
= H
s ne‘ 0.6
= 4000 t“-. 2
2 . 45.0 p« (bundle) =
£ » T 04
2 % \aes E
= 2000 e (stugle) 4 ]
oy Z o2 ]
°
° 100 200 " 1 10 100
Time (ps) Frequency (GHz)

skew =/ 45%- 39% =225ps

Embedded Optical Circuit Board for VCSEL Arrays

3D Circuit Layout

fo—— o —]
(®)




Main Characteristics of a Protbtype PFIG

Product Specifications

Dispersion Measur
Company Asabi Chemicals Source: Ti-Sapphire 1aser
No. of pixels |- 3,500 850 nm, & =30 £,
Materials PMMA
OD range @/1.0 to ¢/3.0 mm
NA 0.50 with 7 < 10 ps. sensitivity : <1 aW
Fill factor >0.85
Ry o ble end,
000
300
Bending Loss Measurernent s
0.0 o
17 PS
a 1090
2 .
- 1000
H4 “©a
g "o
g L]
-t TRENBBIRIISREUESEEE
-
2 -
S
o3
Pole Radios (mm)
Fabrication of Circuit Preforms Using Thermo Bending
Setup for Thermo Treatment Bending Speed

=121°C & 149°C = 154°C > 177°C

o i s
b

HG l
e )
= — 1
RS, o
30 60 90 120 150 180
B (degres)

Bending Response at 90°

Time ¢s)

Time {s)

110 130 150 170 190

Temperature ( °C)

Prototype Board & VCSEL Transmissions

Prototype Board

Material: Gl0
Dimension: 20 = 12 x 0.6 cm? VCSEL Image Eye Diagram

(a)




Power & Resolution Performance Measures

Ogtical Loss of 16-channel Butterfly
and Shuffle Interconnects

([Duderty WShutte]

Optical Loss (dB)

012345678 9101112131415
Channel Number

Imaging Result

MTF

Transfer Function

Summary and Conclusions

POF suits better for short-distance applications,

POF offers better packaging capabilities,

Multi Gb/s bandwidth is sustainable,

Free-space optics can add value to POF circuits,

Packaging capability determines practicality.
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