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EXECUTIVE SUMMARY 

In this work, superplastic deformation were studied at atomistic, mesoscopic and macro- 
scopic levels with a special focus on the former two. At the atomistic level, we studied the 
energy and structure of symmetric tilt boundaries and examined the energy barriers during 
grain boundary sliding of Aluminum bicrystal. We also studied the effect of temperature 
and impurity atoms on the structure, energy and deformation of grain boundary sliding. 

At the mesoscopic level, polycrystal based micro-mechanical model was developed and 
append to conventional single-phase, dual-phase and high strain rate superplastic materials. 
This model has successfully predicted the flow-stress vs. strain rate and strain-rate sensitivity 
of conventional single-phase (7475 aluminum alloy, 2090-OE16 Al-Li alloy, and Al-Zn-Mg- 
Cu alloy), dual-phase (Ti-6A1-4V and Zn-22A1), and high strain-rate materials (IN905XL, 
IN9021 and IN90211). 

At macroscopic level, the effect of the state of stain (uniaxial or biaxial) on the 
origin and evolution of cavities is Al based alloys were studied. This model was also 
integrated with finite element code. Most of the results are available at our web site: 
http://amml.eng.fsu.edu. In addition, an integrated web based simulation of SP process 
modeling was developed and implemented. 
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Chapter 1 

Overview of the Research Effect 

In this research effort,superplastic deformation mechanisms were examined at all the three 
scales with special focus on micro-mechanical and stomistic levels. At macro level, we ex- 
amined the behavior of cavitation under different states of stress. 

1.1    Meso-mechanical modeling of superplastic mate- 
rials 

The mechanical behavior of superplastic materials is characterized by a sigmoidal curve 
(regions I, II and III) spanning about seven to eight decades of strain rate in log a - loge 
plot. Most of the superplastic deformation models cover only the superplastic regime (region 
II), over a small range of strain rate. We have previously proposed a model based on micro- 
mechanics to predict the mechanical behavior of material in regions II. In this work the 
model is modified to cover all the three regions and to predict the presence or absence of 
superplasticity in a given material. The new model incorporates a threshold stress term for 
diffusional flow at the atomic level which manifests as the experimentally observed threshold 
stress at the macro level. The model is applied to superplastic materials including statically 
recrystallized 7475 aluminum alloy, dynamically recrystallizing 2090-OE16 aluminum-lithium 
alloy and an Al-Zn-Mg-Cu alloy. With the introduction of the threshold stress, the influence 
of grain size and temperature on the behavior of these materials can be predicted over a 
wider range of strain rate. Also the maximum strain-rate sensitivity and its corresponding 
strain rate can be fairly accurately predicted. The variation of threshold stress with respect 
to grain size and temperature is also studied and an activation energy term is suggested for 
describing the threshold phenomenon. 

The mechanical behavior of superplastic materials is characterized by a sigmoidal curve 
(regions I, II and III) spanning about seven to eight decades of strain rate in plot. Most of the 
superplastic deformation models cover only the superplastic regime (region II), over a small 



given material. The new model incorporates a threshold stress term for diffusional flow at 
the atomic level that manifests as the experimentally observed threshold stress at the macro 
level. The model is applied to superplastic materials including statically recrystallized 7475 
aluminum alloy, dynamically recrystallizing 2090-OE16 aluminum-lithium alloy and an Al- 
Zn-Mg-Cu alloy. With the introduction of the threshold stress, the influence of grain size 
and temperature on the behavior of these materials can be predicted over a wider range of 
strain rate. Also the maximum strain-rate sensitivity and its corresponding strain rate can 
be fairly accurately predicted. The variation of threshold stress with respect to grain size 
and temperature is also studied and an activation energy term is suggested for describing 
the threshold phenomenon. 

1.2    Atomistic simulation 

Inter-atomic potentials using Embedded Atom Method (EAM) are used in conjunction with 
molecular statics and dynamics calculations to study the sliding and migration of [110] 
symmetric tilt grain boundaries (STGB) in aluminum, under both applied displacement 
and force conditions. For equilibrium grain boundaries (without applied displacements and 
forces), three low energy configurations (corresponding to three twin structures) are found in 
the [110] STGB structures when grain boundary energies at 0 K are computed as a function 
of grain mis-orientation angle. "Pure" grain boundary sliding (GBS) without migration is 
implemented by applying external displacement. The propensity for "pure" GBS is evaluated 
by computing the energy associated with incremental equilibrium configurations during the 
sliding process, and the magnitude of the energy barriers is found to be much higher than 
that with migration. In contrast, in the applied force conditions, the energy barriers are 
reduced due to the fact that grain boundary sliding of STGB is always coupled with apparent 
migration. Relations between the applied force, internal stress field and displacement field 
are established and the role of grain boundary structure on the deformation process are 
examined. It is found that the GBS displacement is proportional to applied force, GB 
energy and time. 

1.3    Cavitation study under superplastic conditions 

Although pre-existing cavitation is controversial, the experimental evidence provided by 
directly observing as-received Al 5083 and Al 7475 sheet metal samples are supportive and 
convincing. Pre-existing cavities from previous thermo-mechanical processing do occur in 
both Al 5083 and Al 7475 superplastic alloys. The occurrence of pre-existing cavities is 
associated with second phase particles, especially those of a larger size. Numerical simulation 
verifies that there is a possibility of introduction of pre-existing cavities during single pass 
rolling process and that the occurrence depends on thickness reduction, particle size and 
bonding between 



rolling process and that the occurrence depends on thickness reduction, particle size and 
bonding between 

A quantitative study of cavity growth, cavitation behavior, and fracture behavior of 
a superplastic aluminum alloy, Al 5083, has been made under uniaxial tension and biaxial 
deformation. Pre-existing cavities were found in the vicinity of large Al6Mn particles and 
aligned in a direction parallel to the rolling direction. Cavity stringers were also observed in 
the early stage of a superplastic deformation. However, with the increasing of deformation, 
the cavity stringers were masked by the concurrent nucleation and the interlinkage of cavities. 
The size and shape of the cavities, as well as the cavity volume fraction were measured using 
both image analysis and densitometry. Experimental results show that cavities continuously 
nucleate at the triple points of grains except for the pre-existing cavities. Discrepancy in the 
cavity volume fraction exists between the experimental results and the prediction made by 
the model assuming that all the cavities are pre-existed prior to deformation. The mechanism 
of cavity growth is thought to be diffusion controlled for small isolated voids, with a transition 
to the power-law controlled mechanism when cavities grow to a critical dimension. These 
critical cavity radii were determined to be 0.85 /an and 1.2 /xm by the model for biaxial and 
uniaxial stress states respectively. Both morphological and densitometry results show that, 
cavity growth rate is higher under biaxial stress than that under uniaxial stress. At the 
same strain level, more and larger cavities could be found under biaxial stress. Extensive 
cavity interlinkage was observed in both states of stress before failure, but it indicates the 
opposite trend to the cavity growth rate. Under uniaxial stress, cavities are more prone to 
interlinkage than that under biaxial stress. The true thickness strains at failure are 1.06 
for biaxial and 0.83 for uniaxial. FEM analysis indicates that stress level is higher at the 
interlinkage area under uniaxial stress. 

Integrated systems bring together different applications, and/or software products that 
run on different platforms into one single cohesive environment, These systems are being 
continually developed in medium and large sized companies to solve business, scientific and 
engineering problems over the Intranet. However, the benefits are limited to a few companies 
with a sufficiently large workforce and budget. If these systems can be designed to be 
available over the Internet, the benefits will reach even smaller sized companies. This paper 
addresses the design of such a system. Such a design should consider control, data, and user 
interface dimensions while integrating the different components. Also, this design requires 
the use of a diverse set of concepts such as network programming, security, and coordination. 
This paper describes the design of a framework for developing an Internet-based Integrated 
Design System (IBIDS) and the implementation of a mechanical engineering application to 
demonstrate the concept. This work also describes the features of IBIDS and the rationale 
behind the design decisions. 



Chapter 2 

Application of Micro-mechanical 
Polycrystalline Model in the Study 
of Threshold Stress Effects on 
Superplasticity 

2.1    Introduction 

Superplasticity is the ability of certain fine grained materials to undergo several hundred 
percent elongation, when they are deformed within an optimum strain rate range (10~5 to 102 

s"1) and at temperatures greater than 0.5 Tm where Tm is the absolute melting temperature. 
The mechanical behavior of a superplastic material is usually presented as a relationship 
between flow stress and strain rate on a log<7 - loge plot, which is often a sigmoidal curve as 
shown in Figure 2.1 [1]. The sigmoidal curve is usually divided into three regions based on 
the strain-rate sensitivity m, defined as the slope of the curve, i.e., d(loga)/d(loge). Region 
I and region III, at the lowest and highest ranges of k exhibit low values of m. Region II 
is the superplastic region with the highest value of m. The quantity m has been related 
both theoretically and experimentally to tensile elongations in superplastic materials. As 
can be seen from the curve, m continuously varies throughout the regions, hence, accurately 
modeling the shape of the curve in regions I and III is essential before m can be predicted 
in region II. 

Figure 2.1 shows the presence of a plateau in region I, generally attributed to the 
existence of a threshold stress. Though the threshold stress behavior is exhibited in all 
superplastic materials, the magnitude of threshold stress is experimentally observed to be 
much higher for high strain-rate superplastic (HSRS) materials than that for conventional 
superplastic materials [2]. Threshold stress not only affects the material behavior in region I 
but also has a significant influence in region II. However, it has negligible effect on region III. 
In this paper, the micro-mechanical polycrystalline model developed earlier [3, 4] is extended 



to describe the material behavior in all the regions, through the inclusion of the threshold 
stress term. 

2.2    Micro-mechanical poly crystalline model 

Grain boundary sliding (GBS) is believed to be the dominant strain producing mecha- 
nism during superplastic deformation. Most of the existing models relate the strain rate of 
the accommodation processes of GBS to the macroscopically measured superplastic strain 
rate. Such a relationship implies that the total strain in a superplastic material is governed 
purely by the accommodation processes. Using this concept, Chandra and co-workers [3, 4] 
have successfully developed a micro-mechanical polycrystalline model to predict the behavior 
of superplastic deformation with varying grain size and temperature in region II. This model 
significantly differs from the existing models in that it is developed from the grain level to 
the level of the aggregate in an explicit manner. 

The micro-mechanical polycrystalline model used in this work is based on self consistent 
method, as shown in Figure 2.2. The development of this model for pseudo single phase 
materials has been fully described elsewhere [3, 4]. In this model, the three-dimensional 
polycrystal is obtained by rotating a basic crystal, aligned along the materials axes, first 
about the x3 axis, then about the x2 axis and finally about the Xi axis. Due to the cubic 
symmetry, the rotation about each axis is taken to start from 0° to 75°, with an increment 
of 15°, leading to 216 grains with different orientations. This polycrystal model has been 
found to possess a reasonable three-dimensional isotropy [3]. The stress distribution inside 
the polycrystals is highly heterogeneous primarily due to the variation of grain orientation. 
Stress redistribution among various grains occurs continuously as the deformation proceeds. 
Since the accommodation activity of a constituent grain depends directly on its local stress, 
the superplastic deformation of the aggregate depends only on the level of accommodation in 
the constituent grains. The required principle of stress redistribution among the constituent 
grains is derived from the self-consistent relation. 

If the incremental superplastic strain of a grain over a time increment dt is denoted by 
de-J, and that of the aggregate by the corresponding barred (averaging) quantity dey, the 
incremental stress variation of a grain can be written in the indicial form as 

day = day - 2/x(l - ß)(de$ - de*?), (2.1) 

where /j, is the shear modulus, and ß = 2(4 - 5i/)/15(l - u), v being Poisson's ratio. The 
elastic isotropy for each constituent grain is assumed to obtain Equation (1). 

The incremental superplastic strain of a grain is given by 

<U% = tgdt. (2.2) 

Once de-? is determined for all the grains, the incremental superplastic strain of the poly- 
crystalline aggregate can be calculated from the orientational average which is the numerical 



average of the incremental superplastic strains of all the grains. Symbolically, this average 
can be expressed as 

def = {deff}. (2.3) 

It may be noted that {day-} = day results automatically from Equation (2.1), thereby 
justifying its self-consistency 

This micro-mechanical model considers all the grains to be uniformly sized and shaped 
and to have the same isotropic elastic constants. In this model, the presence of dispersions 
is not explicitly taken into account which leads to two different implications. The disper- 
sions affect the elastic properties of the individual grains and this effect has been implicitly 
considered by the use of effective bulk properties. However, these dispersions along with any 
impurities that may be present in the material can also impose a barrier to the initiation of 
deformation manifested as the threshold stress. The effect of threshold stress has not been 
accounted in the previous work. In this work, threshold stress is introduced as an additional 
term in the constitutive equation. The concept of threshold stress and its application in the 
micro-mechanical model are explained later in the paper. 

2.3    Constitutive Equations of Superplastic Deforma- 
tion 

The large tensile elongation observed in superplastic deformation is attributed to many 
different mechanisms including grain boundary sliding (GBS), grain rotation, grain switch- 
ing, grain elongation and diffusional and dislocational creep. Geometrical models of su- 
perplastic flow consider sliding of individual grains or group of grains, the latter termed 
as cooperative grain boundary sliding (CGBS) [5]. In the present development since both 
GBS and CGBS have the same micro-mechanical feature, they are not considered separately. 
GBS has been shown to be the largest single contributor to total superplastic strain [6]. In 
fact, Langdon [7] suggests that all the superplastic deformation under optimum superplastic 
conditions is due to GBS. It was also suggested that the existing discrepancy between total 
macroscopic strain and strain due to GBS can be ascribed the limitations of the measur- 
ing procedure. Since superplastic material is a continuum in 3-D comprised of grains, GBS 
and other grain movements are possible only in the presence of accommodation processes. 
Since GBS by itself is a high rate process, the overall superplastic deformation rate can be 
considered to be controlled by these accommodation processes. Most of the superplastic 
deformation models relate the strain rate of the accommodation processes to the macroscop- 
ically measured strain rate by a proportionality factor built into their constitutive equations 
as shown in Table 1 of a paper by Sherby and Wadsworth [8]. 

The relationship between the macroscopic strain rate and the accommodation processes 
can be expressed in .general as [8]: 

esP = K-eacc- (2.4) 



It is assumed that the proportionality remains constant in the ranges of strain rate, tem- 
perature and grain size considered. Even though this equation describes the macroscopic 
behavior of the material, a similar form is adopted in the development of micro-mechanical 
model at the grain level. Diffusional and dislocational creep are considered to be the major 
sources for accommodation, which has been suggested in the Ashby-Verrall model [9]. The 
overall strain rate, eacc, will be the sum of the strain rates contributed by each process as 
shown below: 

Cacc = tdiff. + Zdisloc. (2-5) 

Diffusional flow is contributed from diffusion through crystal lattice (bulk or volume diffu- 
sion) and diffusion along grain boundaries (boundary diffusion). On this micro-continuum 
scale, the resolved normal stress an acting on a slip plane has been found to direct the diffu- 
sion of atoms within the grains and grain boundaries [10]. Thus, the behavior of a slip system 
serves as a convenient method to study the micro-macro transition in modeling superplastic 
deformation. In order to model the grain boundary diffusional flow, grain boundary can be 
considered as made up of dislocations [11]. Thus the normal stress acting on the slip system 
can also be attributed to the grain boundary diffusional flow. The total accommodation due 
to diffusional flow for the k-th slip system (k varies from 1 to 12 for an FCC crystal) is then 
given by 

* *//.= ^Y¥exv VRT) 
K) + abTd?exp VW) w' (2-6) 

where QL is the activation energy of lattice diffusion, QB is the activation energy of grain 
boundary diffusion, T is the absolute temperature, d is the grain diameter and R is the 
universal gas constant, en and ab are material constants which are determined from exper- 
imental superplastic deformation data. However, we can define a ratio r=ab/ai, and this 
ratio r is found to be a material constant, as described in the appendix. Thus Equation 
(2.6) can be rewritten as 

W r  1 f-QL\Ak) 1 f-QB\Ak)] ,     v 
< *//.= *kf#<** {-RFJ 

M
 
+ rTd?exp VW) W] (2-7) 

Equation (2.7) is different from the earlier versions (Equation (8) of reference [3]) in that 
the number of constants in the present form is reduced by one, with the introduction of the 
term r= a^/ai. 

Accommodation due to dislocation is available through the movement of dislocations 
which has been modeled as glide of dislocations on the slip plane [12]. This glide of disloca- 
tions is directly influenced by the resolved shear stress r acting on the slip plane. Using this 
approach, the accommodation rate due to dislocations is derived as, 

7disioc= as-exp [-^jr) (r) , I2-8) 

where as and n are material constants which are determined from experimental superplastic 
deformation data. Both the resolved normal stress an and resolved shear stress r of the fc-th 
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slip plane are related to the local stresses a^ of the grain being considered: 

an= bibja'ij, (2.9) 

(*)    1 
T : (biUj + bjU^CTij, (2.10) 

where 6» and Ui are respectively the i-th component of the unit slip direction and slip-plane 
normal of the K-th slip system, and <jy is the deviatoric component of the local stress field. 

As a/, as and n are obtained from experimental data, the factor K mentioned in Equa- 
tion (2.4) is taken into account within these constants. It should be noted that though 
ai,as and n may possess constant numerical values, the influence of lattice, grain boundary 
diffusions and dislocation towards total strain rate drastically various in region I, II and 
III. Once the strain rate due to the k-th. slip system is calculated from Equations (2.7) and 
(2.8), the superplastic strain-rate components of the considered grain can be obtained by 
the summation of the contributions of all the slip systems as following: 

1      (k) l (fc) 

k k 

where k varies from 1 to 12 for the FCC materials considered in this work. 

2.4    Threshold Stress 

The presence of threshold stress is evident from the plateau portion of region I of the 
sigmoidal curve of superplastic materials (Figure 2.1). This region represents the transition 
from conventional diffusional creep (Nabarro-Herring or Coble creep) to superplastic region. 
Though the macroscopic threshold stress a0 has been experimentally observed in almost 
all of the superplastic materials, there is no consensus on the origin of o0. One major 
difficulty is the measurement of a0 which occurs at extremely low strain rate (10~6 and 
below) in commercial superplastic materials. In this strain rate range, grain growth becomes 
a dominant factor, due to the extended period of test time. Other attempts to measure o0 

through stress relaxation test have been criticized due to the inability to account for changes 
in machine stiffness during extended period of test time at evaluated temperatures [7]. 

The presence of this low stress region I, restricts the range of region II in which su- 
perplastic behavior with high m values is present. Region I assumes a large role in high 
strain-rate superplastic materials, where this region extends for three to four decades of 
strain rate [2]. In the Ashby and Verrall model [9], a threshold stress is introduced in the 
diffusional based flow to account for the increased surface area of grains in an intermediate 
step of the grain switching process. In their model, o0=Q.12T/d (r is the grain boundary 
free energy and d is the grain size) represents the fluctuations in the grain boundary area 



and is responsible for the flat region I. This threshold stress is a constant at a given tem- 
perature. However, since experimental evidence shows that a0 depends on temperature and 
also experimentally no quarter point (a point shared by four grains) is seen in superplastic 
deformation, there are some doubts on their theory [5]. 

In analyzing the experimental result of Zn-22%A1 alloy and Pb-62%Sn alloy, Mohamed 
[13] concluded that threshold stresses strongly depend on temperature according to an equa- 
tion of the form 

a0 = Bexp(^), (2.12) 

where B is a constant and Q0 is an activation energy term. They offered an explanation 
that the threshold stress results from the segregation of impurities at grain boundaries and 
their interactions with grain boundary dislocations. However, the activation energy of 240 
KJ/mole for Zn-22%A1 obtained in their study is much higher than the boundary activation 
energies of either Zn (60 KJ/mole) or Al (84 KJ/mole). In a detailed study of threshold 
stress in Al-Zn-Mg-Cu alloy system, Malek [14] evaluated a0 by fitting all the data in regions 
I and II in a straight line by varying the value of m. By replotting the data using a-o0 

instead of a, he arrived at an activation energy of 140 KJ/mole which is close to that of 
self-diffusion coefficient (142 KJ/mole) of pure aluminum. Mukherjee and co-workers [15] 
analyzed a number of conventional and high strain-rate superplastic materials and noted a 
smooth transition in stress exponent with decrease in strain rate in regions I and II. They 
concluded that this change was due to threshold stress and the same mechanism is operative 
in region II and not due to a new deformation mechanism. However, the actual value a0 is 
very sensitive to the chosen stress exponent, range of datum basis used in the analysis, and 
uncertainty in the experimental data. Sherby and Wadsworth [8] concluded after analyzing 
numerous published data that regions I, II and III can be explained as a combination of two 
independent processes, namely, GBS with threshold stress and power-law dislocation creep 
where the fastest process of the two is rate controlling. Their data indicated that threshold 
stress is a function of temperature, decreasing in magnitude with increase in temperature. 
The exact meaning of the threshold stress, and its values as a function of temperature and 
grain size are still an area of investigation [15]. Thus it is clear that though the existence of 
threshold stress is unequivocal, the explanation is still not fully understood. 

In our micro-mechanical model, we introduce a threshold stress term a* in both the 
lattice and grain boundary diffusion equations. Thus Equation (2.7) is modified as 

(fc) 

C diff. •= ai[Td?exp VW) {<Jn ~a*] + rTdßexp VW)K ~a*)]- (2-13) 

As discussed earlier, threshold stress arises due to the interaction of precipitates at the 
grain boundaries and particles within the grain necessary for the commencement of flow. A 
significant departure of a* in our approach to that of a0 is that cr* is based on the stress value 
at slip plane (micro) level, whereas a0 is the experimentally determined macroscopic stress 
value. We further note that at this low strain-rate range, contribution from dislocation flow 
towards grain boundary sliding is negligible and Equation (2.8) is retained in its original 
form. 
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2.5    Application of Model 

Though the proposed model could be applied to any single phase superplastic material, 
in this paper mainly aluminum based materials have been considered. The reason for this 
is the interest shown by automotive industries lately on aluminum and aluminum based 
alloys. Therefore in this paper, the model has been applied to aluminum based pseudo single 
phase alloys such as A17475 and A12090, whose experimental results are readily available. 
The model has also been applied to an Al-Zn-Mg-Cu alloy reported by Malek [14]. These 
reported experimental data include the effect of temperature and grain size on superplastic 
behavior and the sigmoidal curve describing all the regions. 

The sigmoidal curve showing the relationship between the applied stress and strain 
rate during superplastic deformation is obtained by numerical simulation of step strain rate 
test. The poly crystal material is superplastically deformed at a constant strain rate and 
temperature until the applied stress value reaches a steady state. This steady state stress 
value is the flow stress at that particular strain rate and temperature. Then the material is 
further deformed at an increased strain rate, which results in a new corresponding flow stress. 
Thus by numerical simulation, at a particular constant temperature, the flow stress must be 
determined for a wide range of strain rates, including the specific strain rates reported in the 
experimental results. The appropriate material constants a/, as, n and <r* are chosen such 
that the simulation results match the experimental data for one specific temperature and a 
grain size. It should be noted that only one o-e curve at a specific temperature and grain 
size is used in the evaluation of constants a^ as and n. However, the threshold stress, <r*, is 
found to be strongly dependent on temperature. 

The first material that is considered for the study of temperature effect is A17475, a 
statically recrystallized aluminum alloy. The thermo-mechanical property of this material 
has been reported by Hamilton et al [16]. The step strain rate tests were reported for 644°K, 
700°K, 755°K and 789°K. The numerical simulation is carried out for the temperature at 
700°K and grain size at 14 fim, and the material constants (a/=0.065, as=0.00065 and n=6) 
and a* (temperature dependent parameter, to be discussed later in this paper) are obtained. 
The numerical simulation is subsequently carried out for other temperatures by varying only 
the threshold stress, cr* and keeping en, as and n as constants. The simulation results com- 
pared with the experimental data are given in Figure 2.3. It is seen that the model has 
predicted successfully both the shape and values of the a-e curves. Similarly the material 
constants (a/=0.039, as=0.00065 and n=6) are obtained for A12090-OE16, a dynamically 
recrystallizing aluminum-lithium alloy. The modeling results as well as the experimental 
thermo-mechanical properties of this material reported by Goforth and Srinivasan [17], are 
shown in Figure 2.4. The two sets of data are in fairly good agreement. The aluminum 
based alloy tested by Malek [14] has the composition (in weight per cent) Al-6.05Zn-l.91Mg- 
1.46Cu-0.15Cr-0.09Mn-0.12Fe, where chromium and magnesium rich particles were found to 
be distributed as second phase. Though the micro-mechanical model assumes the material 
as single phase, it describes the material behavior of this alloy successfully, as shown in 
Figure 2.5 (materials constants are a;=0.032, as=0.00065 and n=6).  The excellent agree- 
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merit between the simulation and experiment in all three regions can be attributed to the 
introduction of threshold stress. 

The model is next applied to study the effect of varying grain size on the o-k curve and 
threshold stress. Hamilton et al [16] have reported the effect of grain size on the superplastic 
behavior of A17475 aluminum alloy. Various grain sizes (12.3, 16.3, 22, 69.4 and 156.3 mi- 
crons) were obtained by thermo-mechanical treatment. The experiments were conducted at 
789°K. For numerical simulation, the same material constants including the threshold stress 
at 789°K, obtained previously is then applied for different grain size materials. The effect 
of grain size in the micro-mechanical model depends on the grain size as given in Equation 
(2.13). Figure 2.6 shows the numerical predictions and experimental values. Considering 
that no modifications to the equations or to the constants are necessary to predict the grain 
size effect, the theoretical predictions are excellent. In order to verify the validity of the 
micro-mechanics-based model, an alternative numerical scheme using four new parameters 
was developed. In this curve fitting model, Equation (13) and (8) were directly used but 
without the summation of k slip systems in each grain as shown in Equation (11). This 
curve fitting model failed to predict the effect of temperature and grain size, especially that 
of grain size. This demonstrates that the summation over each slip system in all the grains 
is essential for the success of the micro-mechanical model. 

As mentioned earlier, the superplastic strain rate is accommodated by lattice and 
boundary diffusional and dislocational movement of atoms. The relative contribution of 
each of these processes can be studied by computing the ratio strain rate of each of the 
processes to the total strain rate, expressed as percentage. Let ei and e9j represent the con- 
tribution of lattice and grain boundary diffusional accommodation towards the total strain 
rate esp. Q and igb can be computed from the two terms in Equation (13) by summing over 
all possible slip systems for all grains. Similarly e^, the dislocational contribution to the 
strain rate, can be calculated from Equation (8). Figure 2.7 shows the relative contributions 
of lattice and grain boundary diffusion and dislocation accommodations in Al 7475 alloy at 
700°K and 789°K. As can be seen from the results, the diffusion contribution to the strain 
rate is dominant at low strain rate regions. The strain rate due to lattice diffusion is higher 
than that from boundary diffusion. The dislocational contribution ed becomes larger as the 
strain rate increases. Also, at low temperature the relative contribution due to dislocation 
increases. Since threshold stress is present at low strain-rate region (region I), it is concluded 
from Figure 2.7 that the threshold stress arises from the diffusion process. This is the reason 
that we have introduced threshold stress only in the diffusion Equation (13) but not in the 
dislocation Equation (8). 

The introduction of threshold stress also results in a better prediction of strain rate 
sensitivity (m), of the material. The plateau regions of the flow stress vs. strain rate curve 
in regions I and III, result in a bell shaped strain rate sensitivity curve, with a maximum 
value of m in region II (superplastic region). Figures 2.8 and 2.9 compare the predicted m 
curves at various grain sizes and temperatures with the experimental m curves for A17475 
and Al-Zn-Mg-Cu alloys respectively. As can be seen from these figures, the agreement of the 
entire m curve between numerical simulation and experiment is fairly good. A comparison 
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of the predictions and the corresponding experimental counterparts of maximum strain rate 
sensitivity with respect to varying temperature and grain size is made and is shown in Table 
1. 

We should note that in this model a/, as and n remain as material constants whereas 
a* varies with temperature but not grain size. The threshold stress is found to be strongly 
dependent on temperature and independent of grain size, which is in agreement with the 
experimental observations [13]. Figure 2.10 shows the effect of temperature on the threshold 
stress in all three materials studied in this work. It is seen that the dependence of micro-level 
threshold stress on temperature can be expressed similar to Equation (11), with B* and Q*, 
respectively, a constant and an energy term at the slip plane level. If it turns out that 5* 
and Q* are true materials constants then a total of five constants from one set of values are 
sufficient to describe superplastic behavior in regions I, II and III. 

2.6    Summary and Conclusions 

A micro-mechanical model using the concept of threshold stress has been proposed to 
model the superplastic deformation process. On a grain level, strains produced by diffusional 
and dislocational accommodation mechanisms are explicitly computed based on the funda- 
mental material properties. The self-consistent method using Eshelby's approach is used to 
account for the effect of heterogeneity arising from the crystallographic orientation and the 
consequent stress field. The model is successfully applied to aluminum-based conventional 
superplastic materials. The material constants including the threshold stresses (a*) are eval- 
uated from experimental data. These constants except <r* are found to be true constants 
for a particular material irrespective of temperature and grain size etc. cr* is found to be 
strongly dependent on temperature and independent of grain size. <J* is also expressed in the 
form of activation energy, which can explain the decrease in a* levels with increase in tem- 
perature. Efforts to apply the threshold stress concept to the high strain-rate superplastic 
(HSRS) materials are currently in progress. 
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A17475 [16] Temperature (K) m (Experiment) m (Theory) 
700 0.53 0.56 
755 0.61 0.64 
789 0.88 0.90 

A17475 [16] Grain Size (/um) m (Experiment) m (Theory) 
12.3 0.86 0.90 
16.3 0.92 0.93 
22.0 0.94 0.95 
69.4 0.74 0.70 

Al-Zn-Mg-Cu [14] Temperature (K) m (Experiment) m (Theory) 
723 0.58 0.62 
748 0.59 0.71 
771 0.69 0.79 
789 0.74 0.82 

Table 2.1: Comparison of maximum 'm' value 
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Figure 2.1: Schematic of the mechanical behavior of superplastic materials [1] 

Figure 2.2: Polycrystalline model based on the self-consistent relation [2] 
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Figure 2.8: Independent prediction of strain rate sensitivity, m curve of A17475 alloy with 
different grain size and the corresponding experimental data. 
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Chapter 3 

A Micro-mechanical Model for 
Dual-Phase Superplastic Materials 

3.1    Introduction 

The mechanical behavior of superplastic materials is generally characterized by a sig- 
moidal curve in the log a - log e plot [1]. Chandra and co-workers [2, 3] developed a micro- 
mechanical polycrystalline model to predict the thermo-mechanical behavior of superplastic 
deformation in single-phase materials. This model is different from other phenomenological 
models in that it is developed from the constituent grain level to the level of polycrystalline 
aggregate in an explicit manner. The model computes the strain fields in individual grains 
depending on their crystallographic orientation and the corresponding deformation mecha- 
nism at the slip plane level. The resulting stress distribution among the grains is accounted 
for by self-consistant relations. This micro-mechanical polycrystalline model was success- 
fully applied to conventional and high strain-rate single-phase aluminum-based superplastic 
materials [4, 5]. However, many superplastic materials have two or more phases (e.g. Ti- 
6A1-4V, Zn-22A1 and Pb-Sn). In general, each phase has its own crystal structure (e.g. in 
Ti-6A1-4V a phase has HCP structure while ß phase has BCC structure), elastic properties 
(e.g. shear modulus and Poisson's ratio), and fundamental thermodynamic properties (e.g. 
diffusional coefficient and activation energy). The extension of polycrystalline theory from a 
single phase to two phases is non-trivial since the deformation behavior of each of the phases 
needs to be independently accounted for while the matrix is already a two phase aggregate. 

In this paper, the single-phase Micro-mechanical polycrystalline model is modified to 
describe the material behavior of dual-phase materials. The developed method considers 
the individual elastic, inelastic and thermodynamic properties and crystalline structure (and 
hence the corresponding slip systems) of each of the two phases, and computes the overall 
response by using self-consistent method. Ti-6A1-4V and Zn-22A1 alloys are selected as the 
model two-phase materials to validate the dual-phase micro-mechanical theory. Numerical 
solutions are compared with available experimental data, and the theory is used to predict 
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the effect of grain size and temperature on the superplastic flow behavior in these materials. 

3.2    The Dual-phase Micro-mechanical Model 

In a polycrystalline micro-mechanical model, two fundamental aspects need to be estab- 
lished. One is the relation between the global stresses (strains) of the multi-phase plolycrys- 
talline aggregate and the local stress (strain) of the constituent phases and grains, and the 
other is the relation between the local stress and strain rate (strain), i.e. the constitutive 
equations. In our model, the first relation is developed based on self-consistent method, 
while the second relation is based on the accommodation processes of grain boundary sliding 
(GBS) at slip system level. 

3.2.1    The self-consistent theory for two phases 

During superplastic deformation, the stress distribution inside the polycrystals is highly 
heterogeneous primarily due to the variation of phases and grain orientations. Stress re- 
distribution among various grains occurs continuously as the deformation proceeds. Since 
the accommodation activity of a constituent grain depends directly on its local stress, the 
superplastic deformation of the aggregate depends only on the level of accommodation in 
the constituent grains. This enable us to use the self-consistent method to derive the stress 
redistribution among the constituent phases and grains. 

In order to generate a dual-phase polycrystal, a single-phase polycrystal is first gener- 
ated following the procedure described elsewhere [2]. The dual phases (denoted as phase A 
and phase B) are introduced to the polycrystal by randomly assigning each of the grains to 
be either phase A or phase B, while keeping the overall fraction of each phase at the desired 
level (see Figure 3.1). The required principle of stress redistribution among the constituent 
grains is derived from the self-consistent relation, as illustrated in Figure 3.1. We develop 
the theory for phase A, while similar derivation can be easily carried out for phase B. 

Consider an ellipsoidal inclusion (grain) of phase A embedded in an infinitely extended 
equivalent matrix (aggregate). The aggregate is subjected to a constant stress. The stress 
and the superplastic strain tensors of the inclusion are denoted by crA and ej, while those 
of the aggregate are specified by the corresponding barred (averaging) quantities & and esp. 
When the equivalent matrix and inclusion undergo the stress-free incremental strains desp 

and des%, respectively, the self-consistent scheme can be formulated by the two-step process. 

1. We first bring the inclusion out of the equivalent matrix, and let both deform freely 
by the given amounts. To bring the deformed inclusion back into the deformed matrix 
compatibly we apply a stress 

d<rAl = -LA {desl - desp), or 

daAl = -LAde*A   ' (3.1) 
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on the inclusion, where LA is elastic moduli tensor of phase A; de*A = deA — desp, is the 
inelastic deformation of phase A; and 

desp = - 
n 

nA nB 

t=i       j=i 

(3.2) 

Here nA is the number of grains of phase A and n is the total number of grains (nA + nB). 

2. To remove the unwanted layer of surface force we apply a surface traction character- 
ized by der* = — daAl on the interface. Then the additional stress induced in the inclusion, 
denoted by daA2, is given by 

daA2 = LAdep
A, (3.3) 

where dep
A is the perturbed strain in the inclusion. • 

Thus, at the end of this operation the induced stress increment in the inclusion is the 
sum of daAl and derA2, i.e. 

dcrA = LA (de? - de*A) . (3.4) 

Using Eshelby's equivalence principle, this can be written as 

daA = L (d«# - de*A - de**) , (3.5) 

where L is the elastic moduli tensor of the aggregate, and de*A* is the equivalent eigen strain 
of the inhomogenous inclusion of phase A. The perturbed strain deA is related to de*A + de*A* 
through Eshelby's S tensor, as 

d<$ = S(<teA + deZ) (3.6) 

The components of the S tensor depend on the Poisson's ratio of the equivalent matrix v 
and the aspect ratio (the length/diameter ratio) of the inclusions. Prom equations (3.5) and 
(3.6), the induced stress-increment in the inclusion daA can be written as 

dcrA   =   L[s(de*A + d€*A*)-{de*A + de*A^]. (3.7) 

From equations (3.4) and (3.6), darA can be written as 

daA = LA [S (de*A + de**) - de*A] . (3.8) 

From equations (3.7) and (3.8), the relationship between deA and de*A can be derived as 
follows: 

de*A* = [(LA -L)S + L]-1 LAde\ - de*A (3.9) 

Substituting this back into equation (3.7), daA can be written as 

daA = -L[I- S] [(LA -L)S + L}-1 LAde*A (3.10) 
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where I is the fourth-rank identity tensor.  When the inclusion is spherical and both the 
inclusion and equivalent matrix are isotropic, equation (3.10) reduces to 

daA = -2\iA [1 - ß] 
ßA 

(ßA ~ß)ß + ß_ 
{dej - de**), (3.11) 

where \iA is the shear modulus of phase A, ß is the shear modulus of the aggregate, and 
ß = 2(4- 5i/)/15(l -v), v being Poisson's ratio of the aggregate. Equation (3.11) is the self- 
consistent relation modified for dual-phase materials. A similar relationship can be obtained 
for the induced stress-increment in grains of phase B, daB. 

During a constant strain rate test, the aggregate is further loaded with da at each 
incremental step. Then, with the assumed elastic isotropy for each constituent grain, we 
have, 

daA   =   da - 2ßA [1 - ß] 

da - 2ßB [1 - ß] 

ßA 

da B 

(ßA ~ß)ß + ß_ 

ßB 

(ßB- ß)ß + ß 

{dej - desp), and 

(def - desp) (3.12) 

Equations (3.12) provides the self-consistent variation of internal stress in the grain for 
each incremental step during a constant strain rate test. 

3.2.2     Constitutive equations at slip system level 

The large tensile elongation observed in superplastic deformation is attributed mainly to 
grain boundary sliding (GBS). Langdon [6] suggests that almost all the superplastic defor- 
mation under optimum superplastic conditions is due to GBS. Since superplastic material is 
a continuum in three-dimensional comprised of grains, GBS is possible only in the presence 
of accommodation processes. Furthermore GBS by itself is a high rate process, the overall 
superplastic deformation rate can be considered to be controlled by these accommodation 
processes. In this work, the overall strain rate, eacc, is considered as the GBS accommodations 
due to diffusion and dislocational creep as shown below: 

tacc — Zdiff.   i   tdisloc. (3.13) 

Diffusion flow occurs as a result of the diffusion of atoms through the crystal lattice 
and along grain boundaries. The resolved normal stress acting on a slip plane has been 
found to direct the diffusion [7]. On the other hand, dislocation movement (e.g. glide) is 
directly related to the slip system (such as the resolved shear stress acting on a slip plane 
along the slip direction). Thus, the behavior of slip systems serve as a convenient method to 
study the constitutive equations at micro level and the micro-macro transitions in modeling 
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superplastic deformation. The accommodation due to diffusional flow for kth slip system in 
each phase is given by 

where fc varies from 1 to 12 for the FCC {111} <110> slip systems, 1 to 12 for theBCC 
{110} <111> slip systems and from 1 to 6 for HCP {0001} <1120 > and {1100} <1120> 
slip systems. QL and QB are the activation energy of lattice diffusion and grain boundary 
diffusion respectively, T is the absolute temperature, d is the grain diameter, R is the univer- 
sal gas constant, an is the resolved normal stress acting on the slip plane, a* is the threshold 
stress term at the slip plane level, r = 3.35D0B/D0L is a materials constant [3, 8] and the 
remaining constant at is a fitting parameter to be determined from the experimental data. 

The accommodation equation due to dislocation movement can be written as: 

ldisioc= as^exp (-jgrj (r )n, (3.15) 

where r is the resolved shear stress acting on the slip plane, as is a material constant to be 
determined from experimental data of the specific phase under consideration, and n is the 
stress exponent. 

Both the resolved normal stress an and resolved shear stress r of the k-th. slip plane 
are related to the local stresses o^ of the grain being considered: 

^=6,6^, (3-16) 

r = 2 (6<ni + bjni)aij' (3-17) 

where b{ and n4 are respectively the i-th component of the unit slip direction and slip-plane 
normal of the K-th slip system, and a'^ is the deviatoric component of the local stress field. 

Equations (3.14) and (3.15) relate the local stress and strain rate for a given slip 
system. In these equations, the parameters QL, QB and r are different for different phases 
and their values are available in the literature [8]. The remaining fitting parameters at, as 

and <r* are selected by matching the known experimental data. We use the same values 
of these parameters for both the phases since the superplasticity in dual-phase materials 
occurs only at a specified combination of the constituent phases while each phase by itself 
may not exhibit superplasticity, and also the fitted experimental data are obtained from the 
dual-phase material and not from its single constituent phase. 

Once the strain rate due to the k-th slip system is calculated from equations (3.14) and 
(3.15), the superplastic strain-rate components of the considered grain can be obtained by 
the summation of the contributions of all the slip systems as following: 

1      (fc) 1 W 
4 = XX

6
*
6

J - ö<yk diff. + X) ö^ + hjn^> idisloc- (3'18) 
k 6 k  * 
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where k varies depending on the crystalline structure of the phase being considered. The 
incremental superplastic strain of a grain is given by 

d^j = efjdt. (3.19) 

Once de?- is determined for all the grains, the incremental superplastic strain of the poly- 
crystalline aggregate can be calculated from the orientational average which is the numerical 
average of the incremental superplastic strains of all the grains. Symbolically, this average 
can be expressed as 

de% = {de%}. (3.20) 

Equations (3.12) and (3.20) are therefore the required relations to describe a dual-phase 
polycrystalline superplastic behavior. 

3.3    Application of Model 

The sigmoidal curve showing the relationship between the applied stress and strain rate 
during superplastic deformation was obtained by numerical simulation of step strain rate test. 
The polycrystal material was superplastically deformed at a specified constant strain rate, 
grain size and temperature until the applied stress value reaches a steady state. This steady 
state stress value is the flow stress at that particular strain rate, grain size and temperature. 
Then the material is deformed at an increased strain rate resulting in a corresponding flow 
stress. Thus by numerical simulation, at a particular constant temperature and grain size, 
the flow stress can be determined for a wide range of strain rates, including the specific 
strain rates reported in the experimental results. The appropriate material parameters au 

as and a* are chosen such that the simulation results match the experimental data for one 
specific temperature and a grain size. It should be noted that only one a-e curve at a specific 
temperature and grain size is used in the evaluation of constants ai and as. However, the 
threshold stress, <r*, is found to be strongly dependent on temperature. 

When the experimental flow stress vs. strain rate data are used to evaluate the material 
parameters, the parameters are valid for a range of grain sizes, temperatures and phase ratios. 
Thus when these parameters are significantly far from the test conditions, the model may not 
be valid. This is especially true if new mechanisms not included in the original formulations 
become active. As an example, if the phase ratios are very different (e.g. a+90% ß) from 
that observed for superplasticity ( e.g. a+50% 0) in Ti-6A1-4V alloy, the model will not be 
valid. In the present model, the overall volume fractions of phases are considered without 
regard to their specific spatial arrangement. 

3.3.1    Modeling flow behavior of Ti-6A1-4V 

The model described above is first applied to Ti-6A1-4V, the most widely used super- 
plastic titanium alloy. Nearly all the industrial and the state-of-the-art of titanium SPF is 
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based on this alloy [9]. In general, there are two phases in this alloy: a (H.C.P. structure) 
and ß (B.C.C. structure). Depending on the processing conditions, the relative amount of 
each phase can vary from 0 to 100 %. In order to model any dual-phase material, the fitting 
parameters au as and a* have to be determined. This was done by applying the model to 
the (a+50% ß) Ti-6A1-4V alloys. Hamilton [9] has reported the experimental results for 
(a+50%0) alloys with various grain sizes (6.4-20 H at 1200 K. In our model, the known 
parameters are QL=150 KJ/mol, QB = 97 KJ/mol and r = 1.38e-6 for a phase and QL=153 
KJ/mol, QB = 153 KJ/mol and r = 9.38e-10 for ß phase respectively [8]. n is taken as 4.4 for 
both phases as suggested for titanium alloys under the condition of dislocation climb control 
[8]. The remaining material constants au as and a* are matched as a/=8.0e-7, as=5.0e0 
and <7*=0.03 MPa based on experimental data and the model. With these materials con- 
stants, the overall agreement between the prediction and experimental counterparts for the 
two phases is reasonable, as shown in Figure 3.2. It should be noted that the simulation is 
done by merely inputting the required grain size value in equation (3.14) and using the same 
materials constants (including a*) for all grain sizes. This demonstrates that the model is 
able to predict the mechanical behavior of dual-phase superplastic materials with only a 
limited number of experimentally determined constants. 

This model is further applied to study the temperature effect on the a - e relations of 
(a + ß) Ti-6A1-4V alloys. It is well known that the concentration of the ß phase generally 
increases with temperature, and therefore the phase ratio can change with temperature [9]. 
The experimental data of a - e relations in Ti-6A1-4V alloys are available at temperatures 
1120 K (with 76% a phase), 1145 K (with 70% a phase), 1197 K (with 60% a phase) and 
1218 K (with 45% a phase) [9]. In order to model the temperature effect, the phase ratio is 
taken into account in our model by changing the ratio of numbers of grains for both phases 
(nB/nA). Using the same materials constants (except CT*) obtained from the simulations 
of (a+50% ß) alloys, the simulation are carried out for the four different temperatures. 
As shown in Figure 3.3, the predictions appears to be quite reasonable with the adjusting 
parameter <r*. In agreement with the experimental observation of the aggregate threshold 
stress, the micro-level threshold stress (<r*) used in the model was found to be dependent on 
temperature. Figure 3.4 shows the effect of temperature on the threshold stress in Ti-6A1-4V 
alloys. It is seen that the dependence of micro-level threshold stress on temperature can be 
expressed by a formulation similar to that given by Mohamed and Langdon [10] for aggregate 

threshold stress as 

a. = B.exp{^), (3-21) 

where B* is a constant and Q* is the activation energy at the slip plane level for micro-level 

threshold stress. 

As mentioned earlier, the superplastic strain rate is accommodated by diffusional and 
dislocational movement of atoms. The relative contribution of each of these processes can 
be studied by computing the ratio of strain rate of each of the processes to the total strain 
rate, expressed as percentage. Let ediff. represent the total diffusional contribution towards 
the total strain rate esp. ediff. can be computed from equation (3.14) by summing over 
all possible slip systems for all grains (phases). Similarly ed, the dislocational contribution 
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to the strain rate, can be calculated from equation (3.15). Figure 3.5 shows the relative 
contributions of diffusion and dislocation accommodations in (a+50% ß) Ti-6A1-4V alloy. 
As can be seen from the results, the diffusion contribution to the strain rate is dominant at 
low strain-rate regions. The dislocational contribution becomes significant as the strain rate 
increases. 

3.3.2    Modeling the flow behavior of Zn-22%A1 

The model is also applied to Zn-22%A1 alloy for the study of temperature effect on the 
a-e curves. The thermo-mechanical property of this material at 423K, 473K and 503K has 
been reported by Mohamed et al [11]. The two phases in Zn-22%A1 alloy that result from the 
eutectoid reaction are: a-Zn phase (H.C.P. structure) and a-Al phase (F.C.C. structure). 
The known constants in the model are QL=91.7 KJ/mol, QB =60.5 KJ/mol, r= 3.30e-9 and 
n=4.5 for a-Zn phase and QL=142 KJ/mol, QB = 84 KJ/mol, r = 9.71e-10 and n =4.4 for 
a-Al phase respectively [7]. To obtain the fitting parameters (at, as and a*), the numerical 
simulation is carried out for the temperature at 473K and grain size at 2.5 fim. The material 
constants (a/=5.0e-2 and as=2.0e4) and a*=1.0 Mpa (temperature dependent parameter) 
are obtained which best fit this set of experimental data. The numerical simulation is 
subsequently carried out for other temperatures by varying only the threshold stress, <r* and 
keeping aL and as as constants. The simulation results compared with the experimental data 
are shown in Figure 3.6. It is seen that the model has predicted successfully both the shape 
and values of the a- e curves. As in the Ti-6A1-4V case, the micro-level threshold stress 
(a*) in Zn-22%A1 is a temperature-dependent parameter, and the dependence of micro-level 
threshold stress on temperature can be expressed by a similar formulation given by equation 
(15), as shown in Figure 3.7. 

The sigmoidal curves shown in Figure 3.6 is usually divided into three regions based on 
the strain-rate sensitivity m, defined as the slope of the curve, i.e., d(loga)/d(loge). As can 
be seen from the figure, m continuously varies throughout the regions, with a maximum value 
of m occurring in region II (superplastic region). Region I and region III, at the lowest and 
highest ranges of e respectively, exhibit low values of m. Figures 3.8 compares the computed 
m curves at T= 423 K and T= 503 K. As can be seen from the figure, both m curves have 
the expected bell shape. At higher temperature, the maximum m occurs at higher strain 
rate. Most of the phenomenological models [e.g. 12] attempt to model only region II, and 
hence m vs. e will be a horizontal line (corresponding to 1/n), contrary to experimental 
observations. 

3.4    Summary and Conclusions 

A micromechanical model based on grain-level diffusion and dislocation has been ex- 
tended to characterize the dual-phase superplastic deformation process. The material con- 
stants ai and as are evaluated from a single set of experimental data, while threshold stress 
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(a*) is temperature dependent but grain size independent. The model is successfully ap- 
plied to two-phase Ti-6A1-4V and Zn-22A1 materials. The flow stresses as a function of 
temperature and grain size and strain rate sensitivity (m) are predicted for a wide range 
of strain rates. The threshold stress (CT*) introduced to the diffusional flow at slip system 
level manifests as experimentally observed threshold stress at the macro level, and was found 
to be strongly dependent on temperature. The diffusion contribution to the strain rate is 
dominant at low strain-rate regions, while the dislocational contribution becomes significant 
as the strain rate increases in both the material systems. 
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Chapter 4 

Atomistic Simulation of Grain 
Boundary Sliding and Migration 

4.1    Introduction 

Despite the important role of grain boundaries (GB) in influencing materials properties, 
such as superplasticity [1], our knowledge of how boundaries actually move at the microscopic 
level is limited. Much of the difficulty is due to the lack of a suitable means of observing 
the dynamical process (such as sliding and migration) with sufficient spatial and time reso- 
lution. One approach that has provided atomic-level insights in GB in metals is atomistic 
simulations. As an effective alternative, atomistic simulations are being increasingly used 
due to the availability of atomistic models and the advent of powerful computers. Though 
considerable work [2-15] has been done in recent years to study the equilibrium structures 
of grain boundaries using atomistic simulations, very limited research has focused on the 
atomistic simulation of grain boundary sliding (GBS) and migration. Yip and coworkers 
[16-18] studied grain boundary migration and sliding due to high temperature effect using 
pair-like potentials. They observed both migration and sliding purely due to the applied 
temperature. In general, however, the driving force for grain boundary movement is the 
internal strain and stress field [10]. Unfortunately there are very few studies having been 
done on grain boundary mobility under applied strains or stresses at atomic level. Very 
recently Molteni et al. [19] conducted an ab initio simulation of grain boundary sliding in 
germanium in a quasi-static way, by applying constant strain increment to one crystal of the 
bi-crystal boundaries. The problem with applied strain instead of stress is, as we will see 
in the present work, that the migration process is prevented. Such a preconstrained process 
experiences much larger energy barrier than a coupled sliding and migration process. 

The main purpose of this paper is to understand the mechanics of deformation of 
grain boundaries at the atomic level. In order to achieve this, we have first studied the 
structure and energy of the STGB of aluminum. Based on the equilibrium structure we 
applied displacements and forces on one of the grain to simulate grain boundary deformation 
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(sliding and migration). The paper is organized as follows: In section 2, the atomistic 
simulation methods and the interatomic potentials were first introduced. The equilibrium 
structure and energy of 17 [110] tile grain boundaries in aluminum were then studied using 
molecular statics simulations and EAM potential functions. These boundaries were described 
by coincident site lattice (CSL) with misorientation angles range from 0 to 180 degree. In 
section 3, based on the equilibrium GB structures obtained in Section 2, grain boundary 
mobility (sliding and migration) was then simulated under both applied displacement and 
applied force conditions. The mechanics (stress, displacement and energetic fields) associated 
with applied displacement and applied stress were examined to elucidate the importance of 
coupled sliding and migration process. 

4.2    Equilibrium Grain Boundary Structures and En- 
ergies 

Molecular statics and molecular dynamics are used in performing atomistic simulations. 
Molecular statics is used in determining the equilibrium positions of atoms in a crystal, by 
minimizing the total energy of the crystal at 0 K. Molecular Dynamics is used to study the 
time-related phenomena for crystals subjected to external forces. A DYNAMO program 
developed at the Sandia National Laboratory Livermore [21] incorporated with the EAM 
model is used in this work. It has been proven that EAM potentials are more reliable in 
representing atomic interactions in metallic systems [11-15] than traditional pair potentials. 
The main limitation of the pair potential models is that they fail to take into account the 
metallic bonds, i.e. coordinate-dependent or many body interactions, while EAM potentials 
include in an implicit way the many-body effects. The analytical EAM functions developed 
by Oh and Johnson [20] will be adopted in this work. 

Since GBS and GB migration are the interest of this work, grain boundaries are modeled 
as planar bicrystalline high-angle structures specified by coincident site lattice (CSL) models. 
High-angle grain boundaries (misorientation angle 6 > 15°) are associated with higher grain 
boundary energy and are generally thought to promote GBS [1]. CSL grain boundaries are 
found to naturally occur in all polycrystalline materials, and their frequency of occurrence 
is strongly dependent on the processing history [22]. As the consequence of the CSL model, 
the lowest-energy grain boundary structure for a given misorientation (characterized by £) 
is postulated to be the symmetrical configuration. Figure 4.1 illustrates the designations 
of symmetric tilt grain boundaries (STGB) used throughout this work. In this figure, the 
rotation axis [uvw] is perpendicular to the plane of the paper (z-direction), consequently, 
the grain boundary plane (hkl) is x-y plane with y-direction aligned to the grain boundary 
normal; and the misorientation angle 6 is computed from the two [001] directions of each of 
the bicrystals. Grain boundaries are designated as [uvw] E N (hkl), thus the grain boundary 

shown in Figure 4.1 describes [110] E3(lll) tilt boundary. 

In this work, we examined 17 tilt [110] CSL boundaries: £3(lll), E3(ll2), E9(22l), 
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£9(114), £11(113), £11(332), £17(334), £19(331), £27(115), £27(552), £33(225), £33(441), 

£33(118), £41(443), £43(556), £43(335) and £51(551). For each of the CSL boundaries, 
the computational crystal was generated based on the orientation of a given grain and the 
symmetry between that and the adjacent grain across the boundary plane. Due to the fact 
that multiple energy minima may exist with very similar energies and very different atomic 
structures [6], it may be necessary to obtain lower-energy states by removing (or adding) 
atoms from the boundary plane during construction of the initial unrelaxed structures. Since 
grain boundaries are extended defects in two dimensions, but inhomogeneous in the direc- 
tion normal to the grain boundary plane, it is usual to construct a computational crystal 
that is periodic only in 2-D plane of the interface (x- and z- directions in this work). In 
the grain boundary normal direction (y-direction), free-surface boundary conditions are im- 
posed. Consequently, the crystals are designed to be large enough in y-direction to remove 
the free surface effects on the grain boundary structure. The computational crystals used in 
this work contain about five thousand atoms. 

Figure 4.2 shows the final equilibrium structures of selected grain boundaries obtained 
using molecular statics simulations. It should be noted that only a portion of the whole 
computational crystal close to the grain boundary is shown. The open and filled circles 
represent atoms in two adjacent (110) atomic layers, which have been projected in a plane 
normal to z=[110] direction. It is observed that during the simulation process, most of the 
atomic movement occurs near the grain boundary plane (in the relaxed state) compared to 
the initial unrelaxed configurations. Associated with the atomic rearrangement that occurs 
upon minimization of the grain boundary energy is a relative displacement of grains in the 
direction perpendicular to the GB plane, Ay* (see Figure 4.1). Ay* is one measure of the GB 
expansion or excess volume per unit GB area [23]. This measurement, if made far away from 
the GB, is not sensitive to the GB strain field, which decays away from the boundary as ye~y 

[23], where y is the distance from GB. Table 1 shows a measure of the GB expansion is the 
relative y displacement of two atomic planes closest to the GB (i.e. the pair of plans with the 
largest spacing after relaxation). It is seen that the local grain boundary expansion (Ay* > 0) 
is apparent for all the boundaries. It is also seen from the data that the lower Ay* in general 
corresponds to a lower GB energy configuration. The equilibrium configurations shown in 
Figure 4.2 were compared to other available computational and experimental results. The key 
aspect to be compared is the micro-facet structural details near the boundary which includes 
the relative positions of atoms in the boundary and neighboring planes. The present results 

for two of the CSL structures £9(221) and £11(113) agree well with the experimentally 
observed tilt boundaries using high-resolution transmission electron microscopy (HRTEM) 
[7,11,15]. 

The distribution of energy across the equilibrium grain boundaries is next computed. 
Figure 4.3 shows the energy associated with atoms as a function of distance from the grain 
boundary plane (x-axis zero being at the grain boundary). The energy increases as the grain 
boundary is approached from either side of the bicrystal. There is significant variation in the 
energy levels for the different boundaries considered. The width of the grain boundary can 
be defined when the energy of atoms equals to the value of energy in a perfect crystal (-3.58 
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eV for aluminum). By this definition, the width of grain boundaries varies with different 

boundary structures (see Figure 4.3), from a maximum 10 A to almost zero in £3(111) 
structure. 

The energy of the individual atoms (plotted in Figure 4.3) can be used in the evaluation 
of grain boundary energy, which is equal to the energy of atoms within the width of the grain 
boundary in the defective system less than that for the perfect crystal, divided by the area 
of the grain boundary plane. Figure 4.4 (a) shows the grain boundary energy (Egb) for all 
the tilt grain boundaries studied in this work, plotted as a function of the misorientation 
angle 9. As can be seen from the plot, three energy cusps for "special" angles are observed 

in this work, which correspond to three twin boundaries: £3(111), £3(112) and £11(113). 

Our simulation result is reasonably consistent with the experimental result conducted 
by Otsuki and Mizuno [22], as shown in Figure 4.4 .(b). The evidence for the existence of all 

the three energy cusps is shown though the £3(112) is not so apparent. Comparing these two 
sets of results, besides the excellent agreement of the shape of the energy vs. misorientation 
plots, the absolute value are also in a close range. Wolf [2, 13] and Hasson et al. [5] have 
conducted similar grain boundary simulations for copper and aluminum using pair potentials. 

However, they only observed energy cusps for the £3(111) and £11(113) orientations but not 

for the £3(112) orientation. Since £3(112) is also a twin boundary it is reasonable to expect 

the £3(112) boundary to be also a low-energy defect. The observation of the new low energy 

configuration £3(ll2) can be ascribed to the use of EAM potentials in this work compared 
to the pair potentials used in the earlier works. In the EAM calculations, the configuration 
energy is composed of a simple pair interaction term plus an "embedding" function which 
specifies the dependence of energy on local coordination. The ability to treat deviations 
in local coordination has been shown to be crucial in obtaining reasonable agreement with 
the relaxation at interfaces and free surfaces. Thus atoms interacting across the interface 
experience an electron density different from that of atoms interacting with each other on 
the same side of the interface. This intrinsically anisotropic character of the atoms near the 
interface is not taken into account by any pair potential. In general, the choice of interatomic 
potentials has less effect on grain boundary structures than on grain boundary energies [2, 

11]-      . 

4.3    Grain Boundary Sliding and Migration 

Molecular statics/dynamics simulation is next performed to study grain boundary mo- 
bility under applied displacement and forces, as shown in Figure 4.5. The computational 
crystal composed of about 5000 atoms with approximate 35 atomic layers (in y-direction) in 
each grain. In order to eliminate the effect of free surfaces associated with the grain bound- 
ary plane during the grain boundary sliding, periodic boundary conditions were applied in 
plane of the interface (i.e. x- and z- directions in this work). When applying displacement, 
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specified levels of incremental displacements are applied to each of the atoms in the top 
grain and all the atoms in the bottom grain remain free. It is adequate to use free-surface 
boundary conditions in the grain boundary normal direction (y-direction). When forces are 
applied on all the atoms in the top grain, it simulates the actual motion of the top grain 
as a single unit over the bottom grain. In this case, it is necessary to restrict the motion 
along the two surfaces in y-direction, which is achieved by setting y-displacement to zero on 
the atoms near the upper surface (four outmost layers in y direction) and fixing the bottom 
surface (four outmost layers in -y direction). These boundary conditions assure the molecu- 
lar dynamics simulation were performed at a constant volume condition. As will be evident 
later, application of displacements and force yield different responses; displacement causes 
"pure" GBS whereas force induces sliding and migration. For brevity, only the results for 

£3(lll) and £9(221) were given and discussed below. 

4.3.1    Applied Displacement 

Under the applied displacement conditions, grain boundary migration (atomic movement 
in the direction normal to the applied displacement direction) was virtually constrained. A 
"pure" GBS process is thus implemented by applying constant displacements, each increment 
followed by a complete relaxation (energy minimization) of the boundary structure. Since 
the CSL grain boundary structure studied in this work can be obtained by repeating the 
CSL cell in x- and z-directions, the structure with a displacement of OLCSL (O>CSL is the lattice 
parameter of the CSL cell in x-direction) is equivalent to the initial undisplaced structure 
under the periodic conditions described above. Therefore the total displacement in each case 
is limited to the value of CLCSL for the given grain boundary. The increments (described in 
percentage of üCSL) are selected to be small enough (2.5%acsL) to capture all the energy 
jumps. After each increment the configuration is relaxed to its local equilibrium state and 
the grain boundary energy is computed. The grain boundary energy profile associated with 
the GBS process then provides the tool necessary to predict the grain boundary mobility. 
Figures 4.6 and 4.7 give such results for two typical grain boundaries:  a twin boundary 

£3(111) and a £9(221) boundary. 

Figure 4.6 shows the energy profile of "pure" GBS process in £3(111) twin structure. 
It is seen from Figure 4.6 that there are two energy peaks and a energy valley between 
them. The first peak occurs when the shear displacement is about 17% acsL (case II in 
the figure), where the atoms represented by open (and filled) circles are directly above the 
filled (and open) circles across the boundary. This configuration corresponds to a set of 
atoms in adjacent (110) planes displaced by ^220 amount in the z-direction. When the shear 
displacement is about 66% acsL (case IV in the figure), the atoms across the interface plane 
are at positions directly facing each other, and furthermore these atoms facing each other 
are in the same (110) plane. It can be seen that open circle is the exactly above open circle 
(filled circle is exactly above filled circle). In case IV, the separation distances between 
atoms across the boundary is the smallest, and the corresponding energy value is the largest 
as seen in the energy plot. Between these two high-energy states (cases II and IV), there is 
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an energy valley at the 33% acsL shear displacement (see case III). The atomic arrangement 
at this displacement forms a twin structure equivalent to the initial structure. Though the 
interface of the twin has shifted (from AA to BB) with dm amount in the y-direction, this 
boundary has an energy equal to the initial twin structure. It is interesting to notice that 
though we intent to simulate "pure" GBS, a one-layer migration cannot be prevented for a 
specific displacement as shown in case III. This demonstrates the geometrical necessary of 
coupling between migration and sliding. This aspect will be discussed in details in section 
3.3. 

In the case of £9(221) boundary shown in Figure 4.7, the energy barrier in the initial 
phase of the GBS process (from 0 to 52% CLCSL) is relatively small. A big energy jump appears 
when the atoms across the boundary face each other (52-58% üCSL shear displacements, 
case II). After the short jump the GBS process proceeds easily. The atomic configuration 
corresponding to case II represents the worst stability of the grain boundary structure. 
Atoms across the interface plane in this case are at positions directly facing each other and 
in the same (110) plane (open circle is the exactly above open circle, and filled circle is 

exactly above filled circle).  When comparing the GBS process in £9(221) boundary with 

that in £3(111) boundary, though the magnitude, width and distribution of the energy 
barriers are quite different for the two GB structures, the energy diagrams during the GBS 
show a general pattern: 1) The initial CSL structure and the final displaced structure with 
100%acsL displacement have the lowest energies, any structure between them have equal or 
high energies. GBS process destroys the CSL arrangement of the initial equilibrium grain 
boundary structure and increases the grain boundary energy; and 2) Energy jumps (energy 
barriers) occur when the displacement is such that some atoms in the two adjacent (hkl) 
planes across the grain boundary interface (one in each of the bicrystal) are directly above 
(or below) each other. As declared earlier, the (hkl) interplanar spacing (all less than 0.6ae) 
are substantially less than the nearest-neighbor distance in the perfect crystal (0.707ae in 
FCC structure), all atoms facing each other across the grain boundary interface repel each 
other. In the configurations with energy peaks, some atoms across the interface are too close 
to each other and hence have very high energies. 

4.3.2    Applied Forces 

To study grain boundary mobility under applied force conditions, a force of specific 

value (ranging from 0.01 to 0.04 eV/A) is applied in the x direction (to the right) on the 

atoms in upper-half of the bicrystals. Figure 4.8 shows the simulation result for £3(111) 
twin boundary. It can be seen that applied forces cause relative motion across the boundary 
between two grains leading to GB sliding. This is evident from the relative position of atoms 
numbered R, 1 and 2. Atom R is in the bottom grain, atom 1 is on the GB and atom 2 
in the top grain away from the boundary. It should be noted that the periodic boundary 
condition fills in new atoms from the left as atoms slide to the right of the computational 
crystal.  Apart from sliding, GB also migrates, i.e. the interface that forms the boundary 
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between two grains moves perpendicular (in y-direction) to the original GB plane. Such 
motion can be observed at 2 ps where the GB interface has moved one atomic layer (dotted 
line), and by about 3 atomic layers at 5 ps (see Figure 4.8). 

To get a quantitative understanding of the grain boundary sliding, the average x- 
displacement of atoms lying along y axis are plotted in Figure 4.9. As seen from this 
figure, the displacement field shows a sharp discontinuity across the interface indicating 
relative motion of atoms across the boundary resulting in GB sliding. The figure also shows 
that the magnitude of GB sliding increases with time. Thus Figure 4.9 (showing sliding) 
and Figure 4.8 (showing migration and sliding) demonstrate that sliding and migration are 
coupled in this system. 

GB energy during the deformation process is plotted as a function of time in Figure 4.10. 
This figure indicates that the energy continuously varies with a few peaks and valleys, which 
corresponds to the evolving GB structure during the deformation. For example a peak is 
observed at 1.5 ps because the atoms in the layer just above the interface directly face the 
atoms in the interface (see also Figure 4.8 at 1.5 ps). In this case, the interplanar spacing in 
y-direction (0.577a) is substantially less than the equilibrium nearest-neighbor distance in 
the perfect crystal (0.707a in FCC structure). This occurs since the atoms facing each other 
across the grain boundary are too close to each other and hence repel each other. Several 
energy valleys (at 2, 3.5 and 5 ps) correspond to new twin configurations (with different 
interface positions). However, as shown in Figure 4.10, their energies are still much higher 
than the energy of stress-free twin structure (0 ps). 

Similar process was observed in E9 grain boundary, as shown in Figure 4.11. Due to 
its incoherent interface and higher grain boundary energy, the initial grain boundary sliding 
appears earlier than that of E3 case. The migration distance at each step is shorter due 
to the smaller d22i interplanar spacing in y-direction of this boundary. The sliding occurs 
first (Figure 4.11, 0.5 ps); When the sliding displacement in x direction reaches dn4, the 
grain boundary interface migrates one atomic layer (d22i) up along y direction (Figure 4.11, 
1 ps). Thus coupled sliding and migration process appears very similar to that in E3 case. 
However, as also shown in Figure 4.11, the change in grain boundary energy during the 
simulation process is very different. In contrast to E3 case, the energy barrier in this case 

o 

is much smaller (about 0.1 xlO~2eV/A2). It is therefore to be expected that the GBS and 
GB migration are much easier in the E9 (high energy GB) than that of E3 (low energy twin 
GB). 

4.3.3    Comparison Between Applied Displacement and Applied 
Stress Conditions 

From the foregoing discussions, it is clear that in STGB, when forces are applied GB 
sliding is always accompanied by grain boundary migration and they are proportional to 
each other. Such coupled process has been observed by Ashby [25] based on the bubble raft 
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model and by Bishop et al. [17, 18] based on purely geometric considerations for STGB. 
This coupling process is of practical importance, and hence examined from geometry, energy 
and stress field considerations in the following sections. 

Geometrical Consideration of Coupled Sliding and Migration 

For understanding the geometrical aspects of coupling migration with sliding, it is easier 
to analyze the motion in terms of displacement shift completed (DSC) lattice vectors. Trans- 
lations of one crystal with respect to another by a DSC lattice vector (the finer mesh in Fig- 
ure 4.1) restore the coincidence pattern, although the coincidence sites will shift to a different 

location. This GB shift corresponds to the GB migration. For example, £3(111) boundary 
has following DSC lattice parameters: aDsc = l/3acsL = dii2, büsc = l/3fccsx = dm and 
CDSC = CDSC = duo- When the relative translation of the crystals is a^sc hi the x direction, 
the boundary migrates by bDsc in the y direction. The CSL structure is reestablished one 
unit away in the y direction. The ratio (R) of migration distance (M) to sliding displacement 
(U)is 

M     bDSC       .    0 (AU R= — = = etan- (4.1) 
U OLDSC * 

Here the misorientation angle 6 is defined as the angle between the two [001] directions of 
each of the bicrystals (see Figure 4.1), e is a integer whose value depends on the details of 
geometry. Equation (1) is valid for all symmetric tilt boundaries as pointed out by Ashby 
[25]. It should be noted that this geometric argument is truly valid only for STGB [18]. 
However, it does not preclude coupling to occur in other types of boundaries. 

In the applied displacement case, after a displacement of OLDSC to the top grain, GB 
moves by bDSC (see III in Figure 4.6). However, when the displacement is further applied 
(including layer BB), GB interface moves back to the original position (line AA). When 
forces are applied, GB migrates upwards continuously after each aDsc- This difference will 
be clear from energy consideration discussed below. 

Energetic Consideration of Coupled Sliding and Migration 

The energy necessary to couple sliding and migration can be readily seen by comparing 

the grain boundary energy profiles shown in Figures 4.6 and 4.10 for £3(111) boundary and 

Figures 4.7 and 4.11 for £9(221) boundary. Let us first consider £3(lll), i.e. Figures 4.6 
and 4.10. The initial energy profiles in both cases (0A0%aCsL displacement in Figure 4.6 and 
0-2ps in Figure 4.10) are similar. This indicates that the deformation processes are same at 
this stage regardless of whether force or displacement is applied. Also, when the structures 
are examined it is seen that the grain boundary shown in Figure 4.10 only experienced 
GBS without migration similar to Figure 4.6, leading to the two energy profiles being very 
similar. However, the energy profiles are very different in the subsequent stages. The results 
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shown in Figure 4.10 (applied force) confirm that when sliding is accompanied by migration, 
boundary structure never passes through a highly perturbed configuration (e.g. Case IV in 
Figure 4.6).   By virtue of the coupling between sliding and migration, the energy barrier 

o 

for grain boundary motion is greatly reduced from about 2.5xlO_2el//A2 in Figure 4.6 to 
o 

0.5xlO_2eV/A2 in Figure 4.10.  Simulation of a perfect crystal with the same orientation 

as shown in in Figure 4.6 indicated that an peak energy of 9.3xlO~2eV/A2 is required to 
displace one portion of the crystal against the other. This indicates that the high energy peak 
in Figure 4.6 (applied displacement) corresponds to sliding in a less defect region (line AA) 
rather than along the new GB interface (line BB). The effect of coupled sliding and migration 

on energy is more obvious in £9(221) boundary, where the energy barrier is dropped from 
o o 

about 3.5 xlO~2eV/A2 in Figure 4.7 to 0.1 xlO"2eV/A2 in Figure 4.11. This results indicate 
that the high energy state during the pure GBS (e.g. Figure 4.9 II) is never reached in the 
coupled GBS and migration process. 

Displacement and Stress Fields of Coupled Sliding and Migration 

In the applied force conditions, both the sliding and migration displacement fields are 
directly related to the magnitude of applied force, and also affected by the grain boundary 
structures themselves. Figure 4.12 shows the displacement field changes under three levels 

of applied forces for £3(111), and Figure 4.13 shows the data for £9(221). The sliding 
displacements were computed from the relative position of two grain across the interface 
(see Figure 4.9). The migration displacements were the difference in y-direction between the 
positions of new interface and the original equilibrium position of the interface. As can be 

seen from these two figures, as the applied force increases (from 0.01 to 0.04 eV/A), both 
the sliding and migration displacements increase but in quite a different fashion. Sliding 
displacements increase monotonically with time. Migration displacement increases in steps, 
each step indicating that the interface has migrated one atomic layer along the y-direction. 
However, the sliding and migration are coupled and proportional, and anything which inhibits 
sliding also inhibits migration. 

It is also noted from Figures 4.12 and 4.13 that the structure of the grain boundary 
has great influence on GBS. To understand this effect, we examined the GBS displacement 
for four different grain boundaries with increasing energy levels under same total applied 
force per unit volume. The consolidated displacement (sling and migration) vs. GB energy 
response are shown in Figure 4.14. It is clearly seen that GBS displacement is proportional to 

the grain boundary energy associated with a given structure. For example, at 5 ps, £3(lll) 
boundary slides 3.3, 5.5 and 7.2 angstroms at applied forces 0.58, 1.17 and 2.32 (in unit of 

o _ 
xlO~3eV/A4 per volume) respectively, while £9(221) slides 5.9, 7.4 and 8.5 angstroms under 
the same levels of applied forces. These results are consistent with the energy profile during 

the simulation (Figures 4.10 and 4.11), that is, higher energy boundary such as £9(221) has 
lower energy barriers for grain boundary movements and hence produces more sliding and 
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migration displacements. Though it is tempting to write that grain boundary displacement 
Ud and migration um is proportional to GB energy Egb, we need to understand energy and 
stress distribution across the GB plane in three dimensions. 

In order to analyze the internal stress fields resulted from the applied force and applied 
displacement, the aß components of the local stress tensor ax

aß associated atom i is calculated 
as follows: 

<t# = h £ (*Wr + fy?+4)^ (*. ß = i. 2>3) ■    (4-2) 

where V is the volume of the computational crystal, rg the ath component of the relative 
position vector of atom i and j and F^p^ and <j> are the derivations of the EAM functions 

(details given in Ref. [12]). For brevity, only the results of E3(lll) is given and discussed 
below. 

Figure 4.15 shows the local stress field near the grain boundary (an) for the atomic 
configurations under applied displacement (Figure 4.6, case IV) and applied force (Figure 4.8, 
5 ps). The lengths of the arrows in Figure 4.15 initiate at the atomic positions and scale 
with the magnitude of the local stresses and the direction of the arrow shows the sign of the 
local stresses. It is to be noted that due to the use of the periodic boundary conditions, the 
stresses are same for all the atoms that reside in the same atomic layer in the y-direction. 
In the applied displacement case (Figure 4.15 a), the stresses are much higher in the grain 
boundary region. In the applied force case (Figure 4.15 b), the stresses are more uniformally 
distributed around the GB interface, an changes direction across the interface indicating 
the presence of large shear stresses necessary for force equilibrium. This shear stress opposes 
GBS motion. 

Finally, in order to understand the relations between the internal stress and external 
applied force, the overall stress distribution for the whole computational crystal was com- 

— o 
puted. Figure 4.16 shows the results of S3(l 1 1) at the applied force of 0.04 eV/A- As 
the simulation proceeds, the internal stresses were build up and increases gradually. The <Tn 
stress discontinuity was found in the region close to the interface, indicating the shear resis- 
tance to the grain boundary movements. The integration of the stress (times the distance 
from the interface) across the whole computational crystal was calculated and normalized to 

the internal force to one atom. This normalized force has values (in unit of eV/A) of 0.0027 
(at 1 ps), 0.0031 (at 2 ps), 0.0091 (at 3 ps), 0.015 (at 4ps), 0.028 (at 5 ps), 0.031 (at 8ps) 
and 0.029 (at 10 ps) at corresponding simulation times. It is seen that as the simulation 
time increases, the integration of the stress (i.e. the force) increases towards to the value of 

applied force (0.04 eV/A)- Lack of static force balance, indicates transient conditioning in 
which a state of dynamic equilibrium is present. The external forces do match at 8 ps, when 
the internal stress distribution induced resistive forces. It is thus clear from the stress dis- 
tribution that the relative displacement is restricted to a small region around the interface, 
and is proportional to the energy associated with the GB interface. 

Summary 
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Interatomic potentials using Embedded Atom Method (EAM) are used in conjunction 
with molecular statics and dynamics calculations to study the sliding and migration of (110) 
symmetric tilt grain boundaries (STGB) in aluminum, under both applied displacement and 

force conditions. Three low energy configurations (corresponding to E3(lll), £3(112) and 

£11(113) twin structures) are found in the [110] STGB structures when grain boundary 
energies at 0 K are computed as a function of grain misorientation angle. "Pure" GBS 
without migration is implemented by applying external displacement. The propensity for 
"pure" GBS is evaluated by computing the energy associated with incremental equilibrium 
configurations during the sliding process, and the magnitude of the energy barriers is found 
to be much higher than that with migration. In contrast, in the applied stress conditions, the 
energy barriers are reduced due to the fact that grain boundary sliding of STGB is always 
coupled with apparent migration. Thus the study clearly shows that in these special grain 
boundaries(STBGs), migration is coupled with sliding during GBS. It is seen that when the 
free energy in the grain boundary decreases (more specialized boundaries approaching twin 
boundaries), the boundary offers more resistance to sliding and, consequently, migration. 
The computational results indicate that if we can engineer grain boundary, we can decrease 
the GB energy to decrease deformation rate (e.g. creep resistance) and increase GB energy 
to promote sliding (e.g. superplasticity). 
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Chapter 5 

Pre-existing Cavities in Superplastic 
Al 5083 and Al 7475 Alloys 

5.1    Introduction 

Presence or absence of pre-existing cavities during thermo-mechanical processing of 
superplastic sheet production is subjected to controversy. Some researchers have assumed 
that there should be pre-existing cavities because the manufacturing processes of superplastic 
materials involve extensive plastic deformation during thermo-mechanical processing [1], 
and a few have actually observed pre-existing cavities [2-4]. Others argued that pre-existing 
cavities are totally absent from superplastic metal sheets since they could not observe cavities 
in as-received materials [5-7], and also that very small cavities (< 0.5urn) may be sintered 
during the thermal exposure. 

Cavitation behavior of a superplastic sheet metal depends on alloy chemistry, especially 
the second phase particles, and thermo-mechanical processing [8]. Intermetallic dispersoids 
are intentionally introduced into base aluminum alloys by adding Mn, Ti, and Zr. The 
purpose of introduction of such dispersoids (Al2Mg2Cr in Al 7475 and AlMn6 in Al 5083) 
is mainly to prevent grain growth during superplastic forming process, thereby, retaining a 
fine grain size and equi-axis grain structure. Because dispersoids have both beneficial and 
deleterious effects, they must be chosen in such a way that they are effective in preventing 
grain growth while resisting nucleation of cavities. 

In this paper we examine the origin of cavities during the thermo-mechanical processing 
of Al 5083 alloy, the alloy being a serious contender for automotive applications. Origin of 
preexisting cavities in the other popular Aluminum based superplastic alloy Al 7475 is also 
briefly addressed in this paper. We have examined in detailed as received materials using 
optical microscopy, to study the presence of cavities and the role of particles in determin- 
ing the size of the cavities. We have numerically simulated the final cold rolling process 
to understand the origin of cavities and the effect of matrix, particle and particle-matrix 
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interfacial mechanical properties on the size of the cavities. We also developed an expression 
to relate the cavity size to the final thickness reduction based on a simplified analysis. The 
analysis and the experimental observations lead us to some conclusion regarding the size 
of observable cavities in relation to size of the particles and the strength of particle-matrix 
interfacial bonding. 

5.2    Experimental results on Al 5083 and Al 7475 

Al 5083-SPF is a relatively new solid solution strengthened alloy for superplastic forming 
application. The Al 5083 metal sheet used in this work was obtained from Sky Aluminum, 
Japan. In the base Al-Mg-Mn alloy, Cr, Zn, Ti and Zr are added for strengthening the alloy 
and producing second phase particles. During thermo-mechanical processing of Al 5083-SPF 
sheets, the ingot undergoes extensive plastic deformation at elevated temperatures with a 
final finish rolling at room temperature. The heat treatment cycle is designed to obtain fine 
and equi-axed grain structure, a prerequisite for superplastic deformation. The details of the 
therm-mechanical processing can be found elsewhere[10]. In the present context, we focus 
our attention on the final cold-roll from 10 mm to 2 mm with a thickness reduction of 10-15% 
per pass and its effect on the formation of cavities. Like Al 5083, Al 7475 is also a statically 
recrystallized alloy with a similar thermo-mechanical processing (including the final cold roll) 
aimed to achieve fine equi-axed grain structure for superplastic applications^ 1]. In both the 
alloys, grain growth during subsequent high temperature superplastic forming is retarded by 
the introduction of sub-micron dispersoids. 

In this work, samples were prepared for optical examination, from the as-received ma- 
terial in three different orientations as shown in Figure 5.1. Observations were made on 
facial, transverse and longitudinal sections on both the material systems. The samples were 
polished upto 0.05 /Ltm solution but with no subsequent any chemical etching to avoid black 
chemical marks which may interfere with the observation of cavities. In Al 5083 superplastic 
alloy, second phase particles are uniformly distributed throughout specimens, with a size of 
0.1 to 2 ixm under optical microscope. It should be noted that the lower limit of optical 
examination (with a magnification of 500) is about 0.1 to 0.5 ßm, i.e., any particle (or cavity) 
smaller than this value even if present cannot be observed. A few large particles of size as 
much 5 to 10 /mi were observed in some locations. 

Figure 5.2(a) shows a large pre-existing cavity in Al 5083, where rolling direction is 
horizontal and thickness direction is vertical. It can be seen that cavities are present both 
ahead and behind the particles with respect to the rolling direction. This observation of 
cavities on either side of particles (along rolling direction) is very typical. Also, the size 
of the cavities depended on the size of the particles, larger cavities accompanying larger 
particles. Some large particles were broken into pieces and cavities usually surrounded 
(along rolling direction only) the broken pieces. The tapered section of the cavity can be 
attributed to the healing of the cavities during subsequent thermo-mechanical rolling where 
the matrix (aluminum) freely flows into the cavities. After heating the specimen to 555°C 
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for 40 minutes, the size and the number of pre-existing cavities in the specimen were seen 
to be reduced due to sintering. Figure 5.2(b) shows cavities in Al 5083 specimen after the 
heat treatment using scanning electron microscopy (SEM). SEM was used to obtain high 
magnification much more than the optical limits. The conclusion here is that though the 
size of the cavities are reduced significantly due to the heat treatment process, pre-existing 
cavities are not completely eliminated. Figure 5.2(c) shows the presence of pre-existing 
cavity in Al 7475, with very similar features as that of Al 5083. 

An important question is the role of preexisting cavities in the cavity growth and even- 
tual fracture during superplastic deformation. Caceres and Silvetti [???] while studying the 
cavitation damage of Zn-22% Al superplastic alloy concluded that cavities grew from the 
pre-existing microvoids. However, Chokshi and Langdon argued against preexisting cavities 
contributing to damage since they did not observe them in the as-received material, and also 
that the microvoids may be sintered during the thermo-mechanical conditions of superplastic 
deformation. In addition they observed that cavities were aligned along the rolling direction 
rather than being uniformly distributed in consonance with particle distribution. We tend 
to agree with Caceres and Silvetti for the following reasons. When the Al 5083 was super- 
plastically deformed, the density measurements indicated that in the grip region (subjected 
to thermal excursion and compressive stress), was almost the same as that of as-received 
material (ratio being 0.9994). This contrast to the superplastically deformed regions where 
the density varied by about 5%. Cavitation damage is the primary mechanism of final frac- 
ture in these materials; in most of the cases, the cavitation is in the vicinity of particles. 
Though we cannot unequivocally state that preexisting cavities cause the final fracture, we 
know that both preexisting cavities and the fracture inducing cavities are associated with 
particles. This can be attributed to the vastly differing flow properties of the particles and 
matrix material (eg. Aluminum). The fact that cavities preexist at least in some materials 
system is indisputable. The question then is whether these cavities heal (or disappear) com- 
pletely before superplastic deformation starts cannot be clearly answered. Since we observe 
cavities in the preexisting stage as well as final fracture stage around the same region (mostly 
in the rolling direction) leads us in the direction that the preexisting cavities do play a role 
in the growth. Duality of reporting the absence or presence of cavities (or micro voids) then 
may be related to the inability or ability to observe them under a given set of conditions; 
when in fact the microvoids always exist. This statement will be further clarified when we 
look at the results of the numerical simulations. 

5.3    FEM Simulation of the rolling process 

Since it was suspected that cavities may originate during the final cold-rolling process dur- 
ing the SPF sheet manufacture, a numerical simulation of this stage was conducted us- 
ing a nonlinear finite element model (FEM. include reference and figure of thermo- 
mechanical process. According to sheet metal manufacturing process, the last step of 
thermo-mechanical process is cold-rolling with a reduction in thickness of 10-15% [10-11]. 
Since the final cold rolling process in the manufacture of superplastic sheet is the most vul- 
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nerable step this rolling step was analyzed in the FEM. It was assumed that the material 
was completely cavitation free prior to this step. A 15% reduction in thickness was applied 
during the FEM analysis. Mechanical properties of Aluminum at room temperature were 
used as the matrix material, whereas the particle was assumed to be a rigid elastic with the 
Young's modulus about ten times that of aluminum. Both the matrix and the particle were 
assumed to be isotropic. As shown later, the mechanical/fracture properties of the particle- 
matrix interface plays a critical role in the debonding and the initiation of cavities. Though 
interfaces can be modeled using shear based (debond strength), or energy based (fracture 
toughness) criteria, interfacial stiffness E{ is used in this work to describe its behavior. This 
concept can be easily implemented in the code as a spring element separating the particle 
and the matrix. A high value of E{ (equal to that of matrix, Em) signifies a strong bond, 
whereas a low value E{ = 0.05 Em denotes a weak bond. The effect of variation of Ei on the 
results are also analyzed. 

The rolling process was simulated for a single pass with a reduction in thickness äs a 
given parameter. Rolling friction between the work (sheet metal) and the die (roller) was 
assumed. Feeding was forced initially at one end at a give rate after which the sheet is 
automatically fed due to frictional condition between the work and the die. The model was 
implemented using MARC/MENTAT FEM package. Young's modulus of Al matrix was 
assumed to be 10 GPa with a initial yield value of 140 MPa and work-hardening afterwards. 
Four node plane strain element was used. There are 2434 nodes and 2324 elements in 
the model, as shown in Figure 5.3(a) where 46 elements are used as a particle. Further, 
MARC contact algorithm was implemented to prevent two materials (the Al matrix and the 
particle) from penetrating each other and more dense meshing was used along particle/matrix 
interface, see Figure 5.3(b). A total of 65 increments were necessary to achieve the thickness 
reduction process. 

In the initial simulation a very low bond strength was used and the results are shown in 
Figure 5.4. During the early stages of deformation (increment 20), cavities are seen to form 
as shown in Figure 5.4(a). With further deformation of the sheet, cavities change both in size 
and in shape. However, the cavities are always associated with the particle at the both ends 
along the rolling direction. This is not surprising considering the fact that tensile stresses at 
the particle-matrix interface occurs only along that direction. At increment 25, pre-existing 
cavities grow and can now be clearly seen in Figure 5.4(b). Further deformation continues to 
grow the cavities. When the rolling is finally completed (increment 50), the cavities are fully 
developed, Figure 5.4(e) indicating the origin of processing induced preexisting cavities. 

5.4    Effect of particle-matrix interface and particle size 
on cavities 

The size of the particles plays a critical role in determining the cavity initiation and further 
growth and coalescence. Though shapes may also play some role, they have not been analyzed 
in this paper. In modeling a sheet metal of 2-10 mm thick with size of the particles ranging 
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from sub-microns to a few microns, it is important to understand the effect of scales. There 
are three orders of magnitude difference between the thickness of the sheet and that of the 
particle. However, for most of the rolling process in the thickness direction a homogeneous 
state of deformation was observed in the thickness direction for a single material system. 
Also the strain and stress fields were affected only a few length scales from the particle 
location as shown later. Thus when the size effect was studied the particle to sheet thickness 
was so chosen that edge effects do not play a role. Same original sheet thickness was selected 
with particles of different sizes by varying the number of elements from 1, 2 to 6. Under 
identical rolling conditions the results of the simulations were examined. In this case, the 
interface bonding was constant for £* = O.OSEAI- 

It is observed that even for one element particle cavitation occurs. Figure 5.5 shows the 
effect of thickness reduction and particle size on cavity fraction in terms of the area fraction 
of particle. At low spring constant (0.05% Young's modulus of matrix), area fraction of 
pre-existing cavity linearly increases as increasing thickness reduction. When particle size 
decreases, area fraction of pre-existing cavity also decreases slightly. 

Increasing interface Young's modulus E{ to 50% Young's modulus of matrix prevents the 
occurrence of pre-existing cavities. Figure 5.6 shows that there is no cavity if using a spring 
constant of Young's modulus of matrix. The higher spring constant, the better interface 
bonding between particles and matrix. Therefore, it is understandable that a better interface 
bonding will prevent cavities to occur during thermo-mechanical process. Figure 5.7 shows 
detailed numerical results of the effect of spring constant on area fraction of pre-existing 
cavity for a 6-element particle. With a spring constant of 50% Young's modulus of matrix, 
area fraction is only 0.3%, which is virtually zero. Decreasing spring constant will increase 
cavity area fraction. 

5.5    Discussion 

Although presence or absence of pre-existing cavities has been a controversial topic for 
decades, several models were established on the assumption of the presence of the pre-exist 
cavities generated during the thermo-mechanical process, but very few experimental evidence 
are available [9], owing to the small size of pre-existing cavities and low resolution of optical 
microscope. 

In our experimental observation on Al 5083 and Al 7475, we have obtained a direct 
evidence to support that there are pre-existing cavities arising from the thermo-mechanical 
processing cycles during manufacture of Al 5083 and Al 7475 sheet metals. The pre-existing 
cavities are found to be always associated with second phase particles. Intuitively we can 
conclude that the origin and distribution of preexisting cavities depend on the size, shape, 
distribution of particles, chemical and mechanical properties of matrix and second phase 
particles, and more importantly interfacial bonding between matrix and particles. For large 
size of second phase particles, pre-existing cavities are not avoidable.   To eliminate pre- 
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existing cavitation, submicron particle size is prerequisite. 

During the cold rolling process, these particles break up and align into particle stringers 
parallel to the rolling direction. This particle stringers are most obvious on longitudinal 
section. It is possible the previous reported researches might have paid attention only to 
the face section, and not to the longitudinal or transverse sections. The plasticity of the 
matrix is not so high that the discrepancy or void produced at the interface was rehealed. 
The broken brittle particles will also induce pre-existing cavities between the parts. These 
cavities with the radii up to 5 ßm were only observed around very large particles, and these 
large cavities were significantly sintered during the process of static recrystallization prior 
to superplastic deformation. 

FEM simulation of cold rolling, the last step during the thermo-mechanical process, 
shows the possibility of occurrence of pre-existing cavities. Pre-existing cavities are always 
started on the matrix/particle interface. Since there is virtually no bonding between matrix 
and particle if the spring constant is 0.05% Young's modulus of matrix, cavity occurs in 
where there is a tensile stress state rather than in a zone of compressive stress. In other 
words, cavities are associated with particle in both ends along rolling direction where tensile 
stress predominate. 

On the other hand, pre-existing cavities initiate immediately whenever there is a per- 
manent plastic strain. As the strain increases, cavities develop and cavity size increases. At 
the final increment, the relationship between them is linear, see Figure 5.5. The area fraction 
of pre-existing cavities increases as thickness reduction or plastic deformation increases. A 
simple model for one element particle can explain this, see Figure 5.8. In the FEM model 
meshing, rectangular elements with height (h0) and width (tu0) are used. Particle occupies 
one element. After rolling deformation, the meshes are deformed and distorted. We here 
neglect small elastic deformation of particle. It is further assumed that the elements directly 
above and below particle keep rectangular. From the definition of thickness reduction (<5), 

s = hzl x ioo%. 
h0 

Since the area of each element keeps constant during plastic deformation, we have wh = WQHQ. 

Therefore, 

W=—  = -r- = - =  (1 + 0 + 0    +0    +...11Ü0 
h        ■£-      1 - o      v y 

or the area fraction of pre-existing cavity as defined above, 

Cavity Area Fraction = (wh° " W°M = (S + <52 + <53 + ...) 

If we neglect higher order components, we get the area fraction of pre-existing cavity is 
approximately equal to the thickness reduction. The numerical results are consistent with 
this simple model for 6-element particle. However, the area fraction is below the value from 
the model for 1- or 2-element particle, see Figure 5.5. 
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Particle size plays in an important role in pre-existing cavitation. With smaller par- 
ticles, it is difficult to find pre-existing cavities. Prom our simple model, the area fraction 
of pre-existing cavities is the same order as thickness reduction. If particle size is submi- 
cron, pre-existing cavities have only tenth of particle size. Only under SEM can we observe 
cavities. If there are particles with size larger than 5/ira, it is very much likely pre-existing 
cavities to be easily observed with optical microscopy. 

If there is strong enough bonding between particles and matrix, we expect no pre- 
existing cavities. As shown in Figure 5.6, using Et of 50% Young's modulus of matrix will 
avoid cavities. When the bonding deteriorates, pre-existing cavitation will prevail. 

5.6    Summary and Conclusions 

Although the subject of pre-existing cavitation is controversial, it does exist in the 
two important Aluminum based superplastic materials we have examined. The evidence is 
provided by the direct observation of as-received Al 5083 and Al 7475 sheet metal samples. 
The occurrence of pre-existing cavities is associated with second phase particles, especially 
those of a larger size. Numerical simulation verifies that there is a possibility of introduction 
of pre-existing cavities during single pass rolling process and that the occurrence depends 
on thickness reduction, particle size and bonding between particle and matrix. 

References 

1. M. J. Stowell, Superplastic Forming of Structural Alloy, The Metallurgical Society of 
AIME, ed. by N. E. Paton and C. H. Hamilton, pp 321-336, 1982. 
2. C. H. Caceres and D. S. Wilkiinson, Ada Metall, 35, p. 897-906, 1987. 
3. S. H. Goods and L. M. Brown, Ada Metallurgia, 37, p. 35, 1984. 
4. K. Kannan, C. H. Johnson and C. H. Hamilton, Materials Science Forum, 243-245, p. 
125-130, 1997. 
5. A. H. Chokshi and A. K. Mukherjee, Materials Science and Engineering, A110, p. 49-60, 
1989. 
6. A. H. Chokshi and T. G. Langdon, Ada Metallurgien, 37, p. 715-723, 1989. 
7. X. Jiang, J. Cui and L. Ma, Superplasticity in Metals, Ceramics, and Intermetallics, Vol. 
196, MRS, ed. by M. J. Mayo, M. Kobayashi and J. Wadsworth, pp. 51-56, 1990. 
8. C. C. Bampton and R. Raj, Ada Metallurgica, 30, p. 2043 - 2053, 1982. 
9. C. C. Bampton and J. W. Edington, Metallurgical Transactions A, 13A, p. 1721 - 1727, 
1982. 
10. H. Iwasaki, K. Higashi, S. Tanimura, T. Komatubara and S. Hayami, Superplasticity in 
Advanced Materials, ed. by S. Hori, M. Tokizane and N. Purushiro, The Japan Society for 
Research on Superplasticity, pp. 447-452, 1991. 
ll.J. Pilling and RN. Ridley, Superplasticity in Crystalline Solids, The Institute of Metals, 

"69 



p. 20, 1989. 

70 



Figure 5.1: Sampling section terminology. 

(a) 

(b) 

Kc) 

Figure 5.2: Pre-existing cavity in as-received (a) Al 5083, (c) Al 7475, longitudinal section 
and (b) SEM Al 5083 after annealing, showing cavities associated with both sides of particle 
along rolling direction. 
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Figure 5.3: FEM model for simulating for a single pass rolling (a) during cold rolling and 
(b) local FEM meshing surrounding particle. 
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Figure 5.4: Post-FEM processing showing pre-existing cavities formed during a single pass 
rolling process, 46-element particle, (a) Increment 20, (b) Increment 25, (c) Increment 30, 
(d) Increment 35, (e) Increment 50 and (f) Increment 65. 
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Figure 5.5: The effect of thickness reduction and particle size on pre-existing cavity, with E{ 
of 0.05% EAl. 

Figure 5.6: Higher Ei (50% EM) prevents pre-existing cavity. 
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Figure 5.7: Variation of area fraction of pre-existing cavity with Ei for 6-element particle. 
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Figure 5.8: Schematic relationship between cavity area fraction and thickness reduction, (a) 
before and (b) after rolling deformation. 
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Chapter 6 

The Cavitation Behavior of 
Superplastic Al 5083 Alloy under 
Multiple Stress States 

6.1    INTRODUCTION 

It is well established that cavitation may occur in most quasi-single and micro-duplex su- 
perplastic alloys during tensile superplastic flow. This may limit the applications of su- 
perplastically formed parts in industries due to the deleterious effect of cavities on service 
properties (e.g. tensile, creep, fatigue and stress-corrosion performances). As a consequence, 
the cavitation behavior has received increasing study in the recent years [1]. 

Cavitation is most likely to develop at grain boundary particles in quasi-single phase 
alloys according to the previous experimental observations. Cavities may pre-exist from the 
thermo-mechanical process applied to produce the fine grain size. Stowell [2] has proposed 
that the volume fraction of pre-existing cavities can be determined experimentally as a 
function of strain. However, Chokshi [3] and Jiang [4] reported that there were no obvious 
evidences to support the concept of pre-existing cavities. 

Two cavity growth mechanisms were established: vacancy diffusion-controlled growth 
and plasticity-controlled mechanism. For diffusion-controlled mechanism, the cavity growth 
occurs by diffusion of vacancies into cavities through grain boundaries, which results in 
small spherical cavities. For the plasticity-controlled mechanism, cavity growth operates by 
deformation of the surrounding matrix. Both experimental evidences and theoretical models 
show that the plasticity-controlled growth mechanism is responsible for most of the cavity 
growth in superplastic alloys. 

The overall level of cavitation at a given strain will be decreased as temperature in- 
creases and the strain rate decreases. But, there was also a report for Al 5083 that increasing 
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the temperature leads to the increasing of cavitation [5]. The influence of grain size, rolling 
direction and particle distribution were also investigated [6-8] and the superimposition of 
hydrostatic pressure will retard the cavity nucleation by increasing the size of a stable cavity 
nucleus [9]. 

Cavity stringers were formed either along the tensile axis or along the rolling direction 
in a few superplastic alloys. In Cu - 2.8A1 - 1.8Si - 0.4Co alloy [13] and Zn - 22% Al 
alloy [14], changing the direction of gauge length aspect to the tensile axis did not influence 
the alignment of cavity stringers along the tensile axis. However, Caceres and Wilkinson [23] 
tested Coronze CDA 638 alloy with the tensile axis machined perpendicular to the rolling 
direction and reported the formation of cavity stringers perpendicular to the tensile axis. 
The difference between these two alloys is the existence of Co-rich particles in CDA 638, 
whereas particle-free in Zn - 22%A1 alloy. Hence, the role of particles in cavitation behavior 
needs to be evaluated. 

In Al 7475, Bampton and Raj [15] tested under multiaxial stress and reported that the 
increases in cavitation with plastic strain for all the stress states are nearly the same. The 
data were limited to ee < 1.4, and the cavity volume fraction was less than 0.5%. By contrast, 
a recent investigation of the superplastic Al 5083 showed that under the biaxial stress state, 
cavity volume fraction was higher than that in the uniaxial stress state [16]. It suggests 
from these results that a possible difference in cavitation behavior between multiaxial stress 
states at different strain levels may exist. 

Despite these progresses, more work is needed to understand cavitation behavior of 
aluminum alloys. In particular, the distribution and development of cavities under various 
stress states are required. Al 5083 has been mostly studied under uniaxial superplastic 
conditions, and some quantitative information has been reported [5]. In the present study, 
the behavior of an Al 5083 alloy is investigated under biaxial superplastic conditions by 
means of a detailed quantitative metallography. A FEM model was also used to calculate the 
pressure profile so as to maintain the constant strain rate during balance-biaxial superplastic 
forming. The specific objectives of this research were four-folded. 

• To evaluate the influence of the rolling direction on the formation of the cavity stringers 
in this alloy 

• To identify the pre-existence and concurrent nucleation sites for cavitation in Al 5083 

• To compare the difference of cavity growth rate between different stress states, the 
diffusion-controlled cavity growth and the power-law controlled cavity growth operate 
independently and dominate at the different strain levels 

• To examine the cavity interlinkage behavior under different stress states 

76 



6.2    Experimental Procedures 

Al 5083 alloy used in this study was produced by Sky Aluminum, Japan and received in the 
form of a cold rolled sheet with a thickness of 2.0 mm. The nominal chemical compositions are 
showed in Table 6.1. The as-received alloy shows large elongated grains with the appearance 
of the dendritic structure (Figure 6.1). Complete static recrystallization can be reached by 
heating up to 555°C in 40 minutes to produce an equiaxed grain structure with an average 
grain size of \l\xm (Figure 6.2). 

Table 6.1: Chemical composition of Al 5083 alloy (wt.%) 

Mg Mn Cr Fe Si Ti Al 

4.70 0.65 0.13 0.04 0.04 0.03 bal 

The uniaxial superplastic testing was performed under a constant strain state of 5xl0"4s~ 
at the temperature of 555°C and Al 5083 was expected to exhibit maximum superplastic 
elongation under that condition. Tensile specimens with a gauge length 12.5 mm were ma- 
chined from the as-received material with a tensile axis either parallel or perpendicular to 
the rolling direction. Tensile tests were performed in a vacuum furnace attached to the MTS 
machine. Tests were interrupted before fracture to measure the growth of cavitation damage 
with plastic strain. Cavitation was studied in detail by pulling different specimens up to the 
elongation of 100, 150, 200, 250, 320 (failure), respectively. Unless noted, all the experimen- 
tal data reported here are for specimens whose rolling direction is parallel to the tensile axis. 
A few additional experiments were performed in which tensile axis is perpendicular to the 
rolling direction. 

Equibiaxial samples were blow-formed cones in different diameters and trays with 
stepped geometry. Metallographic samples were cut from bottom centers of both trays and 
cones, and the 3D corners of a tray were selected to represent an equibiaxial state of stress. 
FEM simulation was used to calculate the pressure-time profile to maintain the constant 
strain rate during the biaxial deformation. Uniaxial samples were sectioned parallel to the 
tensile axis, and biaxial samples were cut in the region formed in the equibiaxial state of 
stress identified by means of the FEM modeling as well as the shape change of the meshes 
etched on the sheet surface prior to forming. 

The uniaxial and biaxial specimens were metallographically polished, and microstruc- 
turally examined for cavitation after the cavity measurement by desitometrical technique. 
Great care was taken in the polishing process to provide the scratch-free surface that^ is 
suitable for the quantitative measurement of cavitation. Because the distribution of cavities 
changes with thickness and fewer cavities shows in the outer layer (Figure 6.3). A substantial 
amount of materials were removed to show the cavitation in the center part. The final stage 
of polishing was conducted with 0.05^m diamond paste using a very low pressure. Metallo- 
graphie examination of cavitation was performed using both scanning electronic microscopy 
(SEM) and optical microscopy.   Several sections from each metallographic specimen were 
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examined by SEM and 10 - 15 photographs taken from it were analyzed for quantitative 
evaluation and averaging. IMIX image analysis system was used to give the information of 
cavity dimension, shape, orientation, and number, in which the minimum cavity radius was 
set as 1.7 /mi. Densitometry was also used to measure the extent of cavitation. To iden- 
tify the nucleation site and grain boundary features, some of the polished specimens were 
anodized with 50% methynol, 48% water/and 2% HF, 30 A DC current in 1 min. X-ray 
diffractometer was used to identify the composition of particles. 

6.3    EXPERIMENTAL RESULTS 

The development of cavitation was studied at the constant strain rate of 5 x 10~4s-1. The 
samples that were deformed to a different strain level were examined by SEM and optical 
microscopy in terms of size, shape and distribution of cavities. In the following sections, 
we first discuss the results from the uniaxial specimens with the tensile axis parallel to the 
rolling direction. 

6.3.1    The micro-structural observation of cavity nucleation 

To obtain the information of the preferred nucleation site of cavities, several specimens tested 
to different strains both biaxially and uniaxially were anodized and examined by scanning 
electronic microscope and optical microscope. 

Figure 6.4 is the optical microphotograph of the as-received material after thermal- 
mechanical treatment for grain refinement. Particles with the biggest radius up to 10 /mi 
are aligned in a direction parallel to the rolling direction. The particles were identified as 
AlßMn by Philips Xpert X-ray diffractometer. Higher magnification indicates that the large 
particles were broken up, and cavities were formed (A) between the crashed sections, as 
well as (B) around the large particles. These pre-existing cavities are aligned in a direction 
parallel to the rolling direction. 

After complete static recrystallization by heating to 555°C in 40 minutes, the size and 
the number of pre-existing cavities were reduced. Density measurement of this specimen 
shows 0.06% less than that of the specimen cut from grip area where the static hydraulic 
pressure was applied under which the pre-existing cavities could be eliminated. Figure 6.5 
shows the same specimen observed by scanning electronic microscope after recrystallization 
without deformation. It can be noted that cavity was generated in the vicinity of large 
particles, but absent around the small precipitate particles. There are clear evidences that 
cavities pre-existing around particles. However, detailed observation indicates that the pre- 
existing cavities are not very common owing to the generation of cavities only around some of 
the large particles. Considering the population of cavity after deformation, the pre-existing 
cavity does not play an important role. 
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Figure 6.6 is an optical microphotograph from a specimen anodized and observed with 
DIC. It indicates that when the alloy was deformed to the strain of e=0.66 biaxially, cavities 
were observed at the triple points of grain and on the grain ledge. Inspection at higher 
magnification with scanning electronic microscope, the microphotograph (Figure 6.7) of the 
specimen pulled to an elongation of 260% shows that the particles distribute along the 
cavities which developed along the grain boundaries. Detailed observation suggests that 
large particles existed inside the grain without the appearance of cavities, and there was no 
evidence for cavity pre-existing around particles with size of < 0.5/xm(???) after heating to 
555°C in 40 minutes, during which static recrystallization completed. 

Scanning electronic microscope was used to observe the preferred nucleation site for 
cavities at different strain level under both stress states and Figure 6.8 is a montage of a 
specimen biaxially stretched to the strain level of e=0.75(Figure 6.9), where a large particle 
labeled A was located on the grain boundary. Detailed inspection indicates that large par- 
ticles in the grain were not associated with the presence of cavity shows that cavities were 
generally related to the particles located on the grain boundary 

subsectionThe formation of cavity stringers and the development of cavity under dif- 
ferent stress state 

Several specimens were examined to determine the influence of the rolling direction, 
the tensile axis, and the stress states on the cavity stringers. Essentially, similar trends were 
found under both stress states. General comments concerning the appearance of cavitation 
in these samples: For all of the samples examined microscopically, there was a maximum 
level of cavitation near to the fracture tip and a decrease in the extent of cavitation with 
increasing the distance from the point of fracture under both stress state. Cavity stringers 
can be identified as parallel to the rolling direction in all the cases. On the other hand, 
cavity growth rate, density of number, and morphology appears different in uniaxial stress 
state from those in biaxial stress state. 

Figure 6.9 shows the montage of the polished specimen stretched to e = 0.4 under the 
equibiaxial stress state, in which the rolling direction is horizontal. The formation of cavity 
stringer is very evident, and the cavities are essentially rounded with the maximum radii of 
8 - 10 jum. Inspection at higher magnification gave limited evidence for cavity interlinkage 
along a direction both parallel and perpendicular to the rolling direction. Figure 6.10 depicts 
the development of cavitation of tensile specimens pulled to, (a) e = 0.8 with the gauge 
length parallel to the rolling and (b) e = 0.6 with the gauge length perpendicular to the 
rolling direction. The tensile axis is horizontal in both of these two microphotographs. 
Cavity stringers parallel to the rolling direction still could be identified in both of these two 
microphotographs. 

In all these three pictures, the alignment of cavities in stringers parallel to the rolling 
direction can be observed. It is noted that at lower strain levels (e < 0.6), under both of the 
stress states the morphology of the cavities appear to be spherical and limited interlinkage 
along the rolling direction can be observed in Figure 6.9 and Figure 6.10 (b). At higher 
strain level, e = 0.8, the cavity interlinkage occurs along both direction.   Comparing the 
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three photos it can be found that with the increasing of strain levels the cavity stringers 
become more and more unclear. 

The appearances of cavity at higher strain, e = 0.85, under (a) uniaxial stress state, 
and (b) biaxial stress state are presented in Figure 6.11 with the rolling direction horizontal. 
The cavity stringers are masked due to the interlinkage of cavities, which can be observed 
in both microphotographs. It can be also noted that the interlinkage appears not only in 
the direction parallel to the rolling direction (A-A), but in the transverse direction (B-B). 
A comparison of (a) and (b) reveals that the interlinkage is more serious in uniaxial state 
than that in the biaxial state, but the number density of cavities appears more in the biaxial 
stress state. 

The quantitative data obtained using densitometry, and IMIX image analysis are sum- 
marized in Figure 6.12 (a) in the form of cavity area fraction versus equivalent true strain, 
and Figure 6.12 (b) the top ten cavities mean area versus equivalent true strain for speci- 
mens deformed in both stress states. Top ten cavities mean size can represent the growth 
rate. Essentially, the data for biaxial state are higher than that in the uniaxial stress state. 
The growth rate in both plots shows faster in biaxial stress state. Figure 6.13 illustrates the 
variation of the density of cavity number with strain. Cavity number continuously increases 
with strain, and at a specific strain level, cavities are more in biaxial state. 

Figure 6.14 illustrates the cavity size distribution at a specific strain level, e = 0.7. 
It is clear that at both stress states, small cavities are more. The two plots intersect at 
radius of 4.2 ßm, exhibiting higher in biaxial stress state, and the size distribution shows 
that more small cavities. The size distribution line in uniaxial state intersects with that of 
in the biaxial state, suggesting that more large cavities appearing in uniaxial state, which is 
consistent with the result showed in Figure 6.6. 

Figure 6.15 is an optical photomicrograph near the fracture tip and shows the oc- 
currence of grain boundary cracking in a uniaxial specimen elongated to failure. Higher 
magnification scanning electronic photomicrograph (Figure 6.16) illustrates clearly the de- 
velopment of cavities at particles along with the occurrence of the grain boundary cracking. 
It is important to note that, as observed in copper and Al Cu Li - Zr alloys [3,14], the 
grain boundary cracking was not observed at the early stage of deformation but only at the 
later stage. Comparison of the two stress states indicates that the crack-like cavities occurs 
at lower true strain than that in the biaxial state. 

By comparing the cavity morphology under both stress states at different strain levels, 
it can be noticed that more cavities were generated at biaxial state, but the interlinkage 
occurred earlier at uniaxial state. This observation is constant with the plots in Figure ??. 
Microsection taken from the uniaxial fracture tip shows that a small number of cavities 
were generated in uniaxial stress state, but the cavities do interlink to very large sizes 
leading to failure. On the other hand, microphotographs taken from the biaxial near fracture 
tip appears more and the same large cavities. This may suggests that more cavities were 
nucleated in the biaxial stress states. Measurement of the thickness at both fracture tips 
indicates that the failure thickness are 0.87, 0.69 for uniaxial and equibiaxial stress state 
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respectively. 

6.4    DISCUSSION 

6.4.1    Pre-existing cavities and cavity nucleation 

Several models was established on the assumption of the presence of the pre-exist cavities 
generated during the thermal-mechanical process used to refine grain, but very few experi- 
mental evidence were provided [19], owing to the small size of pre-existing cavities and low 
resolution of optical microscope. In previous work, the presence of large pre-existing cavities 
(> 1/xm) were found in Al-4.5Mg-0.5Cr and Pb - Sn alloys [20]. Most of the superplastic 
alloys did not show the large pre-existing cavities, 'but the presence of smaller pre-existing 
cavities with the dimensions less than 0.1//m can not be ruled out. 

The present .work shows the clear evidence of the existence of the pre-existing cavities 
at the interface between matrix and Al6Mn particles. During the cold rolling process, these 
particles break up into stringers parallel to the rolling direction. The plasticity of the matrix 
is not so high that the discrepancy was produced at the interface, and the broken of the 
brittle particles induced the pre-existing cavities between the particles. These cavities with 
the radii up to 5 ßm ware only observed around very large particles, and these large cavities 
were significantly sintered during the process of static recrystallization prior to superplastic 
deformation. As noted by Chokshi and Mukherjee [9], the sintering of the cavity is essentially 
the reverse process of the diffusion controlled cavity growth. Therefore, the equation 6.1 used 
to determine the total time necessary to complete sintering was deduced from the diffusion 
controlled growth equation. 

«-•*£! (6.1) 
Q.'ySDgb 

where K is the Boltzmanns constant; T is the absolute temperature; Q, is the atomic volume; 
S is the width of the grain boundary; 7 is the surface energy; Dgb is the coefficient for the 
grain boundary diffusion and $ is a constant having a value of ~ 0.6. For aluminum based 
alloys, taking ft = 1.66 x 10"29m3, 7 = l.Um-2,6Dgb = 5 x 10-14e^(-84,000/JRT)m3

S-
1, 

and T = 828K. Assuming a pre-existing cavity with r = 0.5^m, the calculation using 
equation 6.1 reveal the complete sintering time of this cavity is ~ 3520s. This sintering 
time is close to the period of time used to uniform the testing temperature. But, for the 
cavities with r = 5/xm, the total sintering time will be ~ 3.5 x 107. The calculation from 
Jiang et al. for Al 7075 alloy shows that the total sintering time for a cavity with r = 0.05 is 
~ 0.03s [4]. It can be suggested from above analysis that small pre-existing cavities observed 
in the post recrystallization samples will be completely sintered out at the superplastic 
temperature before deformation. The pre-existing cavities with r > 0.5/xm could act as 
nucleation site in the subsequent superplastic deformation. In the present test, large cavities 
were observed around the coarse constituent particles, which can be considered as the nucleus 
of the cavitation. - 
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It is important to note, however, that the pre-existing cavities are not the only nucle- 
ation source and probably not the main one. There are three evidences revealing that the 
cavities continuously nucleated during the deformation process. 

First, it can be observed from Figure 6.4 and Figure 6.10 (a) that number of the pre- 
existing cavities with r > 0.5/mi in the undeformed sample are significantly less than total 
cavity number in deformed. Figure 6.13 shows that the cavity number density increases with 
strain and the cavities show a wide range of size (Figure 6.10 (b)). This implies that the 
cavities are nucleated continuously throughout the deformation. 

Second, the predicted results by using 

V = V0exp(r)e) (6.2) 

where V0, the pre-existing cavity volume fraction, was measured as 0.06 for Al 5083 by 
desitometry, and h, the material constant, equals 1.47 at 555°C. Figure 6.12 (a) shows that 
the experimental result is higher than the calculated result. Equation 6.2 was established 
on the assumption that all the cavities are pre-existed. This discrepancy may suggest there 
are additional nucleation mechanism. 

From the experimental results, it can be noticed that in tensile test, a change in the in 
orientation of the rolling direction with respect to the tensile axis will lead to a corresponding 
change in the direction of alignment of the cavity stringers. In the biaxial stress state, cavity 
stringers are also aligned in a direction parallel to the rolling direction. So, it suggests that 
the concurrent nucleation mechanism is also related to the particles. A possible mechanism 
for the formation of cavity stringers parallel to the rolling direction was proposed by Chokshi 
and Mukherjee [9]. In this mechanism, the sliding along the grain boundary will lead to 
the large elastic stress concentration at the apices of the particles which hinder sliding. 
Due to the rapid intercrystalline diffusion creep processes, small particles will generally 
not experience any significant stress concentrations and, consequently will not prone to 
nucleate cavities. At superplastic temperature, the localized Coble diffusion creep around 
the large particles involves the interphase diffusion coefficient and not the intercrystalline 
grain boundary diffusion coefficient. Since the interphase diffusion coefficient may be several 
orders of magnitude smaller than the grain boundary diffusion coefficient. The large stress 
concentration may not be relaxed around these particles and, thereby the cavities were 
nucleated. The mechanism is essentially consistent with the present observations. Both 
optical (Figure 6.6) and scan electronic microscope microphotograph (Figure 6.16) show the 
cavities located at the triple points and grain ledge. 

6.4.2    The influence of stress states on the cavity growth rate( 
behavior) 

A fundamental issue for cavity growth is whether the criterion for intergranular cavitation 
should be described in terms of the mean stress or the maximum principal stress. Theories 
suggest that the diffusion dominated cavity growth is controlled by maximum principle stress, 
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which differs little in uniaxial and balanced-biaxial, therefore in this stage the cavity growth 
rate is essentially identical in both stress states; whereas the power-law dominated cavity 
growth, which is the main cavity growth mechanism, was controlled by the mean stress that 
vary by a factor of two between uniaxial and balanced-biaxial stress state, therefore the 
cavity growth rate should be higher in the biaxial state of stress. The cavity growth rates 
per unit strain, fe, for these two mechanisms are given by the following expressions: (a) 
diffusion cavity growth in superplasticity [21]: 

dr _ MD9b {° ~ *) m) 

de br2kTe 

(b) power-law growth [6]: 

£ = *(r-h.) (6.4) 
de      3V       laj K     ' 

The parameter 77 in equation 6.4 can be readily extended to multiaxial states of stress. 
It can be shown that [6,22]: 

3 /m + 1 ■     .  , 
77 = -       sinh 
'     2 V   m    ' 

2 /2-m\ 
Kf 3 \2 + m 

(6.5) 

where, the geometric constant, ks, changes with stress states. It has been shown that if 
50% of superplastic strain is attributable to grain boundary sliding, then ks = 1.5 and 2.25 
for uniaxial and equibiaxial straining. Based on this, the parameter, 77, can be calculated 
as 2.25 and 3.59 for uniaxial and equibiaxial stress sate respectively. By using parameters 
shown in 4.1 and 77, equation 6.3 and equation 6.4 were evaluated for a = 6MPa, and the 
results are shown in Figure 6.17 as a logarithmic plot of ^ vs. r. 

Since these two mechanisms operate independently, cavity growth is controlled by the 
one having the highest value of g. Inspection of Figure 6.17 reveals that the power -law 
controlled mechanism started to dominate earlier in biaxial stress state with the critical 
cavity radius (~ 1/xra) smaller than that in uniaxial stress state, and the growth rate is 
higher. Since the low resolution of the optical microscope and the minimum cavity radius 
was fixed as 1.7/xm in image analysis system, the morphology data was in the range of power- 
law controlled growth, thereby, the diffusion controlled mechanism is not important in this 
experiment. It can be noticed in Figure 6.12 (a) that both the cavity volume fraction and 
the increasing rate of it are higher in equibiaxial stress state than those in the uniaxial stress 
state. This is consistent with the prediction the Figure 6.17. 

6.5    CONCLUSIONS 

1. An Al-Mg-Mn-Cr alloy were deformed under both uniaxial and equi-biaxial stress state 
at a constant strain rate of 5xl0"4s_1 to compare the difference of cavity nucleation, growth 
and interlinkage behavior. 
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2. The pre-existing cavities were observed in the vicinity of Al6Mn particles in the 
post recrystallization material. The increase in the number density of cavities with strain 
and the wide range of cavity size at different strain levels suggests that the cavities nucleated 
continuously around the particles on the grain boundary during superplastic deformation, 
and the pre-existing cavities did not play an important role. 

3. In the early deformation stage, the alignment of cavity stringers formed always in 
a direction parallel to the rolling direction due to the Al6Mn particles lying in a stringer 
parallel to the rolling direction. At large strain level, the concurrent nucleated cavities and 
the interlinkage of cavities tends to mask the alignment of the cavity stringers. 

4. Cavity volume fraction obtained from density measurement, and number density, 
size distribution obtained from image analysis indicated that the cavity growth rate is higher 
in the equibiaxial stress state than that in the uniaxial stress state. 

5. The failure of the material occurred earlier in the uniaxial stress state than that 
in the equibiaxial stress state since in the uniaxial stress state, cavities were more prone to 
interlink. Stress analysis indicated that in the interlinkage area, higher stress concentration 
can be produced in the uni-axial stress state. 
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Figure 6.1:   DIC optical microphotograph of the as-received material showing elongated 
dendritic structure. 

Figure 6.2: DIC optical microphotograph showing equiaxed grain with the diameter of \l\im 
after recrystallization, 40 minutes, heating to 555°C 
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Figure 6.3: The disuniform distribution of cavities along the thickness direction indicates 
more cavities in the center. 

Figure 6.4: Particles alignment in a direction parallel to the rolling direction, pre-existing 
cavities can be found both around the large particles (a), and between the broken sections 
of large particles (b). The rolling direction is horizontal. 
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Figure 6.5:  SEM microphotograph shows that the pre-existing cavity was not completely 
sintered out after recrystallization.. 

Figure 6.6: DIC optical microphotograph, equibiaxially formed to e=0.66, revealing cavities 
developing at the triple points and the grain ledge. 
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Figure 6.7: SEM micro photograph showing that the cavity developed along the distribution 
of particles. 
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Figure 6.8: SEM microphotograph shows cavity developing around the large particles. 
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Figure 6.9:   Cavitation after equibiaxially formed toe = 0.4, showing cavities stringers 
aligned in a direction parallel to the rolling direction. The rolling direction is horizontal. 
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Figure 6.10: Microphotograph of tensile specimen pulled to (a) e = 0.8 with gauge length 
parallel to the rolling direction, (b) c = 0.6 with the gauge length perpendicular to the rolling 
direction, revealing that the cavities always aligned in the rolling direction. 
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Figure 6.11: After a strain of e=o.85 under (a) uniaxial stress state, and (b) biaxial stress 
state, cavity interlinkage occurred in directions both parallel and perpendicular to the rolling 
direction. The rolling direction is horizontal. 
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Figure 6.12: Cavity growth rate showing difference under unaxial and biaxial stress by (a), 
the variation of cavity volume fraction with strain, and (b). the variation of top 10 cavities 
mean ares with strain. 
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Figure 6.13: The population of cavity increasing with strain but showing different increasing 
rate under unaxial and equbiaxial stress rate. 
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Figure 6.14: The cavity population distribution at e = 0.75 under two different stress states. 
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Figure 6.15: Fracture tip showing the interlinkage of cavities along the a direction perpen- 
dicular to the tensile axis leading to the failure. 
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Figure 6.16: The crack-like cavities formed by developing along the grain boundaries. 
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Figure 6.17: The variation of cavity growth rate with cavity radius for specimens deformed 
under different stress states. The theoretical curves are shown for the diffusion, and power- 
law controlled mechanisms. 
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Chapter 7 

Design and Implementation of 
Internet Based Integrated Design 
System 

7.1    INTRODUCTION 

Software designers have to consider three dimensions of integration while integrating different 
components that run on different platforms. They are the control dimension, the data 
dimension and the user interface dimension [10]. The control dimension of an integrated 
system determines its communicational ability, i.e., the degree to which it communicates 
the findings and actions to each component, and the degree to which it provides means for 
the components to communicate with it. This includes the temporal aspect of immediate 
notification and the selective aspect of communication with a particular component. The 
data dimension of an integrated system determines the degree to which data generated by 
one component is made accessible and is understood by other components. The user interface 
dimension of an integrated system is the degree to which different tools present a similar 
external look-and-feel, and behave consistently in similar situations. 

There are two emerging classes of integrated systems that operate across network: 

• Multi-function systems that execute multiple applications concurrently. 

• Multi-mode systems that offer users alternative modes of operation but not concur- 
rently. These systems perform a single function at a time but can change the way they 
operate depending on the intermediate results. 

This paper focuses on the multi-mode systems that include tightly coupled hardware 
and software components. The design of such a system requires the use of a diverse set of 
concepts such as network programming, security, and coordination. 
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A framework, which forms the basis of this paper, explores the viability of extending 
a multi-mode integrated system over the Internet. The benefit is unprecedented: the in- 
tegrated system will be available to any user located anywhere in the world unlike most 
of the integrated systems that are available only over the Intranet. This framework uses 
client/server techniques and queuing procedures to handle requests from web clients; invokes 
the components in the proper order while coordinating the communication and the results; 
and displays the textual and graphical results via the Internet. The use of client/server tech- 
niques to perform distributed computing is not new; however, implementing such a system 
in the background of a web interface is new and it brings with it a host of new problems. 

The primary objective of this research is to design and implement a framework for 
developing an Internet-based Integrated Design System (IBIDS). For the purpose of demon- 
stration, a distributed mechanical engineering application has been selected. This application 
is used in the design and manufacture of engineering products using superplastic forming 
process (SPF) [1]. This research involves both computer science (integration, user interface, 
etc.) and mechanical engineering concepts. Only the former is addressed in this paper. Also, 
we are concerned with only the input and output from the individual components (software 
applications/tools) and not with the actual working detail of the tools themselves. Sec- 
tion 7.2 of this paper discusses the features of IBIDS. Section 7.3 provides the information 
on the design methodologies for developing an integrated system, web programming concepts 
and web security issues. Section 7.4 presents the rationale behind our design decisions, the 
framework of IBIDS, and the implementation details of the application. Section 7.5 contains 
the concluding remarks and the direction of the future research. 

7.2    FEATURES OF IBIDS 

Many business, scientific and engineering applications require user interaction for valid input 
data, invocation of different components in a specific sequence and the presentation of results 
in many different formats. To accommodate the above generic requirements, the IBIDS 
framework has been designed to include the following features: 

• A web user interface 

• User authentication 

• Input data validation 

• Notification of an approximate response time to the users 

• Statistical data collection for estimating turnaround time 

• Invocation of different software running on different platforms in the proper order 

• Textual and graphical display of results 
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• Flexible design to incorporate additional components to the system 

In addition to implementing these features, IBIDS carefully addresses the security prob- 
lems omnipresent in all web applications. 

7.3    ISSUES IN THE DESIGN OF IBIDS 

Since IBIDS is implemented over the network, it should also consider the web programming 
and security concepts apart from the integrated systems design issues. Integrated systems 
can be implemented in several different ways and the most commonly used methodologies 
are Client/Server model, Middleware and distributed software agent and are discussed in 
Section 7.3.1. Sections 7.3.2 and 7.3.3 discuss the concepts involved in web programming 
and security. 

7.3.1    Methodologies for Designing Integrated Systems 

The client/server software architecture is a versatile, message-based and modular infrastruc- 
ture that is intended to improve usability, flexibility, interoperability, and scalability as com- 
pared to centralized, mainframe, and time sharing computing. The traditional Client/Server 
model is used in tightly coupled systems [3].    ' 

Middleware is an enabling layer of software that resides between applications and the 
networked layer of heterogeneous platforms and protocols. It decouples applications from 
any dependencies on the plumbing layer, which consists of heterogeneous operating systems, 
hardware platforms and communication protocols by providing its own Application Program 
Interfaces (APIs) [4]. However, developing APIs for each component is very time/money 
consuming. 

Another promising paradigm for integrated systems is distributed software agents: pro- 
grams that are autonomous, network aware, and (potentially) move from machine to machine 
[5]. An integrated system that uses agents is described in reference [2]. 

7.3.2    Web Programming 

Web uses a client/server architecture in which a client uses a web browser to request infor- 
mation from a web server on the Internet. The web server can send two different types of 
web pages, namely, static and dynamic. A static page has all the data to be displayed by the 
browser and is typically an HTML document. A CGI (Common Gateway Interface) script 
invoked by a web server creates dynamic pages and the contents of these pages depend on the 
client's input into a form. The CGI scripts are written using the scripting languages such as 
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Perl, Python, Rexx, Tel, Visual Basic, and the Unix shells with CGI interface [8]. Scripting 
languages assume that there already exists a collection of useful components written in other 
languages. They are not intended for writing applications from scratch; they are intended 
primarily for binding together components. 

7.3.3    Web Security 

A server program that accesses the host computer's resources can be a source of potential 
security leaks in the following ways: 

• A server that provides read access to its document space may let anyone read any 
document and this can be avoided by user authentication. 

• A server that lets clients to write directly to its document space has to ensure that no 
one can maliciously alter the document space or introduce viruses. 

• A server that allows users to execute programs on the host computer may aid in break- 
ins to the system is not designed with utmost caution. 

As far as security is concerned, our focus is on user authentication, security of server and 
host environments of the different software components, and data transport between the 
server and the host environment [9]. We do not address the firewall, electronic commerce, 
-anonymity, and privacy or intrusion detection issues since they are not specific to our design 
[7]- 

There are a few kinds of authentication methods used on the Internet which include 
Basic authentication and Digest Authentication. Basic Authentication uses a conventional 
username and password that is passed openly across a network [6] and digest authentication 
uses a shared secret password, but verifies without sending the password openly [9]. 

There are two fundamentally different approaches to securing data in transit, namely, 
Secure Sockets Layer (SSL) and Secure-Hyper Text Transfer Protocol (S-http). While S-http 
marks individual documents as private or signed, SSL mandates the data channel used for 
communication between the corre-sponding processes as private and/or authenticated. 

7.4    DESIGN AND IMPLEMENTATION OF IBIDS 

As previously discussed, the interoperability among heterogeneous software and hardware 
environments, coordination of the component activities, and system security have to be con- 
sidered in order to design and implement an integrated system. The design of the framework 
and the rationale behind the selection of the programming language and other design deci- 
sions are described in section 4.1. Section 7.4.2 briefly introduces the operating environment 
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for the mechanical engineering application; and section 4.3 describes the implementation of 
IBIDS using this framework for the engineering application. 

7.4.1    Design of the Framework 

Prom the design point of view, there are three different types of software in IBIDS: 

• The web browser A web user sends request to the IBIDS using a web browser through 
the Internet. Typically a web browser is a client of the web server. 

• The web server   provides static/interactive web pages upon request and/or passes 
information to a CGI script. 

• The component software/tool individual software component that solves a specific 
problem. These components may run on machines in the same local area network 
(LAN) and share the same file system with web server, or they may connect directly 
to the Internet. 

Since a typical scientific or engineering application involves tightly coupled components, 
the Client/Server technology is best suited and is used in two layers as shown in Figure 1. 

• Job submission layer - the web user submits a request with all the required information 
through the web browser, the web browser is the client and the web server is the server. 

• Job processing layer Once the web server gets all the required information, all the 
component software have to be invoked in the proper order and with proper commu- 
nication. In this case, the web server is the client and the component software is the 
server. 

The above design unfortunately introduces major security holes since the web server 
runs as a user nobody with privileges to access any information. So the idea of a Middle 
Ware (referred to as the Mid-Ware in Figure 2) is introduced along with the Client/Server 
method to isolate the application layer from the web server [3]. Thus the framework shown 
in Figure 1 has been modified to introduce the isolation layer and queues, and the new 
framework is shown is Figure 2. 

In the" new framework shown in Figure 2, web users access the web server of IBIDS 
through the Internet and provide the required information. The web server and the Mid- 
Ware reside on the same machine. The web server on receiving the information saves them 
to a User- Request-Queue which can also be accessed by the Mid-Ware. Once the User- 
Request-Queue has been updated, the Mid-Ware takes control. It reads the request from the 
User-Request-Queue; decides on all the necessary software components to be invoked; creates 
all the necessary component requests; and sends them to the different components in the 
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Figure 7.1: Client/Server technology in IBIDS. 
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proper order. Each software component is provided with its own interface in order to achieve 
a secure environment and the Mid-Ware communicates with this component interface via a 
queue. 

Two possible situations arise when the Mid-Ware sends the requests to the software 
component interfaces: 

• If the component is located in the same LAN and shares the same file system as the 
Mid-Ware, the requests are saved directly to the request queue of the component. 

• If the component is connected through the Internet, the requests are sent to the com- 
ponent interface, and the component interface adds the requests to its request queue. 

After sending all the requests, Mid-Ware then waits for the results. Component inter- 
faces simply read their request queues; run the respective software components and place the 
results of different requests into the result document space. All these results are collected 
by Mid-Ware into a web page and the URL of the result web page is sent back to the web 
user. 

From the design of the framework, it can be seen that the following elements have to 
be implemented: 

• All the necessary web pages and the form-related CGI programs, which form the web 
user interface 

• Mid-Ware, which is the bridge between the web server and the components 

• The interface for the components which manages the component-request-queue; runs 
the component and places the results into the result document space. 

In the following section, the environment chosen to demonstrate this design is briefly 
introduced. 

7.4.2    Hardware and Software Components of the Engineering 
Application 

For the purpose of demonstration, a mechanical engineering application has been selected. 
This application is used in the design and manufacture of aerospace products using Super- 
plastic Forming (SPF) methods. The layout of this distributed environment is shown in 
Figure 3. 

The computer hardware includes a Silicon Graphics (SGI) Origin 200 Server (hostname: 
amml) and two Silicon Graphics (SGI) 02 workstations that run under UNIX, (hostnames: 
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Component: Pre-design 
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Figure 7.3: Operating environment. 

ammlo2 and ammlo2e) and, a Dell PC which runs Microsoft Windows NT 4.0 (hostname: 
ammlpc3). The software components of this application are as follows: 

• Pro-E: Computer Aided Design (CAD) software for SPF component that runs on SGI 
02 (ammlo2e) 

• MARC/Mentat: Pre- and Post- Processing for SPF component that runs on SGI Origin 
200 (amml) 

• Pre-design software for SPF component Cone that runs on the second SGI 02 (ammlo2) 

• Pre-design software for SPF component Long Box that runs on Dell PC (ammlpc3) 

• Post-design software that runs on ammlpc3 and ammlo2 

7.4.3    Implementation of the Mechanical Engineering Applica- 
tion 

Perl is used to implement Mid-Ware and the component interfaces of this system since it 
has a very convenient CGI and network programming interfaces. HTML is used to create 
all web pages, several JavaScript functions are added to HTML codes to validate the input 
data from user. Figure 4 shows the implementation of IBIDS. 
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Figure 7.4: Implementation of IBIDS. 
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Mid-Ware is a daemon program that runs on the same machine as the web server. 
It checks the User-Request-Queue periodically; processes a request by preparing the input 
templates; communicates with the component interfaces in the proper order; collects the 
textual and graphical results into a web page; and notifies the user the URL of the result page. 
If the component servers share a file system with the web server, the request is directly written 
to request queue. Otherwise, Mid-Ware creates a socket to communicate with the component 
interface via the Internet and the component interface adds the request to its queue. The 
component interface is also a daemon program that runs on each component server. It 
checks the request queue periodically; processes a request by running the component; saves 
the results in a directory. 

Basic user authentication has been added to disallow unauthorized accesses. Very 
secure CGI scripts have been written to avoid malicious attacks. Further, the Mid-Ware 
isolates the execution of programs from the web server script. A fully functional system has 
been implemented and is currently being used via the URL http://amml.eng.fsu.edu/~shi. 

7.5    Summary and Conclusions 

We have presented a framework for an Internet based integrated design system (IBIDS). 
The design considered the control, data and user interface dimensions along with web secu- 
rity. It combined the traditional client/server technology with the middleware to address the 
security problems inherent in all web applications. It also used Basic User Authentication 
method to control access to the system as well as the results. A mechanical engineering ap- 
plication involving the manufacture of superplastically formed components was implemented 
to demonstrate the framework. The design is flexible enough to add more components using 
the request queues and the component interfaces. Further work is in progress to include 
exception handling with respect to software and/or hardware failure and resource allocation. 
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Chapter 8 

Conclusions 

A micro-mechanical model using the concept of threshold stress has been proposed to model 
the superplastic deformation process. On a grain level, strains produced by diffusional and 
dislocational accommodation mechanisms are explicitly computed based on the fundamental 
material properties. The self-consistent method using Eshelby's approach is used to account 
for the effect of heterogeneity arising from the crystallographic orientation and the consequent 
stress field. The model is successfully applied to aluminum-based conventional superplastic 
materials. The material constants including the threshold stresses (a*) are evaluated from 
experimental data. These constants except <7* are found to be true constants for a particular 
material irrespective of temperature and grain size etc. a* is found to be strongly dependent 
on temperature and independent of grain size. <r* is also expressed in the form of activation 
energy, which can explain the decrease in CT* levels with increase in temperature. Efforts to 
apply the threshold stress concept to the high strain-rate superplastic (HSRS) materials are 
currently in progress. 

The model has been extended to characterize the dual-phase superplastic deformation 
process and is successfully applied to two-phase Ti-6A1-4V and Zn-22A1 materials. The 
flow stresses as a function of temperature and grain size and strain rate sensitivity (m) 
are predicted for a wide range of strain rates. The threshold stress (a*) introduced to the 
diffusional flow at slip system level manifests as experimentally observed threshold stress 
at the macro level, and was found to be strongly dependent on temperature. The diffusion 
contribution to the strain rate is dominant at low strain-rate regions, while the dislocational 
contribution becomes significant as the strain rate increases in both the material systems. 

Interatomic potentials using Embedded Atom Method (EAM) are used in conjunction 
with molecular statics and dynamics calculations to study the sliding and migration of (110) 
symmetric tilt grain boundaries (STGB) in aluminum, under both applied displacement and 

force conditions. Three low energy configurations (corresponding to S3(lll), E3(ll2) and 

El 1(113) twin structures) are found in the [110] STGB structures when grain boundary 
energies at 0 K are- computed as a function of grain misorientation angle. "Pure" GBS 
without migration is implemented by applying external displacement.  The propensity for 
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"pure" GBS is evaluated by computing the energy associated with incremental equilibrium 
configurations during the sliding process, and the magnitude of the energy barriers is found 
to be much higher than that with migration. In contrast, in the applied stress conditions, the 
energy barriers are reduced due to the fact that grain boundary sliding of STGB is always 
coupled with apparent migration. Thus the study clearly shows that in these special grain 
boundaries(STBGs), migration is coupled with sliding during GBS. It is seen that when the 
free energy in the grain boundary decreases (more specialized boundaries approaching twin 
boundaries), the boundary offers more resistance to sliding and, consequently, migration. 
The computational results indicate that if we can engineer grain boundary, we can decrease 
the GB energy to decrease deformation rate (e.g. creep resistance) and increase GB energy 
to promote sliding (e.g. superplasticity). 

On macro level, we focus on pre-existing cavities and cavitation evolution. Although 
the subject of pre-existing cavitation is controversial, it does exist in the two important 
Aluminum based superplastic materials we have examined. The evidence is provided by the 
direct observation of as-received Al 5083 and Al 7475 sheet metal samples. The occurrence 
of pre-existing cavities is associated with second phase particles, especially those of a larger 
size. Numerical simulation verifies that there is a possibility of introduction of pre-existing 
cavities during single pass rolling process and that the occurrence depends on thickness 
reduction, particle size and bonding between particle and matrix. 

An Al-Mg-Mn-Cr alloy were deformed under both uniaxial and equi-biaxial stress state 
at a constant strain rate of bxlO~As~l to compare the difference of cavity nucleation, growth 
and interlinkage behavior. Cavity volume fraction obtained from density measurement, and 
number density, size distribution obtained from image analysis indicated that the cavity 
growth rate is higher in the equibiaxial stress state than that in the uniaxial stress state. The 
failure of the material occurred earlier in the uniaxial stress state than that in the equibiaxial 
stress state since in the uniaxial stress state, cavities were more prone to interlink. Stress 
analysis indicated that in the interlinkage area, higher stress concentration can be produced 
in the uni-axial stress state. 

A framework for an Internet based integrated design system (IBIDS) has been devel- 
oped. The design considered the control, data and user interface dimensions along with web 
security. It combined the traditional client /server technology with the middleware to address 
the security problems inherent in all web applications. It also used Basic User Authentica- 
tion method to control access to the system as well as the results. A superplastic forming 
processing was implemented to demonstrate the framework. 
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Appendix 

To determine the ratio of f- in the diffusion equation: 

The total strain rate contribution from diffusion can be considered to be the sum of 
the contributions from both lattice and grain boundary diffusion. 

^diffusion       ^lattice T" ^boundary 

td = h + h 

For each slip system in the model, the contribution from lattice and boundary diffusion can 
be given as, 

{k) 1 f-QL\M -1        'f-QB\Ak\ ed=alW2 e^_j (,„) + «>_ea;p (__) K) (<1) 

But from Ashby-Verrall equation (neglecting threshold stress), the contribution from lattice 
and boundary diffusion are given in macro scale as, 

loon 100ft/oorNr, ,  x 
«-iM^+kTW^Ds* (.2) 

where, 0, is atomic volume, k is the Boltzmann constant, 5 is the grain boundary thickness, 
a is the applied stress and DL and DB are the lattice and boundary diffusion coefficients at 
a specified temperature. 

From Equation (.1), 

From Equation (.2), 

eb _ ab Td2 exp {-QB/RT) 
et      at Td3 exp \-QL/RT) 

h _ db 1 exp (-QB/RT) 
ei      ai d exp (~QL/RT) 

eb = 3.35 DB 

h        d   DL 

(.3) 

(-4) 

Equating right hand side expressions in Equations (.3) and  (.4), 

ab 1 exp (-QB/RT) _ 3.35 DB 

at d exp \-QL/RT)        d   DL 

£& = 3 35DBexp(-QB/RT) 
at       '    DLexp{-Qt/RT) 
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where DB = D0B exp(-QB/RT) and DL = D0L exp(-QL/RT) 

Hence, 

ab     0 o8D0B — = 3.3—— = r 
&i DOL 

Since S, D0B and DOL are material constants, the ratio ab/cn is a constant for a given material 
independent of temperature, grain size etc. 

For example, the constant r for pure aluminum is 9.709 x 10-10. 
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