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PREFACE 

The initial co-sponsored Air Force Systems Command/Naval 
Material Command Science and Engineering Symposium was held at the 
Naval Amphibious Base, Coronado on 16 - 19 October 1978. The theme 
of the 1978 Symposium was "Advanced Technologies - Key to Capabilities 
at Affordable Cost." 

The objectives of this first joint Navy/Air Force Science and 
Engineering Symposium were to: 

. Provide a forum for military and civilian laboratory 
scientific and technical researchers to demonstrate 
the spectrum and nature of 1978 achievements by their 
services in the areas of 

. Armament . Human Resources 

. Avionics . Materials 

. Basic Research . Propulsion 

. Flight Dynamics 

. Recognize outstanding technical achievement in each 
of these areas and select the outstanding technical 
paper within the Navy and the Air Force for 1978 

. Assist in placing the future Air Research and 
Development of both services in correct perspective 
and to promote the exchange of ideas between the Navy 
and Air Force Laboratories 

. Stress the need for imagination, vision and overall 
excellence within the technology community, assuring 
that the air systems of the future will not only be 
effective but affordable. 

Based upon the success of the initial joint symposium (which 
was heretofore an Air Force event), future symposia are planned with 
joint Navy/Air Force participation. 
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The Electronic and Electro-Optic Future öf III-V Semi- 
conductor Compounds      ~~ 

ABSTRACT 

This paper will assess activities directed toward 
the material development of a III-V compound semicon- 
ductor based microwave, millimeter wave and electro- 
optic technology.  The background and status of the 
materials and device work on III-V compounds will be re- 
viewed.  Questions concerning the materials aspects, 
band structure, transport and chemical properties arid 
device status, as well as other pertinent areas, will be 
discussed to help resolve the primary question - what is 
the future of III-V compounds, binary, ternary and 
quaternary.  The various current activities will be re- 
viewed and projections of the device potential will be 
made based on materials progress. With any device tech- 
nology, no matter how fine the arguments for improved 
device performance, nor how good the actual proven per- 
formance of prototype devices, the fact remains that no 
device is viable until the materials technology is well 
developed.  Conversely, device or system needs are 
required to push the materials technology.  The implica- 
tions of this problem of which comes first, the material 
or the device will be explored. 
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1 

Introduction 

This report will present the rationale for the 
extensive materials efforts being expended by the DoD in 
III-V materials. The background and the current status 
will be summarized, however, there are a number of 
extensive review articles and conference proceedings avail- 
able for this information (1,2,3,). 

Questions concerning the materials properties, 
electro-optic physics, chemical properties and device 
potential will be presented to help resolve the more funda- 
mental questions: why work on the III-V materials which 
are inherently more costly than silicon? and, do the 
III-V alloys have any advantage over other semiconductors? 
In order to fully evaluate these alloys the potential of 
the materials for devices must be discussed.  At the outset, 
it must be stated that the major effort in the microwave 
and millimeter wave properties of the III-V alloys is 
being funded by the Department of Defense; however, in 
the fiber optic communication area there is considerable 
commercial potential and private industry is supporting 
a significant effort. 

Microwave and Millimeter Wave Materials 

The motivating drives within the semiconductor 
device industry are higher efficiency, speed and power 
and lower cost, noise and size.  The development of silicon 
for solid state electronics resulted in a major change in 
communications, computations, and other technologies. 
Indeed, today it is difficult to find an area of modern 
civilization untouched by the silicon revolution. 
Certainly the military has undergone an evolution in its 
basic strategy due in no small measure to the electronic 
capability available with silicon based semiconducting 
devices. 

This change in the electronic capability has 
occurred in less than 30 years with the introduction of, 
initially, the silicon transistor and then the integrated 
circuit.  Silicon was not the first semiconducting 
material in spite of its overwhelming dominance. 
Initially, transistors were, and are still to a limited 
extent, made from germanium.  However the energy gap of 
germanium, 0.65 eV, is too low, and intrinsic conduction 
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occurs below 100°C thus limiting the operating character- 
istics of germanium semiconducting devices. 

condu^^^fnS SS^bf^lsJ^ SufÄf^ 
operating range of silicon devices is improved compared 
E^fTT"' .0ther advantages of silicon Ire seeS in 
Table 1 where in terms of utilization the ability for a 
diffusionbased technology was and is a prime considera- 
tion for integrated circuit devices and systems  It Is 
not necessary to point out the impact the^iUcon in- 
tegrated circuit has made on the military system applica- 
™T»*aS-de^CeS  a! automotive ignition sysTemTto^ad- 
vanced missiles and satellites.  The silicon integrated 
liSUS ?aS m5de SJgnifiCant chan§es S t£e everylay 
lilt I*71**  °f each person in the civilized world f?om toys to modern communications. 

Indeed, if one considers the tremendous1 ranse of 
current and potential applications of silicon ^elec- 
tronics it is quite logical to ask: why spend large 

m?e?iIl°te^nMrC-S t0^eri°P °ther ^mLonduc^r material technologies which do not have many of the 

of theSIIIVv^ageS °J SilJCOn-  Amon«' the disadvantages o± the III-V compounds: they are relatively difficult 
to prepare, the elements are quite costly, they do not 
appear suitable for a diffusion based technology and 
at least to date, they are difficult to passir?7'   ' 

These disadvantages notwithstanding, in the area of 
SETS'lK^^T ™e  teehnologf't£ devices^ °f 
no? iL JL 5^TV maJer3-ais can perform functions which can- 
? Zube,readlly thieved using silicon. As seen in Table 
therefo?edhfaa°o ^^ InP are higher ^ ^con? therefore higher operating temperatures are possible 
At the charge carrier velocities, necessary for high 
^n^h?SerSti0n^.ga^lium arsenide (GaAs) and indiuT 
phosphide have,distinct advantages over silicon 
£ IS? -  shows that the low field mobility of GaAs (8600 cm2/ 
lull  LX2i£?£er ^an InP (4°°? cm2/v-sec) which in     * ' 
the velocitv of ?Kly Sr?aterthan Si; at higher fields 
tne velocity of the carriers in InP is significantly 
higher than in the others which projects l  highe? 7 

frequency of operation for devices based on InP  It is 
also evident that in contrast with Si, In? anfGaAs 
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possess a region of negative differential mobility which 
is used to advantage in transferred electron devices, 
TED.  Already microwave tubes are being displaced by the 
III-V semiconductors for low power applications.  Today, 
5 W devices at 8 GHz have been prepared (4) and there 
are projections for 5 W devices at 20 GHz (5).  Higher 
speed computers will require devices based on the III-V 
technology since' silicon, even with submicron technology, 
is velocity limited.  Signal processing in the millimeter 
or microwave range frequencies requires devices and 
material properties not available in silicon. NRL is 
currently doing in-house III-V material preparation 
activity in bulk single crystals and both liquid epi- 
taxial growth in thin single crystals and device research 
for microwave and millimeter wave devices. Other DoD 
laboratories having significant in-house microwave 
materials and devices efforts include Naval Ocean Systems 
Center, Air Force Wright Patterson AFSC, and the Army 
laboratories in the Electronics Command. 

Fiber Optics 

While the present primary commercial application of 
fiber optics is as either decorative or functional light 
guides, it has long been recognized that the enormous 
commercial potential of fiber optics lies in its use for 
short and long range communications. Recent advances in 
fiber optics component technology have paved the way for 
moving optical communications systems out of the lab- 
oratory and into commercial use.  This fact was dramatic- 
ally demonstrated in the summer of 1977 when both the Bell 
System (in its Chicago experiment) and ITT (at a loca- 
tion north of London) announced that they were install- 
ing commercial telephone service over optical links. 

The advantages enjoyed by fiber optics systems 
compared to their conventional coaxial calbe or twisted 
wire communications Systems counterparts are shown in 
Table 3. 

All of these advantages are reflected in urgent 
Naval and Air Force Communications Systems requirements 
for point-to-point, distributive network, and intrusion 
resistant and radiation hardened systems. 
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The basic building blocks of a fiber optic data 
transmission system are: 1) a transmitter (a solid state 
light source), 2) a transmission path (an optical fiber), 
and 3) a receiver (a solid state detector). The major 
technical breakthrough in long distance data transmission 
occurred in 1970 when Corning Glass Works announced the 
development of low loss, high quality fused silica 
fibers.  These fibers had attenuation losses as low as 
20 dB/Km.  Since then, fiber attenuation has dropped 
steadily. Presently, attenuations of 0.5 dB/Km or less 
have been achieved in the 1.1 to 1.3 ym region. 

An optimum light source is one which can couple 
maximum power with adequate bandwidth into the optical 
fiber.  Its wavelength should suffer only minimum 
attenuation in the fiber and should match the '.maximum 
responsivity of the photodetector. Materials selection 
for such solid state light sources reduces very rapidly 
to the III-V materials.  The indirect band gap of the 
elemental semiconductors and the stoichiometric varia- 
tions of II-VI materials eliminate these two classes of 
materials from consideration.  If, when we consider the 
III-V materials, we eliminate from consideration those 
compounds formed with B or N (since the preparation of 
these materials is difficult and insufficiently advanced 
to make P-N junction devices practical), then nine 
binary compounds and their 18 ternary alloys remain. 
Figure 2 shows: 1) six of these binary compounds and the 
distinct wavelengths they provide and 2) several of the 
more widely investigated ternary alloys and the wave- 
length ranges to which they correspond. 

The most widely used fiber optics light sources 
are LED or laser structures based on the GaAs-AlGaAs 
system.  This system yields the most efficient room 
temperature LEDs and CW lasers, because even without 
close control of alloy composition, this alloy system 
can provide almost perfectly lattice matched hetero- 
junction optoelectronic devices over the entire alloy 
compositional range.  The lattice matching inherent in 
this system effectively eliminates the misfit disloca- 
tions common at heterojunction interfaces of other alloy 
systems with poor lattice fit. The presence of such 
dislocations causes minority carrier recombination, 
morphology and surface recombination problems which de- 
grade or prevent device operation. 
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The function of the receiver or solid state light 
detector in a fiber optic system is to convert light 
signals to electrons which can be handled by traditional 
circuitry.  For the 0.8 to 0.9 wavelength range of the 
GaAs-AlGaAs emitters, silicon avalanche or P'-T-N photo- 
diodes are the most commonly used detectors because of 
their high efficiency, low noise, uniform response and 
high reliability. 

For long range optical communications one disadvan- 
tage of GaAs-AlGaAs sources is that their 0.8 to 0.9 ym 
output is  not optimally matched to the characteristics 
of the best available optical fibers. State-of-the-art 
fused silica fibers exhibit minimum absorption and dis- 
persion in the.1.1 to 1.3 ym region.  To take advantage 
of this inherent property of low loss fibers, so crucial 
to the successful solution of pressing Naval and Air 
Force long range optical communications problems, several 
in-house laboratories are actively engaged in the develop- 
ment of III-V quaternary alloy systems. Quaternary alloys 
have one more degree of freedom than ternary alloys. 
This additional degree of freedon permits the independent 
variation of the energy bandgap and the lattice constant 
over wide ranges.  Of the possible quaternary alloy 
systems covering this wavelength range the GalnAsP-InP 
system appears to be the most promising because: 

(1) Well controlled thin films have been grown via 
LPE, (2).Room temperature DH lasers emitting at wave- 
lengths between 1.0 and 1.3 ym have been fabricated 
successfully, (3) Operating lifetimes in excess of 5000 
hours have been achieved.  Thus it appears, that the 
necessary exploratory research for adequate source 
development in this alloy system is well underway.  Rome 
Air Development Command is doing growth of bulk 
InP single crystals and vapor phase epitaxial growth of 
binary and quaternary alloys.  Other DoD laboratories are 
doing vapor phase and liquid phase growth of 'III-V com- 
pounds for electro-optic applications. 

Current Efforts and Results 

The in-house activities on III-V materials at the 
Naval Research Laboratory and at Rome Air Development 
Command, L> G. Hanscom Field were undertaken to meet some 
of the critical needs for better substrates of GaAs and 
InP as well as to prepare epitaxial layers for electronic 
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and electro-optic applications.  The programs were so 
divided that semi-insulating substrates and liquid phase 
epitaxial growth of GaAs and InP was performed at NRL and 
"n" and "pM substrates of InP and vapor phase epitaxial 
growth of GaAs was performed at RADC.  Samples and 
information exchange were performed between the two 
laboratories as well as with other laboratories working 
in the ITI-V area. 

It was found quite early that the commercially avail- 
able compounded InP and GaAs was not of sufficient purity 
to prepare reproducible substrate material.  A compound- 
ing apparatus developed by E. Swiggard et'.'al. (6)  that 
uses a pyrolytic boron nitride (PBN) boat and protective 
liners (Fig. 3) has resulted in the ability to prepare 
high purity GaAs and InP with no detectable Si impurities. 
The impurity level of the GaAs is so low the material 
becomes semi-insulating due to residual oxygen. 

The high purity GaAs and InP is grown in single 
crystal form using the liquid encapsulated Czochralski 
method (Fig. 4) and a PBN crucible to hold the melt (7). 
Typical properties of the grown single crystals are 
shown in Table 4.  The GaAs can be prepared in semi- 
insulating form with residual oxygen doping for ion im- 
plantation applications and Cr/Te doped for liquid and 
vapor phase epitaxial growth.  The semi-insulating InP 
is Fe doped with the dopant concentration an order of 
magnitude lower than that previously necessary.  The 
single crystals have been used in in-house laboratories 
and in industry for physical and device evaluation; and 
results to date are so promising that industry is adopt- 
ing the methods developed.  A manufacturing technology 
program is scheduled for funding this fiscal year.  GaAs 
FET's have been prepared by direct ion implantation into 
the non-intentionally doped substrate.  Results to date 
indicate state-of-the-art device performance with poten- 
tially major cost savings.  The ability to prepare GaAs 
and InP devices by ion implantation directly into the 
substrate holds the promise of eliminating a major dis- 
advantage of the III-V's when compared to Si, namely 
III-V technology could be a diffusion like technology. 

For the first time InP FET's have been prepared by 
ion implantation (8) as a result of the availability of 
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high puirity semi-insulating InP substrates.  InP MISFET's 
have also been prepared and may open the potential of an 
MOS technology for the IIT-V*s. 

The liquid phase epitaxial growth is performed in 
an apparatus shown in Figure 5.  The introduction of a 
second well in the sliding seal boat has allowed the 
growth substrates to be etched just prior to growth. The 
etch back removes any damaged layer which may develop by 
heating and processing before growth (10). The epitaxial 
layers grown in this manner have resulted in the ability 
to make GaAs microwave devices having no extra buffer 
layers to protect the active layer from the substrate. 
V.L. Wrick et. al. (11) have used the etch back process 
to grow epitaxial InP layers of extremely high purity 
which previously was not attainable.  The processes 
developed are being used to prepare both microwave and 
electro-optic devices and can result in significant 
savings by having better epitaxial layer uniformity and 
reproducibility as well as by reducing the cost and 
increasing yield by removing the extra step of growing a 
buffer layer. 

As already mentioned for long range fiber optics 
communication systems, available quartz fibers show min- 
imum absorption and dispersion in the 1.1 to 1.3 micron 
range and InP-GalnAsP sources are developing nicely. 
Detector development however has not proceeded as 
smoothly.  GalnAsP-InP photodetectors have been developed 
which have demonstrated greater responsivity at 1.05 ym 
than the best Si photodiodes operating at 0.85 ym. How- 
ever development of quaternary avalanche and P-X-N diodes 
has not proceeded quite as smoothly due to the higher 
purity requirements necessary for efficient operation. 
LPE systems have thus far not successfully demonstrated the 
ability to reduce the as grown carrier concentrations to 
much below 1 x 1016 carriers/cm3 without resorting to pro- 
longed baking cycles„   ' 

In the case of GaAs, VPE systems have been used very 
successfully to achieve high purity layers ever since 
the mole fraction effect was first described by Cairns 
and Fairman (12).  Clarke (13) in England and Fairman (14) 
et, al. in the U.S.A. have successfully shown that the 
möieTraction effect can also be used to prepare very 
high purity InP.  In order to successfully fabricate high 
efficiency detector structures for the 1.1 to 1.3 ym 
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range by VPE, a vapor phase system must be developed which 
can successfully deposit high purity GalnAsP.  The hydride 
system originally described by Tiejten and Armick (15) 
appears to be ideally suited to handle the growth of 
5??^5?Then modified as sk°wn in Figure 9.  Kennedy et. al. 
Ub,l/) have successfully shown that the mole fraction- — 
effect also applied to the hydride system (Fig. 6) and 
have also determined the effect of the Ga/As ratio (Fig 6) 
%P°sxJ?-on temperature (Fig. 7), and HC1 concentration 
( ug'u  I  °n mobllity of the deposited GaAs layers.  A double 
tube hydride system designed to study the effect of various 
growth parameters on the purity of GalnAsP layers is 
currently under construction at RADC/ES (Fig. 9). 

Conclusion 

The promise of the III-V technology for military 
applications is just beginning to be realized. Those 
areas of electronics which can use the inherent cost 
advantages of silicon will continue to do so. However 
use of the IIl-V's will result in the development of new 
technologies in high speed logic and data processing in 
compact and reliable microwave and millimeter wave sys- 
tems, and in a revolutionary use of electro-optics for 
communications and control functions.  An example of the 
potential of the electro-optics is that in the first 
year of full service of a fiber optic link in Chicago by 
Bell Telephone an average outage rate of 0.02% or less 
for a conventional trunking system went down to a pro- 
jected rate of 0.0001% for the optical link.  Projected 
lifetimes for III-V lasers at room temperature are over 
one million hours. 

Thus, the cooperative in-house materials efforts 
are and will continue to aid the development of these new 
technologies in areas where the prime user is the 
military. Future work will be done in these military 
laboratories having the unique capabilities for materials 
development. Already significant advances have taken 
place in programs at NRL and RADC on a cooperative basis 
and industry is voluntarily making tests and devices 
using the in-house materials. 
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Table 1 

Advantages of Semiconducting Silicon 

1. Elementa1 s emi conduc to r. 

2. Relative ease to purify and grow single crystal, 

3. Diffusion based technology. 

4. Native oxide passification. 

5. Inexpensive and plentiful element. 

6. Large base in commercial technology. 
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Table 2 

Physical Properties of Si,   GaAs and InP 

Molecular weight 

Density (gm/cc) 

Themo cond  (w/cm°C) 

Melting point   (°C) 

Mobility . 
(cm2/v-sec)   (300°C) 

Eg   (eV) 1.11 I 1-43D 1.35D 

Si GaAs InP 

28.06 144.64 145.79 

2,328 5.316 4.787 

1,41 0.54 0.68 

1415 1,238 1.070 

1900 8,600 4,000 
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Table 3 

Advantages of Fiber Optics Systems over 

Traditional Communications Systems 

o Increased immunity to EMI and EMP. 

o Dielectric isolation between transmitter and receiver. 

o For greater intrusion resistance and security. 

o Wide signal bandwidths. 

o No spark, fire or short circuit hazards. 

o Smaller, lighter, and lower loss cables. 

o Ultimately lower cost. 
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Table 4 

Properties of LEC Grown GaAs and InP Crystals 

Material Dopant 
Mobility 
(cm2/v-sec) 

Resistivity 
(ohm-ein) 

Etch Pit 
Density 
cm" 2 

GaAs residual 

°2 
4000 (RT) 108 l-5xl03 

GaAs Cr: Te 1200 (RT) 108 it 

InP - 25,000 (77°) - l-5xl04 

InP Cr - lO3"4 ii 

InP Fe - 107 M 
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ELECTRIC FIELD tkV/cm) 

Fig. 1      Drift velocity versus  electric  field 
for GaAs,   Si and InP. 
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4000 GAUSS/*,cm/volt-sec, 77°K 
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Fig. 6 4000 Gauss mobility versus the 
hydrogen flow Xßte. 
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Collective Ion Acceleration and Intense Electron Beam 
Propagation Within an Evacuated Dielectric Tube 

Abstract 

Collective ion acceleration is the acceleration of ions 
to high energy by the electric field generated by electrons 
in an intense beam.  Collective ion acceleration can produce 
accelerating fields a hundred times higher than conventional 
accelerators, offering the promise of very compact accelera- 
tors.  However, these high fields have only been demonstrated 
in the laboratory over distances of a few cm.  The primary 
goal of collective ion acceleration research is to produce 
these high average fields over longer distances (meters) by 
control of the beam front velocity or beam plasma wave velo- 
city.  We report here the results of an experiment to evalu- 
ate a new collective ion acceleration method,17 which offers 
the promise of a passive technique for beam front velocity 
control.  An intense, relativistic electron beam (1.5 MV, 
65kA) is injected into an evacuated dielectric tube inside a 
metal cylinder.  When the beam current exceeds the space 
charge limiting current, propagation of the beam stops and 
most of the electrons are lost to the inside wall of the tube, 
liberating ions.  These ions provide partial space charge neu- 
tralization, allowing the beam to propagate.  Some of the ions 
are trapped by the potential well at the head of the beam and 
are accelerated to the beam front velocity.  We performed 
these experiments primarily to see if this technique, which 
was first demonstrated in a low voltage (83kV) machine, 
scales on higher voltage accelerators.  We demonstrated that 
this method does work at higher energies.  Peak ion to elec- 
tron energy ratio was about 10, with proton energies up to 15 
Mev.  Using nuclear activation techniques, about 10^-^ protons 
with energies greater than the electron energy were measured. 
Both radially and axially accelerated ions were observed. 
We also investigated the electron beam transport properties 
of the dielectric guide.  The dielectric guide has promise 
for transporting long pulse electron beams because currents 
in excess of the space charge limiting value can be propa- 
gated.  We found that the propagation characteristics depend 
strongly on the cathode geometry and that propagated energy 
decreases linearly with tube length.  The predicted increase 
of ion energy with tube length was not observed because only 
a small part of the current reached the end of the longer 
tubes in the most efficient ion acceleration geometry. 
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Introduction to Collective Ion Acceleration 

What is It?  Collective ion acceleration (CIA) is the 

TCO6 He" :" o°f ^V "* ^ *"**   f-"sgener^ted by 
tion It   rt        ?  electrons.  The ions travel in the same direc- 
and h*   I     electrons - opposite to the applied voltage - 
and have higher energy.  Conventional accelerators — for 
example, proton linear accelerators in which the ions are 

frLe
t r

ater 5? beln§ dra88ed al°n* in Phase ^ d" frequency (rf) wave - are limited in their average accele- 

de ermined K t^ValUeS °f abOUt U5*'™-      Thls Imitation is 
tl   /f !' WhlCh rf energy Can be supplied to 

tltntl  w      ?   y ^e maximum voltage which can be main- 
Conect

bJn fleCt"des without electrical breakdown. 
Collective acceleration — in which the high electric fields 

has1 ;;i:;in;d by ClUSterS °f electr°- instead of electrodes 

a      07 ;::nS nted/CCeleratlng fields UP t0 10° ti-s 
offer^n-     ?*  T*erefore> collective ion acceleration 
MntLn    p5omlse of very compact accelerators.  A one GeV 

! :s.r!5ir!"?.' sa.^ü.üs-. ssraji^s:^-^ 
6"C   r  een able t0 Pr°duce 10?V/cm OVer only a few cm. 

over8distaLrr%ent "Search is tD Produce these high fields over distances of meters. 

Applications of Collective Ion Acceleration.  CIA has 
of high accelerating fields, high 
the ability to accelerate both light 

gh ion currents are high, the output 
t pulses in present devices.  Future 
h average currents by operating at 
Some CIA methods (for example, plasma 

d operate continuously in principle 
tice by intense electron beam tech- 
can provide only short (submicrosecond) 

the potential benefits 
current capability, and 
and heavy ions.  Althou 
consists of single shor 
devices may produce hig 
high repetition rates, 
wave accelerators) coul 
but are limited in prac 
nology which currently 
pulses. 

Applications of CIA are listed in Table 1. 
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TABLE I.  Applications of Collective Ion Acceleration 

0 Advanced Concepts in Directed Energy Weapons 

0 Heavy Ion Acceleration for Inertia! Confinement Fusion 

0 Production of Transuranic Elements 

0 Electronuclear Breeder for Power and Fissionable 

Material Production 

0 High Intensity Neutron Source 

0 Injector for Other Accelerators 

Intense Relatiyistic Electron Beams.  Collective ion 
acceleration requires intense relativistic electron beams 
(IREB).  Such beams are not merely collections of individual 
particles; they are dominated by collective effects.  Typi- 
cal parameters for IREB technology are electron energy from 
1 to 10 MeV, current from a few to hundreds of kiloamperes, 
and pulse lengths less than 100 nanoseconds.  For these high 
current beams propagating in vacuum the electrostatic repul- 
sive forces are almost balanced by the magnetic pinching 
force.  If a small number of ions are introduced, partial 
electrostatic neutralization can occur and the two forces 
may be balanced. 

In the most common form of IREB technology, high vol- 
tage is generated by charging a series of capacitors in 
parallel and discharging them in series, the "Marx generator. 
The Marx generator charges a pulse forming line on a time 
scale of microseconds.. The pulse forming line provides a 
pulse tens of nanoseconds long to a field emission diode 
where the electrons are generated.  These electrons enter 
the experimental chamber through a thin foil window, or for 
experiments in vacuum, a foilless diode configuration may be 
used. 

Collective Ion Acceleration in Gas Filled Drift Tubes. 

CIA was first observed in this country when a relativistic 
electron beam was injected into a gas filled drift tube. 
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In these experiments, Graybill and Uglum observed P«*?« 
moving in the same direction as the electron beam and having 
a kinetic energy up to three times greater than the elec- 
trons.  Heavy ions were also accelerated and had energies 
proportional to their charge state.  Subsequent experiments 2 

increased the proton to electron energy ratio as high as 20. 

A number of theories to explain the accelerated ions were 
suggested,3 but subsequent experiments supported those theo- 
ries involving the formation of a space charge potential well 
at the front of the beam.  As a relätivistic electron bear. 
enters an evacuated conducting tube, the beam blows up to the 
walls of the tube because of the electrostatic repulsive 
forces.  Electrons remain in the vicinity of the anode form- 
inK a "virtual cathode."  When the work done by an electron 
emerging from the anode on the electric field of the virtual 
cathode just equals the electron voltage, the beam stops  ^ 
This is referred to as "space charge limited current flow, 
and its value depends upon the geometry of the drift tube 
and upon the electron energy.  The space-charge limited 
current can be approximated by 

•j-  , 17. ft    (for I in kiloamps) 
1+2 In (R/r ) 

This is the simplest form of the expression and assumes that 
*>> 1 and an infinitely long tube.  R is the radius of the 
cylindrical vacuum chamber, rb is the beam radius, and I   is 
the relätivistic electron energy factor 

%   = l/a-V2/c2)h   = 1 + E(MeV) /.511 

Current flow is limited to this maximum value until ions 
from the background gas or tube walls can neutralize the 

beam. 

Olson proposed4 that a deep potential well forms at the 
beam front; the depth of the well can be two to three times 
the electron voltage leaving the anode   No ac^"^°" "n 

occur unless the injected current exceeds the limiting cur- 
rent, the condition for the formation of the deep well   The 
acceleration depends upon the pressure of the gas in the tube 
because it affects the Ionisation time.  Acceleration can 
occur in the deep well phase (and gives an ion energy two to 
three times the electron energy) or in the propagation of the 
Deem front phase (ion energy greater than three times the 
electron energy). 

Miller and Straw verified the predictions of the Olson 
theory by carefully varying the injected current just above 

916 



and below the limiting current by modifying the drift tube 
geometry.5  Acceleration was only observed when I^I]_. 

CIA With Plasma Waves, A second category of linear 
collective ion acceleration methods is the plasma wave accel- 
erator.  In this method, the density of an electron beam 
propagating in vacuum with an external magnetic field is 
modulated with a plasma wave.  Ions are trapped in the troughs 
of the wave at low phase velocity; then the phase velocity of 
the wave is increased, accelerating the ions to high energy. 
The key feature of these schemes is that the phase velocity 
must be controllable over a wide range by modifying one of 
the experimental parameters.  There are two types of plasma 
waves: the cyclotron wave and the space charge wave.  The 
phase velocity of the cyclotron wave is controlled by changing 
the magnetic field (the "autoresonant accelerator"" is an exam- 
ple of this).  The phase velocity of the space charge wave is 
varied by changing the electron density through variations of 
the current.  Plasma wave accelerators are potentially the 
most promising of the various CIA schemes because they offer 
the possibility of continuous acceleration throughout the elec- 
tron beam pulse; not just at the beam front.  However, no one 
has yet been able to accelerate any ions by this method. 

Vacuum Diode and Drift Tube Experiments.  The third major 
type of linear collective ion acceleration geometry is the 
vacuum diode (also called the "Luce diode") geometry.  In this 
geometry, a pointed cathode is used with a dielectric anode 
with a hole in it.  Ions for neutralization and acceleration 
are generated from the anode by electron impact.  This geome- 
try has the distinction of having produced the best perform- 
ance of any CIA method: ion to electron energy ratio greater 
than 22, heavy ions accelerated to more than 6 MeV per nucleon 
(80 MeV 12C ions),7  and proton energies up to 50 MeV.8  The 
mechanism for CIA in the vacuum diode geometry has not been 
conclusively determined.  Both the net spacecharge theory" and 
a plasma wave mechanism ^ have been suggested to account for 
ion acceleration in this geometry. 

Control of Beam Front or Wave Velocity.  The key issue 
in all of these schemes is the control of the velocity of 
the moving electron beam front or plasma wave.  For gas filled 
drift tubes, 5 MeV ions have already been produced by trans- 
versely sweeping a laser ionization wave in cesium gas. 
Plasma wave accelerators using varying magnetic fields12 or 
varying the ratio of current to limiting current1^ for phase 
velocity control are now being tested.  In the vacuum diode 
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geometry, the controlled breakdown of a helical slow wave 
structure has been used to increase proton energies from 5 
KeV without the helix to 8 tteV with it.9 

Table 2 compares the best experimental results in each 
of these three acceleration -methods with those from the evac- 
uated dielectric tube experiments described in the next sec- 
tion« 
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Dielectric Tube Experiment 

Discussion of the Concept 

An alternative approach to collective ion acceleration 
has been proposed1? which offers the advantage of having a 
simple method of beam front velocity control.  When a rela- 
tivistic electron beam is injected into an evacuated dielec- 
tric (typically acrylic plastic) tube with the beam current 
in excess of the space charge limiting current, the beam is 
stopped by the formation of a virtual cathode.  (A concentra- 
tion of electrons on the other side of the anode foil which 
acts like a second cathode.)  The beam then blows out radi- 
ally, striking the dielectric wall and liberating ions. 
These ions provide sufficient charge neutralization for the 
beam to propagate a bit further, so that the potential well 
at the beam front travels down the guide at a velocity deter- 
mined by the rate of ion release from the walls.  Some of 
these ions are trapped in the potential well and carried 
along with the electron beam. 

The goal of collective ion acceleration experiments in 
many different geometries is to control the velocity of the 
beam front or of a beam plasma wave so as to produce very 
high accelerating fields over long distances (meters).  In 
the dielectric tube geometry, the velocity of propagation 
depends on the charge deposited per unit area.1? Therefore 
the beam front velocity is linearly proportional to the 
current and inversely proportional to the tube area.  A 
linearly increasing current pulse can provide a constant 
acceleration, resulting in increasing ion energy with tube 
length.  Thus the dielectric tube geometry offers the pro- 
mise of a passive method for controlling the beam front 
velocity without the complexity associated with externally 
swept ionization methods. 

The dielectric tube also provides enhanced electron 
beam propagation over conducting metal tubes.  Currents in 
excess of the space charge limited current can be propagated 
without the use of an external magnetic field.  These trans- 
port properties are desirable for a variety of applications 
including the transport of electron beams to the converter 
in radiation generators for nuclear weapons effects simula- 
tion and for the transport of electron beams to the target 
chamber in inertial confinement fusion. 

Experiments at Other Labs.  Two other groups have 
reported experimental results on CIA with dielectric tubes: 
SPIRE Corporation^ and the Lebedev Physical Institute in 
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Moscow. " SPIRE initiated this concept and performed the 
first experiments on a low energy electron accelerator (83 
kV peak diode voltage, 9 kA peak electron current, 0.3 kj 
beam energy).  The key results of their experiments were (1) 
average accelerating fields greater than 10" V/cm, (2) peak 
ion to electron energy ratio greater than six, (3) the beam 
front velocity could be controlled with guide geometry, (4) 
a threshold current density had to be exceeded before ion 
acceleration was observed, (5) ion energy increases with 
beam current, and (6) ion energy increases with tube length. 

The Lebedev experiments were conducted with a moderate 
energy electron accelerator (660 kV peak diode voltage, 11 kA 
peak electron current, 1 kj beam energy).  The most important 
Lebedev results were (1) peak ion to electron energy ratio 
greater than five, (2) beam front velocity did not depend on 
the diameter of the guide, (3) proton energy corresponds to 
the velocity of the beam front, and (4) the proton energy did 
not increase with guide length. 

The results reported in this paper are compared with the 
SPIRE and Lebedev results and with other CIA experiments in 
Table 2. 

Goals of this Experiment.  The main purpose of this 
experiment was to verify that the preliminary results obtained 
on the low voltage accelerator   scaled to higher energies when 
performed on a high voltage, high current electron beam machine. 
This goal, and others, can be summarized as follows: 

(1) energy scaling: does it work on a big machine? 

(2) length scaling: does the proton energy increase with 
tube length? 

(3) can the velocity of the beam front be controlled? 

(4) how are the propagation characteristics affected by 
the increased voltage and current? 

Experimental Technique 

The experimental configuration for the ion acceleration 
work, which was performed on NRL's VEBA facility, °   is shown 
in Fig. 1.  The beam was emitted from a pulsed cathode (A) 
and was injected into Lucite tubes (C) of various diameters 
(5 to 9 cm ID) and lengths (15 to 90 cm), each with a 6 mm 
wall thickness.  Experiments were performed both with and 
without an anode foil (B).  Attached to the 11-cm-diameter 
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stainless steel outer cylinder (D) was a Faraday cup (F), 
whose 12-mm-thlck graphite current collector (E) was located 
"^ 1 cm beyond the end of the Lucite tube.  The diode voltage 
was monitored with a capacitive divider and the diode current 
was deduced from a B loop. - Typically, the peak diode voltage 
was -N^I.5 MV and the diode current ^ 65 kA.  The pulse width 
(FWHM) was-v. 60nsec. 

Electron beam propagation was studied using the Faraday 
cup calorimeter.  The current striking the graphite collector 
was deduced from the voltage across a low-inductance, 2.3- 
rn.fi. shunt connecting the collector to ground.  A thermocouple 
connected to the collector was used with a digital voltmeter 
to measure the total energy delivered to the calorimeter. 

Two types of nuclear diagnostics were used to determine 
the number and energy of accelerated protons (and deuterons 
on a few shots).  A rhodium activation detector,1* located 

■■"N- 35 cm above a target attached to the front of the Faraday 
cup, was used to measure neutron yields from p,n and d,n 
reactions which resulted from bombardment of both the target 
and the Lucite tube.  The most detailed information was 
obtained by measuring the activation induced in the target.20 
To accurately determine the number of accelerated protons using 
this method, the proton energy and the interaction cross 
section at that energy must be known.  Discrimination of ion 
energies was achieved in two ways:  (1) by the use of targets 
with different reaction thresholds, and (2) by using stacked 
foil targets and relating the depth of activation to ion energy 
through range-energy relations.  Following a shot, the target 
was removed from the vacuum chamber and counted using a 3" x 
3" sodium iodide detector and a 512-channel pulse height ana- 
lyzer. 

Electron Beam Transport 

Studies of electron beam propagation in the dielectric 
guide were performed to check the validity of the model dis- 
cussed above.  First, the variation of transported current 
with an external, axial magnetic field was determined using 
a 4.1-cm-diam cathode and a 7.6-cm-diam x 45-cm-long Lucite 
tube.  The results are shown in Fig. 2.  With no magnetic 
field, the transported current rises rapidly to /v, 80% of 
the injected current.  There is a delay of ^ 10 nsec rel- 
ative to the diode current during which time the beam front 
electrons are lost to the wall, and consequently the trans- 
ported current pulse is shortened.  As the magnetic field 
is increased, there is a longer delay before the peak cur- 
rent is transported until, at a field of ^ 4 kG, current in 
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excess of the space-charge limit cannot propagate.  This 
result demonstrates that when eletrons are prevented from 
striking the wall and liberating ions to neutralize the 
remainder of the beam, transport is hindered.  With suffi- 
cient neutralization, however, most of the injected current 
can propagate. 

Energy transport as a function of guide length was 
measured with the calorimeter using 6.4-cm-diam guides of 
various lengths and three cathode diameters.  The results 
plotted in Fig. 3 show that the transported energy de- 
creases almost linearly with guide length and that best 
transport is obtained with the largest diameter cathode. 
The energy determined by integrating the product of the 
Faraday cup current and diode voltage waveforms agrees to 
within.^ 10% of the calorimetric value, indicating that 
most of the transported electrons have essentially their 
injected kinetic energy.  Since the peak current delivered 
is generally of the same order as the diode current but with 
a decreased duration, most of the energy loss evidently 
results from beam-front erosion.  Thus, propagation over 
longer distances might be possible with a longer diode pulse 
duration. 

A measure of the beam-front velocity was obtained by 
noting the electrons' arrival time at the Faraday cup with 
different guide lengths.  Results obtained with the 4.1-cm- 
diam cathode and 7.6-cm-diam guide are plotted in Fig. 4. 
These results imply a nearly constant beam-front velocity 
of ^/ 2 X 10^ cm/sec over the first 50 cm from the diode. 
Although protons traveling with this velocity would have an 
energy of only /-v, 2.1 MeV, it is doubtful that much trapping 
could occur with such a high initial beam front velocity. 
With smaller diameter cathodes, the arrival time of the 
electrons varied a great deal from shot to shot, so that no 
meaningful beam-front velocity could be deduced. 

Finally, a ribbed guide was fabricated with 5-mm-wide 
grooves cut azimuthally at 1-cm intervals in the inner wall 
of a 6.4-cm-diam, 15-cm-long Lucite tube.  The arrival time 
of the beam at the Faraday cup was delayed by   20 nsec com- 
pared to the smooth tube, presumably because the increased 
dielectric surface area impeded the release of ions from the 
wall. 

Ton Acceleration.  Thick graphite and copper targets 
were used to study ion acceleration, and from the reaction 
thresholds .C3..2 MeV for 13CCp,n) 13N and 4.2 MeV for 63Cu 
Cp,n)63zn) a minimum proton energy was determined.  As might 
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be expected from the preceding discussion, no significant 
acceleration of protons to energies in excess of 3.2 MeV 
was observed with the 4.1-cm-diam cathode, nor with cath- 
odes of 5.7 and 6.7 cm diam.  However, use of smaller dia- 
meter cathodes (12.7 mm and 3.2 mm diam) did produce sig- 
nifant acceleration.  Best results were obtained using the 
configuration shown in Fig. lb with a 6.4-cm-diam, 15-cm- 
long guide.  Evidently the larger injection current densi- 
ties obtained with the smaller cathodes together with their 
lower limiting currents produced more favorable proton 
trapping and potential well formation.  Unfortunately, the 
low beam transport obtained with the small cathode (Fig. 3) 
prevented a Study of scaling with guide length. 

Stacked foil targets, consisting of 50-cm-thick Cu and 
25-um-thick Ti foils were used with both smooth and ribbed 
guides in the optimum acceleration configuration to provide 
proton energy spectra.  Accelerated proton yields were gene- 
rally smaller with the ribbed guide, probably because of 
impeded ion liberation and the low beam-front velocity.  Typ- 
ical histograms are shown in Fig. 5.  Each energy interval 
corresponds to a single foil, and the ordinate represents 
the number of protons in each interval divided by the width 
of that interval.  The highest energy obtained on a given 
shot falls somewhere inside the energy range corresponding 
to the deepest activated foil in the stack. 

Generally, it was possible to fit the data with an 
■«potential of. the form IpCE) = I0 exp (-aE) , with a = 1.0 
+ Q..1 MeV-1.  On several shots, there was an additional com- 
ponent to the spectrum, as is evident in the high-energy 
tail of Fig. 5a.  One possible explanation for this behavior 
is that the lower-energy component (with a peak ~ 3 times the 
electron energy) is associated with the break-up of the poten- 
tial well as the virtual cathode is neutralized by ions from 
the guide wall.22  The high-energy component might be com- 
prised of ions that are actually trapped and pulled along 
for some distance by the propagating beam front. 

To increase above background the level of any activa- 
tion arising from higher-energy protons, a series of seven 
shots was taken in rapid succession using a target stack 
consisting of a 1.3-mm-thick carbon foil backed by a series 
of 5Q-um-thick copper foils.  Activity was detected on the 
first copper foil, indicating protons of energy between 
14.4 and 15.3 MeV.  The highest peak electron energy on any 
of the seven shots was 1.6 MeV, so that an ion to electron 
energy ratio of at least 9 was achieved. 
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By comparing the results of the neutron activation de- 
tector with the target activation, we observed that more pro- 
tons were accelerated into the guide wall than onto the tar- 
get.  While the maximum number of protons with energy above 
3.8 MeV reaching the target on any shot was ^v, 1013, a total 
yield of 10*4 protons with energy above 3.2 MeV was inferred 
from the rhodium activation detector (assuming all neutrons 
were produced from p,n reactions and the thick target yield 
for the 13C(p,n)13N reaction in Lucite was the same as in 
graphite). 

To study the spatial distribution of ion release and 
acceleration, 75-um-thick mylar strips were coated with a 
0.3 mg/cm2 layer of CD2 and used to line the Lucite tubes. 
Since the cross-section for d,n reactions on carbon is much 
larger than that for p,n reactions, it should be possible 
to determine where most of the accelerated ions originate 
and where they strike the wall.  Although there was some 
shot-to-shot variation, most of the accelerated ions came 
from the first half of the drift tube.  A segmented mylar 
liner, which was placed in the downstream portion of the 
drift tube as shown in Fig. 6, was used to determine the dis- 
tribution of ions accelerated into the wall.  Inspection of 
the histograms shows both an axial and azimuthal variation. 
More activity was produced in the center band than in either 
the upstream or downstream band, and section #7 had more than 
7 times the activity of the nearby #13.  These results indi- 
cate that the electron beam and ion acceleration mechanism 
do not manifest either axial uniformity or azimuthal symmetry. 

Conclusions 

The major goal of these experiments — to demonstrate 
that this mechanism can accelerate ions to many times the 
electron energy with a high current, high voltage accelera- 
tor — was realized.  Ion acceleration depended strongly 
upon diode geometry and both radial and axial acceleration 
of ions were observed.  For the transport configuration with 
the planar diode, the propagated current decreased linearly 
with tube length.  Because the optimum geometry for ion accel- 
eration differed from that for propagation, increased ion 
energy with tube length was not observed because of poor 
current transport efficiency for the longer tubes. 

It is evident from these results that the experimental 
parameters were not optimized.  Since the primary energy loss 
mechanism was beam-front erosion, the dielectric guide may pro- 
vide an efficient means for transporting electron beams of 
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longer duration.  Ion acceleration might be improved by ap- 
propriately tailoring the guide and the injected current 
pulse shape (e.g., a triangular pulse with a relatively long 
rise time could allow scaling of ion energy with guide 
length). 
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Figure Captions 

1. Experimental configuration: A, cathode; B, anode foil; 
C, dielectric guide; D, outer conductor; E, graphite current 
collector; F, Faraday cup.  (a) propagation configuration, 
(b) acceleration configuration. 

2. Variation of electron beam transport with axial magnetic 
field.  The space-charge limited current is shown in dashed 
lines for the B = 4 kG case. 

3. Electron beam energy transport vs guide length and cathode 
diameter. 

4. Electron beam front propagation time vs guide length. 

5. Proton energy spectra from stacked foil targets with 
(a) a smooth guide and (b) a ribbed guide. 

6. Segmented liner geometry and relative activity induced 
in each segment showing radial proton acceleration. 
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High cro^„i Evolution Optical Observations 
Through The Earth's Atmosphere 

Abstract 

Turbulence  in the Earth's  atmosphere  degrades . 

, "have^developed both computer P-cessing «thod^nd 

^lutie^ C|ö/la^^etctr?eiÄ^lf u        ate!- 
fite      we use a television camera and computer to  iden 
'i£y i»"*ivrdual photon location;.with» an -ge.Jrom^ 

Ä rneaobIectn '      a      » using rhese Lthods  and 
tn°strumentsbroCstudy several problems      The.«>  ine lud. 

™?kle  interferometry.    With large  instruments of the 
^fnowTeln    designk   it »V«,?»»^0,^" 
the  full angular resolving capability of a is "*"„„,.  arc. 
SLeter telescope.     ™e resulting^esolution of    oos^rc 
second would correspond to better  than  1 metei 
at  synchronous  satellite  altitudes. 
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Introduction 

Telescope images have a theoretical angular resolu- 
tion limit  (diffraction limit) which is inversely pro- 
portional to the diameter of the main light-collecting 
mirror or lens.  For existing large telescopes, which are 
about 5 meters in diameter, this limit is .02 arc-second. 
However, turbulence within the Earth's atmosphere severely 
degrades resolution on objects such as satellites observ- 
ed through the atmosphere.  This degradation is visible 
to the naked eye; e.g. in the twinkling of stars and is 
known as "seeing".  Seeing degrades telescope images to 
about 1 arc-second angular resolution, the resolution 
limit of a small 10 cm telescope.  No matter how large 
the telescope, images are never any better than a 10 cm 
instrument could obtain.  In Table 1 I have listed the 
effects of this seeing limit on angular resolutions for 
satellites along with the resolution possible without 
seeing.  Clearly, effective surveillance of high altitude 
and synchronous objects is impossible unless seeing 
effects are eliminated. 

Table 1 

Large Telescope Resolution Capabilities 

Orbital 
Altitude (km) 

Atmospheric  4 Meter Limit 
Limit     .028 arc-sec 

1 arc-sec 

25 Meter Limit 
.004  arc-sec 

150 72 cm        2 cm 0.2 cm 

1000 5m        13 cm 2 cm 

10000 50m       1.3m 20 cm 

40000 (sync) 200 m         5m 80 cm 

1.5 x 108 (Sun): 700 km       20 km 3 km 

For over a century astronomers have made observa- 
tions of binary star angular separations considerably in 
excess of the seeing limit and approaching the telescope 
diffraction limit.  These scientists accomplish this 
resolution by looking for good images inside of the 
atmospherically degraded images.  In 1970 a French astro- 
nomer, A. Labeyrie, explained this phenomenon as an 
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optical interference effect.  He pointed out that tele- 
scope photographs with exposure times shorter than about 
.05 sec effectively freeze the turbulent motions within 
the Earth's atmosphere.  Light arriving at opposite sides 
of the telescope mirror during this instant will inter- 
fere with itself and produce an image which has infor- 
mation on scales down to the telescope diffraction limit. 
An instant later the turbulance has moved and blurred the 
image.  Examples of these short exposure photos for sev-' 
eral stars are displayed in Figure 1.  The small scale 
structure inside these images is near the telescope 
diffraction limit, even though the total image remains 
1 arc-second in size.  The mottled or speckled appearance 
is very similar to laser speckle interference patterns 
and this phenomenon is known as stellar speckle inter- 
ferometry. 

To use speckle interferometry for recovering high 
resolution information I have indentified each "speckle" 
as a diffraction limited telescope image.  Why I make 
this identification and how it is used is covered in the 
following sections.  Although astronomers have used 
speckle interferometry to study bright stars, there are 
several  complications in applying it to military appli- 
cations.  Satellites which shine by reflected sunlight 
have a substantially lower surface brightness than do 
stellar surfaces. We have therefore developed efficient 
detection systems in order to detect and record short 
exposure data for faint and low surface brightness objects 
The low brightness necessarily means there will be few 
photons to detect for faint objects, so we have also 
developed methods to process.such faint object data.  In 
this respect we are now confident we can derive  accurate 
size and shape information for high altitude satellites. 
Since it is usually desirable to derive images as well as 
size and shape information we have pursued techniques for 
retrieving diffraction limited images as well.  Since the 
largest existing telescopes are only 5 meters in diameter, 
even diffraction limited images would provide only coarse 
resolution on synchronous objects.  I have therefore 
concluded this paper with a discussion on efforts to 
develop and adapt for speckle interferometry low-cost 
multiple mirror telescopes with effective apertures near 
20 meters. 
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Image Formation Through The Earth's Atmosphere 

Non-uniform heating of the Earth's atmosphere 
results in small scale temperature perturbations within 
the atmosphere.  The scale of this temperature structure 
has been measured to be about 10 cm.  If these perturba- 
tions did not exist light from a distant star or satel- 
lite would arrive at the telescope in the form of plane 
waves.  That is, the peaks and troughs in the light wave 
would arrive at the same time at every point in the 
telescope aperture as shown in Figure 2a.  The resulting 
image would be diffraction limited with a resolution 
inversely proportional to the telescope diameter.  How- 
ever the temperature changes also change the index of 
refraction in the air.  These changes shift the location 
of the peaks and troughs or phase of the incoming light 
differently for each 10 cm patch of the telescope aper- 
ture.  The image shown in Figure 2b still has the same 
amount of light as without the phase shifts but the 
mean image resolution is now typical of only a 10 cm 
telescope, namely 1 arc-second.  The locations and phase 
shifts of each 10 cm patch changes with time and further 
blurs the image.  Labeyrie pointed out that short expo- 
sure photos freeze these motions and that while the 
phase is not the same for the entire telescope aperture 
it is the same for some 10 cm pieces over the whole 
aperture.  This situation is similar to an optical 
device known as a multiple aperture interferometer 
shown in Figure 2c. 

A multiple aperture interferometer has a series 
of evenly spaced holes which let light of a constant 
phase pass through.  The image of an object observed with 
this device would look like a multiple exposure or "fly's 
eye" view of the object.  Each image would be a diffrac- 
tion limited image as if observed with the whole aperture. 
However, the images would be shifted relative to one 
another and they would be modulated by a function appro- 
priate to the size of each hole.  Since the 10 cm patches 
are more or less evenly distributed in a real telescope 
then a short exposure speckle photo looks like a photo 
taken through a multiple aperture interferometer.. . .The 
speckle photos in Figure 1 may be easily understood as 
the superposition of many diffraction limited images 
modulated by a 1 arc-second function which is the diffrac- 
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tion size of a 10 cm hole.  The fact that speckles are 
images is especially noticable for the binary star where 
close inspection shows each speckle doubled. 

Computer Processing of Speckle Interferometry Data 

A direct way to produce a reconstructed image 
from speckle photos is to extract one of the individual 
speckle images.  In collaboration with two Kitt Peak 
National Observatory scientists, I used this method in 
1975 to produce the first picture of a stellar surface 
other than the Sun.  In that work we used a computer to 
locate and add together speckle images from many speckle 
frames to produce a good image of the bright supergiant 
star Betelgeuse.  However, this method only works well 
for relatively small, bright, and uniform objects like 
stars.  For large and more complex objects it becomes 
impossible to pick out individual speckle images since 
they overlap one another.  Moreover, faint objects, like 
satellites, just don't put out enough light to identify 
individual speckles in a short exposure photo. 

I have developed a general purpose method for 
extracting size and shape information from speckle photos 
I look for preferred scales or correlation distances 
within each speckle frame.  When I find these correlation 
distances I can then interpret them with respect to the 
size of the object being observed.  Although other inves- 
tigators have used this method it had proved difficult 
to calibrate accurately enough so as to provide precise 
size results.  The problem occurs because ä large part 
of the correlation signal is caused by seeing rather 
than the object being observed.  In my method I use the 
cross-correlation between separate speckle photos to 
obtain a precise estimate for this effect so that I can 
remove it.  This method has the added advantage of using 
the same set of data both for calibration and deriving 
results.  I have used this method to obtain the first 
direct angular size measurement for the asteroids Vesta 
and Pallas.  Asteroids are suitable test objects since 
they are faint and shine by reflected sunlight as do 
satellites.  However, correlation methods provide only 
size and shape information.  A more useful, fully recon- 
structed image cannot yet be directly derived from 
correlations. 
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We are currently investigating several methods 
to reconstruct -images from speckle .observations•'.'■ A 
sophisticated imaging scheme using Fourier mathematics 
has been proposed by two University of Rochester optical 
physicists.  However, this method has proved useful only 
for bright objects like the solar surface.  We are cur- 
rently using this method in a collaborative project with 
astronomers at Harvard University to study solar magnetic 
features.  In very recent work, J. Feinup of The Environ- 
mental Research Institute of Michigan proposed a method 
to construct images directly from correlation data alone. 
We plan to apply his me-thod to our correlation results in 
order to determine its applicability for speckle imaging. 

Using Speckle Interferometry to Observe Very Faint Objects 

Synchronous satellites are faint enough so that 
speckle interferometry becomes difficult.  A typical 
synchronous satellite has brightness near + 13 stellar 
magnitudes which means that only about 100 photons reach 
the telescope during a .01 second speckle exposure. 
Photographic material is not sensitive enough to accur- 
ately detect such a small number of photons.  Therefore, 
I have developed in collaboration with P. Strittmatter 
and G. Hubbard of the University of Arizona, a system 
for identifying and computer processing individual photons 
in a speckle exposure without using photographs. 

The Arizona speckle system consists of an elec- 
tronic image intensifier coupled to a television detector 
and computer processor.  The image intensifier converts 
a single incoming photon to a large pulse of light which 
is detectable on one element of.the television detector. 
The computer identifies and records the coordinates of 
each arriving photon.   We can then use the same computer 
to determine the correlation distances and resulting 
object size and shape as described earlier.  An example 
of the photon data is shown in Figure 3, a speckle photo 
of Saturn's moon Iapetus, showing approximately 200 
photons for this magnitude 11.5 object.  To test this 
method we have used it to derive angular diameters for 
a number of asteroids and outer planet moons in the magni- 
tude range + 10 to + 13.  The excellent agreement between 
our size determinations and those derived by other means 
is a clear indication that our method will work well on 

945 



synchronous satellites. To further demonstrate our 
capabilities we plan to observe faint, high altitude 
satellites. 

The Development of Very Large Optical Telescopes for 
Speckle Interferometry Work ' 

The largest existing telescopes are not large 
enough to obtain good resolution on synchronous satellites 
Even a 5 meter telescope would resolve nothing smaller 
than 5 meters at synchronous altitudes.  To make useful 
synchronous measurements we require an instrument larger 
than 20 meters with angular resolution near 1 meter.  A 
rough estimate for the cost of such an instrument made 
from a single mirror would be over 1 billion dollars. 
However, new telescope technology is rapidly becoming 
available to reduce substantially this cost. 

Large telescopes can now be built by combining 
light from many small mirrors.  The University of Arizona 
and Harvard University are currently completing a tele- 
scope which combines light from six 2-meter mirrors.  This 
instrument, shown in Figure 4, has the theoretical resolv- 
ing power of a conventional 7-meter telescope, yet it 
cost about the same as a conventional 3-meter telescope. 
Although this telescope is not specifically designed for 
speckle interferometry, I believe we will be able to adapt 
it for this purpose.  The Air Force Geophysics Laboratory 
is currently funding a program to determine whether we 
will be able to hold each mirror stable to a few microns 
while speckle observations are underway.  Regardless of 
our results with this instrument, it is possible to design 
a low cost multiple mirror instrument which would be 
optimized for speckle work.  Under National Science 
Foundation Support,, the Kitt Peak National Observatory 
has designed a 25 meter multiple mirror instrument well 
suited for speckle work.  This instrument, shown in Figure 
5, would cost less than $50 million. 

Summary 

Turbulence in the terrestrial atmosphere degrades 
all telescope images so that angular resolution of the 
largest instrument : is not better than a 10 cm diameter 
telescope.  Speckle interferometry is a technique for 
recovering the full theoretical resolving power of large 
telescopes.  The basis of speckle interferometry is to 
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obtain telescope exposures short enough to "freeze" the 
turbulent motions in the atmosphere.  The resulting 
speckled image is basically an optical interference pat- 
tern which contains information on scales representing 
the full resolving power of the telscope.  A number of 
techniques exist for recovering the information lost by 
atmospheric degradation. 

The Air Force Geophysics Laboratory has been 
working to adapt speckle interferometry for use in observ- 
ing Earth orbital satellites.  We are able to recover 
full diffraction limited images for bright objects.  This 
work has resulted in the first images of a stellar sur- 
face other than the Sun and we are also using it to study 
magnetic fields which occur on the solar surface.  In 
order to extend speckle techniques to faint objects, such 
as synchronous satellites, we have developed a technique 
to obtain size and shape information for those objects. 
We have also constructed a computer-controlled television 
speckle camera capable of detecting individual photons 
in order to obtain speckle data on faint objects.  With 
this system and method we have obtained the first direct 
measurements of the sizes of asteroids.  Based on results 
for these low surface brightness test objects we are pro- 
ceeding to demonstrate this system for actual satellite 
observations. 

To transform our concepts into a working high 
altitude satellite surveillance system we are working on 
two additional aspects.  We feel that we will be able to 
develop a system capable of recovering images for faint 
objects as well as bright ones.  We are also investigat- 
ing using a new multiple mirror telescope in Tucson, AZ 
for speckle interferometry.  Since we need a telescope 
larger than 20 meters for effective resolution at syn- 
chronous altitudes, and multiple mirrors are the only 
practical way to construct such an instrument, it is 
important to understand the design considerations for 
large multiple mirror instruments. 
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figure 3. Television and computer obtained speckle snapshot of Saturn's 
moon Iapetus. This exposure shows several hundred individual 
photons.  UNCLASSIFIED 
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jFigure 5.  Design for a potential 25 meter multiple mirror telescope 
i: suitable for speckle interferometry.  (Photo Courtesy of the 
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High Burnout Schottky Barrier Mixer Diodes for X-Band 
and Millimeter Frequencies 

Abstract 

The objective of this investigation was to develop 
x-band Schottky barrier diodes for the new version Sparrow 
Missile and Advanced Missile Systems. The resultant diodes 
are more rugged, with high burnout resistance to RF pulses 
and also exhibit less susceptibility to static charge 
damage.  Receiver antennas in F4J> F14, Fl5 and F4B air- 
crafts are also susceptible to RF power degradation. RF 
burnout can be improved in Schottky barrier diodes by the 
greater reflection capability of certain refractory metals. 
The choice of metal, in turn, determines the local oscil- 
lator power required for operation (1 mW or less for mili- 
tary systems).  Silicon and GaAs diodes were both investi- 
gated. 

Ti-Mo-Au and Pt-Ti-Mo-Au silicon Schottky diodes were 
tested for NF and RF burnout performance in the appropriate 
mount.  The diodes were tuned for low VSWR (less than 1.5) 
at 1 mW RF power level. Noise figure was measured at 9.375 
GHz at a local oscillator power level of 1 mW using a gas 
discharge tube. Noise figure of an IF amplifier was 1.5 dB 
and a 100 ohm load resistor was used for the measurements. 
Results show that both Ti-Mo-Au and Pt-Ti-Mo-Au exhibit 
noise figure close to 7.0 dB. 

RF burnout tests were also conducted at 9.375 GHz using 
an X-band pulsed magentron.  Pulsewidth (T =1 v- sec) and 
repetition rate (1000 pulses per second) were used for 
measurements.  The Pt-Ti-Mo-Au Schottky diodes exhibited 
low noise figure of 6.3 to 6.5 dB at a local oscillator 
power level of 1.0 mW and high burnout performance of 11.0 
to 15.0 watts to 1.0 ysec RF pulses.  Ion implantation of 
the silicon has allowed us to attain the same performance 
at 0.75 mW local oscillator power. 

GaAs Schottky barrier diodes have been fabricated for 
X-band and high frequencies utilizing refractory metalliza- 
tions and ion implantation.  These new diodes exhibit a low 
noise figure of 6.5 dB at .75 mW, with burnout levels of 
8-10 watts at X-band. 
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Introduction 

Mixer diodes have seen wide application at microwave 
frequencies primarily in military radar receivers.  How- 
ever, these diodes are subject to burnout (catastrophic 
failure) from enemy jammers or by accidental irradiation 
from friendly aircraft transmitters. Typical effects of 
mixer diode failures results in the degradation in the mis- 
siles rear locking sensitivity and in channel mixer degrada- 
tion (fuze), with a fifty foot missile to illuminator separa- 
tion, a peak power of 50 watts is calculated to be induced 
at the mixer diode.  Present system diodes are rated at 15- 
25 watts peak power and 1-2 watts CW.  The survival rate for 
these diodes (such as found in the AIM-7F) would be less than 
10 percent for the above field environment. 

Point contact diodes have been used for mixer and 
detector applications at microwave frequencies for some 
time.  They are relatively unsophisticated devices con- 
sisting of a metal whisker making a pressure contact with 
a semiconductor chip,  in the early 1960's, Schottky bar- 
rier diodes were introduced for similar applications.  The 
Schottky diode is also a metal semiconductor rectifying 
junction and is formed by depositing a metal on the semi- 
conductor material by chemical deposition, evaporation or 
sputtering as shown in Figure 1. 

In general, Schottky"s have superior noise figure and 
better mechanical and environmental reliability when com- 
pared to equivalent point contact diode.  However, Schottky 
diodes have proven to be less resistant to RF burnout in 
high frequency radar systems where short RF pulses are 
often incident on the diode. 

NRL in FY 76 became aware of the problem of degradation 
of the mixer diode in the Sparrow AIM 7F system through the 
NRL Physics of Failure Program (Code 5215) which had been 
studying reliable metallization systems for L-band power 
transistors.  Metal systems developed during 1974-75 were 
quickly applied to mixer diodes in order to significantly 
improve reliability. Based on the 6.1 effort at NRL, a 6.2 
program was initiated in FY 77 with the objective of 
developing a high burnout Schottky diode.  The specific 
goal of the FY 77 program at Microwave Associates was 
to develop X-band diodes with a noise figure of 7.0 dB at 
1.0 mW local oscillator power level and with RF pulse burn- 
out of 10 watts minimum to 1 microsecond RF pulses.  The 
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second goal was to achieve 80 watts to 3 nanosecond pulses. 
The success of the FY 77 program sponsored by NAVELEX 
resulted in a FY 78 design refinement program.  In FY 79 a 
manufacturing technology program will be initiated in 
order to reduce diode cost from 30 dollars to less than 10 
dollars.  Hence, the present program illustrates the suc- 
cessful movement of a concept from 6.1 to 6.2, 6.3 and 
finally to an MT phase.  Table I illustrates the improve- 
ment in diode burnout achieved in FY 78. 

TABLE I 

RF Burnout Improvement for Schöttky Diodes 

1976   1977  1978   1979 
1974     1975   (6.1)  (6.2) (6.3)   (MT) 

Noise Figure 7.0 dB 6.8 6.0 6.0 6.0 6.0 
CW Burnout 1-2 watts 2-3 8-10 11-14 12-15 12-15 
RF Burnout 25 watts 35 80 100 100 100 
L.O. Power .7mW .8 1.0 1.0 .75 .75 

The diodes which will become available for missile 
radar will be low lost (less than 10 dollars each) and will 
have significantly high burnout levels of 12-15 at CW and 
greater than 100 watts at RF. In the remainder of the paper 
we will concentrate on the techniques used to obtain the 
significant improvement. 

Burnout at X-Band Frequencies 

During the last decade, significant progress has been 
made in understanding the burnout mechanism and improving 
the power handling capabilities of Schottky-barrier diodes. 
DC pulse burnout test methods such as Torrey-line and 
mercury-relay pulser do not give a valid measurement of the 
RF-burnout resistance of a mixer diode because the diode 
encounters a different environment in a radar set than in 
the test setup.  A newly developed RF-pulse burnout system 
which simulates actual radar conditions (witj a TR tube) 
and uses PIN switches was used in this work. 

Lepselter, et al  have succeeded in improving the reli- 
ability and burnout performance of low-frequency Schottky 
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diodes (up to 4 GHz) by introducing a diffused guard-ring 
structure at the Schottky-barrier edge.  This technique? 
Snr^r' increases the total capacitance of the device. 
Furthermore, it is extremely difficult to fabricate 

suItabVfor S^T* 5uS-d:ring structures with a geometry 
suitable for X-band and higher frequencies.  Another type 
DL?nh^r^9*-üaS f?r?e2 b$ proton ^plantation around the 
for S SnS *   m     -1 d0t in GaAs Sch°ttky barrier diodes 
for Ku-Band frequencies.  The protons converted the N-type 
SS?^^8SmJ"in8S?tin9 (1° "cm) ""«terlal.* The diodes* 
i««f    2 u°m ^hlS technique did not exhibit parasitic 
ihofÜn f^^howed a 3 dB improvement in burnout.  Test data5 
showed that tripod inverted mesas have improved CW burnout 
at S-band frequencies. 

Schottky-barrier diode burnout mechanisms are not com- 
h^eiY und?rst?o<3.  It is experimentally observed that the 
high-burnout point contact diodes have self-protectinq 
behavior at high power levels by mismatching the line and 
reflecting much of the power back to the RP source.  This 
behavior may be due to variation of the barrier capacitance i 

Generally, Schottky barrier diodes mismatch the line toT 
lesser .extent, and therefore absorb more of the incident RF 
energy,  in an RF nanosecond environment (T-= 50 nsec) a 
point-contact diode can also withstand large reverse cur- 
rents or voltages (due to varactor type behavior at high 
^TLleVeiS)„Wlth°ut degradation.  The Schottky diode, on 
the other hand, tends to avalanche at the periphery of the 
junction due to high electric fields and fails catas- 
trophically due to a localized alloyed site in the metal 
semiconductor junction.  The use of higher eutectic 
temperature-barrier metal systems generally results in 
higher burnout resistance Schottky diodes to nanosecond RF 
pulses.  In the long pulse condition, the diodes fail in the 
center of th^j unction indicating a thermal dissipation 
phenomenon. ' e 

Optimum Design of High-Burnout Schofctkv Barrier 
Diodes (NAVY 6.2 and 6.3 Programs)  

The 6.1 effort at NRL was conducted in order to pin- 
S?in^   • eJtaCt cause of failure observed on diodes in the 
AIM 7E missiles.  These experiments* using scanning electron 
microscopy and Auger spectroscopy have shown that CW or 
microsecond RF pulse burnout is due to thermal dissipation 
and causes diffusion of gold in silicon, particularly at 
the center of the Schottky junction as shown in Figure 2. 
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The overlay and barrier metals were removed by chemical 
etching to observe the failure points.  The diodes failed 
at the center of junction due to excessive heating. With 
longer pulses, the heat flow reaches equilibrium and the 
center of the diode is hotter than the outer portion so 
that burnout usually occurs near the center.  In contrast, 
diodes subjected to nanosecond pulses were characterized by 
edge burnout as shown in Figure 3.  Since the heat generated 
in the diode does not have time during the short nanoseconds 
pulse to spread or reach equilibrium, the diode fails at 
the periphery due to high electric fields. 

A number of high-temperature barrier metals were inves- 
tigated such as Pt, Pd, Ti, and Mo.  The main features of 
interest in the different barrier metals were the barrier 
height and the eutectic temperature of the silicon-barrier- 
metal system. Low-barrier height is necessary to meet the 
1.0'mW local oscillator power requirement and the high- 
temperature silicon-barrier metal system is needed for high 
RF power handling capability of the Schottky diode.  The 
Pt-Ti-Mo-Au system exhibited the best burnout performance as 
shown in Table II, and was chosen as the optimum system for 
the mixer diodes. 

Table II 

RF Burnout of X-BAND Silicon Mixer Diodes 

Metal Scheme 
RF Burnout 
3 nsec pulses 

RF Burnout 
1v sec pulses 

Barrier 
Height 

PD 
Ti-Mo-Au 
Mo-Au 
Pt-Ti-Mo-Au 
Ta-Pt-Ta-Au 

10-15 watts 
12-25 
40-60 
60-100 
80-100 

.2 - .4 watts 
1-2 
2-3 
12 - 15 
10-12 

.45 eV 

.40 

.65 

.80 

.75 

Performance of the High Burnout Silicon 
Diodes at X-BAnd 

Pt-Ti-Mo-Au Schottky diodes were tested for NF and RF 
burnout performance.  The diodes were matched in a tunable 
mount I.D. 2967 for low VSWR (less than 1.5) at 1 mW RF 
power level.  Then the noise figure (NF) was measured using 
a gas-discharge tube2at 9.375 GHz at the same local oscilla- 
tor power level.  '   Noise figure of the IF amplifier was 
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1.5 dB and a 100 ohm load resistor was used for the measure- 
ments. Results are given in Table II and show that both 
Ti-Mo-Au and Pt-Ti-Mo-Au exhibit a noise figure close to 
7.0 dB at 9.375 GHz.  The performance of these diodes were 
also compared with the "old" Ti-Mo-Au diodes previously 
used for the Sparrow Missile. 

RF burnout tests were also conducted at 9.375 GHz 
using an X-Band pulsed magnetron.  Pulsewidths of T=l/tsec 
and repetition rates of 1000 pulses per second were used 
for the measurements.  Fifty diodes of each type were sub- 
jected to increasing power levels for 30 second periods 
until at least a 1 dB degradation of noise figure was 
observed. Results are given in Table III and show that 
Ti-Mo-Au metalized devices burnout when 1.75 to 3.0 watts 
RF power is applied.  The Pt-Ti-Mo-Au Schottky diodes 
exhibited similar noise figures at a local oscillator power 
level of 1.0 mW however, a higher burnout performance (12.0 
to 15.0 watts) with l.OyUsec RF pulses was observed. This 
represents a significant improvement over the Ti-Mo-Au diodes 

Table III 

DC and RF Burnout Tests of Ti-Mo-Au and Pt-Ti-Mo-Au 
Schottky Diodes 

RF Burnout 
■ •      Rs(ohms)  VB(volts)   NF(dB)    watts 

Ti-Mo-Au (Si)     12-16       6-8 6.5-7.5 2-3 
Pt-Ti-Mo-Au (Si)   8-12 14-18 6.0-7.0 12-15 
♦Implanted 
Pt-Ti-Mo-Au (Si) 10-12 16-18 6.0 12-15 

>14 ♦Implanted with lxl0x sb to lower the Barrier Height. 

The Pt-Ti-Mo-Au Schottky diodes exhibit a barrier 
height of 0.80 eV as compared to 0.5 eV for Ti-Mo-Au diodes.7 

This implies that electrons in the Pt-Ti-Mo-Au Schottky 
diodes require higher energy (in the form of local oscil- 
lator powe§ or DC bias) to cross the metal-semiconductor 
interface.  A degradation in noise figure occurs for the 
Pt-Schottky diodes, while Ti-Schottky diodes maintain a 
noise figure in the 6.5-7.0 dB range even below 1.0 mW. 

There are many advanced avionic systems that operate 
under starved local oscillator conditions and have 0.5-0.75 
maximum local oscillator power available for the mixer diode. 

960 



These systems cannot use the Pt-Ti-Mo-Au diodes without 
further modification.  Utilizing the ion implantation tech- 
nology, the barrier height of a Pt-Ti-Mo-AU Schottky diode 
can be reducjd.^ithout degrading the overall performance of 
the device.  '   The implanted Pt-Ti-Mo-Au diodes therefore 
resulted in the same noise figure as the unimplanted diodes, 
with the added advantage that they require local oscillator 
power of 0.75 mW instead of 1.0 mW.  Hence, the optimum con- 
figuration is the implanted Pt-Ti-Mo-Au silicon mixer diode. 

High Burnout GaAs Diodes (X-Band and mm-wave) 

As an outgrowth of NRL's technology programs in GaAs 
materials and devices, investigations were successfully 
carried out in the development of high burnout GaAs diodes 
for future missile applications. GaAs offers the possi- 
bility of improved performance at X-band and higher fre- 
quencies.  Low barrier Schottky diodes have been developed 
by implantation of Ge or S,into„epitaxial,GaAs9at energy of 
5 keV and fluences of 5xlOx cm  and 1x10 cm  .  The metal 
schemes utilized were Pt-Ti-Mo-Au and Ta-Pt-Ta-Au.   In 
both cases the barrier height was reduced from .8 eV to .5-.4 
ev" allowing for operation at low local oscillator power. 
Burnout levels achieved for these devices were 8-10 watts, 
CW at X-band, thus making GaAs mixers a competitor to Silicon 
mixers for high burnout applications.  Potential noise 
figures of 3.5 to 4.5 dB can be attained with GaAs. 

The same device structures, but with a thinner GaAs 
epitaxial layer thickness and active area radius were 
fabricated for mm-wave applications.  In a mixer configura- 
tion at 35 GHz, a conversion loss below 5.0 dB and less 
than 6.5 dB noise figure was realized.  This device can be 
used in front-end receivers, as efficient detectors at milli- 
meter wavelengths and as a high speed switch.  The mm-wave 
devices due to their small size (less than .5 ym radius and 
less than . 2/uMthick epitaxial layer) did attain a burnout 
level of only 20-25 mWatts.  Table IV summarizes the GaAs 
results at X-band and mm-wave frequencies. 

TABLE IV 
GaAs Mixer Diodes Pt-Ti-Mo-Au, Implanted 

X-Band    ,        mm-wave, 35GHz 

Conversion Loss - 5.0 dB 
Noise Figure 6.0 dB 6.5 dB 
Burnout Level 8-10 Watts 20-25 mWatts 
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Potential burnout levels of 500 mWatts are possible at 35 
GHz after a development effort in order to improve metal- 
lizations and device configuration. 

Conclusions 

High burnout Silicon mixer diodes have been developed 
for missile applications.  This program illustrates the 
successful transfer of technology from 6.1 through 6.3 and 
manufacturing technology in order to achieve a significant 
cost reduction.  The research and development program was 
undertaken in order to solve a specific problem in the 
fleet and represents a successful utilization of basic 
research at affordable costs. 
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Figure 1. Cross section of a Silicon 
Mixer Diode showing a 7 ym 
active area. Also shown is 
the dependence of noise figure 
on local oscillator power. 
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Figure 2.  Scanning electron micrograph 
of an X-band mixer which 
failed under "CW" conditions. 
Interdiffusion between the 
metal constituents was the 
major failure mode. 

965 



1 

10,000X 

RF POWER = 20 WATTS, r = 10 ns 

13,900X 

RF POWER = 100 WATTS, r = 3 ns 

Figure 3.  Scanning electron micrograph 
of an X-band mixer subjected 
to nsecond pulses.  Edge burn- 
out is shown. 
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NEW ENERGETIC PLASTICIZERS: 
SYNTHESIS, CHARACTERIZATION AND POTENTIAL APPLICATIONS 

Abstract 

A class of fluorodinitroalkyl ether plasticizers for use in ex- 
plosive and propellant formulations has been synthesized via triflate 
intermediates. The new energetic plasticizers, bis-2-fluoro-2,2-cnnitro- 
ethoxymethylenes, which for brevity were given the trivial name FEME, 
were prepared by condensation of fltaorodinitroethanol with the appro- 
priate alkyl ditriflates. These plasticizers have been developed 
specifically for use with the dinitropropylvinyl ether polymer (DNPVEP) 
previously developed and reported from this laboratory. These new 
plasticizers may also be replacements for FEFO or nitroglycerin which 
have availability and/or sensitivity problems. Preliminary evaluation 
of these plasticizers indicates a high degree of both thermal and 
hydrolytic stability. DNPVEP plasticized with FEME showed excellent 
physical properties. Chemical integrity of this plasticizer is such 
that compatibility with normal explosive and propellant ingredients, 
such as TNT, HMX, RDX, and ammonium perchlorate is expected. 

• The DNPVEP energetic binder with or without the fluorodinitro- 
ethoxymethylerie ether plasticizers (FEME) has attracted considerable 
developmental interest. Although no developmental formulations with 
FEME have been prepared, explosive formulations with DNPVEP are being 
investigated by the Air Force Armament Laboratory, Los Alamos Scientific 
Laboratory and the Lawrence Livermore Laboratory. Applications in 
nitramine gun propellant formulations are in the earliest stages of 
investigation; however, theoretical considerations suggest a possible 
break-through. 

969 



Introduction 

The energetic materials technology base is being taxed by current 
requirements for explosive and propellant systems for advanced weaponry. 
So much so that in the development of new high impulse propellants, such 
as that for the SRAM missile, structural integrity and shelf life have 
been sacrificed to obtain increased impetus by increasing percent solid 
oxidizer loadings to the maximum. Composite explosives and propellants 
differ largely in the rate of energy release. That is, one obtains 
deflagration in propellants as opposed to detonation in explosives. 
Basically these composite energetic materials are composed of approxi- 
mately 85% energetic material, 10% binder and 5% various additives to 
improve physical properties and combustion characteristics. The ener- 
getic material component is divided approximately 70% oxidizers, such as 
anmonium perchlorate,and about 15 to 20% fuel,such as aluminum powder. 
The remaining 10% polymeric binder materials are normally considered 
inert due to their low energy contribution. To alleviate this problem, 
propellant formulators, both missile and gun, are now using nitramines 
such as HMX and RDX, long known high energy materials, in new formula- 
tions. The tradeoffs between energy and structural integrity clearly 
illustrate the constraints of binder and oxidizer materials capabilities. 

Historically, the largest expenditure in energetic materials re- 
search and basic development has been in efforts to improve the energy 
content of the oxidizer and fuel fractions. This seems like the highest 
area of payoff since they constitute the largest percentage of the com- 
posite mixture. In recent years only limited progress has been made in 
improving these materials. The binder fraction of these formulations 
received some attention until eight or ten years ago. However, most of 
the materials in use are conmercially available polymers developed for 
domestic purposes which have been known for at least fifteen years. 
Therefore, combination of good binder structural properties with ener- 
getic oxidizer moieties in one polymeric material appeared as an at- 
tractive research goal with high potential payoff. 

A few years ago a program was initiated at the Seiler Laboratory 
to design, based on sound molecular architecture, a new binder system 
composed of both an energetic polymer and an energetic plasticizer. 
Binder molecular architecture determines bulk properties and the percent 
loading that can be obtained. The chemical moieties and bonding linkages 
in polymer molecules determine factors such as chemical reactivity (sta- 
bility and sensitivity), energy content, and the mechanical properties 
of both neat polymer and any explosive or propellant formulation utiliz- 
ing it. The current state-of-the-art in molecular design has established 
that ether or carbon-carbon backbones provide the best mechanical prop- 
erties. An extensively used polymer of this later type is hydroxy- 
terminated polybutadiene which provides great structural integrity and 
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high loading density. Various polyethers, such as polyethyleneglycol, 
have been investigated with energetic plasticizers such as fluorodinitro- 
ethyl formal (FEP0) and nitroglycerine (NG), however, in these systems a 
large amount of polymer is required to obtain the desired mechanical 
properties of the propellant. Furthermore FEFO is hydrolytically un- 
stable and nitroglycerine is not as insensitive as one might desire. The 
oldest energetic binder is nitrocellulose which originally was used in a 
double base propellant plasticized with nitroglycerine. It may also be 
plasticized with FEFO. Nitroglycerine and nitrocellulose are nitrate 
esters which exhibit certain burning characteristics at high pressure 
that appear to indicate a basic incompatibility when used in nitramine 
propellant formulations.1 

In an effort to design a polymeric material embodying both struc- 
tural integrity and high energy oxidizer properties, a facile synthesis 
for dinitropropyl vinyl ether and fluorodinitToethyl vinyl ether was 
developed in this laboratory. 2 These synthetic techniques were trans- 
ferred to the Los Alamos Scientific Laboratory where polymerization 
methods were developed resulting in a class of energetic vinyl ether 
polymers (Figure I). This work was reported last year at the AFSC 
Science and Engineering Symposium. 3  Preliminary developmental work 
has shown that this energetic vinyl ether polymer when used in pressed 
formulations is very stable, has a low impact sensitivity, excellent 
mechanical properties, permits a high loading density, and is compatible 
with all ingredients so far formulated with it. These include RDX, HMX, 
anmonium perchlorate, and aluminum. These findings confirmed the antici- 
pated properties which were based on the molecular design embodied in 
the dinitropropyl ether and fluorodinitroethyl ether structures. 

R 

N02-C-N02 

R = CH3 (DNFVEP) 

= F  (FDNEVEP) 

FJSRL Energetic Vinyl Ether Polymers 

Figure I. 

It was then concluded that an improved energetic plasticizer was 
needed since the two heretofore used in operational formulations both 
have disadvantages. FEFO, the most important energetic plasticizer 
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today, has excellent energetic properties. However, it has an acetal 
linkage which is hydrolytically unstable, i Formulations in which it is 
most conmonly employed are based on polyethers which are somewhat hydro- 
phyllic in nature. These propellant formulations then do have moisture 
present in the propellant matrix. Another disadvantage with both nitro- 
glycerine and FEFO is migration. This problem could be reduced by in- 
creasing the molecular length and weight. The excellent energy and 
plasticizing properties of FEFO would also be expected to remain if the 
central linkage were converted to an ether or diether, thus eliminating 
the problem of hydrolytic instability. Other workers realized this po- 
tential and prepared closely related compounds^ but no synthetic tech- 
nique was developed for these ethers. 

Discussion 

It was the purpose of our study to develop a new class of energetic 
plasticizers based on the union of 2-fluoro-2,2-dinitroethanol via an 
ether linkage through a carbon chain. This homologous series of com- 
pounds (bis-2-fluoro-2,2-diMtroethoxypolymethylenes) differs only in 
the value of n shown in Figure II for the central number of methylene 

N02 N02 

F-C-O^-O—tcH2-X-0-CH2—C-F 
n 

N02 N02 

n = 2,3,4,5,6 

FEME 

(Bis-2-fluoro-2,2-dinitroethoxypolymethylenes) 

Figure II. 

groups in the plasticizer molecule. In an effort to provide an easily 
used nomenclature we have given this series the trivial name FEME. FEME 
compounds should be highly stable both thermally and hydrolytically as 
demonstrated for the fluorodinitroethoxy grouping in the energetic vinyl 
ether polymers, Their flexible ether linkage should provide increased 
internal lubricity. The high number of polar groups (ether, nitro, and 
fluoro) should increase hydrogen bonding and adhesion to solid fillers 
such as HMX, RDX, aluminum, and amnonium perchlorate. Nitro groups, 
being strong oxidizers, impart increased energy. Furthermore, the C- 
nitro linkage, as opposed to the nitrate ester, provides decreased 
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sensitivity to impact initiation. Lastly, the terminal fluoro groups 
embodied in this molecular architecture impart thermal stability and in- 
creased density. Explosive/propellant energy release has been shown to 
increase with the square of material density. 

Employing newer synthetic techniques involving triflate, tosylate, 
and mesylate intermediates, synthesis of the desired series of bis-2- 
fluoro-2,2-dinitroethoxypolymethylenes was attempted. To date mesylate 
and tosylate processes, which promise to be less expensive, have not been 
fruitful,6 however, the triflate technique has given up to 85% yields. 
This synthesis is effected in two steps (Equations 1 and 2). First a 
ditriflate is prepared by reaction of a 50% excess of silver triflate 
with the corresponding dibromoalkane in benzene solvent at reflux with 
a catalytic amount Of proton scavanger for approximately six hours. 
Elution through a short silica gel column yields approximately 80% of 
the ditriflate. In the second step, condensation of the ditriflate and 
fluorodinitroethanol is effected in methylene chloride with potassium 
carbonate at room temperature for a few hours. The desired ethers (80% 
yield) were purified by chromatography on silica gel providing the 
plasticizers as colorless oils in an overall yield of approximately 50%. 

Benzene 
Br-^Oy^-Br + AgOTf >■    TfCKQU^-OTf Eq.  1 

A, base 

K2<:o3 
TfO—{O^^OTf + 2 FC(N02)2CH2QH 

O^Cl, 

N02 N0? 

F-C^a^-Or^^^O-^^C-F Eq, 2 

N02 N02 

It is not the intention here to imply that this is an optimized 
process, but only proof of principle that these materials will be good 
plasticizers and can be synthesized in good yields by practical tech- 
niques, Further synthetic studies to optimize the synthetic conditions 
for improved yields are planned. Synthesis of the ditriflate from the 
dialcohol and triflic anhydride has been used in one case where an ex- 
cellent yield was obtained. This modification will reduce cost by 
elimination of silver salts. The most expensive remaining reagent, 
triflic anhydride, could be recovered as triflic acid .from the reaction 
residues and recycled. Use of toluene as a reaction medium replacing 
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benzene is expected to reduce reaction time. Similar synthetic approaches 
employing mesylate as the leaving group rather than triflate have to date 
been unsuccessful. However, if proper reaction conditions were found 
this would greatly reduce cost. ' 

The physical properties of these plasticizers are attractive. They 
are all colorless oils with expected densities of un to 1.4 grams per cc 
The energetic vinyl ether polymers, which are hard friable materials, 
were plasticized with 20% FEME to yield elastomeric materials. Differ- 
ential thermal analysis (DTA) of these plasticizers reveal onset of de- 
composition at about 200°C. DTA of DNPVEP plasticized with FEME ener- 
onno° Plastlcizers also showed onset of thermal decomposition above 
200°C. The decomposition exotherms exhibited a maxima near 250°C. The 
exotherm maxima of the HMX mixes are not significantly different from 
HMX alone. Compatibility with other explosive and propellant ingre- 
dients, such as TNT, RDX, anrnonium perchlorate and aluminum, are ex- 
pected. Differential thermal analysis characteristics of several mix- 
tures are shown in Table I. These data are highly encouraging when com- 
pared to the low thermal stability of FEFO (max = 115°C). .'■ 

TABLE 1 

FEME ENERGETIC PIASTTCIZER 

DTA THERMAL STABILITY PROPERTIES 

DTA (AH) EXOTHERM3 in °C 
COMPOUND 

FEFO 

DNPVEP 

HMX 

FEME-3 

FEME-4 

FEME-5 

FEME-6 

3-0xa FEME-51 

NEAT0 

105 (115)7 

220 (257) 

282 (284) 

200 (250) 

192 (247) 

190 (248) 

207 (241) 

187 (233) 

DNPVEPC 

220 (257)e 

205 (263)f 

207 (249) 

200 (249) 

217 (256) 

198 (251) 

HMX/DNPVEPC 

279 (281)g 

277 (279)g 

differential Thermal Analysis (DTA) figures reflect onset of exothermic 
reaction and (the maximum observed), RPurity determined by NMR< FEME-3 
-5, and -6 were 90+% pure; FEME-4 and 3-0xa FEME-5 were 99+% pure 
^Binder: DNPVEP (60%) plasticized with FEME (40%). W^ (80%) DNPVEP 
(12%), FEME (8%). ^HMX (95%), DNPVEP (5%), no FEME (ref 3). fDNPVEP " , 
(80%) plasticized with FEME-3 (20%). gFor major exotherm; minor exotherm 
occurs at 259 and 261° for FEME-4 and 3-0xa FEME-5 respectively. hßis-2- 
(2-fluoro-2,2-dinitroethoxy) ethyl ether. 
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Conclusion 

It is anticipated that additional research and developmental studies 
will be continued on this new class of plasticizer materials by various 
agencies interested in energetic materials. To date a number of agencies 
(the Air Force Armament laboratory, the Los Alamos Scientific Laboratory, 
the Lawrence Livermore Laboratory, the Stanford Research Institute, and 
the AF Rocket Propulsion Laboratory) have complementary follow-on efforts 
on the DNPVEP binder system. All of their studies have employed conven- 
tional plasticizers and not the energetic plasticizers reported here. 
However, all indications are that these plasticizers could be an impor- 
tant advance. IASL has obtained good results with pressed explosive 
formulations of DNPVEP and HMX (95% loading). They did observe that the 
conventional plasticizers used were not compatible with HMX, but that 
the DNPVEP was compatible with both HMX and plasticizer. The Livermore 
Laboratory, in conjunction with the Stanford Research Institute, has 
prepared test quantities of the fluorodinitroethyl vinyl ether polymer 
(FDNEVEP) which they also find encouraging. In order to modify the DNPVE 
polymer for use in castable explosive formulations, the Air Force Armament 
Laboratory and the Naval Weapons Center 0-Jhite Oak) have converted some 
of the nitro groups in ciinitropropylvinyl ether polymer to hydroxyl groups. 
This effort to obtain cross linking with the conventional diisocyanate 
cure has met with preliminary success. Expressions of interest have been 
received from a number of industrial sources. 

One of the more exciting potential applications is in nitramine gun 
propellants now under consideration by the Air Force Armament Laboratory. 
Experimental nitramine gun propellant formulations employing nitrocellu- 
lose binders exhibit pressure excursions at normal gun operating pres- 
sures . This may be due to nitramine decomposition catalyzed by nitrous 
oxide produced by the lower burning nitrocellulose.  Decomposition of 
DNPVEP and FEME plasticizer materials does not yield nitrous oxide. This, 
in conjunction with their high decomposition temperature, more nearly 
coincident with that of the nitramine, is highly encouraging. °   Conven- 
tional gun propellant extrusion techniques should be feasible with this 
binder system inasmuch as it is readily soluble in the conventional sol- 
vents. Two hundred grams of DNPVE have been synthesized by LASL for 
this feasibility study, Thermodynamic calculations on hypothetical HMX 
formulations project excellent gas production and energy properties. 

Using our synthetic procedures, large quantities of FEME plasti- 
cizers could be produced for use in feasibility studies with HMX and 
the DNPVEP binder. Additional members of this class of plasticizers 
will be prepared and efforts will also be directed towards improving 
the synthetic methods described in this report. 
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Experimental 

All starting materials were obtained from commericial sources. The 
dibromoalkanes were distilled and stored over molecular seives. The 
porton sponge (2,6-di-t-butyl-4-methylpyridine) was chromatographed on 
silica gel (hexane) and stored at 0°. Proton nmr spectra were determined 
with a Varian T-60 spectrometer using tetramethylsilane as an internal 
standard. Benzene was dried over sodium and freshly distilled before 
use. Hexane (analytical reagent grade) was distilled from sodium hydrox- 
ide and the center cut stored over molecular sieves, as was freshly dis- 
tilled methylene chloride. 

General Procedure for Preparation of Ditriflates. The following pro- 
cedure for the synthesis of alkyl ditriflates is illustrative of the 
method used for all of the ditriflates used in this work, excet>t the one 
in the next section. 

In a 100 ml round bottom flask equipped with a stirring bar, reflux 
condenser and drying tube were placed benzene (30 ml), dibromoalkane 
(6.15 mmol), silver triflate (18.4 mmol), and the proton sponge (1.9 
nmol). The flask was wrapped in aluminum foil and heated to reflux in 
oil bath for 5 h. Aliquots were taken periodically and examined by nmr. 
The reaction was completed in this time period with virtually total con- 
version, alkylated benzenes being the minor by-product. The reaction 
mixture was filtered through a fritted funnel and a pad of magnesium 
sulfate and/or silica gel and washed with benzene to^ remove most silver 
salts. The solvent was removed on a rotary evaporator and cold carbon 
tetrachloride was added to the residue. The filtration was repeated, 
solvent removed and the product examined by nmr. Crude yields were 
80-85%. This material was suitable for use in the conversion to the 
fluorodinitroethyl ethers in the next step, however, purification was 
effected using silica gel column chromatography and varying mixtures 
of hexane-methylene chloride. 

Ditriflate of Diethyleneglycol. In a 100 ml round bottom flask 
equipped as above were placed triflie anyhydride (30.0 tmr>l) and the 
proton sponge (32.4 nmol) in methylene chloride (25 ml). The dialcohol 
in methylene chloride (25 ml) was added dropwise over 90 min to the 
reaction mixture cooled to 0°C. The mixture was allowed to warm to 
room temperature and after two hours the reaction was complete (nmr 
analysis). The mixture was filtered and the solvent was removed. The 
crude ditriflate was purified by column chromatography on silica gel 
using varying mixtures of hexane-methylene chloride. 'The isolated 
yield of purified mixture was 61%. 

General Procedure for Preparation of Fluorodinitroethyoxymethylenes 
(FEME)"! 3h a 50 ml round bottom flask equipped with a stirring bar 
and a drying tube were placed the ditriflate'(5 mmol), 2-fluoro-2,2- 
dinitroethanol (20 mmol), potassium carbonate (83.5 mmol) and methylene 
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Chloride (20 ml). The heterogeneous yellow mixture was stirred at 
ambient temperature for several hours (3-18). Reaction was essentially 
complete in most cases in less than 5 h (nmr analysis). The mixture 
was diluted with water and the product was extracted with methylene 
chloride dried over magnesium sulfate, filtered and stripped of solvent 
(rotary evaporation). Alternatively, the heterogeneous mixture was 
filtered directly using a fritted funnel. The solid was washed copi- 
ously with methylene chloride. This procedure avoided emulsion problems. 
The products were purified using silica gel column chromatography and 
varying amounts of hexane-methylene chloride. The resulting colorless 
oils were obtained in purified yields of 50-60%. 

Differential Thermal Analysis Conditions. DTA measurements were 
carried out on a Perkin Elmer DSC-2 with a Scanning Auto Zero attach- 
ment. Sample sizes were 1.5-2.5 mg for binder/plasticizer mixtures 
and 0.6-1.2 mg for high explosive mixtures. The DSC range was 5 meal/ 
second. The scanning range was 420-600°K and the heating rate was 10°K 
per minute. A scanning auto zero attachment was used to insure a flat 
baseline over the entire range. 
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Improved Mechanical and Corrosion Behavior of Alloys 
By Means of Ion Implantation 

Abstract 

Ion implantation is being investigated as a technique for the beneficial 
modification of surface-sensitive, life-limiting properties of metals, including 
resistance to corrosion, wear, and fatigue. Ion implantation is a process of 
accelerating ions to high velocities and directing them into the near-surface 
regions of materials (e.g., alloys) to produce in essence a different material (alloy) 
in the near-surface region. Ion implantation can produce a graded alloy from the 
surface to the unchanged underlying bulk alloy so that both the surface alloy and 
bulk alloy can be independently optimized. It may be emphasized that no coating 
is involved, and hence there are no adhesion problems or macroscopic dimension 
changes such as those associated with coatings. On a laboratory scale it has 
already been demonstrated that ion implantation can produce corrosion resistant 
surfaces on an otherwise corrosion susceptible material. For example, the 
corrosion (pitting) resistance of M-50 bearing alloy (extensively used in turbojet 
engines) has been demonstrated to be improved when implanted with high 
concentrations of chromium. The technique promises the ability to produce 
unique metastable corrosion-resistant surface alloys without additional processing 
steps. The sliding wear rate between various steel alloys has been reduced by as 
much as two orders of magnitude as a result of implantation with selected 
elemental species, including nitrogen, cobalt, and titanium. (This technique is 
already being exploited by industry in England, where much of its development is 
occurring.) The implantation technique has also been used to increase fatigue 
lifetimes in a number of alloys, including low-carbon steel (by a factor of 50 to 
100), titanium, stainless steel, and maraging steel (by a factor of 8 to 10). 
Experimentation is now being directed toward other materials of major DoD 
interest, such as titanium alloys. 
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Introduction 

This paper describes the application of ion implantation (a relatively new 
technology for semiconductor materials) to some of the oldest problems affecting 
equipment: problems that lead to deterioration, malfunction, and eventual 
breakdown. These problems include corrosion, wear, and fatigue. All three 
problems are surface-sensitive and have been found to be amenable to 
amelioration by ion implantation surface treatment. 

Corrosion, wear, and metal fatigue are extremely costly to all DoD 
services. The cost of corrosion alone to DoD has been estimated to exceed eight 
billion dollars a year. The additional factors of high reliability and maintainability 
generally desired of DoD equipment provide an added impetus for solving such 
problems. One response to these problems has been the (intensive) development of 
new materials; another response has been the development of surface protective 
coatings. 

In spite of these advances there still exist specific problem areas not 
amenable to either improved bulk alloys or protective coatings. A given 
application is likely to involve several incompatible requirements for an alloy: 
reasonable cost, machineability, desirable surface properties (e.g., corrosion 
reisistance), and desirable bulk properties (e.g., hardness, strength, or toughness). 
Surface coatings are sometimes used in attempts to optimize independently the 
surface and bulk properties required and can have several advantages, including 
low cost, relative ease of application, and ability to cover complicated 
geometries. For certain applications, however, coatings have limitations, e.g., 
adhesion problems, nonuniformity, porosity, and macroscopic dimensional changes 
of the treated surface. 

The remainder of this paper discusses ion implantation as an alternative 
surface treatment method which shows promise of ameliorating corrosion, wear, 
and fatigue problems within DoD. Ion implantation is not a coating technique. 
Implantation consists of forcibly injecting selected elemental ion species beneath 
the surface of materials by means of a high-energy ion beam from an accelerator 
(usually at tens to hundreds of kilovolts). This injection process produces an 
intimate alloy of the implanted and host elements without producing a sharp 
interface characteristic of most coatings and hence avoids the related adhesion 
problems. The resultant depth distribution and alloy composition depend on the 
energy and atomic number of the projectile as well as on the atomic number of 
the host. Typically, depths of hundreds to thousands of angstroms are achievable 
with concentrations of up to 50 at. %. It should be stressed that ion implantation 
is not a thermodynamical equilibrium process and that metastable alloys can be 
formed without regard for the conventional considerations of solid solubility and 
diffusivity, since any elemental species can be implanted into any other material. 
Heating of the implanted alloy to sufficiently high temperatures will, of course, 
ensure equilibrium conditions, but several durable metastable (or amorphous) 
phases  with potentially  interesting physical properties have been formed by 
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implantation. Figure 1 summarizes many of these factors pertaining to ion 
implantation for materials modification. The ability to control and reproduce the 
ion beam parameters listed in Figure 1 is especially important to its large scale 
commercial usage for implanting (doping) semiconductor wafers with high 
reproducibility (typically less than 3% dose difference on different wafers or 
between different points on a single wafer). 

Figure 2 shows a schematic diagram of a typical research-type ion 
implantation system. As depicted, atoms are ionized in an ion source, accelerated 
to the desired energy, analyzed according to mass by a magnet to select the 
desired species, and then electrostatically raster scanned over the target to 
ensure dose uniformity of the implantation. The implanted dose (in terms of 
impurity atoms per unit volume) is obtained from the ion beam charge, the 
implanted target area, and the implanted species depth distribution. 

Improving Corrosion Resistance 

Implantation has been utilized as a research tool for studying basic 
corrosion mechanisms and also as a technique for improving the corrosion 
resistance of materials. Both aqueous corrosion and high-temperature oxidation 
phenomena have been experimentally studied. 

Aqueous Corrosion 

Corrosion is a significant factor for rejection of DoD equipment 
subcomponents, such as bearings, at Naval Air Rework Facilities. The annual cost 
for replacement of turbojet engine bearings from corrosion alone is estimated to 
exceed $1.0 M. NRL is currently engaged in a project with the Naval Air 
Propulsion Center (Trenton, N.J.) to evaluate and develop ion implantation 
treatments for improving the pitting corrosion resistance of AISI M50 bearing 
alloy used extensively in Navy turbojet engines. In particular, it is found that 
engines which experience intermittent usage exhibit the worst corrosion problems. 
The corrosion is exhibited by local pitting at contact points between the bearing 
race and the rollers (or balls) after engine shutdown. Measurements at NAPC 
confirmed that the implantation of corrosion resistant elements (e.g., chromium) 
into M-50 test rods does not degrade the rolling-contact fatigue life of the bearing 
material. (Coatings usually do degrade fatigue life.) Initial simulated field 
service corrosion tests with a saltwater contaminated polyester lubricant (such as 
found in actual aircraft engines) show that the localized (pitting) corrosion 
resistance of chromium-implanted M-50 samples is significantly better than that 
of the unimplanted material. An illustration of these results is shown in Figure 3. 
These simulated field corrosion tests are being accompanied by standard 
electrochemical and surface analytical tests in order to characterize the 
implanted surface in an effort to optimize the choice of implantation variables 
(e.g., ion species, dose (concentration), and energy (depth)) for corrosion 
resistance. Although it is too early to evaluate implantation as a means of 
effectively controlling this problem, the results thus far look very promising. For 
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this application it should be noted that the technique has the important potential 
advantage of not changing the macroscopic dimensions of the precision bearings 
and should be applicable to otherwise finished components (i.e., the process can fit 
onto the end of an existing production line). The cost associated with implanting 
aircraft quality bearing components is estimated to be a small fraction of their 
initial cost. 

High-Temperature Oxidation 

The high-temperature oxidation resistance of several metals has also been 
improved by ion implantation. In some experiments the effect of the implanted 
species persists to depths much beyond that of the initial relatively shallow 
implanted depth concentration profile. Much of the published work in this area 
originates from the Atomic Energy Research Establishment at Harwell, England. 
Figure 4 shows the results of an NRL investigation of the oxidation kinetics of 
barium-implanted titanium. Implantation is found to reduce significantly the 
growth rate of the oxide for oxide thicknesses much greater than the initial depth 
of the implanted barium. Transmission electron microscopy studies of similar 
samples shows the formation of a perovskite-type structure (barium titanate) 
which has been postulated (by Harwell) to form along easy diffusion paths for 
oxygen (e.g., grain boundaries) and thus to serve to impede such diffusion. 

Since most of these studies are still in a research stage, no general 
statements regarding applicability can yet be given. The Harwell group has, 
however, described the improvement in lifetimes of oil burner injection nozzles 
used in power generation plants in England by at least a factor of four by means of 
implanting species such as nitrogen and boron into the surfaces around the orifice. 
This is an example of an application where minimum equipment downtime is 
particularly important because of the associated high cost of shutdown. 

Improved Mechanical Properties 

In the past few years there has been increasing research interest in 
applying ion implantation to improve materials mechanical characteristics, such 
as hardness, friction, wear resistance, and fatigue lifetime. The following 
examples describe some of those efforts in which NRL is involved. 

Surface Hardening of Gas Bearing Materials 

Guidance and navigation equipment commonly uses gas under pressure to 
support and to lubricate bearing subcomponents during operation. For some of 
these applications powder-processed Be (containing BeO precipitates) is used as a 
bearing material because of its high rigidity, low mass (giving a low moment of 
inertia), and its thermal expansion properties. These relatively soft bearing 
component surfaces are currently coated with a hard material (such as chromium 
oxide) to reduce wear occurring mainly during startup and shutdown. These hard 
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coatings are expensive to machine and can suffer from adhesion and porosity 
problems. In an effort to reduce some of these problems a collaborative research 
program* is being conducted by NRL and the Charles Stark Draper Laboratory, 
Inc. (Cambridge, MA) in order to examine the possibility of forming hardened 
(wear resistant) surface layers by means of ion implantation. The initial thrust of 
this work has been to perform multiple high-dose implantation of boron into 
beryllium at different energies to build up a uniform BeQ gB . alloy extending 
approximately 0.8 /um into the bulk. Boron was chosen "because certain Be-B 
phases     are     known     to     be     very     hard. The     initial     results     of 
micro(indentation)hardness measurements made on these layers is shown in Figure 
5 for various subsequent thermal annealing treatments. The microhardness values 
of the implanted layers are significantly increased to the point where the diamond 
stylus no longer leaves a permanent indentation for the heaviest load (5 gm) used. 
These increased hardness values presumably arise from the formation of a boron- 
beryllium phase. Although the microhardness values obtained with very light loads 
on such thin layers must be regarded as being only qualitative, they do serve as 
useful comparative guides. 

Attempts have been made to thermally diffuse boron from an outer layer 
(diffusion source) into beryllium to harden the surface. However, it appears that 
beryllium atoms preferentiaUy diffuse outward into the boron (rather than the 
boron diffusing into the beryllium) thus making this technique unsuitable for 
preparation of desired surface aUoys. Whether implantation will prove to be an 
appropriate fabrication technique for this particular use requires further study. 
Nevertheless, this example serves to demonstrate the potential advantages of ion 
implantation as a surface modifying technique for small, critical parts. These 
potential advantages include the following: no macroscopic dimension changes, 
superior adhesion than coatings (because of no abrupt interfaces), and no porosity 
problems associated with some coatings for this application. 

Sliding Wear Reduction 

Following the early work on wear reduction at Harwell, researchers at NRL 
have investigated the effect of ion implantation on the sliding wear of type-416 
stainless steel and AISI-52100 bearing alloy steel. The experimental apparatus 
consisted of either a ball-on-cylinder geometry (AISI-52100 steel tests) as shown 
in Figure 6 or a crossed cylinder-on-cylinder geometry (type-416 stainless steel 
tests). In both cases the upper part was under a deadweight load (2-kg), and the 
lower part (the race) was rotated while partially submerged in an polyester 
lubricant bath, resulting in boundary lubrication conditions. The amount of wear 
was determined by an optical-microscope examination of the wear scar on the 
upper stationary ball bearing (or on the upper stationary cylinder for the type-416 
stainless steel alloy tested). As indicated in the figure of the test geometry, 
different portions of each component were implanted with nitrogen ions at an 
energy of 40 keV to a fluence of 1017 nitrogen ions/cm2 (about 2 jug/cm2). The 

*Under Navy Strategic Systems Project Office support 
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nitrogen ions are expected to penetrate about 0w05 to 0.1 Mm into the steel 
surfaces, giving a local peak volume concentration of about 30 atomic percent. 
Although such wear tests commonly show significant problems regarding 
reproducibility, a factor-of-two improvement was commonly found for the 
nitrogen-implanted 52100 samples. 

Since the type-416 stainless steel samples showed much greater wear rates 
than did the type-52100 bearing alloy steel samples, the type-416 samples were 
more suitable for determining the effect of the various parameters on the wear 
rate, hence were more suitable for a study of the mechanisms responsible for the 
wear reduction. Wear tests were performed for different combinations of 
unimplanted and implanted surfaces. The results are shown in Figure 7. These 
runs were all made with a 2-kg load for various times, which correspond to the 
total distances traveled as shown in the figure. The dimensionless wear volume 
has been arbitrarily normalized to unity for the unimplanted cylinder on the 
unimplanted race. The effect of implanting the rotating race (lower two curves) 
is seen to reduce the amount of wear by a factor of approximately 25 to 50 as 
compared with the unimplanted-race curves (upper curves). This large reduction 
in the wear is believed not to be merely the result of a nitriding of the alloy skin 
since the amount of material removed from the rotating member is greater than 
the penetration depth of the implanted nitrogen ions. The reduction has been 
attributed to nitrogen (a mobile-interstitial species) decorating dislocations 
produced during the wear, impeding their motion, and producing a hard skin. The 
persistence of the effect is attributed to the inward migration of the implanted 
(interstitial) nitrogen atoms under the high temperatures and stresses produced 
during the wear process. The figure also shows that implantation of argon, a 
chemically inert species, provides no improvement in wear resistance. Hence, the 
effect is not due solely to either the radiation damage or the compressive stresses 
that are produced by the implantation process. The reduction in wear was 
observed for both a complex lubricant (a polyester jet-engine lubricant) and a 
simple lubricant (polyphenol ether). Some other species (Ti, Co) provided a 
reduction in wear by a factor of eight to ten, whereas some species (Cr, Ni) gave 
no effect. The nitrogen implanted samples were also able to support appreciably 
higher loads than the unimplanted samples before experiencing catastrophic wear 
rates. 

Several analytical techniques are currently being used for the investigation 
of these implantation effects, including Auger electron spectroscopy, transmission 
electron microscopy, scanning electron microscopy, and wear particle analysis. 
Wear particles from the tests shown in Figure 7 have been analyzed by a technique 
(Ferrography) that magnetically removes the wear particles from the lubricant 
and affixes them onto a surface for subsequent characterization of their 
concentration, sizes, and shapes either by means of optical or scanning electron 
microscopy. Results comparing unimplanted and implanted couples indicate that 
there is no significant change in the shape or size distribution of the wear 
particles produced even though they differ in quantity by a factor as much as 
several hundred. This observation suggests that implantation is reducing the 
initiation rate or growth rate of cracks. 
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Even though the basic and fundamental features of the responsible 
mechanisms are not known as yet, the systematic study of many wear systems by 
the Harwell group has allowed significant industrial exploitation of the process to 
reduce wear in a number of industrial situations. Some of these applications are 
described in a later section. 

Fatigue Lifetime 

The Harwell group has reported that fatigue lifetimes for nitrogen- 
implanted stainless steel, titanium, and maraging steel are 8 to 10 times longer 
than for the unimplanted materials. On the basis of this report, ä collaborative 
effort between researchers at NRL and at the State University of New York at 
Stony Brook was undertaken to study the effect of ion implantation on the fatigue 
lifetime of AISI1018 steel. The preliminary results of this study are given below. 

The experiments consist of measuring the time-to-failure of cylindrical 
samples (with a central reduced-cross-section segment) placed under alternate 
compression and tension while rotating under a fixed load (stress) in an apparatus 
such as that shown in Figure 8. The lifetime of unimplanted samples has been 
compared to that of samples whose central (reduced area) region has been 
implanted with 150-keV nitrogen ions (2 X 1017 N ions/cm2). These tests have 
been performed for applied stresses intermediate in value between (i) the yield 
strength (the stress threshold for plastic deformation of the bulk material) and (ii) 
the endurance limit (the stress level at which the material will withstand flexing 
indefinitely). Preliminary results are shown in Figure 9; the applied stress level 
(ordinate) is plotted versus the number of cycles to failure (abscissa) on a 
semilogarithmic plot. The closed circles (unimplanted samples) are contained 
within a broad band whose width is indicative of the experimental scatter usually 
found in such measurements. The data for the implanted samples are represented 
in Figure 9 by open symbols. It is apparent that for stresses below the yield 
strength (viz., below 57 kpsi) the fatigue lifetimes of nitrogen-implanted type- 
1018 steel samples can be significantly improved. The datum points at 108 cycles 
represent implanted samples which have not yet failed even after having flexed 50 
to 100 times as many cycles as the unimplanted samples at failure. These results 
are indicative of the formation of a nitrogen-rich atmosphere associated with 
surface dislocations; the nitrogen atoms presumably tend to suppress the 
movement of (i.e., to pin) the dislocations, which otherwise would coalesce to 
initiate cracks, leading to failure. 

Present Industrial Applications 

To date, the only known industrial applications of this technique for 
nonsemiconductor purposes are those being pursued by the Harwell group in 
association with several industries. Because of the proprietary relationship which 
can exist between Harwell and private industry it is likely that many applications 
exist other than those described below. The applications can be grouped into 
three main areas:   (I) cutting and slitting operations, (H) prevention of corrosive 
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and adhesive wear, and (HI) extrusion operations and applications where large 
surface forces occur. Group I includes components (such as paper and synthetic- 
rubber slitters, punches, and taps) whose lifetimes were extended by a factor of 
two to twelve by nitrogen implantation. Group fl includes tool inserts and forming 
tools where carbon or nitrogen implantation appreciably reduces the adhesive 
wear of the tools. Group HI includes cemented tungsten carbide wire drawing 
dies. Implantation of carbon into these components increases the throughput (for 
a given permissible die size tolerance) by a factor of three to five. 

Ion Implantation Equipment 

Although implantation in metals is mainly at the research stage, there exist 
high throughput production ion implanters for semiconductor processing which 
could be adapted for metals processing. There appear to be no fundamental 
problems of scaling up the present implanters to provide the higher beam currents 
necessary for the higher doses generally required for metals work. In addition, the 
rigid requirements for ion beam purity and dose uniformity that are encountered 
with semiconductor wafers can be significantly relaxed in the case of metals, 
resulting in simpler and cheaper machines. An important consideration for metals 
will be the development of dedicated-element ion sources and suitable vacuum 
chambers that will allow the desired areas of the intended targets to be uniformly 
exposed to the ion beam. Commercial prototypes of these are already being 
constructed at Harwell to allow components several feet in size to be implanted. 

Summary 

The application of ion implantation to metals has shown several large, 
durable, and sometimes unpredicted beneficial effects on their chemical and 
mechanical properties. The basic understanding of some of these effects is still at 
a primitive stage; however, there exists sufficient information to permit industrial 
Utilization for certain applications (Harwell). Potential applications require 
individual research and developmental study. There appear to be no fundamental 
technological problems in scaling up present ion implanters for treating high-dose, 
large-area metal components, given the need. 
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List of Symbols 

d Body diameter 

h Circulation contour size (square hxh) . 

M Mach number 

Po Total pressure 

R(j Reynolds number based on body diameter 

Rc Cross flow Reynolds number (R^sina^) 

u, v, w Velocity components in body axis system (Fig. 1) 

Uc Magnitude of cross-flow velocity (Vv^+w2 ) 

Uro Freestream speed 

x, y, z Body coordinate system (Fig. 1) 

ab Angle of attack of the body 

r Local circulation in cross-flow plane (contour hxh) 

rt Total circulation cross-flow plane 

i> Stream function 

Subscript , 

Freestream conditions 
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Symmetrie Body Vortex Wake Characteristics 
in Supersonic Flow 

Abstract 

High angle of attack aerodynamics has become increasingly 
important for highly maneuverable fighter aircraft and tactical 
missiles.  At these high angles vortices, which can create very 
difficult controllability problems, form on the leeside of the 
airframe.  In order to obtain a better basic understanding of 
the body vortex phenomena, a series of experiments were 
conducted in Supersonic Wind Tunnel A at the Arnold Engineering 
Development Center.  Over 6000 total pressure, Mach number, and 
orthogonal velocity component measurements were made at various 
survey planes on the leeside of a pointed body of revolution 
for angles of attack up to 25°.  Measurments were made at two 
freestream Mach numbers and two Reynolds numbers.  The results 
presented provide the first accurate characterization of the 
geometry and flow properties of the supersonic body vortex 
wake.  These results include cross-flow plane velocity, pressure 
and Mach number distributions.  Local and total vortex circula- 
tion strengths are also presented.  These basic research 
results should be of great value in verifying future, advanced 
fluid dynamics computations of three dimensional viscous 
separated flows for aircraft and missiles. 
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Introduction 

During the last several years there has been considerable 
interest in the aerodynamics of aircraft and missiles at high 
angles of attack.  This interest has been generated primarily 
by desires, and requirements, to have more highly maneuverable 
fighter aircraft and tactical missiles.  From man's earliest 
experiences with airframes, it has been realized that increas- 
ing the angle of attack generally creates more lift which, 
with proper orientation, can be used to achieve desired, and 
often rapid, changes in a flight vehicle's trajectory. 

unfortunately, as the angle of attack of a missile or 
aircraft is increased beyond certain limits, complex flow 
phenomena can result.  In the case of tactical missiles, 
which tend to have long body lengths compared to their maxi- 
mum diameter, vortices form along the leeside of the body. 
These vortices come into existence at angles of attack of 
approximately 10° as a result of separation of the boundary 
layer from the surface of the missile's body.  The vortices 
initially form in symmetric pairs (see Figure 1) and they 
become larger as the distance from the nose increases.  Main- 
taining control of a missile whose fins or wings are immersed 
in these vortices is often very difficult, and a better 
understanding of the basic phenomena is of great importance 
to the designers of present and future USAF conventional 
munitions. 

The formation of body vortices at high angles of attack 
was first noted by Allen and Perkins1 of the National Advisory 
Committee for Aeronautics (NACA), Ames Research Center in the 
early 1950's.  Later Jorgensen, also of NACA, and Perkins2 

conducted pioneering body vortex flow measurements about a 
tangent ogive cylinder in supersonic flow using a pitot-survey 
rake and conical pressure probe.  In the late 1950's Mello3 

conducted a more complete, but still somewhat limited, investi- 
gation for Mach 2 flow about a cone-cylinder body.  Beyond 
these early investigations, there have been no detailed 
measurements of the supersonic body vortex wake.  In subsonic 
flow, body vortex wake surveys have been conducted by Tingling 
and Allen,  Fiechter,5 and Grosche6 using conical probes. 
Limited wake surveys using a laser anemometer in subsonic flow 
have also been conducted recently by Fidler, Nielsen, and 
Schwind,  Yanta and Wardlaw,8 and Owen.9 

The present paper describes the most comprehensive experi- 
mental investigation to date on the symmetric vortex wake of a 
pointed body of revolution.  The experiments were conducted in 
Supersonic Wind Tunnel A at the USAF Arnold Engineering 
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Development Center.  Over 6000 total pressure, Mach number, 
and orthogonal velocity component measurements were made at 
various survey planes on the leeside of a tangent ogive 
cylinder for angles of attack up to 25°.  Measurements were 
made at a nominal Mach number of 2.0 for two Reynolds numbers 
and at Mach number 3.0 for one Reynolds number.  The higher 
Reynolds number condition (Rd = 1.75 x 10

6) is a factor of 
four increase over previously published data for supersonic 
flow.  This is particularly important since Reynolds number 
is a key factor in matching sub-scale wind tunnel experimen- 
tal results to full-scale flight vehicles. 

The flow field surveys were taken at three positions 
along the body for angles of attack of 10°, 15°, and 20° and 
at two body positions at 25° angle of attack.  The measure- 
ments were made using a conical pressure probe that was 
computer manipulated in angular orientation and position in 
the wind tunnel.  In addition to the computer driven probe, 
the experiments also involved simultaneous interaction of a 
theoretical model of the flow field and real time data 
quality optimization. 

The experimental program was jointly planned and executed 
by the Air Force Armament Laboratory (AFATL), the University 
of Texas at Austin, and the Arnold Engineering Development 
Center (AEDC).  Due to the magnitude of the experiments, only 
a portion of the results are presented in this paper.  Full 
details are given in Reference 10. 

The equipment, instrumentation and experimental procedure 
are discussed in the following section of the paper.  This is 
followed by presentation and discussion of the results, 
including general characteristics of the body vortex wake, 
effects of Reynolds number, and effects of Mach number.  Con- 
clusions and a brief discussion of other AFATL research 
related to the present paper are presented last. 
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Experimental Investigation 

Equipment and Instrumentation 

The wind tunnel experiments were conducted in Supersonic 
Tunnel A of the von Karman Gas Dynamics Facility (VKF), AEDC. 
Tunnel A is a continuous flow, closed-circuit, variable 
density wind tunnel with an automatically driven flexible- 
plate nozzle and a 1.02 m by 1.0.2 m (40 in. by 40 in.) test 
section.  The tunnel can be operated at Mach numbers from 
1.5 to 6 at stagnation pressures from 200 to 1380 kPa (29 
to 200 psia). 

The model was a 76.2 mm (3 in.) diameter circular cylin- 
der with a two caliber tangent ogive nose and a total length 
of 1.143 m (45 in.).  The model was supported by a sting and 
strut assembly attached to the main model support system of 
the wind tunnel.  Wake flow measurements were made using a 
biconic shaped pressure probe with a diameter of 3.17 mm 
(.125 in.).  A drawing of the probe is given in Figure 2. 
The pressure port at the tip of the probe senses the local 
total pressure of the flow, i.e., the stagnation pressure, 
and the four surface pressure orifices on the cone portion 
sence a pressure near the local static value.  The probe was 
supported by a double offset wedge-shaped support strut.  The 
support strut was attached to the Captive Trajectory System 
(CTS) of the wind tunnel.  The CTS is a sophisticated computer 
controlled electro-mechanical drive system, which can be mani- 
pulated in six degrees of freedom.  The CTS was originally 
designed for simulation of store separation from a parent body 
in the wind tunnel.  In the present experiment, however, the 
CTS was used to vary the pitch angle and yaw angle of the 
probe in the vortex wake in order to reduce the local angle 
of attack of the probe.  Reduction of the local angle of 
attack of the probe while in the vortex wake is of crucial 
importance because of possible interference of the probe on 
the wake.  A photograph of the model and probe installation 
is shown in Figure 3. 

Experimental Procedure 

During the flow field probing phase, the CTS was 
controlled by the VKF CDC-1604B computer which was programmed 
to position the probe at a series of grid points in the model 
cross-flow plane, i.e., the y-z plane shown in Figure 1.  Data 
were taken in the right-half of the cross-flow plane on the 
leeside of the body.  This was done because the vortex wake 
was symmetric with respect to the x-z plane for the angles of 
attack and body stations surveyed.  Two or three axially 
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located grids were surveyed, depending on the body angle of 
attack.  A grid point spacing of 5.17 mm (0.225 in.) was used 
in the present experiment.  This was a much finer spaced sur- 
vey field than that used by previous investigators.  The size 
of each survey field depended on axial location and model 
angle of attack.  A summary of wind tunnel freestream condi- 
tions, model angles of attack, axial grid locations, and 
number of data points is presented in Table I. 

The probe was set at pitch and yaw angles such that it 
would be nominally aligned with the local velocity vector, 
i.e., near zero local angle of attack.  This was done because 
as the angle of attack of the probe increases, the accuracy 
of the data decreases for the three following reasons.  First, 
the probability of probe interference on the vortex flow 
greatly increases.  Second, the pitot pressure begins to 
deviate from the total pressure behind the shock wave of the 
cone probe.  Third, the average value of the surface pressures 
from the cone begins to approach the pitot pressure making 
calculation of Mach number inaccurate.  The appropriate probe 
angles were estimated using available theoretical techniques. 
The mathematical flow model developed in References 11 and 12 
was used to predict the local velocity vectors in the vortex 
wake.  Using this theory, the pitch and yaw angles of the 
probe were chosen such that the probe was nominally aligned 
with the local velocity at each grid point.  This technique 
was generally successful and only a small percentage of the 
initial survey points were repeated because of large angle 
of attack of the probe.  The average angle of attack of the 
probe for the final data set was 8.2°, whereas the velocity 
vector in the wake varies up to 60°. 

During the experiment a new type of computer/wind tunnel 
interaction was employed to allow real time analysis of the 
data.  Immediately after a body station was surveyed, all of 
the local flow parameters as well as local angle of attack of 
the probe and local flow circulation were calculated.  These 
data were manually scanned for large values of probe angle of 
attack and also for any required improvements in the size and 
shape of the survey region.  Improvements in probe angle of 
attack and in the region surveyed were promptly effected bv 
reprogramming the CTS computer. 
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Discussion of Results 

General Characteristics of the Vortex Wake 

The general characteristics of the symmetric body vortex 
wake will be discussed first.  All of the data presented in 
this section will be for a freestream Mach number of 2.0 and 
Reynolds number (based on diameter) of 1.75 x 106.  This 
Reynolds number is representative of the value for a full 
scale missile (with a diameter of 6 inches) flying at an 
altitude of approximately 40,000 feet.  The changes in the 
wake as a function of body length and angle of attack will 
be detailed first using various quantities which were measured. 
The effect of variations in freestream Mach number and Reynolds 
number will be discussed later. 

The velocity components measured in the cross-flow plane 
for aj-, = 15° and x/d = 7, 10, 13 are shown in Figure 4.  The 
view in the figures is from the rear of the body looking up- 
stream.  The base of each vector plotted is the location of a 
grid point in the cross-flow plane.  The vortex is identified 
above the arc of the body surface as the region of roughly 
circular, counter-clockwise motion.  This sequence of cross- 
flow vector plots clearly shows how the vortex gradually 
moves away from the body and increases in strength as it 
moves along the body.  The vortex obtains its strength from 
the viscous flow in the boundary layer on the surface of the 
body.  As the fluid flows from the windward side of the body, 
i.e., negative z, to the leeward side, the boundary layer 
separates from the body.  This is due to the increasing static 
pressure as the flow attempts to decelerate on the leeside of 
the body.  The separation point can be seen at each body 
station shown in Figure 4 as the region on the right side of 
the body where the velocity vectors are small in magnitude 
and generally point in the positive y direction. 

Figure 5 shows a set of perspective plots of the local 
total pressure in the cross-flow plane for the same conditions 
as given in Figure 4.  The value of pQ is normalized by the 
freestream total pressure pQ00.  The perspective view is from 
above a three dimensional surface of p0/p0co as a function of 
(y,z) and looking in the positive y and negative z directions. 
The "blank" portion in the upper right portion of the plot 
represents one quadrant of the body in the cross-flow plane 
and also the grid points near the body surface where data 
were not obtained.  Lines hidden from the viewer are plotted 
as dashed lines.  The surface of the perspective plot is 
numerically constructed by connecting the measured value at 
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the grid points with straight lines.  The body vortex can be 
identified as the region of low total pressure.  The total 
pressure is low in the vortex because the fluid in the vortex 
has primarily come from fluid that had earlier been in the 
boundary layer on the surface of the body.  This fluid lost a 
large amount of total pressure due to viscous deceleration in 
boundary layer. 

For the most forward body station shown in Figure 5a 
(x/d - 7) the vortex is very concentracted.  The total pressure 
of the fluid drops off very rapidly in the core of the vortex 
The nondimensional total pressure drops from .98 to  20 over 
a distance of only 2 grid points, i.e., 11 mm.  As one moves 
down the body (see Figure 5b and 5c) the increase in size of 
the vortex can be clearly seen.  At 13 diameters from the 
nose the vortex spreads roughly one body radius in the y- 
direction and two radii in the z-direction.  Another region 
of low total pressure can be identified at each body station 
of Figure 5; this is the vortex sheet.  It extends from the 
separation point on the body toward the left side, as viewed 
in Figure 5, of the vortex.  The vortex sheet is the path the 
separating flow in the boundary layer takes on its way to the 
body vortex.  The vortex sheet can be seen in each part of 
Figure 5 as a valley of low total pressure; the bottom of 
which can only be seen as a dashed line.  The floor of the 
valley rises as fluid from the boundary layer mixes with 
external fluid of high total pressure. 

The axial velocity component, that is, the velocity 
component parallel to the body axis, is shown in Figure 6 
for ab = 20  and x/d =6, 8.5, and 11.  Figure 6 shows that 
the axial component of velocity is affected by the vortex 
wake to a much lesser degree than the total pressure.  This 
implies that the flow about a missile at angle of attack is 
primarily two-dimensional in the cross-flow plane  This 
assumption has been heavily used in theoretical approaches 
to high angle of attack aerodynamics, but this is the first 
experiment in which the accuracy of this assumption has been 
quantified.  The nondimensional axial velocity, far from the 
vortex  is u/U» = cos 20° = 0.94.  In the core of the vortex 
for x/d = 6, Figure 6a, a defect in velocity exists, i e 
u/U» < cosc^.  As the vortex develops down the length of the 
body the defect disappears.  This characteristic is very 
similar to the decay of axial velocity defects in wing tip 
vortices generated by an aircraft. 

Using the cross-flow velocity data n = vj + wk"  the 
local circulation was calculated in each of the cross-flow 
survey planes.  Circulation, or vorticity, is a measure of 
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y+h,z+h y,z+h 

+    j   w dz - J   w dz 

y+h, z y,z 

local rotational motion of a fluid particle.  It is of great 
importance in devising theoretical models for the flow field. 
In regions of the flow where circulation is nonzero, theore- 
ticians cannot use inviscid potential flow theory with 
accuracy.  Local circulation r (y,z) was calculated for a 
square with side, h = .0375d, i.e., one-half Of the survey 
grid size.  Using the definition of circulation one has 

y+h,z     y+h,z+h 

T  = j>  V-ds = |  v dy -  | v dy 
R        y',z       y,z+h 

where r is positive counterclockwise.  Several numerical pro- 
cedures were required before the line integrals indicated above 
could be calculated.  For complete details, the interested 
reader may see Reference 13. 

Figure 7 gives a perspective plot of the local circulation 
for the same conditions given in Figure 6.  A region of fairly 
concentrated vorticity is seen in the core of the body vortex 
for x/d =6.  As the vortex develops along the body, x/d =8.5 
and 11, the voriticity diffuses over a large portion of the 
wake due to viscosity.  The vortex sheet is identified as the 
very high ridge of vorticity extending from the separation 
point in the z-direction.  The large negative value of circu- 
lation for x/d = 6 is due to a secondary separated flow 
region near the surface of the body.  This secondary region 
lies underneath the vortex sheet, between the primary separa- 
tion point on the side of the body and the secondary separation 
point on the leeward generator.  The angular rotation in this 
separation bubble is clockwise thereby producing the large 
negative circulation shown in Figure 7a. 

A perspective plot of the local Mach number in the wake 
for ab = 25° and x/d = 6 and 9 is shown in Figure 8.  Several 
very interesting features of the distribution can be seen. 
For x/d = 6 (Figure 8a) the Mach number varies in the z- 
direction approximately 1.9, far from the body, to a peak of 
3.16 near the body.  Then, a strong embedded shock wave pass- 
ing normal through the angle of attack plane drops the Mach 
number to 2.2.  The shock wave can be seen to extend in the 
y-direction for two grid spacings (11 mm) and then vanish 
into the low Mach number flow of the vortex core.  Quantita- 
tive measurements of this shock wave aid in the proper 
interpretation of vapor screen photographs which have been 
taken by many previous investigators.(see, for example 
Reference 14). ' 
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During the early part of the present experiment a few 
vapor screen photographs were taken for ot^ = 25°, M„ = 2.0, 
Rd = 1.75.  Figure 9 shows one of the photographs in the 
cross-flow plane at x/d = 6.  The air flow in Figure 9 is 
from left to right, the laser source is on the right, and 
the camera was positioned upstream of body station x/d - 6 
looking partially downstream.  The symmetric pair of vortices 
are clearly shown as the dark, roughly elliptic areas above 
the missile body.  The region between the two vortices which 
becomes progressively darker as the body is approached is 
the previously discussed region of rapidly increasing Mach 
number.  The sharp change from dark to light near the body 
is the embedded shock wave.  Also seen on the photograph are 
several other embedded shock waves outboard of the body vor- 
tices.  The first wave near the crest of the body can be 
clearly identified on the Mach number distribution (Figure 8a) 
The second and third waves are not distinguishable in Figure 
8a. 

Another feature of the Mach number distribution shown in 
Figure 8a are two points of very low Mach number just above 
the vortex.  After examining all of the survey planes of data 
it was found that this feature occurred at other angles of 
attack, body stations, and freestream conditions.  This 
feature is due to a small secondary vortex located above the 
primary body vortex.  It leaves the surface of the body near 
the nose and, consequently, it is referred to as a secondary 
nose vortex.  Werle3-5 and HsiehlG suggest the existence of 
such a vortex on blunt cylindrical bodies at high angle of 
attack.  The present measurements prove the vortex exists, 
even on pointed bodies of revolution.  This experiment also 
shows, from the circulation distribution corresponding to 
Figure 8a, that the secondary nose vortex rotates in the 
opposite rotational sense of the primary body vortex.  This 
small secondary vortex does not appear to be significant with 
respect to missile flight dynamics, but it is an interesting 
fluid dynamic discovery. 

Effect of Reynolds Number 

In order to obtain a detailed understanding of the 
sensitivity of the body vortex wake to Reynolds number, the 
entire set of survey measurements were repeated for free- 
stream conditions of M«, = 2.0 and Rd = 0.48 x 10

6. 
Comparisons between these results and those discussed 
previously for Rd = 1.75 x 10

6 at M«, = 2.0 are presented in 
this section. 
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A novel means of qualitatively evaluating effects of 
Reynolds number is by comparing numerically generated stream- 
line patterns.  In steady flow the streamlines are coincident 
with the path a particle traverses in the field.  The stream 
function requires that the three dimensional continuity 
equation, 

3u + 3v + 3w - n 
3x  3y  3z 

be reduced to a two-dimension form by requiring 3U/3x = 0. 
However, analysis of the data for 3u/3x indicated that it was 
near zero for only the aft body stations.  This should be 
expected from earlier comments concerning the variation of 
the axial velocity component with body station. 

The streamlines were numerically generated from the 
governing equation 

B B 
iji  - ip  =   w dy -   v dz. 
B   A   JA       JA 

A cubic integration method, similar to the one used in circu- 
lation calculations referenced previously was utilized. 

Figure 10 shows streamline plots for ab = 15° and x/d = 13 
for both Reynolds numbers.  This station is sufficiently far 
aft for the flow in the cross-flow plane to be two dimensional. 
A comparison of the streamline contours in Figure 10 clearly 
shows the elongation of the vortex with an increase in Reynolds 
number.  The low Reynolds number condition displays a vortex 
which is much more circular than the vortex formed at high 
Reynolds number.  The primary separation point for the low 
Reynolds number appears to be very near the crest of the body 
(Figure 9a) whereas the separation point for the high Reynolds 
number appears to be farther downstream.  The low Reynolds 
number condition should have laminar boundary layer separation, 
with a cross-flow Reynolds number, Rc, of 0.12 x 10

6, and the 
high Reynolds number condition should exhibit turbulent 
separation, R_ = 0.45 x 106. *c 

Effect of Freestream Mach Number 

The influence of Mach number on the body vortex wake was 
evaluated by repeating all of the survey grids for a free- 
stream Mach number of 3.0 while holding the Reynolds number 
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very near the high Reynolds number value for the previous 
survey at M«, = 2.0. 

Figure 11 shows the Mach number distribution for M. = 
3.0, Rd = 1.70 x 10&; ab = 25° and x/d = 6 and 9.  The sharp 
changes in Mach number near the core of the body vortex are 
striking  In the inviscid flow just outside the core the 
Mach number is near 4.0 and in the core the Mach number is 
near 2.0.  Changes of this magnitude did not occur for M„ = 2 0 
i?lg«reu8)*  APProaching the body along the z-axis for x/d = 6 
the Mach number increases similar to M«, = 2.0.  Very near the 
body, however, the Mach number increases again contrary to 
what was seen for the lower freestream Mach number.  This 
increase in Mach number near the body was also observed for 

ILTf       °f ftaC?„°f 2°°-  At X/d " 9 a11 of the M^ch number variations along the z-axis which occurred at x/d = 6 have 
been dissipated by viscosity.  The location of the embedded 
cross-flow shock from the crest of the body has changed from 
M» - 2.0, as would be expected.  For M» = 3.0 it appears to 
originate further past the crest of the body than what was 
observed for M. - 2.0.  But it is difficult to determine from 
comparing Figures 8 and 11 because the decrease in the shock 
wave angle for M«, = 3.0 has changed substantially the path of 
the embedded wave through the cross-flow plane.  The path of 
the embedded wave can be seen in Figure lib as a drop-off in 
Mach number whose angle is roughly 60° from the y-axis  The 
trace of other embedded waves higher in the wake can be seen 
m both Figures 11a and b. 

The final results, Figure 12, show the relationship 
of hJSS i   t^1  circulatjon in the survey grid as a function 
of body length for ab = 10°, 15°, 20°, and 25°, M«, = 2.0 and 
3.0, and R4 * 1-70 x 10

6.  For «b = 10° and 15° a clearly 
linear variation of total circulation with body length is 
demonstrated.  For % = 20° and 25°, the variation is not as 
definite because many of the survey grids did not completely 
capture all of the circulation.  That is, the flagged symbols 
in Figure 12 indiate that significant circulation passed over 
the top boundary of the grid.  Consequently, the flagged sym- 
bols are a lower bound on the total circulation in the cross- 
flow plane  For ab = 10° and 15° it is seen that the free- 
stream Mach number change from 2.0 to 3.0 has little effect 
on total circulation in the field.  For ah  =  20° and 25° the 
data indicate that the Mach 2.0 wake contains significantlv 
more circulation than the Mach 3.0 wake.  To obtain an indica- 
tion of the relationship of total circulation to angle of 
attack of the body, a least squares fit of the data was 
calculated.  Using the total circulation data for x/d = 8 and 11 
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and ab = 10°, 15°, and 20°, a fit of r+ as a function of 
sinmab was effected.  The values of m for M« = 2.0 and 
Rd = .48 x 10

6, Mo» = 2.0 and Rd = 1.75 x 10
6, and Moo = 3.0 

and Rd = 1.70 x 10
6 were 2.82, 2.33 and 1.9.0, respectively. 

The correlation coefficients for the power fits were approx- 
imately 0.99, indicating that the plot of log rt vs log 
sin ab is very close to linear.  The fit of the data demon- 
strates that the total circulation grows with angle of 
attack at a substantially lower rate as the Reynolds number 
and Mach number increases. 
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Conclusions and Related Research 

Conclusions 

An experimental program which characterizes the symmetric 
body vortex wake for supersonic flow has been presented.  The 
data have shown that even at 10° angle of attack, a well 
defined body vortex of significant size and strength exists. 

It has been shown that the shape of the body vortex 
changes from circular to a more elongated shape as angle of 
attack, distance aft of the nose and Reynolds number increases. 
This is contrary to previous findings in incompressible flow 
where the large circular vortices cause a large diversion of 
flow around the vortex.  Mathematical modeling of these com- 
pressibility effects will be required in future theoretical 
research if accurate computation of the symmetric body vortex 
wake for supersonic flow is to be achieved. 

The experimental results have confirmed that flow about a 
missile body at high angles of attack is primarily two dimen- 
sional in the cross-flow plane.  It has also been shown that 
the local wake vorticity becomes extremely diffuse as angle 
of attack and distance aft of the nose increase.  Finally, it 
has been shown that the total circulation of the symmetric 
body vortex wake increases with angle of attack, but at a 
decreasing rate as Reynolds number and Mach number increase. 

The experimental research results summarized in this 
paper represent the most comprehensive examination to date 
of the symmetric body vortex wake of a pointed body of 
revolution in supersonic flow.  They should be of great 
value in providing insight for future theoretical research 
on three dimensional, viscous separated flows and for 
verifying fluid dynamics computations using these theories. 

Related Research 

The experimental results presented in this paper are only 
a portion of a very large AFATL research program in high angle 
of attack aerodynamics.17 Other experimental research 
includes detailed time varying and time averaged surface pres- 
sure measurements on bodies of revolution at angles of attack 
up to 70°; supersonic flow field measurements using newly 
developed laser velocimeter techniques; and, generation and 
comparison of aerodynamic force and moment coefficients from 
wind tunnel and free flight experiments.  Finally, theoretical 
research is being conducted in mathematically modeling the 
very complex flow field about airframes at high angles of 
attack.  It is anticipated that this total research program 
will ultimately contribute greatly to the design of future 
highly maneuverable USAF tactical missiles. 
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Table I.  Summary of Experimental Conditions and Survey 
Grid Points 

Number of Survey Grid Points 
(excluding repeat data points) 

ab 
(Deg) 

10 

10 

10 

15 

15 

15 

20 

20 

20 

25 

25 

x/d 

8 

11 

14 

7 

10 

13 

6 

8.5 

11 

6 

9 

Totals 

M„=2.0 
Rd=1.75xl0

6 

78 

128 

179 

97 

168 

224 

127 

189 

222 

147 

189 

1748 

Ma>=2.0 
Rd=0.48xl06 

78 

128 

179 

98 

168 

224 

129 

213 

261 

169 

213 

1860 

Moo=3.0 
Rd=1.70xl06 

78 

128 

158 

98 

163 

205 

127 

201 

234 

147 

198 

1734 
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Figure 1.  Body Vortex Wake and Coordinate System 
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Figure 2.  Conical Pressure Probe 
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Figure 3.  Model and Probe Wind Tunnel Installation   1021 
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Figure 5.  Variation of Total Pressure in the Cross Flow 
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Figure 8.  Variation of Local Mach Number in the Cross Flow 
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Figure 9.  Vapor Screen Photograph of Symmetric Body Vortex Wake 
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Figure 10.  Reynolds Number Effect on Streamlines in the 
Cross-Flow Plane for a^ = 15°, M«, = 2.0, 
x/d =13 ° 
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Figure 11. Variation of Local Mach Number in the Cross-Flow 
Plane for afo = 25°, M^ = 3.0, Rd = 1.70 x 10
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MATERIALS EFFECTS IN HIGH REFLECTANCE COATINGS 

H. E. Bennett 
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Abstract \ 

High reflectance and antireflectance multilayer optical coatings 
have applications in missile technology, laser gyro development, FLIR 
systems, laser designators, and many other areas of optics of interest 
to the Navy and DoD.  One of the most difficult of these applications 
involves components for high power lasers.  Absorption levels of only 
half a percent are often intolerable, and the reflectances or trans- 
mittances of these multilayer-coated components are sometimes higher 
than 99.9%.  Since the absorption in the filming materials is typi- 
cally very low, it is usually assumed to be negligible in thin film 
calculations.  However, in these components it is the limiting factor. 
Typically, thin film absorption, which occurs both within the films 
and at interfaces between them, and which involves light which is 
absorbed through scattering as well as light which is absorbed 
directly, is orders of magnitude higher than would be expected from 
the bulk absorption coefficients of the filming materials.  Our 
limited understanding of materials effects such as the influence of 
crystalline defects, surface topography, and impurity centers on 
optical absorption restricts our ability to develop lower absorption 
optical films.  Research at the Naval Weapons Center (NWC) and else- 
where is slowly improving this situation.  Knowing what the effective 
absorption coefficients of the films are allows us to predict multi- 
layer behavior.  Simple closed-form expressions have now been devel- 
oped at NWC which predict the decrease in reflectance of multilayer 
films as a function of effective film absorption coefficients. 
Experimental.techniques for separating and measuring thin film and 
interface absorption directly have also been developed at NWC and 
will be discussed.  Using these data, we can predict what the multi- 
layer film reflectance will be from relevant thin film parameters and 
infer how to improve multilayer coating performance both for high 
power lasers and for other DoD applications. 
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Introduction 

High reflectance or antireflectance multilayer optical coatings 
are crucial to the performance of missiles, laser gyros, FLIR sys- 
tems, laser designators, and many other areas of optics of interest 
to the Navy and DoD.  One of the most difficult of these applica- 
tions involves components for high power lasers. Absorption levels 
of only half a percent are often intolerable, and reflectances or 
transmittances must sometimes be higher than 99.9%.  The bulk absorp- 
tion coefficients of the dielectric materials used in these multi- 
layer films are typically much less than 1 cm-1, and in theory such 
performance should be readily achieved by adding enough layers. 
However, in practice, the performance of actual multilayers is often 
very disappointing. Materials in thin film form typically absorb 
orders of magnitude more light than would be expected from their 
bulk absorption coefficients.  The reason for this unexpected behav- 
ior is not well understood and presents an intriguing problem in 
solid state and surface physics.  In addition to absorption in the 
volume of the film there is also surface absorption, which exists in 
astonishing amounts at interfaces between films or at the film 
substrate or air-film interfaces. What evidence there is suggests 
that this surface absorption occurs within a depth of only 1000 or 
2000 A.1 The absorption coefficients in this region must therefore 
be over 100,000 times higher than that of the bulk material. 

In addition to light which is absorbed directly, some light is 
also scattered in the volume of the film or at the interfaces. 
Appreciable scattered light is intolerable in applications such as 
laser gyro mirrors, where it limits the system performance by cou- 
pling the two beams traveling around the gyro in opposite directions. 
It also may result in additional absorption, since some of it will 
be scattered internally at angles large enough so that the light is 
trapped and cannot escape before being absorbed by the film.  Some 
of this scattered light is caused by microvoids or other imperfec- 
tions in the volume of the film. Most of it, however, is scattered 
at the interfaces by microirregularities only a hundredth of a 
wavelength or so in height.  Understanding the relationship between 
surface microtopography and scattered light, devising ways for . 
measuring these quantities, and learning to make surfaces which 
reduce this scattering by orders of magnitude represent challenging 
problems.  Considerable progress has been made here, although much 
remains to be done. 

Once scattering and absorption mechanisms at interfaces and in 
the volume of the material are partially understood, the next problem 
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is to predict what the influence of such defects will be on the 
performance of a multilayer high reflectance or antireflectance 
film. Multilayer calculations are usually quite involved and were 
not done until impedance theory was applied to optics about 1950. 
Since then many programs have been developed which make it possible 
to obtain exact numerical solutions to multilayer problems. Usually 
the films are assumed to be nonabsorbing, but recently programs have 
been developed which make it possible to include volume absorption 
xn the films. To our knowledge, no programs currently incorporate 
interface absorption, but now that it is recognized as an important 
factor and methods for measuring it have been developed, a simple 
program modification could be made to do this. A fundamental diffi- 
culty with the computer approach, however, is that there is no 
apparent functional dependence to guide us in estimating how much 
effect absorption or scattering at various positions in the multi- 
layer stack will have on component performance and how the design of 
the multilayer can be modified to minimize it and optimize component 
performance.  In this paper a brief description of methods developed 
at the Naval Weapons Center (NWC) for predicting and measuring 
scattered light and for determining surface and volume absorption in 
films will be given, and then a simple approximate calculational 
technique for applying these results to predict the performance of 
either high reflectance or antireflectance films of various designs 
without a computer will be discussed. 

Scattered Light 

Light scattered from single interfaces is usually a monatomi- 
cally decreasing function of wavelength.2 In the visible, ultrav- 
iolet, and near infrared regions of the spectrum it typically 
results primarily from microirregularities only tens of angstroms in 
height which cover the entire surface of all optically polished 
materials.  The width of the irregularities that contribute ranges 
from a minimum value equal to half the wavelength of the incident 
light to a maximum value which is determined by how close to the 
specular direction scattered light can be measured.  If we arbitrar- 
ily choose 1° from the specular direction as a typical value, the 
irregularities contributing to scattered light in the visible region 
range from about 0.25 x 10~4cm to 15 x 10~4cm in width, with heights 
typxcally of 10"b to 10_7cm.  Since these heights are much smaller 
than the wavelength of light, we are dealing with a diffraction 
phenomenon.  The light scattered into all directions by these irreg- 
ularities is determined only by their heights,3»4 and decreases 
exponentially with wavelength, as illustrated in Figure 1.  The 
angular dependence of this scattered light is more complicated and 

1036 



is determined by the surface autocovariance function as well as by 
the height distribution function.5 it also, however, decreases 
monotonically with increasing wavelength. 

In the infrared region microirregülarity scattering becomes low 
enough so that scattering from particulates, dust, scratches, etc. 
becomes important.2 For poorly polished or badly contaminated 
surfaces these scattering centers can even affect the scattered 
light observed at the shorter wavelengths.  Except for resonance 
scattering from very fine particles, however, this macroirregularity 
scattering is describable by geometrical optics and is nearly inde- 
pendent of wavelength.  Volume scattering in the bulk of a trans- 
parent material caused by voids or other imperfections large com- 
pared to a wavelength is also nearly independent of wavelength.^ 

Light scattered in a multilayer film presents a strong contrast 
to the single interface or volume scattering cases in that it is a 
strong function of wavelength.  The theoretical variation in scat- 
tered light with wavelength for a typical multilayer film is illus- 
trated in Figure 2.  This theory, which was derived by Elson,? takes 
into account the wavelength variation in local fields in the multi- 
layer stack and also includes possible multiple reflections of the 
scattered light.  Some of this scattered light will be absorbed 
either in the component itself or by the component holder and will 
contribute to thermal absorption.  The magnitude of this absorption 
can be estimated calorimetrically by monitoring the instantaneous 
rise in apparent temperature of a test sample when light passes 
through it.8>9 jf scattering centers are concentrated in certain 
layers or at certain interfaces, scattered light can be minimized by 
designing the multilayer film so that the local field at those 
positions is a minimum. 

Volume Absorption 

A comparison of absorption coefficients at a wavelength of 
10.6 urn for various materials in thin film form and in bulk form is 
given in Table I.  Differences of several orders of magnitude are 
apparent for most materials.  Exceptions are AS2S3 and As2Se3, 
amorphous coatings which were the first coatings shown to have bulk 
properties.  Initial measurements were reported by NWC.^ Other 
laboratories subsequently verified them.H The reason for the large 
differences in film and bulk absorption coefficients found in most 
coating materials and particularly evident for crystalline materials* 
is not well understood.  It probably results at least in part from 
impurity effects.  Sparks12 has pointed out that levels in the ppb 
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range for some common impurities would be sufficient to cause the 
observed increases in absorption in some cases, and considerable 
effort has gone into purifying the starting materials and in using 
techniques such as ultrahigh vacuum deposition to prevent contamina- 
tion during the evaporation process itself.  Another contributing 
factor is diffusion of impurities into the film, which is often not 
completely dense and thus is more susceptible to penetration than is 
the bulk material. A third factor may be the film structure itself. 
The fact that bulk absorption coefficients have been obtained in 
glassy films, which are amorphous and thus do not have a crystalline 
array, but not in crystalline films, suggests that structural dis- 
order may affect the allowed transitions in some cases.  Clearly, 
the origin of the additional volume absorption in thin films is 
obscure and requires further investigation. However, its reality is 
beyond question and must be considered when designing multilayer 
stacks for critical applications. 

Interface Absorption 

Even more obscure than the anomalously high volume absorption 
in thin films is the origin of surface absorption at the film- 
substrate, film-film, or film-air interfaces.  It may result from 
surface contamination, from diffusion of impurity atoms to inter- 
faces, or from some other source, and has only recently been measured 
experimentally even on bulk material.  Initially, it was determined 
calorimetrically13 by measuring bulk samples of varying lengths and 
noting that the resultant absorption when extrapolated to zero 
sample thickness was not zero.  Later, Hass, of the Naval Research 
Laboratory,14 developed a long bar technique for separating surface 
and volume absorption on a single sample by noting the time response 
of a detector centered along the sample length, and Rehn and Burdick15. 
developed a prism technique for separating volume and surface absorp- 
tion in bulk materials.  Burdick applied this technique16 to thin 
films and now Temple et dl."^  have succeeded in measuring the surface 
as well as the volume absorption of thin films calorimetrically with 
high accuracy. The essentials of Temple's method are shown in Fig- 
ure 3.  By utilizing a novel, high precision adiabatic calorimeter 
designed and constructed by Decker,18 he has increased the signal- 
to-noise ratio for incident power levels of the order of 1 watt so 
that he can accurately track across a wedged film and note the 
variation in absorption with film thickness.  This absorption is 
caused by (1) absorption in the substrate, which is independent of 
beam position on the wedged film, (2) volume absorption in the film, 
which increases linearly with film thickness when measured at the 
quarter- or half-wave thickness points on the film, (3) film-substrate 
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interface absorption, and (4) vacuum-film interface absorption,  the 
substrate plus substrate-vacuum interface can be determined from 
measurements on an uncoated region of the substrate.  The volume 
absorption of the film is obtained from the slope of the curve 
connecting the measured absorption values at the multiple half-wave 
or odd quarter-wave film thicknesses.  Since the fields at the front 
and back interfaces of the film are equal for multiple half-wave 
film thicknesses but are unequal for multiple odd quarter-wave film 
thicknesses, the maxima and minima corrected for volume absorption 
in the film and substrate absorption give the surface absorption at 
the vacuum-film interface and the difference between the film- 
substrate and vacuum-substrate interface absorption.  This technique 
was only reported last month.  For one film of As2Se3 deposited on 
CaF2, the film-substrate interface absorption at 2.87 um, measured 
using this technique, was 40 times the volume absorption in a 
quarter-wave layer, whereas the film-vacuum interface absorption was 
negligible.  Using conventional calorimetric measurement techniques 
all of this absorption would have been erroneously assumed to be 
volume absorption in the film itself. 

Only film-substrate and vacuum-film interface absorption meas- 
urements have been demonstrated thus far.  However, it is clear that 
once a particular film-substrate combination is understood, that 
film can be deposited in a uniform thickness on the substrate and a 
wedged film of a different material deposited on that and measured. 
We then have a means for determining the film-substrate and film- 
film interface absorptions as well as the film-vacuum interface 
absorption.  A requirement is that the film properties be reproduc- 
ible from evaporation to evaporation.  In NWC evaporation chambers 
this requirement appears to be met provided that no changes in the 
chamber, evaporant, or conditions are made between runs.  The next 
question is how the information about single film volume and inter- 
face absorption can be used to predict multilayer coating perform- 
ance and ultimately to produce lower absorption coatings. 

High Reflectance Multilayers 

A high reflectance multilayer is made by depositing alternate 
high and low index dielectric layers on a metal or dielectric sub- 
strate. With each multilayer pair the reflectance increases, and if 
the substrate is initially coated with a metal of high reflectivity 
such as silver, only four or five multilayer pairs may be required 
in principle to reach very high reflectivities.  If no high reflec- 
tance metals exist, as is true, for example, in the ultraviolet 
region of the spectrum, or if an all-dielectric design is desired, 
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many more multilayer pairs may be required, and 40 or more layers 
are not uncommon.  In the general case, the equations describing the 
performance of such a multilayer stack are formidable and are best 
solved by iteration using a computer.  However, in the special case 
in which the layers are all a quarter wavelength (or multiples 
thereof) in optical thickness, and the reflectance is nearly unity, 
Sparksiy has shown that a great simplification occurs, making it 
possible to develop simple approximate closed-form expressions for 
multilayer films on dielectric substrates. We find that these 
expressions often agree with exact calculations of the reflectance 
to four significant figures or better for reflectances above 99%, 
the region of most interest for many high reflectance applications, 
and can be extended to cover metal as well as dielectric substrates. 
Fortunately, the requirement that the layers be a quarter-wave in 
optical thickness, or multiples thereof, is not a significant 
restriction since most high reflectance coatings have such a design. 

The key to the simplification which occurs lies in the multi- 
plicative nature of the standing wave field.  Consider an all- 
dielectric high reflectance multilayer film on a dielectric substrate. 
As shown in Figure 4, the standing wave field outside the multilayer 
film is 2E0 where E0 is the amplitude of the incident light.  The 
amplitude goes to zero at the entrance face of the multilayer film, 
assumed to have a high index outer layer, so that contamination on 
the outer surface of the film will have little effect on film absorp- 
tion. However, it reaches a maximum again at the first high-low 
(HL) film interface and at each succeeding HL interface thereafter. 
The amplitude at each succeeding HL interface is reduced by a 
factor nL/nH, the ratio of the high and low film indices, and the 
standing wave in each film layer is sinusoidal.  The average field 
in a layer is then E = E//2 and the volume absorption Av in that 
layer is, utilizing the Poynting theorem, 

Av = ß£ nE
2/E^ = (3A/8)(E/Eo)

2   , (1) 

where (E/EQ)
2 is given by Figure 4.  Here, ß is the volume absorption 

coefficient of the film of index n and I  is its physical thickness. 
At the LH interfaces the field is to a first approximation zero, 
so that interfacial absorption at these interfaces can be neglected. 
However, at the HL interfaces the field is a maximum.  Interfacial 
absorption occurs in a small depth near the interface and should be 
treated just as volume absorption except that E is substituted for 
E. However, we know neither what the depth of the layer in which 
interfacial absorption occurs nor the absorption coefficient, which 
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is surely varying with depth.  The experimentally measured parameter 
is the interface absorption itself, which is proportional to (E/E )2 

and may be represented by A-]-(E/E0)2 where Aj is determined by the 
calorimetric technique described previously and incorporates, if 
necessary, the contribution to absorption made by light scattered at 
the interface.  Since evaporated films contour the surface on which 
they are deposited quite accurately, to a first approximation the 
contribution to Aj made by scattered light is proportional to the 
square of the rms microroughness of the substrate surface. Addi- 
tional roughness or void structures developed in the films during 
deposition may make this approximation optimistic. 

The resultant reflectance R of a high reflectance multilayer on 
a dielectric substrate is then obtained by summing the contributions 
from each dielectric pair, giving 

(1-R) 
/  \ '  -l r       -1 

4ng /n,\2N 
(2) 

where the last term represents the intensity of the traveling wave 
transmitted into the dielectric substrate when a high index film is 
next to the substrate.  If a low index film is next to the substrate, 
this term becomes (4/ns)(nL/nH)

2N.  Here, H, L, and S are subscripts 
indicating the high index film, low index film, or substrate, respec- 
tively, and N is the number of film pairs deposited.  To maximize R 
we need to minimize the right-hand side of Eq. (2).  As the number 
of film pairs N becomes larger the contribution from the substrate 
term decreases rapidly. However, the multilayer film term (first 
term) increases equally rapidly, so that volume and interfacial 
absorption in the film quickly increase in importance and ultimately 
dominate reflector performance.  If the number of layer pairs becomes 
sufficiently large and interface absorption is neglected, the second 
term in brackets goes to unity, the last term goes to zero, and we 
have Koppelmann's well-known equation20 for a semi-infinite multi- 
layer stack. 

If the final layer is a metal rather than a dielectric or if a 
metal substrate is used, the dielectric layer next to the metal is 
modified in thickness so that the phase change on reflection seen by 
the rest of the dielectric stack is unchanged.  The phase change 6 
from a metal substrate is given by 
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2nkg 
tan6 =-2 —-J (3) 

n "ns-ks 

where n is the index of the dielectric film nearest the substrate 
and the complex index of refraction ns of the metal is 

. 5S = nS " iks  • (*) 

If the high index film is next to the metal, its optical thickness 
is made greater than a quarter wavelength and is given by 

V = i<1 + f>   • (5) 
It is more efficient to put the low index film next to the metal 
since its thickness is less than a quarter wavelength aftd is given 
by 

V = 4 (ü>  • (6) 

In either case, the resultant admittance ng of the dielectric film- 
metal combination is real and can be treated as a dielectric mater- 
ial so far as the reflectance of the multilayer stack is concerned. 
It is given by 

+ _                                          ns ns = ~ Tr7k-X2—T^XrT z •    (7) m+mv- 1 + cosS \(KsY   . /nsrl       1 - cos6       kS 
sinS n 

By substituting n| for ng we may then use Eq. (2) to calculate the 
reflectance of multilayer dielectric films on metals as well as on 
dielectrics. 

A comparison of reflectances and absorptances calculated from 
Eq. (2) for metal and dielectric substrates with the exact values is 
shown in Table II.  For reflectances above 0.99 the discrepancies 
are typically ~ lO-^ or less.  The analysis for high reflectance 
mirrors given above and antireflection films given below were 
presented at the 1978 Conference on Laser Induced Damage in Optical 
Materials.20 

Although significantly fewer dielectric layers are required to 
reach a given reflectance when metal substrates are used, the light 
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energy striking the substrate is higher and hence absorption at the 
substrate interface is more important than in the case of dielectric 
substrates. Polished metal surfaces typically exhibit significant 
cold-working and often have absorption values several times as high 
as an undisturbed metal surface.  The most promising method of 
correcting this situation is by diamond-turning the metal compo- 
nents.^ This new technique for producing mirrors promises to 
revolutionize the optical fabrication industry, since in addition to 
producing better components it can turn them in a few minutes at a 
fraction of the cost of conventional techniques. NWC now has23 the 
only operational diamond-turning facility in DoD.  Figure 5 shows 
this system, which was designed jointly by Decker of.NWC and by the 
staff at Pneumo Precision, Inc.  It was installed at NWC this year, 
and is the first operational machine designed specifically for 
diamond-turning.  Surface quality obtained with this machine is 
outstanding, and it is now being used in a research program to 
improve diamond-turning technology and to encourage industry to 
utilize diamond-turning as a production technique. 

Antireflection Films 

The performance of antireflectance films may be calculated from 
the interfacial and volume absorption of the filming materials in 
much the same way as that for high reflectance mirrors.  The filming 
materials used in both applications are typically the same. However, 
there is a very significant difference between high reflectance and 
antireflectance coatings.  In the former, enough layers could be 
added to minimize interfacial absorption at the substrate; whereas, 
for antireflection coatings, the fields at the substrate interface 
are necessarily virtually the same as those incident on the front 
side of the component.  Perhaps for this reason antireflection- 
coated components typically have a lower laser damage threshold than 
do high reflectance components.24 If the origin of interfacial 
absorptance were understood and steps could be taken to modify it, 
possibly this situation would change. 

In the high reflectance case, the approximation made was that 
the fields in the film structure resulted from perfect reflection of 
all incident light. In the antireflection case, we assume perfect 
transmission of the incident light.  The resulting fields, which may 
be obtained from the Poynting theorem, are shown in Figure 5. 
Calculating the volume absorption from Eq. (1) and the surface 
absorption as before, we obtain for a single-layer quarter-wave 
antireflection film 
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A1 (ßLX/8ns) (ns + 1) + AQL  + y^2   , (8) 

where A±  is the absorption of the film, AQL is the air-film interface 
absorption, ALS is the film-substrate interface absorption, and the 
other quantities were defined previously. , The total absorption of a 
component antireflected on both sides would then be approximately 
2A1 + 3sT> where 8S is the volume absorption coefficient of the sub- 
strate material and T is its thickness.  If volume and interfacial 
absorption remain constant, the lowest total absorption will be 
obtained for the highest index substrate material, assuming, of 
course, that a suitable index material can be used to antireflect it. 

Index requirements are much more readily met for a two-layer 
quarter-wave antireflection coating than they are for a single-layer 
coating.  The. absorption per coating is then A2, where 

V  *L 
A   nH    / V nsn

H   / H       / \   "S"H 

+ A
OL 

+ Wns%i^ W'* (9) 

For a three-layer quarter-wave coating the absorption can be deter- 
mined following a similar procedure.  A broader band three-layer 
coating can be obtained, however, by utilizing a quarter-half- 
quarter-wave coating.  The absorption penalty in this case, however, 
may be severe if the half-wave filming material has a significant 
volume or interface absorption.  The absorption per surface for a 
three-layer quarter-half-quarter-wave coating is A«, where 

!hx / ns 4\     ns/2 / \ 
^\4 + 7J+^{^ + ^-^)   (10) 

and the h subscripts refer to the half-wave layer. 

Two- or three-layer antireflection coatings which do not contain 
quarter- or half-wave layers are not only possible, but often desir- 
able since they can result in more perfect matching of available 
index materials.  In most cases there are two solutions for a two- 
layer antireflectance stack of appropriate filming materials which 

3 
A3 = A2 + 4n 
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result in perfect matching. A Schuster diagram is helpful in deter- 
mining what these appropriate materials are.25 There are a semi- 
infinite number of three-layer solutions, some of which can result 
in significant reductions in absorption relative to two-layer solu- 
tions if one of the filming materials has a large absorption coeffi- 
cient.  Simple mathematical relationships governing the design of 
three-layer antireflectance coatings have been reported by Baer26 

for nonabsorbing coatings of arbitrary thickness. An alternate 
approach utilizing Herpin equivalent indices is discussed by Ohmer.27 

Quarter-wave coatings are useful, however, in forming a baseline for 
coating optimization and also in indicating the influence of inter- 
face and volume absorption in the films on Coating performance. 
Frequently, they perform very well indeed. 

Conclusions 

Low absorption multilayer film coatings are important for most 
DoD programs which involve optics.  The absorption in these coatings 
is caused by three factors:  (1) scattered light which is trapped 
internally and ultimately absorbed; (2) the anomalously high absorp- 
tion coefficients of materials in thin film form; and (3) interface 
absorption.  Scattered light arises from microirregularity scattering 
at interfaces, a diffraction effect involving coherent scatterers 
for which a model has been developed which is in good agreement with 
experiment. Another source is incoherent scattering from surface 
particulates, which is also a diffraction effect for which models 
exist. A third source is scattering by scratches, pits, and other 
macroirregularities, which is describable by geometrical optics. 
Some light is also scattered by voids and other imperfections in the 
films themselves.  Scattered light may be reduced by superpolishing 
the substrates on which films are to be deposited, by reducing 
particulate contamination, and by using deposition techniques which 
produce uniform films which are fully dense. 

The origin of the anomalously high absorption coefficient of 
materials in thin film form is obscure as is the origin of interface 
absorption.  It is almost certainly, at least in part, an impurity 
effect.  Techniques have now been developed to separate interface 
and volume absorption in single thin films and to measure each.  Sub- 
strate surface absorption may also be important; it can be minimized 
by diamond-turning, and there is now an'operational diamond-turning 
facility at NWC. 

A simple set of closed-form approximate expressions has been 
developed for obtaining accurate absorption values of high reflec- 
tance or antireflectance multilayer coatings on dielectric or metal 
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Substrates from interface and volume absorption parameters.  These 
expressions also make it possible to see functional relations between 
the film or interfacial absorption in various layers or at the sub- 
strate and the resultant multilayer performance.  This information 
will be useful both in designing lower absorptance multilayer coat- 
ings and in suggesting directions for further research aimed at 
reducing multilayer absorption. 
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TABLE I-    Coating Materials for 10.6 Microns. 

Material Index 
Bulk absorption   Film absorption 
coefficient,     coefficient, 

cm -1 cm ,-1 

SrF2 1.36 0.65 24 
BaF2 1.40 0.19 6 
ThF. 

4 1.50 • • • • 6 
ZnS 2.16 0.38 2-3 
CdS 2.21 0.032 (>10) 
ZnSe 2.35 0.005 (~10) 
CdSe 2.44 0. 03 (>10) 
As2S3 2.38 0.7 1-3 
In2S3 2.47 .... 7.7 
CdTe 2.67 0.002 1-2 
ZnTe 2.71 0.38 2-4 
GaAs 3.30 0.006 Very large 
Ge 4.00 0.03 30 
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Figure Captions 

Figure 2.  Calculated scattering and polarization dependence of a multi- 
layer dielectric film on a dielectric substrate. 

i      ralorimetrically measured absorption of a wedged single-layer 
Figure 3.  Calorimetricany me samnle  The points on the 
film as a function of beam posxtxon on the sample.  me F 
left are for the uncoated substrate. 

Figure 4.  Standing wave electric fields in a dielectric multilayer 

which is perfectly reflecting. 

Figure 5.  Facility for diamond-turning optical components which was 

recently installed at the Naval Weapons Center. 

Figure 6.  Electric fields in a three-layer antireflecting coating 
which is perfectly transmitting. 
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Improved Substrate Materials For 
Surface Acoustic Wave (SAW) Devices 

Abstract 

Surface acoustic wave (SAW) devices are becoming 
increasingly attractive for a variety of signal processing 
functions primarily because they are relatively small, 
lightweight, and inexpensive.  Fundamental to the design of 
a SAW device is the choice of substrate material upon which 
the device is to be fabricated.  For broad bandwidth require- 
ments, the only substrate material currently available is 
lithium niobate, which suffers from a large sensitivity to 
temperature fluctuations; consequently, in applications 
requiring both wide bandwidth and temperature stability, it 
is necessary to use lithium niobate and bulky, costly ovens 
to accurately control the temperature.  One approach to 
relieving this requirement has been to search for new sub- 
strate materials which have the temperature stability of 
quartz and the piezoelectric coupling (and hence the band- 
width capability) of lithium niobate.  Toward this end, 
significant progress has been made at the RADC Deputy for 
Electronic Technology with two new materials, berlinite, A£PO , 
and lead potassium niobate, "PI^KNbgO^.  For berlinite,     4 
experimental measurements confirm our earlier theoretical 
prediction that it be temperature-stable at room temperature; 
furthermore, the measured piezoelectric coupling is almost 
twice as large as that of quartz.  For lead potassium niobate, 
theoretical calculations show that it is temperature-stable 
with up to 17 times the piezoelectric coupling of quartz. 
Although these new materials are not yet readily available, 
they promise to make it possible to build temperature-stable 
SAW devices with far greater bandwidth than that possible 
with quartz, and without the bulky temperature control schemes 
necessary with lithium niobate. 
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Introduction 

Because they are relatively small, lightweight, and 
inexpensive, surface acoustic wave (SAW) devices are becoming 
increasingly attractive for a variety of signal processing 
functions.  A few examples are delay lines, filters, encoders, 
decoders, correlators, and oscillators, all of which have Air 
Force applications.  While a good deal of effort has been 
devoted to the improvement of these components, the ultimate 
performance of any SAW device is limited by the fundamental 
properties of the piezoelectric substrate material upon which 
it is fabricated.  Depending upon the type of device and the 
specific application, certain fundamental material properties 
take on more importance than others. 

In the important class of SAW devices which require 
temperature stability and broad bandwidth, the important 
material requirements are for a zero temperature coefficient 
of time delay and a large piezoelectric coupling coefficient. 
Unfortunately, there are currently no materials available 
which can satisfy both requirements.  To overcome this 
deficiency, various investigations have been conducted over 
the past several years to find new, temperature-stable, high- 
coupling materials.  Two of the more promising candidates to 
come from these investigations are berlinite, AlVO„,   and lead 
potassium niobate, Pb„KNb 0  . 4 

It is the primary purpose of this paper to present the 
results of experimental measurements on berlinite and theo- 
retical calculations on lead potassium niobate which show that 
both materials are temperature-stable with greater bandwidth 
capability than that of quartz.  To clarify and emphasize the 
problem a brief description of SAW device operation is given 
tirst, followed by an example which dramatically shows the 
need for temperature stability.  A few of the more important 
early results in the search for temperature-stable, high- 
coupling materials are discussed next, with the remainder of 
™P^Per devoted to the more recent results obtained at the 
RADC Deputy for Electronic Technology with berlinite and lead 
potassium niobate. 

Temperature Stability and High Piezoelectric Coupling 

As an aid to understanding the operation of a SAW device 
consider Figure 1.  The basic device consists of a pair of 
mterdigital transducers on a piezoelectric substrate   By 
ann^f.d /h^PieZOeleCtriC ef£eCt> an electromagnetic ' s i gnal 
applied to the input transducer is converted to a Rayleigh type 
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surface acoustic wave which is confined to within a few 
wavelengths of the surface.  The center frequency of the 
device f can be expressed as 

f = v/A (l) 

where v is the velocity of the surface wave on the piezoelec- 
tric medium and X is defined by the geometry of the inter- 
digital transducer.  The surface wave propagates to the out- 
put transducer where the reverse piezoelectric effect converts 
it back to an electromagnetic signal.  Notice that the device 
delays the electromagnetic signal by the amount of time it 
takes the surface wave to travel from the input transducer to 
the output transducer.  The delay time t can be written as 

t = l/v (2) 

where I  is the spacing between the transducers and v has been 
defined .above.  A typical SAW velocity is 3000 m/sec, which 
is VlOO,000th the speed of light.  Thus, to electromagnetic- 
ally produce the same amount of time delay as a 1cm long SAW 
delay line would require a kilometer of coaxial cable!  This 
is just one of the many advantages of SAW technology. 

In the time delay equation (2) above, £ is related to 
the substrate's coefficients of thermal expansion and v is 
related to its thermoelastic constants.  Since I  and v are 
functions of temperature, so, too, is t, and the quantity 
used to describe this dependence is the temperature coefficient 
of time delay.  A dramatic demonstration of the need for 
temperature stability (that is, a zero temperature coefficient 
of time delay) was provided by scientists at the Air Force 
Cambridge Research Labs (AFCRL) in 1972.  Using a SAW correla- 
tor fabricated on a cut of quartz which is not temperature- 
stable, they showed (see Figure 2) that for a temperature 
difference of 160 C, the correlation peak disappears completely, 
rendering the device useless. 

Piezoelectric coupling is simply a measure of the effi- 
ciency with which electromagnetic energy is converted to 
surface acoustic energy at the interdigital transducer.  In 
order to design broadband SAW devices with acceptable levels 
of insertion-loss, it is necessary to use a substrate material 
whose piezoelectric coupling is high. 
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Many Air Force applications require temperature-stable 
broadband devices.  Currently, the most widely used SAW sub- 
strate materials are quartz and lithium niobate, LiNb07. 
The popular ST cut of quartz, discovered by scientists 
at the Raytheon Research Division in 1970, is temperature- 
stable, but lacks sufficient piezoelectric coupling for 
broadband applications.  Lithium niobate, on the other hand, 
has the necessary coupling, but is not temperature-stable. 
In order to satisfy both requirements, therefore, it has 
been necessary to use lithium niobate and ovens to control 
the temperature.  Especially for airborne applications, these 
ovens represent a less-than-ideal solution.  They are large 
and expensive, and require either long warm-up times or 
excessive amounts of power for short warm-up times. 

Early Progress in Finding Improved Materials 

In order to fill the need for a substrate material with 
the temperature stability of ST cut quartz and the piezoelec- 
tric coupling of lithium niobate, several investigations were 
begun in the early seventies.  At that time the state-of-the- 
art in SAW materials could be described by Figure 3.  One 
measure of piezoelectric coupling is a quantity known as 
Av/v; it is plotted on a logarithmic scale on the ordinate 
of the figure.  The temperature coefficient of time delay is 
plotted on a linear scale along the abscissa, with zero on the 
far right.  The important points to note are the ST cut of 
quartz with its zero temperature coefficient of time delay and 
the various cuts of lithium niobate with their much better 
coupling and much worse temperature coefficients.  Lithium 
tantalate (LiTaO,,) , also shown in the figure, has found use as 
a compromise material.  In terms of Figure 3, the goal of the 
various programs has been to find materials in the upper 
right-hand corner. 

Since quartz is temperature-stable, scientists at the 
Pennsylvania State University (under RADC contract) sought to 
learn why, and to use their findings to make predictions about 
other materials that might be temperature-stable.  The result 
of their study was a heuristic model which states that 
temperature-stable materials possess either of the following 
anomalous properties:  1) a positive temperature coefficient 
o± an elastic constant, or  2) a negative coefficient of 
thermal expansion.  On the basis of this model, at least three 
materials have been predicted and shown to be temperature- 
stable.  One of them, Beta eucryptite, 3-LiA^SiO., has been 
shown to be unattractive for various other reasons, and is no 
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longer of interest.  The other two are berlinite and lead 
potassium niobate, each of which is discussed in a separate 
section below. 

Another approach has been to consider the sulfosalts, 
a class of materials of the form Tl^BX,, where B can be 
V, Nb, or Ta, and X can be S or Se.  Scientists at the 
Westinghouse Research Laboratories and at the University of 
Maine have shown that at least two of these materials are 
temperature-stable with significantly larger piezoelectric 
coupling than ST cut quartz.  However, their SAW velocities 
are much slower than those of quartz or lithium niobate, 
and it can be seen from the frequency equation (1) above that 
the sulfosalts are applicable to lower frequencies than quartz 
or lithium niobate.  They are considered complimentary to, 
rather than competitive with, berlinite and lead potassium 
niobate. 

A third approach to the problem, pursued by scientists 
at the Raytheon Research Division, has been to develop a 
temperature-stable composite structure by sputtering a film of 
silicon dioxide on lithium tantalate.  While, this composite 
has significantly larger piezoelectric coupling than ST cut 
quartz and a similar SAW velocity, it suffers from fabrication 
difficulties, dispersion, and excessive losses at high fre- 
quencies. 

Berlinite 

Although the results obtained with the materials discussed 
in the previous section demonstrate that progress has been 
made toward finding better SAW substrate materials, the most 
promising results to date have been obtained with berlinite 
and lead potassium niobate.  Both of these materials were 
initially identified as being potentially temperature-stable 
by researchers at Pennsylvania State University.  Subsequent 
investigations at the RADC Deputy for Electronic Technology 
and elsewhere have confirmed this and shown that they both 
have greater piezoelectric coupling than ST cut quartz. 

Like quartz, berlinite is of the D?(32) crystal class 
and has a positive temperature coefficient for one of its 
elastic constants, thereby satisfying the Penn State heuristic 
model.  Motivated by this, we conducted a theoretical investiga- 
tion of berlinite's surface acoustic wave properties in 1976. 
The investigation consisted of using an iterative computer 
program to calculate various SAW quantities for different 
crystallographic orientations.  The computer program was 
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written by scientists at The Hughes Aircraft Company in 1968 
and is the solution of the problem of acoustic wave propaga- 
tion on an arbitrary anisotropic piezoelectric medium. 

Ah example of the type of theoretical information which 
the computer program provided for berlinite is shown in 
Figure 4.  The inset in the upper frame defines the initial 
crystallographic orientation and how it is to be varied. 
The case of Figure 4 is called an X-axis boule; the direction 
of SAW propagation is fixed along a previously defined X-axis, 
and the plate-normal direction is rotated about the propaga- 
tion direction as shown.  At each position of the plate normal 
(the abscissa in Figure 4), three SAW properties are calcu- 
lated:  SAW velocity (in the upper frame), the Av/v piezo- 
electric coupling number (in the center frame), and the tem- 
perature coefficient of time delay (in the lower frame).  As 
the lower frame of Figure 4 shows, the temperature coefficient 
of time delay is zero at two crystallographic orientations, 
indicating that berlinite is temperature-stable.  Only the 
orientation at p= 80.4° is interesting, though, because its 
Av/v piezoelectric coupling is four times larger than that 
of ST cut quartz. 

Having obtained this and other exciting theoretical 
results, we sought to experimentally verify them.  Berlinite 
is presently available only in limited research-produced 
SUani1iieS» and We Were fortunate to obtain a sample from the 
Naval Weapons Center.  The sample was cut by technicians at 
Manlabs, Inc., to the X-axis boule 80.4° orientation discussed 
above, and a^delay line of the type described earlier was 
fabricated photolithographically by our own technicians. 

The SAW velocity of the sample was measured using the 
n^dUtnCLJqUatrn^Cl)' The,   quantitX * ^ fixed by the master 
Tht n

t0,£ab£lcate the transducers, and is very accurately known 
The center frequency f was obtained by measuring the insertion- 
loss versus frequency of the delay line with a fpectrum 
analyzer and defining f as the freauency corresponding to 
minimum insertion-loss.  Using these values of A and f in 
equation (1), we obtained a measured SAW velocity of 2743 

iated'v«!,^ Jg97?? qU,it&  Wel1 With the theoretically calcu- latea value of 2751 m/sec. 

To measure the temperature coefficient of time delay  the 
delay line was used as a feedback element between" the output 

circuit ThriTalS f-   Sn amPli£ie- to form an osciUaJo? 
»iJ ?£  *    delay line was enclosed in a temperature chamber 
and the frequency of oscillation measured as afunction of 
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temperature.  The results are shown in Figure 5.  The fact 
that the curve "turns over" at 25°C means that the first 
order temperature coefficient of frequency (or time delay) 
is zero at room-temperature, which verifies the theoretical 
prediction.  This technique for measuring a material's time 
delay versus temperature behavior was first described in 
1969 by scientists at the Royal Radar Establishment in 
England. 

Finally, the piezoelectric coupling coefficient was 
estimated from the input impedance of the delay line as 
measured with a network analyzer.  This technique requires 
the use of a circuit model for the interdigital transducer, 
and various assumptions about the values of the elements in 
that circuit.  The analysis yielded a piezoelectric coupling 
coefficient which is only half as large as the theoretically 
predicted value, but which is still twice as large as that of 
ST cut quartz.  The experimental value of the piezoelectric 
coupling may well approach the theoretical value as better 
quality crystals become available. 

Lead Potassium Niobate 

The newest material is lead potassium niobate (PKN), 
Pb2KNb50^5, which occurs in the tungsten bronze structure and 
belongs to the orthorhombic crystal  class mm2(C2).  Several 
of PKN's elastic constants have positive temperature coeffi- 
cients, and so it, too, satisfies the Penn State heuristic 
model. 

Using the previously described computer program, we 
calculated the SAW properties of PKN and found several crystal- 
lographic orientations for which the material is temperature- 
stable.  The most exciting result of those calculations is that 
the piezoelectric coupling coefficients of the temperature- 
stable orientations are up to 17 times as large as that of 
ST cut quartz. 

Like berlinite, very few samples of PKN are currently 
available.  Scientists at Penn State University, under con- 
tract with the RADC Deputy for Electronic Technology, have 
made significant progress in solving many of the problems 
associated with the growth of PKN, and they have recently 
provided us with a modest-sized, single-crystal sample.  That 
sample, shown in Figure 6, is currently being prepared for 
an experimental assessment of PKN's SAW potential. 

Conclusion 

The current state-of-the-art in SAW materials is shown 
in Figure 7, and it includes all of the. temperature-stable 

1065 



materials which have been discussed above.  These new 
materials are all in early stages of their development, 
and are not yet commercially available.  For berlinite 
and lead potassium niobate, the most promising of these, 
many growth related problems must still be solved 
before more accurate determinations of their SAW potential 
can be made.  Despite this, it is clear from Figure 7 
that a great deal of progress has been made in closing 
the piezoelectric coupling gap that exists between quartz 
and lithium niobate.  When these and other new materials 
become readily available, it will be possible to build 
temperature-stable, low insertion-loss SAW devices with 
far broader bandwidth than that possible with quartz, 
and without the undesirable temperature-control schemes 
necessary with lithium niobate. 
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Figure Captions 

Figure (1)'\ The .basic elements of ä surface acoustic wave 
device. 

Figure (2) The effect on the correlation peak of a SAW 
correlator due to changing temperature when 
the substrate material is not temperature-stable. 

Figure (3) The state-of-the-art in SAW materials prior to 
the search for temperature-stable, high piezo- 
electric coupling materials. 

Figure (4)  Theoretical surface acoustic wave data for 
X-axis boule berlinite.  The inset defines 
"X-axis boule", and the quantities calculated are 
SAW velocity (upper frame), Av/v piezoelectric 
coupling coefficient (center frame), and tempera- 
ture coefficient of time delay (lower frame). 

Figure (5)  Relative frequency shift versus temperature for 
a SAW oscillator with the berlinite delay line 
as feedback element.  The turn-over at 25°C shows 
that berlinite's first order temperature coeffi- 
cient of time delay is zero at room temperature. 

Figure (6) .A single-crystal sample of lead potassium niobate, 
grown at The Pennsylvania State University.  The 
sample has been cut as shown, and the piece on 
the left is currently being prepared for an 
experimental assessment of PKN's SAW potential. 

Figure (7)  The current state-of-the-art in temperature-stable, 
high-coupling SAW materials.  The most promising 
new materials are berlinite and lead potassium 
niobate. 
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A Simple Prediction Method for Viscous 
Drag and Heating Rates 

Abstract 

A simple integral method is presented which 
provides accurate estimates of friction drag and heating 
rates on aerodynamic bodies.  The basic idea of the 
method lies in the use of integral expressions for 
various aerodynamic quantities on the surface of the 
body under study.  Applications of the method are given 
in skin-friction and convective heat-transfer calcula- 
tions for laminar boundary-layer flows, three-dimensional 
boundary layer calculations and transient ablation 
problems, all based on somewhat idealized, but represent- 
ative, models.  Approximate solutions are compared with 
available exact solutions to determine the accuracy of 
the method.  They are also compared with the classical 
integral solutions to assess the degree of improvements 
achieved.  it is amply demonstrated that the present 
method provides accurate solutions to the model problems 
with remarkable simplicity. 
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1.  Introduction 

The fluid dynamic phenomena associated with the 
operation of most high-speed aerodynamic weapons, such 
as reentry vehicles, are generally very complex.  In 
order to analyze these phenomena and to provide their 
predictions for design purposes, simple analytical 
methods need to be developed.  Such methods have the 
unique advantage of providing considerable insight into 
the physical problem under study without the expenditure 
of an undue amount of computational efforts.  The design 
procedure for advanced aerodynamic weapons can thus be 
substantially economized. 

In this paper, a simple integral method is presented 
which is especially suitable for accurate predictions of 
the friction drag and heating rates on aerodynamic 
bodies.  These quantities are believed to have critical 
effects on the performance of aerodynamic vehicles in 
general.  The method has found its applications in such 
areas as boundary-layer flows and transient heat conduc- 
tion, and these applications are also illustrated in the 
present paper.  It is noted here that the mathematical 
descriptions of these physical problems all require 
nonlinear partial differential equations, and their 
solutions are generally extremely difficult.  The ability 
of the present method in providing accurate solutions to 
these problems with great simplicity is particularly 
remarkable. 

The basic ideas which form the .basis of the present 
development first appeared in a brief article by 
Volkov^1'.  These ideas have since been considerably 
generalized and successfully exploited by the present 
author in the approximate solution of problems in a wide 
variety of technical areas mentioned above (see, for 
example, Refs. (2,3,4,5,6)).  The interested reader is 
referred to these references for more details of the 
discussion presented in this paper. 

In the following, the basic ideas of the method are 
first described in section 2 by means of some examples 
of laminar skin-friction calculations for certain basic 
configurations.  The application to laminar heat transfer 
calculations is next illustrated in section 3, and a 
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special limiting flow is solved as an example.  In 
section 4, the method is applied to a relatively simple 
three-dimensional boundary layer with particular emphasis 
on cross-flow skin-friction calculations.  One-dimensional 
transient heat conduction is the last area of application 
of the method discussed in this paper, and section 5 gives 
the solutions to a class of ablation problems in which the 
applied heat flux varies as a power of time.  Finally, 
some concluding remarks are stated in section 6. 

2.  Basic Ideas and Skin-Friction Calculations 

2.1  General Discussion 

The central ideas of the present method can be most 
conveniently described by means of its simplest applica- 
tion, i.e., skin-friction calculations.  For simplicity, 
we consider the two-dimensional, incompressible, laminar 
boundary layers on a porous surface.  In practical appli- 
cations, the surface porosity can be used for blowing 
and/or suction in transpiration cooling, boundary-layer 
control, etc.  The inviscid flow outside the boundary 
layer is assumed to be the potential flow, and separated 
flow is thus ruled out by implication. 

The governing equations of the boundary-layer flow 
are 

3u .   9u       e , 1 3T n\ 
u ax" + v 9y"= Ue dx~ + p 9y {2) 

with the boundary conditions 

u(x,0) = 0 (3a) 

v(x,0) = vw(x) .(3b) 

lim u(x,y) = u (x) (3c) e y-M» 

In the above system and also in the discussion that 
follows, (x,y) forms an orthogonal coordinate system with 
x measuring the distance along the surface, and (u,v) is 
the corresponding velocity vector.  T, p, and v signify, 
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respectively, the shear stress, fluid density and 
kinematic viscosity.  Conditions at the wall and at the 
outer edge of the boundary layer are represented by w 
and e, respectively.  We note here that for laminar flows, 
the shear stress and the velocity field are simply 
related, 

3u T = ^ ay" (4) 

where y (= pv) is the dynamic viscosity coefficient, and 
is generally a given quantity. 

To proceed to an approximate solution of the problem, 
the momentum equation, Eq. (2), is first integrated over 
the entire boundary-layer thickness, y = 6(x), leading to 
the well-known Karman-Pohlhausen (K-P) momentum balance 
integral (MBI), 
T™  d  /  ,     ,„   /due\  / 
— = dx" J     u<ue " u)d^ + [aZr)    f     («e' - u)d* " uevw (5> 

where Eq. (1) has been used to eliminate v in favor of u. 

In the classical K-P technique, Eq. (5) is the only• 
equation for the solution of the problem.  After an 
appropriate velocity profile, f, 

~ = f(x,y; 6 (x)) (6) 
e 

is assumed and substituted for u in Eq. (5), the equation 
reduces to a first order ordinary differential equation 
for the profile parameter, 6 (x) . 

Note here that in the classical technique, the wall 
shear stress is based on the derivative of the approximate 
profile, i.e., ! 

Tw = V ue (lf)w- (7) 
Since f is only an approximate (usually a crude approxi- 
mation) velocity profile, its derivative is likely to 
incur additional inaccuracies in the approximation. 

In the present approach, the MBI equation, (5) is 
only used as an expression for TW , after uef is substitute 

1079 

J 



for u on the right-hand side of the equation.  Therefore, 
the skin friction is not based on the derivative of the 
assumed profile at the wall.  Instead, it is based on the 
integrals involving the assumed profile.  The idea of 
using the integral expression for the skin friction is 
believed to be the key to the success of the present 
method. 

A second equation is needed for the determination of 
the basic profile parameter, 6(x).  Depending on how the 
second equation is generated, the present author<5) 
proposed two different schemes both of which have been 
used with equal success. 

The y-moment scheme uses the y-moment integral of 
the momentum equation as the second equation, i.e., 

du 
/ y'^-v§,ay= /y,uea^ + I|i)ay,   (8, 

whereas the u-moment scheme uses the u-moment integral of 
the momentum equation as the second equation, 

The solution procedure is as follows.  First, an 
appropriate velocity profile, Eq. (6), is assumed which 
satisfies the essential boundary conditions of the 
physical problem.  Substituting the profile for u into 
either Eq. (8) or Eq. (9) results in an ordinary differ- 
ential equation for the quantity 6(x).  After 6(x) is 
solved, Eq. (5) gives the skin friction through almost an 
algebraic process. 

It should be noted that while Eq. (5) holds for 
turbulent boundary layers as well if u is taken to be 
the mean velocity and if the normal component of the 
Reynolds stress is small compared to the shear components, 
as is usually the case, the moment equations, (8) and (9), 
do require a knowledge of the turbulent shear stress 
distribution (hence a turbulence model) inside the bound- 
ary layer when applied to turbulent boundary layers 
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2.2  Porous Plate:  Uniform Blowing 

We now specialize the above general formulation to 
the case of laminar boundary layers on a porous flat 
plate with uniform blowing.  This is a case of nonsimilar 
boundary layers whose exact solution necessarily requires 
extensive numerical computations. 

Here, we have u = 
ing parameter, e, 

u^ = const, and a constant blow- 

v. w 
= — = const, 

o 
(10) 

Four very different velocity profiles with a varying 
degree of complexity have been assumed in the calculation, 
and they are 

fx = n 

f2 =' n(l + mn)/(l + m) 

f 2  -  2r|' - ' 2rj  + r\ 

(Ha) 

(lib) 

(lie) 

f.  = [2n + 6kn - 2(1 + 4k)n + (l + 3k)n ]/(i + k) (lid) 

where u/uQ = fn (n = 1,2,3,4), n = y/S(x), m = eA/2, 
k = eA/6 and A = u06/v.  The profiles f2 and f4 satisfy 
the wall compatibility condition whereas fj and f3 are 
oversimplified profiles deliberately chosen to test the 
capability of the method in handling crude approximations 
of the unknown velocity. 

The y-moment scheme was used in the calculation, 
and the solutions corresponding to these four profiles 
were all obtained in closed form.  The detailed solutions 
are omitted here to conserve space, but they can be 
found in Ref. 2 and the publications referred therein. 
The solution corresponding to f2 is shown below to 
indicate the general form of the present solutions: 

m " 10 £n(1 + m) + Tu" m/(1 + m) + fö £n (1 + 2m + 4in /3) 

63^  

10/3" 
tan -1 m 

/3(1 + m) 
= 3e  Rex (12a) 
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and 

1 1 
2 1 

2 "f ^ = 2 4 C. Rex2 = i- Rex2 
±   (| m

2+m+l)(| m2+2m+l) 

3 m(m+l) (| m2 + ~ m + |) 
- 2 (12b) 

1 2 
where ^ cf E TW/PU0 and Rex = u0x/v.  Eqs. (12a,b) give 

a parametric representation of the solution i- Cf Rex
1/2 

as a function of eRex '2  with m serving as a parameter. 

These solutions are shown in Fig. 1 compared with 
the numerical solution of Catherall, et al.(') which is 
used as the standard for    comparison.  The classical 
K-P solutions of the same problem based on the same 
profiles, Eqs. (11), are also shown in Fig. 1 compared 
with the numerical solution. 

It is clear that the present solutions are all 
sufficiently accurate for most engineering purposes over 
a wide range of the blowing strength.  A remarkable 
finding is that the results corresponding to the four 
very different profiles agree very closely, indicating 
the weak dependence of results on the assumed profile. 
This is obviously a highly desirable feature of the 
method, because the choice of a profile is never unique, 
and the suppression of the sensitivity of results to the 
choice of the profile enhances the reliability of the 
approximate solution. 

The classical K-P solutions, on the other hand, are 
far less satisfactory.  They are generally inaccurate, 
especially at large blowing rates where it fails to 
predict the "blow-off" phenomenon, and they are strongly 
dependent on the profile chosen in the calculation. 

It will be revealed in the following that the 
characteristics of the present method as demonstrated in 
the solution of this particular problem prevail in other 
applications as well. 
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2.3  Impermeable Circular Cylinder 

We next consider the laminar boundary layer on a 
circular cylinder with radius a in cross flow as an 
example of flows with pressure gradients.  In this 
flow, we have ue = 2U«, sin<J> and vw = 0 where u  is the 
uniform freestream velocity at upstream infinity (see 
Fig. 2). 

Two simple polynomial profiles are used in the 
calculation, i.e., 

f1 =  r] (13a) 

f3 = 2n - 2n
3 + n4 (13b) 

where u/ue = fn and, as before, n = y/6.  Note that these 
profiles are crude and oversimplified inasmuch as they 
presume similarity for the nonsimilar flow. 

Substitution of Eq. (13a) or Eq. (13b) into the 
y-moment integral equation, (8), leads to an ordinary 
differential equation for the unknown 6(<f>).  For u/ue = 
fl, the equation has the following form: 

sin<j>(d/d<}>) H2  + (6cos(j))"62 = 8/A (14) 

with the condition ~E(0)   < «, where 7f = 6/a and A = u^a/v. 

The solution of Eq. (14) is easily determined to be 

A"6 = (sin<j>)~6(-5coS(j> + | cos3cj> -'i^-cos5<j> + ||) ,   (15a) 

and the skin friction follows from Eq. (15), 

11 1 

2  CfA    = J "^ A2
   sin<f,[cos<f) +  2/CE A2)2] (15b) 

where \ Cf   =  ^/p u2. 

Again, Eqs. (15a) and (15b) constitute the parametric 

representation of j  CfA1/2 as a function of <j> with Z  A1//2 

as the parameter. 
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For ü/ue = f3, it is easy to show that the solution 
is given by the following pair of equations: 

AT2 = 16.3   /    sin4'467*  d<J>/(sin5'467<j>) (16a) 
0 

j CfA1/2  =   (A1/2   6   sincjj) [0.8553  cos<j> 

+  3.8292/(A  6"2)] (l6b) 

The above results are plotted in Fig. 2 along with 
the numerical solution due to Terrill^8) which is used 
here as the standard to establish the accuracy of the 
present solutions.  It is clear that the approximate 
solutions are remarkably accurate from the stagnation 
point to the separation point (TW = 0).  However, it 
must be stressed that the prediction of separation point 
here has only limited practical significance in view of 
the idealized model for the Inviscid flow used in the 
calculations.  In addition, the insensitivity of present 
results to the choice of profiles continues to prevail 
in the present example. 

An interesting comparison of the present and other 
approximate methods of skin-friction calculations is 
given by Inger(^) 

3.  Convective Heat Transfer 

The basic ideas presented in the last section will 
now be applied to the calculation of heat transfer in a 
transpired boundary layer.  The procedure is basically 
the same except that attention is now focused on the 
thermal boundary layer.  Thus, the first integration of 
the energy equation across the entire thermal boundary 
layer leads to an energy balance integral (EBI) which is 
to be used as an expression for the wall heat flux.  An 
auxiliary equation is generated from a moment integral 
of the energy equation for the determination of the 
profile parameter of the assumed temperature profile. 
In order to present a self-consistent development of the 
procedure, we shall also use the approximate solution for 
the velocity by the present method in the solution of 
the energy equation. 
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For easy demonstration of the procedure, we again 
consider the simple case of two-dimensional, incompressi- 
ble, laminar boundary layers.  Only the results for an 
asymptotic flow corresponding to large Prandtl number 
and small surface mass transfer will be presented in 
this paper.  The analytical derivation of such asymptotic 
limits is representative of the unique advantage of 
analytical methods.  The derivation enhances physical 
understanding of the flow field and brings out similarity 
parameters to facilitate parametric studies.  Results for 
moderate Prandtl numbers;can be found in Ref. (10), 
where a compressible case is also treated. 

The energy equation for incompressible, laminar 
flows in the boundary-layer approximations has the form 

„ 89 . „ ae _ „ ä2e n». 
u ax" + v 37 - a ^2 {17) 

where 0 = (T - T^)/(Tw - T^) is the normalized temperature 
and a is the thermal diffusivity.  Note that the fric- 
tional heating is, as usual, neglected, in incompressible 
flows. 

Integrating Eq. (17) over the thermal boundary-layer 
thickness, 6T, we get an expression for the Stanton 
number 

/T 
st ~= Riii? = IF J    u*6dy- e <18> 

o 

where u* = u/uoo, e = vw/uoo.  Also, Nx = qw x/k(Tw - T«.) 
is the Nusselt number, Rex = u^x/v is the Reynolds 
number, and Pr = v/a is the Prandtl number.  (k is the 
thermal conductivity of the fluid.) 

In the present section, the EBI, Eq. (18), is used 
in conjunction with the y-moment integral of Eq. (17). 
An approximate temperature profile of the form 

6 = g(nT), nT = y/6T (19) 

is chosen in which 6_ is the basic profile parameter. 
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As an example of application of this method, let us 
consider the limit of large Prandtl number.  In this 
limit, 6T becomes vanishingly small relative to 6. 
Thus, heat transfer takes place in a very narrow region 
near the porous wall where the velocity distribution 
can be approximated by a linear form, i.e., 

+  1 ~ U   2 Cf Ret % (2°) 
where Ret = u 6m/v. 00 T 

Substitution of Eqs. (19) and (20) into the 
y-moment integral of the energy equation leads to 

"Ret dRlb (l Cf Ret2) = PF + *eRet       (2i: 

The constants a and ß are profile-parameters defined as 

a = f   nTg(nT)dnT + \ f   nTg(nT)dTiT 

1 yV 
"  ^     dnT •/       n„g(nT)< 

0 x   0 
T  ./ 'irpy uiT;driT 

and 

3=7     gfnrpJdrirp. 
0 i       i 

In Eq. (21), the three terms from left to right 
represent, respectively, the effect of convection, 
conduction and mass transfer.  As Pr -»■ °°, an interesting 
limit exists in which these three mechanisms of heat 
transfer still remain in balance.  Such a distinguished 
limit can easily be deduced from Eq. (21) by requiring 

3    -3/2     -1 
Ret Rex '    ~ pr  ~ eRet , (22) 

from which it follows that 

eRex1/2 = 0(Pr-2/3) ■* 0 (23a) 
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and 

eRet = 0(Pr 1) ■*■  0 (23b) 

Therefore, the transpiration rate, eRex , must be 
small compared to that in the usual boundary-layer 
flows.  Physically, this limit corresponds to the heat 
transfer in a nearly stagnant layer of fluid close to 
the solid surface with a small porosity. 

In view of Eqs. (23), the following variables are 
appropriate for the study of this limiting flow: 

A = Pr2/3 eRex1/2. = 0(1) (24a) 

and 

Ax = Pr eRet = 0(1) (24b) 

2/3       1/2 
Thus., Pr   and eR^  combine to form a single parameter, 
A, which characterizes the asymptotic heat transfer. 

We shall specialize our discussion here to the case 
of a porous plate with similarity blowing (or suction). 
First of all, Cf takes on its value for a nonporous 
plate as the leading approximation.  For the sake of 
self-consistency, we use the value based on the present 
solution discussed in section 1, i.e., 

| Cf = | Rex
1/2, (25) 

corresponding to a linear velocity profile. 

For the case of similarity flow, eRet is constant, 
and Eq. (21) can be easily integrated. The solution is 
expressed in the parametric (closed) form: 

A3 = 6A3(1 +.£A1)/or (26a) 

and 

Nx/(Rex1/2Pr1/3) = 6~1/3 Ya~2/3(1 + U±)   - A      (26b) 

where y  = J   nTg(nT)dnT is another profile-parameter. 
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Two temperature profiles are used in the present 
calculation, i.e., 

e = g^n-p) = 1 - nT (27a) 

and 

e = g4(nT) = 1 - 2nT + 2nJ - n*      (27b) 

which are again crude and oversimplified.  (a, ß, y)   for 
gi and g4 are (1/8, 1/2, 1/6) and (1/28, 3/10, 1/15), 
respectively. '.'.'' ' ' 

The present solutions corresponding to g-, and g4 are 
plotted in Figure 3.  Exact solutions to a class of 
self-similar flows in the same asymptotic limit have 
recently been obtained independently by Gersten(11), 
using a different approach.  Figure 3 also includes the 
exact solution for comparison.  Good accuracy and weak 
profile-dependence of the present solutions are again 
in evidence over a wide range of A.  The present solu- 
tions can also be shown to reduce to the exact limit 
for large suction.  Appreciable deviations from the exact 
solution occur only near thermal layer blow-off where the 
ÜS^C f?*£?r ?ate is very small.  This is reminiscent 
of the difficulty encountered in the skin-friction 
calculations near the blow-off point<2). 

Solutions to a nonsimilar flow in the same limit as 
in RefS S°}Ut:LOns for sma11 Prandtl number flows appear 

4.  Three-Dimensional Boundary Layers 

= „,* J.°
esPj-te the recent advances in computer technology 

and the related field of numerical methods for solving 
partial differential equations, the problem of three- 
dimensional flows, boundary-layer flows in particular, 
continues to be one of the most challenging problems to 
fluid dynamicists and engineers.  Exact solutions are 
generally very difficult and costly, if not impossible. 

of ^
In this se(rtiori' the application of the basic ideas 

rinlii16'6"  integral method to the approximate 
calculation of three-dimensional boundary-layer flows is 
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illustrated.  A relatively simple flow is studied as a 
first step in the approximate treatment of general flows. 
The work in this area is in its beginning stage, and 
more results are expected in the future. 

Consider the incompressible, laminar boundary layer 
on a semi-infinite flat plate with an infinite span. 
Suppose that the inviscid velocity on the plate has the 
components u0 and bx in x and z directions, respectively 
(z being the spanwise direction), where u0 and b are 
constants.  It is easily shown that the inviscid surface 
streamlines are parabolas, 

Z  =  zo + J^*2 (28) 
o 

with a constant spanwise pressure gradient given by 
1 dp   ■   ' 

" p-gf = uob" (29) 

This problem was first solved by Loos(12) who 
obtained the exact solution in similarity form. 

The boundary-layer equations in the rectangular 
cartesian coordinate system (x,y,z) are 

9u . 9v ■ .  ■  ' . ' 
9x + ay" = ° (30a) 

,„ 3u ,   9u     32u U 9x" +  V 9y" = v f-2 (30b) 
9y 

2 , 9w ,   9w  ,   ,   8 w 
U9x-+v9y = bUo + V^- (30c) 

9y 
The boundary conditions are 

y=0:u=v=w=0 (31a) 

y •*■ °°:   ' u •> UQ, w -*■ bx (31b) 

x = 0:  u = uQ/ w = bx (31c) 

Note that the simplicity of the problem stems from 
the fact that the chordwise flow, u, is decoupled from 
the spanwise flow, w, and can be solved independently of 
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the latter.  In fact, the chordwise flow is the well- 
known Blasius flow which has been solved approximately 
by the present method in section 1 as a special case 
(e = 0) of a more general flow.  This approximate 
solution will be used in the solution of the spanwise 
flow, w. 

The present procedure of solving the spanwise flow 
is as follows.  First, the spanwise momentum equation, 
Eq. (30c), is integrated across the spanwise boundary- 
layer thickness, 6Z, resulting in the spanwise momentum 
balance integral, 

Twz   ,d% f*z   , d  A 
T~ =   (dx-) J (u -u)dy + ^ J      u(w,-w)dy     (32) 

0 0 

where TWZ is the spanwise skin friction. 

Eq. (32) is to be used in conjunction with either 
the y-moment integral of Eq. (30c), 

'6- 3 /Z 

■^ yuwdy + 7  y |- uwdy = | buQ 6; f  Z   3 f J        w yuwdy  +   J     y ^uwdy =  | buQ   6^ 

6Z 2 

+  v J        y ■£-=■ w dy (33a) 
0 3yz 

or the w-moment integral of Eq. (30c), 

/*6z f*z r6 

J        w h  uwdy + J       w fy" uwdY = b^o / Z wdy 
.6. 

-v/--» 
2 

w —2- wdy      , (33b) 
0     3y 

The use of Eq. (33a) corresponds to the y-moment 
scheme whereas the use of Eq. (33b) is referred to as 
the w-moment scheme. 
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The y-moment scheme will be used first.  We assume 
the following simple profiles for u and w: 

u/uo = nx ;  nx = y/«x (34a) 

w/bx = n_ ; n_.= y/6 (34b) 
Z        Z Z ■ 

where 6  is the chordwise boundary-layer thickness. 

The chordwise-flow solution by the present method 
can be found in Ref. (1) as 

-^ = —— (35a) 
x   /Rex 

and 

1 
j Cfx /lix" = j (35b) 

1 2 where T Cr  = T /pu . 2 f x   wx' H o 

Substituting Eqs. (34a) and (34b) into Eq. (33a) 
and assuming that 

A .= 6z/6x < 1 (36) 

we obtain an ordinary differential equation: 

o 

Eq. (37) admits the simple solution of A = const, 
with A determined from the algebraic equation 

3A3 - 8A2 + 1 = 0 (38) 

The only self-consistent solution of A is 

A = 0.382 (39) 
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and the corresponding solution for the spanwise skin 
friction is 

'fz 
/Rex 5 K^T  ^ex = 1.382 , puow1 (40) 

compared to the exact solution(12) of J- C  /Rex = 1 414 
2  f z * 

The problem is next solved using the w-moment scheme, 
and results are summarized in Table 1 where the corre- 
sponding solutions using the classical K-P method are 
also included. 

Table 1.  Spanwise Skin-Friction Results 

W PROFILE 

(u = u  y/6 ) 
O 2/   x' 

PRESENT CLASSICAL K-P 

1/2C- R 1/2 fz X ERROR V«i:AW: ERROR 

1.382 -2.3% 0.962 -32.0% 

w7= 2<y/v 

-2(y/6z)
3+(y/6z)

4 

1.374 -2.82% 1.280 -9.5% 

These results are certainly encouraging.  The 
present solutions are clearly very accurate", and only 
weakly dependent on profiles. 

5-  One-Dimensional Transient Heat Conduction 

Conduction heat transfer plays an indispensable 
role in the reentry heating where the predominant 

1092 



phenomena are melting, ablation, etc.  These problems are 
inherently nonlinear, and their coupling with other heat 
transfer mechanisms existing in the attendant flow field 
necessarily makes the analysis of the overall heating 
phenomena extremely difficult.  In view of the complexity 
of such aerodynamic heating problems, simple, analytical 
methods of approximate solution are highly desirable for 
engineering purposes. 

The basic ideas of the present integral method have 
naturally found their applications in this area, since 
heat conduction bears a close similarity to boundary- 
layer flows in its mathematical description.  In this 
section, a class of transient ablation problems is 
solved by the present method as an example of the appli- 
cation.  Many details of the solution are omitted from 
this paper to conserve space, but appear in Refs. (5,6) 
where more examples can be found. 

5.1  The Ablation Model 

The model used here is a semi-infinite solid ini- 
tially in a uniform temperature, Tro, lower than the 
phase-change temperature of the solid, Tp.  An unsteady 
heat flux, q0(t), is then applied at the boundary until 
the boundary temperature reaches the phase-change 
temperature of the solid.  This period is referred to as 
the preablation period.  As the external heating contin- 
ues, melting commences with the melting front progressing 
into the solid, and this period is referred to as the 
ablation period.  In the idealized model, it is assumed 
that the molten solid is instantaneously and completely 
removed upon its formation say, by the action of some 
aerodynamic forces, so that the melting line acts like a 
new (moving) boundary upon which the external heat flux, 
q0(t), acts.  This assumption is particularly appropriate 
for the ablation of subliming materials such as camphor, 
graphite, etc.  Also, to simplify the calculations, the 
thermophysical properties of the solid are assumed con- 
stant.  This model is the same as the one used earlier 
by Landau*13', except that he considered only the special 
case of a constant q0, and obtained solutions by entirely 
numerical means.  The model is sketched in Fig. 4. 
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In terms of this idealized model, the governing 
equations and boundary conditions are as follows: 

(1) Preablation period. 

9T    3 T 
St = a—2'  tp > t > 0,  oo > x > o        (41) 

T(x,0) = T(~,t) = T^ (42a) 

3T 
" k (ä3F}x=o = Vt} (42b) 

where a and k are, respectively, the (constant) thermal 
diffusiyity and heat conductivity of the solid.  Also, 
tp signifies the time at which the boundary temperature 
reaches Tp i.e., T(0,tp) = Tp.  Note that the preabla- 
tion period can be treated as a linear problem. 

(2) Ablation period. 

3T    92T 
■  ' 3t " a7~2'  °° > t > V  °° > x > X(t)      (43) 

dX ^ 

T(x, t+) = T(x, tp) (44a) 

T(X,t) = Tp (44b) 

T(oo,t) = Too (44c) 

" k (f)x=X + PQLdf = %™ (44d) 

Eq. (44a) ensures the continuity of the temperature 
distribution within the solid at the onset of ablation, 
l*T  *£,' f?d E2* (44d) states the energy balance across 
the ablating front, x = X(t).  Note that the boundary 
S52Jtx°n' Eq. (44d), which relates the ablation speed, 
dX/dt, to the temperature gradient, (3T/3x)v=y, is the 
basic source of the nonlinearity of the problem. 
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In the following, the special case of q0 = At
m 

(where A and m are constants) will be studied, using 
the 0-moment scheme^4'5) of the present integral method. 

5.2  Preablation Solution 

For the preablation period, an exponential profile 
for the temperature excess, 6 = T - T^, is used in the 
calculation, i.e., °° 

q 6 
f = -£- ß exp (- *-) (45) 

The profile contains two parameters, 6 and ß, and 
satisfies only the boundary of 0^ = 0.  Recall that the 
boundary flux is not to be obtained from (3f/3x)0 in the 
present method(4>5). 

Integrating Eq. (41) over the entire region of 
interest yields the heat-balance integral (HBI), 

a (!i) = f 3_9 
IX 

38 

_3_e 
3t dx (46) 

where the condition of i%±)_  - 0 is assumed, 
can be rewritten as 

01 r* 

k qo 

dx'  oo 

a 

- / 

Eq: (46) 

_3_e 
3t dx (47) 

Eq. (47) expresses the conservation of heat in the 
entire solid.  In the usual HBI method^14), Eq. (47) is 
the sole equation for the problem once an approximate 
temperature profile is substituted into the equation. 
However, in the present approach, it is to be used with 
the 6-moment integral of Eq. (41) for determining the 
two profile parameters.  Thus, we have as the second 
equation, 

/ 

oo 2 
30 
at dx =  2k ,38,2 

o ^o y     3x' dx, (48) 
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Upon substitution of 6 by f (Eq. (45)) in Eqs. 
(48), the following two equations are deduced: 

(47)   and 

d_ 
dt (qo  «' 3)   =  a qr (49) 

and 

I 3t   (ß2qo63)   =  2aqo35  -  ß2aq^> (50) 

Solutions of Eqs. (49) and (50) are easily obtained as 

(51a) 

(51b) 

6//öt = 2//4Ü+5 

ß = (m+5/4)/(m+l) 

The boundary temperature, T0, in dimensionless form 
is found from Eq. (45): 

k(T - TJ    ' .    ' 
eQ E  9. ü_ = vm+574 /(m+1) 

qQ/öt 
(52) 

As is shown in Ref. (4), the boundary temperature 
as given by Eq. (52) agrees better than 1% with the exact 
solution for all m in the range 0 < m < °°. 

Ablation starts when T = T .  From Eq. (52), the 
corresponding time, tp, is determined as 

t = 
P 

k(m + 1) (T  - T ) 
 P 
A/(m + 5/4) a 

1 
m + 1/2 

(53a) 

The "penetration depth", 6, at t  follows from Eq. (51a), 

6
P = 

k(m + 1) (T . .-. T )d 
. , p . i"~ 

m 

Aym + 5/4 

1 
2m + 1 

/ •m + 5/4.  (53b) 
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The quantities tp and 6p are conveniently used as 
the scales for time and length, respectively, in the 
formulation of the ablation problem.  However, since tp 
and 6p given above are only approximate solutions depend- 
ent on the method of solution, it is desirable to use the 
Characteristic time and length of the problem, tc and lc, 
as the scales for easy determination of the absolute 
accuracy of the solution.  From a simple dimensional 
consideration, it is easily found that t 
problem can be defined by 

c and lc  of the 

and 

t  = [k(AT)/A/ä]1/(m+1's) 

£„ = fifcl  = Ik(AT)am/Aj1/(2m+1) 

(54a) 

(54b) 

where AT T - 
P 

Thus, we introduce the following two sets of dimen- 
sionless variables in the ensuing calculations: 

and 

x 

P 

_ t    . _ <5 
- F"' A  = S~' l  ■= x (55a) 

n - 1'   Ti = t '   Ai - T'   h T~ (55b) 
^c 

T = 1 and 
Note, in particular, that at the onset of ablation, 

(56) (rlp)z = [(m+l)2/(m+5/4]1/(2m+1) 

The accuracy of the present preablation solution 
may also be determined on the basis of a comparison of 
Tlp as given by Eq. (56) with that given by the exact 
solution.  The exact Tip can be found in Carslaw and 
Jaeger ^-L^ as 

(xlp)E = [T(m + |)/r(m+l)]
1/(m + 2} (57) 
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where r is the Gamma function.  It can be easily shown 
^a^ TlB of the Present solution approaches the exact 
limit of rlp = 1 as m-x». 

The comparison between the approximate solution and 
the exact solution for tlp is shown in Fig. 5.  The 
present solution is practically indistinguishable from 
the exact solution in the entire range of m, °° > m > 0, 
the maximum error being about 1.8% at m = 0.  It is 
interesting to note the existence of a maximum T-,  near 
m - 1.5.  Also included in Fig. 5 is the HBI solution 
of the preablation time to indicate the degree of 
improvement achieved. 

5.3 Ablation Solution 

The ablation problem is then formulated in 
dimensionless form by using dimensionless variables 
£,t,A,A and 8, where 0 = (T - T^J/fT - Tro) is the 
normalized temperature.       °°   P  °° 

An exponential profile for e is assumed, 

f = exp [- *j-<i>] (S8) 

?^r? -(V   iS the (unknown) ablation line location, and 
Altp) - 0.  Note that this choice of the temperature 
ensures the continuity of the temperature field at 
t - tp if <s(t) is assumed to be continuous at tD. 

With f substituting for 9, the following equations 
Sre T^}Y  derived froni the ablation line condition, 
Eq^ (44d), the integration of Eq. (43) from ? = A to 
£ - oo, and the integration of the 6-moment of Eq. (43) 
respectively M  *■*->/, 

" (m+ 5/4) |||x= (m + 1)T^- V|A     (59a) 

oT.+ dT= " <m + 5/4)"|||x (59b) 

llf+d^=- (»+.5/4) [2|||X + I]      (59C) 
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where v = Qi/Cp(Tp - Tj .  QL is the latent heat of 
ablation per unit mass and Cp is the specific heat of 
the solid. 

In the present procedure, Eqs. (59) form the system 
for the three unknowns, A, A and the heat flux at the 
ablation front, - (36/3£)X. 

Closed-form solution can be obtained for the 
special case of m=0, i.e., the case of a constant heat 
flux.  For other values of m, solutions are obtained 
easily by numerically integrating an ordinary differen- 
tial equation (see Ref. (6)). 

Typical results for (m,v) = (0, /TT/2) are shown in 
Fig. 6, compared with Landau1s<13) numerical solution 
and the classical heat balance integral (HBI) solution 
based on similar temperature profiles.  Note that the 
ablation thickness in Fig. 6 is normalized by its value 
at T = oo, i.e., 

where 

*n 5 VXC 

K=   Tm+1/(l+v). 

It is clear that the present solution is very 
accurate and shows considerable improvements over the 
HBI solution. 

Admittedly, the example treated here is highly 
idealized.  Nevertheless, the essential features of the 
mathematical system of ablation problems are included 
in the model.  The success of the method in this 
application is therefore indicative of its potential for 
providing approximate solutions to realistic conduction 
problems in general and ablation problems in particular. 

6.  Concluding Remarks 

A simple integral method has been presented for 
approximate calculations of boundary-layer flows and 
heat transfer. Applications of the method have been 
illustrated in a variety of technological areas including 
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estimates of skin friction and convective heating rates 
on aerodynamic bodies and calculations of transient 
ablation pertaining to reentry vehicles.  Calculation of 
the spanwise skin friction is also included as an 
example of application to three-dimensional boundary 
layers. J •  ' 

_   The accuracy of the method in these applications is 
determined by comparing the approximate solutions with 
existing exact (analytical or numerical) solutions  It 
is demonstrated that the method yields very accurate 
results with remarkable simplicity to problems whose 
exact solutions would require extensive numerical 
computations.  The weak dependence of the approximate 
solution on the profile assumed in the calculation is 
also noteworthy. 

Inasmuch as reliable exact solutions are available 
only for problems with idealized models and basic 
configurations, the applications discussed in this 
paper are, by necessity, also limited to idealized 
problems.  However, since these models all possess the 
essential features of the more realistic models, it is 
believed that the potential of the method in realistic 
applications can be inferred. 

The method is especially designed for accurate 
estimates of various surface properties in viscous flow 
and heat transfer problems, such as skin friction, 
surface heating rates, ablation front locations, etc. 
it is not intended to provide accurate details of the 
flow field or temperature field.  The remarkable com- 
bination of simplicity and accuracy of the method as 
demonstrated in the paper is particularly attractive 
from economic considerations, and is indicative of the 
potential of the method for development into a practical 
tool for the aerodynamic design of advanced vehicles. 
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Assessing the impact of Air Foroe Operations on the Stratosphere 
Composition 

Abstract 

There is concern that the introduction of pollutants to the 
stratosphere may result in the reduction of the earth's protective 
layer of ozone. Gontributions could come from Air Force aircraft and 
from diffusion upward of chlorofluoromethanes used by DOD. Determinations 
of stratospheric trace gas concentrations of NO, NO2, N20' CFCI3, 
GF2CI2 and other compounds are made utilizing a balloon borne cryogenic, 
whole air sampler which obtains a one-mole sample at each of three al- 
titudes per flight. Six altitudes (30, 25, 20, 18, 15 and 12 km) and 
five latitudes (9° to 64° N) are investigated. Sampling is controlled 
by a motor operated valve activated by ground command. Several pre- 
cautions are taken to prevent contamination of the samples by the 
flight package. Subsequent analysis for NO and NO2 content employs a 
chemiluminescent analyzer. The remaining gases of interest are an- 
alyzed using a gas Chromatograph. Both dilution and permeation tube 
methods are used to calibrate both types of analytical devices. He- 
suits indicate daytime concentrations of NO and NO2 generally in the 
1 to 10 PPB range, and with N20 at 100 - 300 PPB, CFCI3 and CF2CI2 at 
10 to 100 PPT and with the latter three gases decreasing in concen- 
tration with increasing altitude and latitude. Present results are 
taken as baseline levels against which future changes, if any, can be 
compared. This assists the Air Force in the preparation of environ- 
mental impact statements where knowledge of present and projected 
future cumulative effects are required. 
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Introduction 

The stratosphere, that layer of the atmosphere ex- 
tending from about 12 to 50 km in altitude, is'receiving 
considerable attention of late because the introduction of 
pollutants to this region is predicted to result in the re- 
duction of and possible eventual destruction of the earth's 
protective layer of ozone.  The stratosphere is a stable 
region which means that introduction of even a small quan- 
tity of pollutants can be significant both because of the 
long residence times for such pollutants and because of the 
delicate chemical balance that presently exists there. 
Trace gas pollutants can enter the stratosphere in two 
ways:  by injection as aircraft and spacecraft emissions 
and by diffusion from the atmospheric layer below, i.e. 
from the troposphere.  Both of these sources are of concern 
to the Air Force, the former because of emissions from 
newer aircraft such as the F15 and F16 that operate in the 
stratosphere, the latter because of the wide use within DOD 
of chlorofluoromethanes, a series of compounds believed to 
be particularly damaging to the ozone layer.  The chloro- 
fluoromethanes (CFM's) are widely used within DOD (elec- 
tronic and avionic cleaning compounds, air.craf t surface 
cleaning compounds and spray lubricants) and slowly diffuse 
into the stratosphere at all latitudes and, in particular, 
upwell within tropical thunderstorms.  The above consider- 
ations suggested that the initial trace gas compositions to 
be studied would be:  nitric oxide (NO), nitrogen dioxide 
(NO2), nitrous oxide (N2O), CFM 11 (CFCI3) and CFM 12 (CF2 
CI2).  Since the composition of these gases varies with 
both altitude and latitude in the stratosphere, six alti- 
tudes (30, 25, 20, 18, 15 and 12 km) and five latitudes 
(90 N to 640 N) were chosen for investigation.  The init- 
ial data gathering from all these locations would benefit 
the Air Force in the preparation of environmental impact 
statements and provide a baseline level against which 
future changes, if any, as stratospheric operations in- 
creased could be compared. 

The approach utilized to determine stratospheric trace 
gas composition employs a balloon-borne cryogenic whole air 
sampler.  This method provides a one mole sample from each 
altitude studied per flight, a sufficient quantity to per- 
mit extensive analyses in the laboratory subsequent to 
flight.  The analytical equipment include a chemilumines- 
cent analyzer and a gas Chromatograph. 
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2.  The Tri-Sampler 

The initial cryogenic sampler obtained a single, one mole 
sample per flight, thus requiring six flights to investigate all 'alti- 
tudes of interest. The second generation device employs the same design 
principles but is larger and contains three sample chambers. Any 
additional chambers would unduly complicate the flight logistics. The 
tri-sampler obtains a one mole sample at each of three altitudes per 
flight. A cross section of the device is shown in Fig. 1. Only one of 
the three identical sample cylinders is illustrated. The dark shaded 
area represents the liquid helium well which maintains the inner wall 
of the sample cylinder at just above 4° K. To keep the liquid helium 
boiloff rate sufficiently low so as to permit the required multi-hour 
flight times, a liquid nitrogen chamber (lightly shaded area) and a 
vacuum jacket (unshaded area) serve to insulate the liquid helium. 
The sampling valve for each chamber is motor operated and is remotely 
activated by ground command. Air passes from the valve to the sample 
cylinder via a long small bore tube, the diameter of which is chosen 
for sampling at a specific altitude. The criteria is that a one mole 
sample be obtained in one hour. In that way, air molecules tend to 
freeze on first contact, thereby eliminating a pressure buildup in the 
chamber which in addition to increasing the chances for chemical 
reactions which could destroy the integrity of the sample, also would 
accelerate the liquid helium boiloff rate. A separate valve on each 
inlet is required for sample chamber pumpout. Although the sample is 
intended to remain frozen until transformed for analysis, the tri- 
sampler is designed to accoitmodate the warmed up sample without damage; 
however, as a precaution against the unlikely situation of having an 
oversize sample which then warmed in the tri-sampler, a safety blow- 
off disc is mounted on each inlet. Overall tri-sampler height is 50 
inches and diameter is 18 inches. Under no-load conditions, the cry- 
ogen hold time is about one day. 

Fig. 2 is a photo of the upper portion of a tri-sampler. The 
motor driven valves were standard valves modified so that air could 
flow continuously through the. valve bodies. A removable manifold 
(not shown) permits air to be drawn through the valves by a downstream 
fan. The fan is turned on tliroughout the sampling period and helps to 
ensure that a continual supply of non-stagnant air is available for 
sampling. A second manifold interconnects the three sample cylinder 
pumpout valves and leads to an ion pump system. This manifold is re- 
moved prior to flight. 

Fig. 3 is a full length photo of a tri-sampler. The pumpout 
manifold projects at the top right. The pumpout valve for the guard 
vacuum projects from the tri-sampler base. Overall tri-sampler 
weight, including cryogens, is 380 lbs. During flight, the tri-sampler 
rests on a foam base, blown with nitrogen rather than the usual 

1113 



chlorofluoromethane in order to eliminate a potential contaminant 
from the flight package. 

3.  The Flight Package 

Ihe tri-sampler is evacuated and then chilled with the cryo- 
gens in preparation for flight. It then becomes part of the flight 
package shewn in Fig. 4. Ihe tri-sampler and associated electronics 
are mounted in a six foot diameter gondola, of tubular aluminum frame 
construction and spherical in shape except for a flat bottom. When 
outfitted for flight, the gondola has a low center of gravity. Thus, 
since most flights involve ground recovery, the gondola will roll to 
an upright position, thereby eliminating excessive cryogen losses. A 
20 ft. length Of stainless steel bellows tubing is suspended from the 
air intake system to minimize the chances of sampling air contaminated 
by outgassing from flight package components. A 200 ft. load line in- 
creases the separation between gondola and balloon and is an added pre- 
caution against polydust from the balloon surface ever reaching the air 
intake tube. Control of sampling valve and fan operation are by 
ground command. Confirmation of these commands and the monitoring of 
various flight package parameters are transmitted to the ground control 
station. The remainder of the flight package includes standard items 
such as balloon valving and ballast pour capability. These items and 
the balloon launch facilities and launch personnel are ably supplied by 
the Aerospace Instrumentation Division of the Air Force Geophysics 
Laboratory. The balloon illustrated is typical of those used for our 
lower altitude flights. A 2,600,000 cu. ft. balloon is generally used 
for our 30 km flights. Suspended pay load weight varies, primarily 
because of the amount of glass bead ballast carried on a specific 
flight. A typical gross pay load weight is about 800 lbs. 

A second gondola exists which is similar to the first but lacks 
the roll capability and is thus more compact. Fig. 5 shows this gon- 
dola suspended from the launch arm just before a balloon release. 
This gondola is used for flights in areas such as Alaska and Panama 
where inhospitable surface conditions exist and thus necessitate air 
recovery of the package. The smaller gondola is required for entry in- 
to the C130 snatch aircraft. Other features in the photograph are sim- 
ilar to those used for launch of the ground recovery package. The 
electronics are all sealed into insulated boxes. A ballast bag is 
visible on the near side,and the antenna setup at the lower right cor- 
ner unreels just after launch. 

At. the termination of every flight, the parachute separates from 
the balloon upon command and then the package descends for recovery. 
For ground recovery, a crew is stationed at the predicted impact site 
to rendevous with the package. For air recovery, the C130 snatches 
the parachute at about 15,000 ft. elevation. Fig. 6, a photo by 
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Capt. Pieri, shows a ^^^^^^^^^'^^ this test the package was dumped from tiie pxan of ^ 
reeled In by the large wajch sh™*^| g^- ^, Asians 
test run was to be sure ^/P^^^without undue oscil- 
ZtStt^£5£E SätsTaLSroLr toto matches of * lations. 
actual package. 

4       The flight Profile 

flight the sane sequence ^P^f'^L.^ filing.    The maximum al- 
ferSt.    Ascent * ^*°*^eS's^pSngaltitude in order to 
titude is chosen higner ^fj^f^^^shld only during descent 
adjust the descent rate,    f^^^^sed to the package.    This 
in order to sample air that has "°Vf^J^en to sairple only uncon- 
is probably the ^st^°rft^Tr^ll S fW-    m this way, 
tairinated air.    ^ <tesire? ^^ä^n one hour.    The increments are a 1.8 km altitude increment is samplea in one 2Q ^ 
centred on the specified <*^£%£*^ from 'the balloon. 
She descent rate is ^ntfollef^1^

1^uired.    The fan is turned on 
Occasionally,sc*e ballasting is ^^Sfai until the final sample 
as soon as descent is initiated and«^"P ° within 5 minutes sub- 
has been obtained.    ^ samplingis done *™ ^loon destruct, is in- 

faTd^oÄ on recovery area weather and terrain. 

5.      Sample Handling 
X» ground recover crew oarxyde-a» of liquid ni^n^d^ 

liquid helium to recharge ^f^f^^f^^in frozen 
plaä for the program ^ *^ the gg% ^laboratory; hoover, 
throughout commercial air ^^^E^^CKW t ^ 
after several arguments, etc-^o^Son^dicatS to writing that they 
flights, the Airline Pilot's Associa^1J"fC&2 the shipments complied 
would no longer carry the ^XisioHeeS'arStrary ana unwarranted, 
with federal regulations    üje ^i^seems ^ fary ^ ^^ 
therefore, except for *\^™^/^ked to AFGL while frozen,  trans- 
where the samples were **s^j^af^ accomplished at the field 
fer and preliminary analysis have hadto ^a^d ^ g^ereat ap- 
site.    The samples are wa^an^at the final oressure is approx- proximately 22 liter in volume, so that the ijna^ ^ at ^^ 
Lately ground level atmospheric P^^'    S nitSc oxide and nitrogen 
indicated that at these Pressures'^^f^^2, hours of warmup to . 
dioxide content would have to be perrorneu w 
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be considered reliable.    Analysis of the remaining species of current 
interest could be delayed until arrival at the laboratory.    The inter- 
ior surfaces of the spheres raust be carefully prepared else absorption 
of some minor gas species would invalidate subsequent measurements, 
Currently, the interiors are either gold plated or chemically treated. 

6.      Analysis of Air Samples 

A. Ihe sphere containing the air sample is attached successively to 
two chemiluminescent analy2ers to determine the ISO and NO2 content of 
the sample.    A block diagram shewing the operating principle of a   chem- 
iluminescent analyzer is shown in Jig. 8.    Ozone  (Oo)  is produced in a 
stream of compressed air by a generator.    This is mixed in a evacuated 
reactor chamber with a stream of the stratospheric air.    The reaction 
that occurs in the chamber is the same as one which occurs in the strat- 
osphere, i.e. the NO content of the sample reacts with the O3.    This is 
a chemiluminescent reaction since part of the energy released by the 
reaction is released as light.   An optical filter allows a specific 
wavelength from this reaction to pass to a photomultiplier tube where 
an electric signal is produced which subsequently gets amplified and 
recorded.    The instrument is calibrated so that the amplitude of the 
output signal is a measure of the NO concentration,    H0X represents the 
sum of ND and 1SD2.    After the NO content is determined, the strato- 
spheric sample is rerouted through an N0X to NO converter, then to the 
reactor chamber.    The new signal amplitude then indicates the    N0X con- 
tent and simple subtraction is used to determine the NO, content.    Two 
chemiluminesaent analyzers are used to confirm the confidence level in 
the results since the ND and N02 content of stratospheric air are only 
in the low parts per billion range.    Instruments fron two manufacturers 
are used and each has been modified in-house to optimize reliability in 
the very low concentration range. 

B. Subsequent to the chemiluminescent analyzer measurements, each 
sphere is attached to a gas Chromatograph where the sample is investi- 
gated for all remaining species of interest.    A simplified block dia- 
gram of such an instrument is shown in Pig. 9.    At the heart of the 
instrument is a so-called "column," actually a coiled section of % inch 
stainless steel tubing containing one of many available packing materr- 
ials.    Choice of packing material is dictated by the types of gases to 
be studied.    Typically,  a packing consists of a hard, beady or granular 
material with a wax-like coating.    To maintain column and detector 
cleanliness and to provide a medium for transporting the sample gas 
through the column and detector, a carrier gas, such as nitrogen or 
helium, is passed through the system on a continual basis.    When de- 
sired,  a small quantity of the stratospheric air is injected upstream 
of the column.    Each gas component in the air has a characteristic 
transit time through the column, based in part, on column dimensions, 
temperature and packing material.    Therefore, as an example, gas species 
A exits the column prior to gas species B.    Several different detector 

1116 



types are available, again, depending on vrtiat gas species are to be 
measured. The radioactive source detectors, known as electron cap- 
ture detectors, are the most sensitive and are used for this experi- 
ment. Ihe output signals are weak and require amplification before 
recording. The detectors are either insensitive to the carrier gas or, 
if sensitive, the output is constant and can be balanced out electron- 
ically. An actual chromatogram is shown at the lower left corner. 
This was processed by an integrator, a device which both records the 
signal and provides a printout of peak tines and areas. Much of the 
final processing is still done by hand to provide greater accuracy, es- 
pecially since some of the peaks represent species concentration^ in 
the low parts per trillion range ( i.e. 1 PPT is one part in 10 ) . 
Since the peak height and area are measures of the trace gas concen- 
trations, considerable effort is required to accurately calibrate the 
instruments for the very low concentrations of interest. Two general 
approaches are utilized. In the dilution method, a primary standard 
mixture of each species of interest, at the lowest concentration 
commercially available (generally orte part per million) in a background 
gas identical to the carrier gas, is passed through a titration tube 
and then mixed with a much larger stream of the same background gas 
before injection into the Chromatograph. Through successive use of 
tubes of different diameters, calibration curves are obtained which are 
applicable down to the low parts per trillion range. A second cali- 
bration method employs a tube containing the trace gas. The wall of 
the tube is permeable, and the rate of flow through the wall is tem- 
perature dependent. The emitted gas is mixed with a stream of the 
carrier gas species for injection into the Chromatograph. Calibration 
curves are obtained by operating at a series of tube temperatures. 
Both calibration methods are equally applicable to the diemiluminescent 
analyzers and the gas chromatographs. 

7.  Results 

Sixteen flights have been conducted to date and samples have been 
obtained on all flights. Four flights have been conducted in Alaska 
(64° N), two in South Dakota (45° N), four in California (40 N) , five 
in Now Mexico (33° N) and one in Panama (9° N) . All flights have 
employed cryogenic sampling except the first two in Alaska and the one 
in Panama. On these three flights, grab sampling (i.e. opening an 
evacuated sphere at altitude) was employed as a complimentary method. 
This provides considerably smaller sample quantities, but e.g. was re- 
quired in Panama where air space restrictions severly limited flight 
times. 

The chemiluminescent analyzers have indicated concentrations of 
nitric oxide and nitrogen dioxide generally in the 1 to 10 parts per 
billion (PBB) range, without a strong correlation with altitude and 
latitude. Sampling always took place of air that had seen sunlight 
for at least one hour. Values are thus representative of daylight con- 
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ditions. Nitric oxide content decreases markedly at night. 

Values of nitrous oxide exhibit expected variations with altitude 
and latitude. Figure 10 shows both the decrease in concentration with 
increasing altitude and the decrease with increasing latitude. The 
latest Alaska launches, not included here but with data to 30 km, 
support the conclusions. The South Dakota data is still being 
processed. The New Mexico and California results were not much dif- 
ferent, hence the averaging. Figure 11 shews results from the sane 
flights for CFM12. Again, the more recent Alaska data supports the 
trends. As a reminder, the typical concentration shown here represents 
100 molecules of CFM12 for every trillion (1012) molecules of air. The 
pattern is repeated for CFMll although the actual concentrations are 
even lower. The analyses also reveal the absence of CFM113 and CFM114, 
the two most likely pollutants from the flight package. 

8.  Conclusions 

Cryogenic sampling is feasible and substantial quantities of uncon- 
taminated samples are obtainable utilizing a balloon platform. The 
success of the two recovery methods provides a satisfactory blend be- 
tween economy and the ability to operate at any location. With the ob- 
taining of a few more flight samples, a substantial data source will be 
available to establish a baseline value for 5 important trace gas 
species as a function of altitude and latitude. This occurs at a tine 
when aircraft utilization of the stratosphere is still somewhat lim- 
ited. The data will assist in the preparation of environmental impact 
statements, and will serve as a base against which future changes in 
stratospheric trace gas concentrations, if any, can be compared. 
Finally, it will serve as a test for theories on trace gas transport 
to and within the stratosphere. 
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TRI-SAMPLER FLIGHT-HIGH ALTITUDE PROFILE 
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On the Modelling of Turbulence Near a Solid Wall 

Abstract 

A new turbulence model that is valid right down to 
the solid wall is formulated in the present paper.  The 
k-e two-equation model of Launder and Spalding has been 
adopted to be the high-Reynolds-number limit.  Although 
the general approach is similar to that of Jones and 
Launder, the detailed proposals are quite different. 
The Taylor series expansion technique has been used to 
systematically study the behavior of the turbulent shear 
stress, kinetic energy and its rate of dissipation near 
a solid wall.  Two new constants are introduced to model 
the damping effect of the solid wall on the turbulent 
shear stress and the dissipation.  The model is applied 
to the problem of a fully developed channel flow.  Good 
agreement has been found between the predictions and the 
measurements of Läufer and that of Clark. 
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Introduction 

Recently, there has been considerable interest in 
developing reliable predictive methods for turbulent 
flowfields.  This is undoubtedly because of its signifi- 
cance in many fluid mechanical problems of civil and 
military applications.  It is generally accepted that 
turbulent flow is governed by the Navier-Stokes equations, 
and in principle turbulence can be numerically simulated 
using a digital computer.  In the Reynolds number range 
of technological interest, this is currently beyond our 
computational capability and may remain so for a long 
time to come.  This is because the number of mesh points 
required scales like Re9/4 ancj the number of arithmetic 
operations scales like Re3£nRe (Ref. 1), and the Reynolds 
number Re > 106 for most technological applications. 
Fortunately, the information that is needed by an 
engineer usually consists of time-averaged data such as 
lift, drag, etc.  Although this information need may 
expand as the requirements for more advanced technology 
increase (for example, in the design of sensors, one 
may need to know more about the structure of turbulence 
such as the time average of the fluctuating kinetic 
energy and the length scales involved), it is not clear 
that one would ever need to know the complete details of 
a turbulent flowfield.  Consequently, the procedure of 
averaging the Navier-Stokes equations introduced by 
Reynolds in 1895 has become a very popular approach. 
The attractiveness of this approach comes from the 
fact that the averaged dependent variables vary much 
more gradually in space, and therefore they can be 
resolved by finite-difference techniques without using 
excessively fine computational grid. 

Because of the nonlinear term in the Navier-Stokes 
equations, averaging process increases the number of 
unknowns above the number of equations, and some closure 
assumptions have to be introduced.  This closure problem 
has been handled with different degrees of sophistication 
by various research groups (see, e.g. Refs. 2 and 3). 
The most popular class is the two-equation models in 
which two partial differential equations are used to 
describe the development of turbulent kinetic energy 
and a turbulence length scale (Refs. 4-6).  However, the 
effects of the kinematic viscosity on the turbulence 
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structure were ignored in these treatments.  Consequently, 
the exact boundary conditions at the wall cannot be 
satisfied.  They avoided the problem by patching to the 
law of the wall.  Such an approach cannot be used when 
the turbulence Reynolds number is not high as, e.g., in 
flows with rapid expansions or near transition/turbulence 
interface. 

4, ^r-Tu^?Ulen?e"Inodel equations which provide predictions 
of the flow within the viscous layer adjacent to the wall 
have been proposed by several investigators (Refs. 7-9) 
Among them, only Jones and Launder worked with the more 
advanced two-equation model.  Although the general 
approach of the present model is the same as that of 
Jones and Launder, the detailed proposals are substan- 
tially different.  In fact, it is their ad hoc low- 
ReynoIds-number modification of the equation for the 
dissipation rate of turbulence energy that has prompted 
the present study. 

In the present study, the Taylor series expansion 
technique was used to systematically study the proper 
behavior of the turbulent shear stress, kinetic energy 
and its rate of dissipation near a solid wall.  This will 
be described in the next section.  As an initial attempt 
to assess^the adequacy of the present formulation, the 
new turbulence model has been applied to the problem of 
^    ^y.developed channel flow.  Some initial results on 
the distribution of velocity, turbulent shear stress and 
kinetic energy will be presented and compared with 
available experimental data. 

The Turbulence Model 

The limiting form to which the present model reduces 
in regions where the direct effect of viscosity on the 
T™  SeT

Str!ftU5e is neg1±gible is the same as that of Jones and Launder (Ref. 8); 

■    Dt  .    3y   (vt W   + V^y*     ~.e f1) 

De  _     3,vt  de,    , e 3u  2 F2 

Dt   -  3y <—  37>   +   cl   k   Väy>      ~   °2  JT <2> 
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and 

where 

- u'V = vt:.|H (3) 

k2 
v. = c — (4) tue v^' 

The usual boundary-layer approximations have been made 
in the above equations where D/Dt is the substantial 
derivative, x and y are, respectively, the coordinates 
parallel and normal to the solid wall, and u the velocity 
in the x-direction.  The quantities k and e are, 
respectively, the kinetic energy of turbulence and the 
"isotropic" dissipation (where the summation convention 
is adopted) 

3u,' 3u.' 
£ = V9T--3x-- (5) 

which is not the true rate of energy dissipation (Ref. 2) 

D = v sij' sij' (6) 

du. *   9u.• 
(where sij' = (-^- + j^-)/2) .  At high Reynolds 

j     i 
numbers, D = e because the small-scale turbulence is 
then isotropic.  According to the recommendations of 
Launder and Spalding (Ref. 10), the following values of 
the constants are used:  cy = 0.09, ci  =  1.44, c2 = 1.92, 
a = 1.3.  The values of c±  and c2 employed here differ 
slightly from those originally adopted in Ref. 8. 

To develop a model that will provide predictions of 
the flow right down to the solid wall, the form of the 
model described by Eqs. (1) - (4) needs to be modified 
in several ways.  First, the kinematic viscosity must be 
added in Eqs. (1) and (2) to account for the effect of 
viscous diffusion of k and e.  They are exact in the 
sense that they appear in the exact form of the trans- 
port equations for k and e as derived from the 

1135 



Navier-Stokes equations.  Secondly, since Eq. (4) is the 
limiting form for vt as the direct effect of viscosity 
is negligible, it is modified only to include the 
damping" effect due to the pressence of the solid wall 

k2 vt ~ cu T  fl " exP(~ c,u*y/v)J- (7) ye *'       *-*rv  ^3 

where u* and v are the friction velocity and the viscos- 
ity of the fluid, respectively, and c3 is a constant. 
Consider a Taylor series expansion for the fluctuating 
velocity components near y = 0.  Because of the no-slip 
boundary condition and the continuity equation for an 
incompressible fluid, one obtains 

u' = uxy + Ö(y
2) 

V = v2y
2 + 0(y3) (8) 

2 w* = w^ + 0(y ) 

Substituting Eq. (8) into the definition of k, one 
obtains 

k = | (u2 + w2)y2 + 0(y3) (9) 

A Taylor series expansion of Eq. (2) near y = 0 suggests 
that e^y^.  Therefore, Eq. (7) indicates that near y = 0, 
vt %  yJ which is indeed the proper limit as one can 
deduce from Eqs. (3) and (8).  However, substituting 
Eq. (8) into Eqs. (5) and (6), one obtains 

D = e = v(u2 + w2) + 0(y2) (10) 

which indeed reflects the proper physical behavior of the 
dissipation at a solid wall.  From Eqs. (9) and (10), 
one obtains at y = 0 

n  '2'vk D = "2- ■  ■  ' (ID 
y 

To retain the behavior of £<\,y
2, it is simply assumed that 

the dissipation term in the turbulent kinetic energy 
equation is just the sum of e and 2vk/y

2.  Therefore, 

1136 



the low-Reynoids-number form of Eq. (1) is written 
in the following form: 

Vk = _9.rfv  + „   )3k, 3u  2       _  _  2vk 
Dt       8yUv  + vt,"5yrJ   + vt (3y} e       T (12) 

Eq. (2) is similarly modified to read 

Bf - 4UV * ^# + Cl I Vl?'' - «2 ft«+ ^    (13> 
y 

Expanding Eqs. (12) and (13) near y = 0 indicates that, 
at y = 0, 

q4 = 2/c2 (14) 

2 if the behavior e^y  is preserved.  We ass\ome that 

c4 = c~ exP(~ c4 u*y/v) (15) 

In summary, our new model of turbulence is assumed 
to be governed by Eqs. (7), (12) and (13), with two new 
constants 03 and C4.  Since the "wall" dissipation effect 
is expected to decrease rapidly, C4 ^ 0(1).  Unlike Jones 
and Launder, we have kept all other constants originally 
appearing in the high-Reynolds-number equations intact. 
To test the present modelling and to fix the numerical 
values of C3 and C4, we consider the following problem 
of a fully developed channel flow. 

Fully Developed Channel Flow 

Eqs. (7), (12) and (13) have been applied to the 
study of turbulent flow between two parallel plates, 
driven by a constant pressure gradient.  The plates are 
separated by a distance 2H in the y-direction and the 
mean flow is in the x-direction.  Therefore, the 
continuity equation is automatically satisfied, and the 
momentum equation reduces to 

'<V+-Vl?-«£'I!TIÜ- <l« 
One may nondimensionalize the equations through the 
substitutions 
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y = y/H, u = u/uA, k = k/u*, 

' e = e/(u*/H), v^ = vt/v 

For convenience, the tilde notation is suppressed and it 
is understood that, from now on, all variables are 
dimensionless.  Since k and e depend only on y for a 
fully developed flow, the governing equations become 

.   "     ay"l+Vgl   +vt(^)2-«Se-^-0 (18) 

 1 exp(-c4Rey)   =  0 (19) 
y 

2 
Vt =  CyR® I~[1   "  exP("  c3

Rey)] (20) 

* 
where Re - u*H/v.  The boundary conditions are, at y = 0, 

u = k = e = 0 (21) 

and, at y =1, 

§=§=» (22, 

Of course, it is also required that k/e is bounded at 
y = 0. 

The above set of equations was solved by the time- 
dependent marching technique using the Crank-Nicolson 
finite difference method, and the results compared with 
the experimental measurements of Laufer (Ref. 11) and 
Clark (Ref. 12).  A quantity of interest is the 
(dimensionless) difference between the center velocity 
and the bulk mean velocity, uc - uh.     Clark's data 
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suggested that this difference's a constant, uc - u]-, 
= 2.32.  Our calculations at Re =650 and 1180 based on 
C3 = 0.01 and C4 = 0.5 also giye a constant difference, 
uc - uj-, = 2.22, which is within the scatter of the 
experimental data. 

The defect velocity is shown in Fig. 1 for Re = 1180. 
Also shown are the measurements of Läufer at.the same 
R§, and that of Clark at a slightly higher Re(= 1280). 
It is seen that the agreement is good.  So is the 
comparison of the shear stress distribution between the 
prediction and the measurements of Laufer (Fig. 2). 

#In Fig. 3, the turbulent kinetic energy distribution 
at Re = 1180 js compared with the measurements of Laufer 
a£ the same Re and that of Clark at a slightly lower 
Re(= 1110).  The agreement is reasonably good although 
the predicted value is somewhat higher at the center of 
the channel. 

The distribution of the turbulent kinetic energy in 
the inner layer of the flow (y £ 0.1) is shown in Fig. 4 
for Re - 650.  Although the measurements show a somewhat 
sharper distribution, the general trend and the level 
of the peak are predicted quite well. 

Concluding Remarks 

A turbulence model that is valid right down to a solid 
wall has been developed and applied to the channel flow 
problem.  Although the comparisons with experiments have 
not been very extensive, initial results are indeed very 
encouraging.  The model is currently being applied to 
boundary layer flows with pressure gradients. 
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ATMOSPHERIC ELECTRIC HAZARDS TO AIRCRAFT 

Abstract 

Atmospheric electrical effects associated with clouds, 
wind, turbulence and. precipitation can occur at power levels 
that are sometimes destructive to electronics and mechanical 
structures, and often introduce noise to limit operations 
of computers, communication links and electronic circuits. 
An analysis of the physical processes which generate elec- 
tricity reveals that prevention procedures are possible but 
are not always applied.  Airplanes, rockets and helicopters 
use increasingly sophisticated electronics, new materials 
like carbon composites, and heavier engines, all of which 
increase the hazards from atmospheric electric noise. A 
rapid development of modern avoidance systems has to keep 
pace with the development of protective procedures or hard- 
ware.  The influence of heavy helicopter engines on the 
buildup of dangerous electric charges, the problems of elec- 
tromagnetic shielding when using carbon composite materials 
in airplanes, and the effect of lightning radiation on modern 
electronics is discussed within the context of basic research 
in atmospheric electricity. 

1147 



Introduction 

As in many other research areas, funding levels in basic 
research of atmospheric electricity depends strongly on 
existing technological problems.  One can expect then, that 
new problems induce increased spending and increased research 
will lead to technological solutions.  Today's aircraft prob- 
lems with atmospheric electric hazards are largely solved, 
which explains the relatively low level of research effort 
in that area.  One can foresee, however, a significantly 
increased hazard of lightning and electrostatics to aircraft 
and space vehicles presently under development and, there- 
fore, one can speculate on an increased basic research effort 
in atmospheric electricity.  To foresee such tasks one needs 
to look at the past as well as at a contemporary assessment 
of problems. 

Atmospheric electric hazards to man have always existed. 
However only after the discovery by Franklin that lightning 
is of electrical nature did the idea of a lightning rod de- 
velop.  For some 30 years thereafter lightning and static 
electricity was a favorite subject of research and a compara- 
tively large fraction of physical sciences was devoted to 
it.  The technological problem was the protection of buildings 
and people from lightning strikes. Half of the problem solved 
with the lightning rod, research proceeded some how, not 
towards personnel protective device development but went 
on to design more sensitive electrometers and electrical 
measurements in fair weather. Finally the personnel pro- 
tection problems were solved by lightning avoidance rules 
which were more or less successful.  Still today such proverbs 
as 

Eichen sollst du weichen, 
Buchen sollst du suchen 

are in Germany well known although not always effective. 
After this period, atmospheric electricity succumbed as an 
odity m research, although its offspring lead directly to 
radioactivity and cosmic ray research. 

The next problem appeared early this century with the 
development of power transmission lines.  These long wires 
suspended from high towers seemed to attract lightning like 
a lightning rod and threatened to curtail the electric power 
industry.  By 1920 a surge of research activity dealt with 
lightning transients and peak currents as well as with the 
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physics of charge generation within thunderstorms. Much 
of the lightning statistics came from this time period e.g., 
that the average lightning current peaks at 10,000 ampere. 
The solution came by developing proper switching devices 
and using a grounded conductor above or near power lines. 
The solution was satisfactory at the time, but as the com- 
plexity of power distribution systems increased, failures 
of hardware or lightning strikes of extreme magnitudes had 
an increased effect on the well-being of the affected popu- 
lation.  The lightning induced black-out in New York on July 
13, 1977 is a good example.  In this case lightning affected 
some 8 million people with losses estimated at 310 million 
dollars. 

By 1930 research in atmospheric electricity diminished 
noticeably until the next technological problem pressed for 
a solution.  This time it came as an avionics problem. 
Aircraft became dependent on communication by radio, and 
static charge-up by precipitation and electromagnetic emis- 
sions from thunderstorms interfered at times substantially. 
Research blossomed as never before.  A large thunderstorm 
research program investigated dynamics, cloud physics and 
electrification of thunderstorms, and over twenty theories 
for the charge generation processes were discovered.  Corona 
and other electrical breakdown processes were thoroughly 
investigated and lightning statistics were updated.  The 
average peak current of a lightning was determined to be 
20,000 amperes.  The solution to the communication problem 
came by the development of electrostatic dischargers and 
the use of VHF and UHF radio systems.  The menace of thunder- 
storms was further diminished by the development of weather 
radar and strict rules to avoid flights into thunderstorms. 
A general decrease in research funding for atmospheric elec- 
tricity followed which has not stopped until the present 
day. 

Present and Future Technological Problems 

In an age of rapid technological developments as in 
the present, we have to ask the question of what technology 
trends will be limited or affected by natural atmospheric 
electric processes and what solutions can be expected through 
research.  Such solutions have to come rapidly to keep pace 
with the speed of technology development.  Otherwise major 
disasters will occur and demand rapid solutions.  The lightning 
incident of APPOLLO 12 is an example where a considerable 
hazard was overlooked during a comparatively rapid development 
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period of large rocket boosters. During launch of APPOLLO 
12 weather conditions were marginal but without danger of 
ii£?l£n8VThe size, shape and electrical capacity of the 
large boosters was inducive to initiate a lightning in a 
Si^SWer

T 
Cloud Äere otherwise no lightning would have 

occurred. Large objects with proper shape can not only en- 
hance electrostatic fields until breakdown occurs but can 
initiate a spark discharge rather than the normal corona 
S?^*!!"   ^f'1?? ln th±S wa7 a lightning. A similar effect is possible if a large object very suddenly appears 
~Z\*   ^        of water near an underwater explosion/or when 
an object travels at very high speed. The problem of air- 
Zll  Ü«?6 ^S slS^iflcant also for helicopters which charge 
up readily by engine exhaust and often operate in near sur- 
face positions^ extremely high electrostatic fields which 
Tr-l£Tl    ,* }l  surface dust or sea spray. Discharges on 
5£w % ltaCl  *?crease in magnitude about with the third 
UZ, *  ^ heli<:Opter size, which explains some of-the 
recent incidents during tests of theCH53 helicopter. 

A second problem of concern is the future use of carbon 
composites for aircraft. This material has poor shielding 
llZtltl^S  ^L^^ning frequencies, has bonding problSf 
X S«J«S ?7SJat,XC el^ination and has poor properties .. 
to dissipate lightning currents if direct hits are involved. 

cirCui??v
laS^a?f m2sLsevere Problem is the trend in micro- 

?«?£££' State-of-the-art of component sizes is now about 
5 microns. Development of component size of 0.5 microns 
iLtJeCentlZ  announced goal of DOD, As component density 
increases and component sizes shrink, electrical currents 
SlSJSiS0??0??1* d|cJeaseSut0 keeP ^eat dissipation within tolerable limits. But as these currents get smaller, the 
SfrSSSf J^rents by thenatural electric 2nd magnetic en! 
vironment becomes more important. Near-by lightning: corona 

durinrSonnd?nargeS °S ^^^  ^^ *nd tranfients 
eur^nt-f SJ SnS Pr°cedures or SrGund contact will induce 
Irl  d?f?l^^ frt

frS?U?5Cy,range °f 10 Hz to 10G ^ «Mch a£? Sf i?iult ?° shield with conventional electrostatic 
ter?alSwtli

e Zl^l™  f°i'J' Jroper magnetic shielding ma. 
fS ™?™ • 1'byj

it;s weight, be counterproductive to the trend 
in micrommiturization. It seems therefore that the limit 
m microcircuitry will be set by the natural electromaenStic 
Sntr:mnth.^fknOWiedge and ^standing of this°Sv?ron- 
S?SjSJi therefore be very important for planning and de- 
velopment of microcircuit avionics as well as for operational 
use. Recent tests by NRL of P and N-MOS type iStegra?ed 
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circuits in a thunderstorm environment demonstrated this 
wCeJSi leVel^  self-contained components with batteries 
but without cable connections of any sort were operated one 
meter away from a simulated lightning path of average ampli- 
tude and wave form. All of the components either suffered 
'JS!SJ?f damage or operated incorrectly.  These simulated 
conditions will exist in an aircraft or rocket which is hit 
S^i§h£n±ng 5Ut in Which the iig^tning current is safely 
a?d in■^5S°fi?0f?UC?:0r%t:h'S,8h the len8tho£ the aircraft, and in which all lines and cables to microcircuit components 
SnS,trUldi?{ck'Up,11fh?in8* siSnals are replaced b7nSS- conductors like optical fibers. 

7A7 If °ne ^S1™*  ?n aircraft of the size of a Boeing 
w~?0nS?ruSt!d mainly out of carbon composites and it I 
S« S 5 .loaded with microcircuitries on which the operation 
has to depend, it seems not possible to use it in other than 
e?I?tr^awLS0nf *=?"■'• beCause the danSer °f atSospLr??n 
«J«S --5 ! t0 lt is not yet ^cognized, not yet under- stood, and not yet assessable by measurement. 

Present Basic Research 

At present researchers in atmospheric electricity are 
concerned mainly with lightning and thunderstorms. The basic 
problem of how electricity is generated in a storm is not 
AnH ^de*?to°d even though about twenty theories offer help. 
And to eliminate some of these theories is the objective 
of considerable research. The problem is, that a thunder- 
?7r!/

ery compleX Jn ltS na?ure and ™*y  unaLessabU 
y«« experimentation.  It is realized by now that this 
complexity demands the cooperation of many disciplints and 
S * 2LTeH  L6t?eT means to Probe the inside Sf stoms? In a decade of diminishing research funds such tasks seem 
unrealistic, yet in 1975 the majority of U.S. scientist! 

canS0?^^1?^^01^ Stared a lonS te™ cooperative ?a ,*? I (for Thunderstorm Research International Program) 
m which researchers with varying sources of funding and 
various research objectives pool their talent and rfsources 
thVX^lment °\the !am? St0rm' the same lighting signal 
SS.? 5 Fainpsf to find answers which cannSt posSiblf be 
arrin5n1SL

S
1
in|le/nvestigators- Novel measurement methods 

SfiJ 7T^d llke d°PPer radar to determine the velocity 
tield inside a storm, remote sensing of the inside charge 
distribution by the electric field Invelope ovtr the stom 
en^aronSpn?dS ^ ml*  ^.velocities in ?he near stom  ' 
Sn??ucSr/nf TKi?1? lifhtn^g sensing systems to deduce tne structure of lightning inside the storm where eighty 
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been gxven to the structure'of liehtnl^ ?™*S    8 5 

cldeVch b£J^\g£ Spe?atS?e1thInSw?th1^htninS C°^ 
pattern or the outline ■«**£•*     5        w th the connective 
on the averaK peak currlt ^^f'u Als° new data ex"t 
quoted S bS?40 000'SS3?   "°f^ ■ll8htnln8 which is now 
§e asked at last ?s ?ha? olvJ^ ^"^cm. which, needs to 
search to preying uP^omin* «liffranCy^of' onSoinS basic re- 
operationsV    Unfo?tSiaSlv8^!    lemS -1? aviat:i-on and rocket 
electrieitv ^^lul the researchers in atmospheric 
are always7rfady to S/^ ?%*** ne^ed although tSey 
gies do not realize th^.S    ^velopers of modern tlchnolo- 
can they effectively cL^M^f P?5?ntial *™"«W« nor 
That hints vf ?h««ir5ic?e with the research base. 

S3^ly COme thrOUsS baSlc "se^ch^n^ospierJfeXec- 
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EFFICIENT OPERATION OF A  100 WAIT 

TRANSVERSE FLOW OXYGEN-lOIHNT: CMMICA!. lASliK 

I). J.  Benard, K.  II. f-KDermott, 

N.  R.  Pchclkin, and R.  R.  Bousek 

Air Force Weapons Laboratory 

Kirtland AFB, New Mexico    87117 

ABSTRACT 

Efficient extraction of chemically generated ();.'('.'.J  energy has been 

obtained in a transverse flow oxygen-iodine laser.  'The measured power 

extraction efficiency with off-optinvil outcoiipl in« was IS".    ttitput 

powers in excess of 100 watts were obtained  for periods of up to .> 

minutes. 
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INTRODUCTION. 

The oxyg en -iodine chemical laser operates on the 'i'],;' ' 

2 P 3 y 2 spin-orbit transition of the iodine a tor:: which is pinnpcci by energy 

transfer from chemically produced 0? ('/>). In our previou, work1 

losing was achieved in a longitudinal flow tul>e and coaxial laser cavity 

which converted only a small fraction of the available Ovf'/J energy 

into laser output. Most of the 0^f1Aj energy in the longitudinal flow 

experiments was catalytically dumped on the walls of the'' flowtuhe. 

In this paper'we report the first example of cw laser action at 

high power levels and high conversion efficiencies from a chemically 

pimped oxygen-iodine laser. The results were obtained, by improving the 

chemical O^^A) generator and by extracting the laser pv*er transverse 

to the oxygen-icklinc flow. The transverse geometry was designed to 

afford higher gain, more efficient out coupling, and wall-free operation. 

HXIM-RINDLNTAL 

The chemical generator represents a 1 OX scale up in the oxygen 

generating capacity of our previous-apparatus.- Figure 1 shows the 

generator design. About 5 liters of 90".■ HyO;and 2 liters of US  Nad I 

were admitted to the reactor through the reagent feed lines at the top 

of the generator. iXiring the loading o{>eration, N\ was eont inuously 

flowed through the bubbler to preclude liquid l'vom  entering the bubbler 

itself and to provide good mixing of the ll/V ;,"d N.-iC'4!.  Ihe mixing o\' 

the base and peroxide is an exothermic process that can lead to a run 

away decomposition of the ll?0? if the generator temperature exceeds 

00 C. To prevent this, the reagents were mixed in the'generator'under''' 
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vacuum, so that evaporative cooling due to the pumping off of water vapor 

maintained an operating temperature below 30 C. '.-This mixing process also 

has the advantage of concentrating the base-peroxide mixture that is used 

to generate the O^1 A). 

The 020-b)  was generated via the reaction of Cl2 gas with the basic 

H202 solution. The Cl2 was admitted to the generator through the bubbler 

structure.Most of the Clowns reacted in the generator and the oxygen 

production was approximately stoichiomctric with the Q? flow rate of 

0.03 moles/sec. The effluent from the chemical generator was passed 

through a liquid nitrogen cold trap of.standard reentrant design to 

remove water vapor and unreacted 012.  The Oof
1 A') concentration was 

measured at. the exit of the cold trap by monitoring the 12^0 nanometer 

emission (alA -♦- X3E) with a narrow bandpass filter and a cooled intrisic 

Gc detector. The percent 02'(
1A) in the flow was measured by scaling the 

radiative signal to the pressure using a technique we have reported on in 

a previous paper.2  Typical results were approximately 3Sf; 020^) 

at pressures of 1 torr in the laser cavity. The-distance from the 

midplanc of the generator to the inlet of the laser cavity was approximately 

3 meters. 

The laser .-section itself (Figure 2) consisted of a gradual expansion 

duct from 7.6 cm diameter glass pipe (cross sectional area = 4S.<>cnr'} to 

a 50cm x 2.54 cm (cross sectional area- 127cm^j rectangular duct. The 

rectangular section was terminated into the side of a 15 cm diameter pipe 

that was connected to a high capacity vacuum pimp. The inner surface of 

the stainless steel laser cavity ras coated with halocarbon grease to 

minimize 02(
lA) wall deactivation and iodine atom recombination..'.The 

laser mirrors were mounted internally to. the vacuum on tubes extending 

;  — 1163 



from cither side of the flow region. 'Pie mirrors were separated by ;.7><> 

meters. Each mirror tube was purged with a -small flow of Argon during 

operation of the laser. 

-Molecular iodine was injected with a carrier flow of Ar intu the 

oxygen flow via an I j> bomb Iteated to approximately SO C. The .injector 

itself was a 1 cm Of), stainless steel tube with a thin (0.2S mm) slot .-1~, 

cm long milled along its length. The injector tube was centered in the 

rectangular flow channel approximately 6 cm upstream of the cavity axis 

with the slot on the downstream side. The injector tube was also resistiveiy 

heated in order to prevent condensation of I.? on the interior. 

.RESULTS 

'Hie limiting apcraturcs in the laser cavity were the walls of th-- 

flow tube and the inside diameter of the mirror support tubes. Using a 

>99.l.)1 maximum reflectance flat back mirror and a <>8. y   reflectivity f!.7, 

transmitting) 5m radius of curvature front mirror the laser output was 

sufficient to easily bum a mode pattern into a black plastic plate in 

a few seconds. The mode pattern was equal in size and shape to the area 

of the limiting apcrature (2.5 cm high x4cm in the flow direction) and 

an output power of approximately 100 watts was measured using a'Scientech 

disk calorimeter. Operation of the laser was dependent upon generator 

performance but was easily rcproducable. 

DISCUSSION 

The extract-able 0^(JA) energy can be determined from the equilibrium 

constant, K, of the pumping reaction: 

R^.;. ■■ v m ■:K' 

A'I' 



02(U)   *   I(2P3/2)"    02(
3D■ *   I*  .(2P)/?J U) 

where K ■  ~ 
il(2P3/2)3-'CP?(lM] 

and the zero gain condition on the  inversion density: 

lA_Vfl     -'0.5 f») 
I(2p3/2) 

An t02(
lA)]/L'02(

3i:)] ratio of .17 is therefore required to maintain 

positive 'Rain. Consequently, the cxtractablc energv in the flow corresponds 

to the 02(
1A) in excess of 17% of the total 0;,. Thus with 35', O^1.'.). 

■.about 18% of the total 02 can contribute to la^er output.  For our 

conditions, the extrnctablc energy was 600 watts giving a conversion 

efficiency in the laser itself of 15«-. In these experiments the conversion 

efficiency was less than 100% because, as will be shown, the laser was 

ovcrcouplcd resulting in inadequate saturation of the lasing medium. 

•me rate of stimulated emission based on the measured output P<.wei 

aperture size, mirror transmission, and a [)oppler broadened stimulated 

emission cross section was 1.5 x loNec^. The rate of loss of excess 

O2(lrf0, however, is given by the rate of stimulated mission times the 

ratio of Iodine to excess oxygen. At an iodine partial pressure of 5 x 

10"3 torr and the optimal lasing conditions, the rate of excess 07(\'-) 

loss was approximately 300 sec-1 due to stimulated emission and enen 

1165 

I'V 



transfer, .'the rate of loss of 02(
lA) due to the flow through the resonator 

cavity is V/L (V - 60m/ sec"1, L = -IcmJ or 1500 sec"1. 'Hie expected 

efficiency is therefore approximately 300/(1500 + 300) or IS0.; In this 

analysis the energy transfer rate can IK-■ assumed .to' he very large- in 

comparison to the stimulated emission rate which is then the rate limiting 

step. Since the forward transfer rate is approximately gas kinetic this 

assumption is clearly correct. 

'Ihc optiminn mirror outcoupling based on the est invited gain of !"/„ per 

round trip and assuming non-productive mirror losses of 0.1': is around 

0.5%. Reducing the outcoupling would cause a corresponding increase in 

the intracavity intensity and therefore acccilerate the stimulated emission 

rate causing greater laser output to occur as the 0-/1 mixture flows 

through the laser cavity. Alternatively, a longer resonator section 

would permit greater time for extraction of the n: ('.',) energy and thus 

increase the laser output as wel1. 

In summary, this experiment lias demonstrated tin.- feasibility MC 

highly efficient operation of the oxygen- iodine chemical' la^er. 'Hie 

authors wish to acknowledge the technical assistance of Gary Lee, i'at 

Timlin, Ken and Don Maicr and Charles Fry. 'Ihc authors are especially 

indebted to our glass blower Jan Marien,'who const rue ted/the large 

glass traps required for this laser demonstration. 
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FIQIRI: CAPTIONS 

Figure 1:  Reactor for generation of C^^A) in ?>$>%  concentration at 

typically 0.30 moles/sec. 

Figure 2:  Design of transverse-flow laser for extract ion of chemical 

02(
1A) power by energy transfer to iodine atoms. 
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