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PREFACE

The initial co-sponsored Air Force Systems Command/Naval
Material Command Science and Engineering Symposium was held at the
Naval Amphibious Base, Coronado on 16 - 19 October 1978. The theme
of the 1978 Symposium was "Advanced Technologies - Key to Capabilities
at Affordable Cost." ' '

The objectives of this first joint Navy/Air Force Science and
Engineering Symposium were to: ' : -

. Provide a forum for military and civilian laboratory
.scientific and technical researchers to demonstrate
the spectrum and nature of 1978 achievements by their
services in the areas of

Armament . Human Resources
Avionics . Materials
Basic Research . Propulsion

Flight Dynamics

Recognize outstanding technical achievement in each
of these areas and select the outstanding technical
paper within the Navy and the Air Force for 1978

Assist in placing the future Air Research and
Development of both services in correct perspective
and to promote the exchange of ideas between the Navy
and Air Force Laboratories :

Stress the need for imagination, vision and overall
excellence within the technology community, assuring
that the air systems of the future will not only be
effective but affordable.

Based upon the success of the initial joint symposium (which
was heretofore an Air Force event), future symposia are planned with
joint Navy/Air Force participation.




TABLE OF CONTENTS

VOLUME 1
AVIONICS
R. S. VAUGHN, NADC COL R. LOPINA, AFAL
CO-CHAIRMEN :
The Airborne Electronic Terrain Map System (AETMS) 1

Capt F. Barney, USAF and Dr. L. Tamburino, AFAL

- The Assessment of GaAs Passivation and Its Applications 17
Dr. F. Schuermeyer, J. Blassingame, AFAL and Dr. H. Hartnage]
Univ. of New Castle-Upon-Thames, England

Identification of Impurity Complexes in Gallium Arsenide Device 50
Material by High Resolution Magneto-Photoluminescence

G. McCoy, Maj R. Almassy, USAF, D. Reynolds and C. Litton,

AFAL

Microcircuit Analysis Techniques Using Field-Effect Liquid 69
Crystals
D. J. Burns, RADC _
Surface Acoustic Wave Frequency Synthesizer for JTIDS 85
P. H. Carr, A. J. Budreau and A. J. Slovodnik, RADC
gnnanced ‘Measurement Capability Using a Background Suppression 110
cheme

G. A. Vanasse and E. R. Huppi, AFGL
Spectrum Estimation and Adaptive Controller for Long-Range 122
Complex Scattering Targets : :

R. F. Ogrodnik, RADC
Spatial and Temporal Coding of GaAs Lasers for a Laser Line 149

Scan Sensor
Capt R. S. Shinkle, USAF, ASD

VOLUME I1
PROPULSION

AERO-PROPULSION

A. A. MARTINO, NAPC o COL G. STRAND, AFAPL
: CO-CHAIRMEN

iv




ROCKET PROPULSION

B. W. HAYES, NWC COL W. F. MORRIS, AFRPL
, CO-CHAIRMEN

Airbreathing Propuision Functional Area Review
Col G. E. Strand, USAF, AFAPL

Rocket Propulsion Overview
Col W. F. Morris, USAF, AFRPL

Role of Turbine Engine Technology on Life Cycle Cost
R. F. Panella and R. G. McNally, AFAPL

VORBIX Augmentation - An Improved Performance Afterburner for
Turbo Fan Engines
W. W. Wagner, NAPC

A Retirement for Cause Study of an Engine Turbine Disk
R. Hi11, AFAPL, R. Reimann, AFML and L. Ogg, ASD

Payoffs of Variable Cycle Engines for Supersonic VSTOL Aircraft
R. T. Lazarick and P. F. Piscopo, NAPC

The Coanda/Refraction Concept for Gasturbine Engine Exhaust
Noise Suppression During Ground Testing
D. Croce, NAEC

Expendable Design Concept
Lt D. C. Hall, USAF, AFAPL and H. F. Due, Teledyne CAE

The Supersonic Expendable Turbine Engine Development Program
T. E. Elsasser, NAPC , _

Unique Approach for Reducing Two Phase Flow Losses in Solid
Rocket Motors
Lt D. C. Ferguson, USAF, AFRPL

Missile System Propu1sion Cook-0ff
R. F. Vetter, NWC

A Powerful New Tool for Solid Rocket Motor Desigh
W. S. Woltosz, AFRPL

Quantification of the Thermal Environment for Air-Launched

Weapons .
H. C. Schafer, NWC

- 164

196

212

247

265

296

322

349

363

383

414

428

453




A Study of Rocket-Propelled Stand-Off Missiles 470
Lt L. K. S1imak, USAF, AFRPL

Prediction of Rocket Motor Exhaust Plume Effects on Missile 496
Effectiveness '
A. C. Victor, NWC

~ VOLUME ITI
FLIGHT DYNAMICS

C. A. DeCRESCENTE, NADC COL G. CUDAHY; USAF, AFFDL
'CO-CHAIRMEN

Air Force Flight Dynamics Functional Area Review 521
Col G. F. Cudahy, USAF, AFFDL '

A Functional Area Review (FAR) of Navy F1ight Dynamics ‘ 592
C. A. DeCrescente, NADC

Aircraft Aft-Fuselage Sonic Damping | 615
G. Pigman, E. Roeser and M. Devine, NADC

Active Control Applications to Wing/Store Flutter Suppression 626
L. J. Hutsell, T. E. Noll and D. E. Cooley, AFFDL -

Maximum Performance Escape System (MPES) ‘ 657
J. J. Tyburski, NADC and W. J. Stone, NWC

Status of Circulation Control Rotor and X-Wing VTOL Advanced 673
Development Program
T. M. Cdancy, D. G. Kirkpatrick and R. M. Williams, DTNSRDC

AFFTC Parameter Identification Experience 697
Lt D. P. Maunder, USAF, AFFTC ‘

Developments in Flight Dynamics Technology for Navy V/STOL 719

Aircraft

J. W. Crark, Jr., and C. Henderson, NADC

Cost Effective Thrust Drag Accounting | 750 .
R. B. Sorrells, III, AEDC

Drag Prediction for Wing-Body-Nacelie Configurations _ 766
T. C. Tai, DTNSRDC ,

Numerical Solution of the Supersonic and Hypersonic Viscous 793

Flow Around Thin Delta Wings
Maj G. S. Bluford, USAF and Dr. W. L. Hankey, AFFDL

vi




Optimization of Airframe Structures: A Review and Some

Recommendations
V. B. Venkayya, AFFDL

Use of Full Mission Simulation for Aircraft Systems Evaluation .

K. A. Adams, AFFDL

VOLUME IV
BASIC RESEARCH

DR. E. H. MEINBERG, NAL ~ DR. L. KRAVITZ, AFOSR
' ’ CO-CHAIRMEN .

The Electronic and Electro-Optic Future of III-V Semiconductor

Compounds
H. L. Lessoff, NRL and J. K. Kennedy, RADC

Collective Ion Acceleration and Intense Electron Beam Propagation

Within an Evacuated Dielectric Tube
- Capt R. L. Gullickson, USAF, AFOSR, R. K. Parker and J. A.:

Pasour, NRL

High Spatial Resolution Optical Observations Through the

Earth's Atmosphere
Capt S. P. Worden, USAF, AFGL

High Burnout Schottky Barrier Mixer Diodes for X- Band and
Millimeter Frequencies
A. Christou, NRL

New Energetic Plasticizers: Synthesis, Characterization and

Potential Applications
Lt R. A. Hildreth, USAF, Lt S. L. Clift, USAF and Lt J. P.

Smith, FJSRL

Improved Corrosion and Mechanical Behavior of Alloys by Means
of Ion Implantation ; .
J. K. Hirvonen and J. Butler, NRL

Symmetric Body Vortex Wake Characteristics in Superson1c Flow
Dr. W. L. Oberkampf, Univ of Texas at Austin and Dr. D. C.
Daniel, AFATL

Materials Effects in High Reflectance Coatings
H E. Bennett, NWC

vii

828

870

885

912

939
954
968
981

1000

1033




Improved Substrate Materials for Surface Acoustic Wave (SAW)
Devices .
Capt R. M. 0'Connell, USAF, RADC

A Simple Prediction Method for Viscous Drag and Heating Rates
T. F. Zien, NSWC

Assessing the Impact of Air Force Operations on the Stratosphere
Composition _
C. C. Gallagher-ahd Capt R. V. Pieri, USAF, AFGL

On the Modelling of Turbulence Near a Solid Wall
K. Y. Chien, NSWC

Atmospheric Electric Hazards to Aircraft
L. H. Ruhnke, NRL

Efficient Operation of a 100 Watt Transverse Flow Oxygen-Iodine
Chemical Laser

Maj W. E. McDermott, USAF, Capt N. R. Pchelkin, USAF,

Dr. J. Bernard and Maj R. R. Bousek, USAF, AFWL

VOLUME V
MATERIALS

F. S. WILLIAMS, NADC COL P. 0. BOUCHARD, USAF, AFML

~ CO-CHATRMEN

Advanced Materials Techno]ogies - The Key to New Capabilities at
Affordable Costs
Col P. 0. Bouchard, USAF, AFML

Ceramics 1n Rolling Element Bearings
C. F. Bersch, NAVAIR

Group Techno1dgy Key to Manufacturing Process Integration
Capt D. Shunk, USAF, AFML

An Attempt to Predict the Effect of Moisture on Carbon Fiber
Composites
J. M. Augl, NSWC

Evaluation of Spectrometrié 011 Analysis Techniques for Jet Engine

Condition Monitoring
Lt T. J. Thomton, USAF and K. J. Eisentraut, AFML

viii

1058

1075

1110

1131

1146

1161

1173

1182
1198

1213

1252




Characterization of Structural Polymers, Using Nuclear Magnetic

Résonance Techniques
W. B. Moniz, C. F. Poranski, Jr., A. N. Garroway and H. A.

Resing, NRL

On the Variation of Fatigue Crack Opening Load with Measurement

Location
D. E. Macha, D. M. Corbly, J. W. Jones, AFML

Environmentally Induced Catastrophic Damage -Phenomena and Control
Dr. J. L. Deluccia, NADC

Improved High Temperature Capabi]ity of Titanium Alloys by Ion
Implantation/Plating .
S. Fujishiro, AFML and E. Eylon, Univ of Cincinnati

Measurement of the Physical Properties and Recombination Process
in Bulk Silicon Materials
Lt T. C. Chandler, USAF, AFML

Deuterated Synthetic Hydrocarbon Lubricant
A. A. Corte, NADC

The Cordell Plot: Key to a Better Understanding of the Behavior
of Fiber-Reinforced Composites
T. M. Cordell, AFML

VOLUME VI
ARMAMENT

DR. J. MAYERSAK, AFATL R. M. HILLYER, NWC
CO-CHAIRMEN

Armament Technology - Functional Overview
Dr. J. R. Mayersak, AFATL

The Digital Integrating Subsystem-Modularity, Flexibility and
Standardization of Hardware and Software
D. L. Gardner, AFATL

Bank-To-~Turn (BTT) Technology
R. M. McGehee, AFATL

Advances in Microwave Striplines with Applications
- J. A. Mosko, NWC ¢

ix

1287

1308

1335

1366

1384

1396

1410 -

1434

1449

1490

1507




Considerations for the Design of Microwave Solid-State
Transmitters
M. Afendykiew, Jon Bumgardner and Darry Kinman, NWC

Strapdown Seeker Guidance for Air-to-Surface Tactica1 Weapons
Capt T. R. Callen, USAF, AFATL .

Optimizing the Performance of Antennas Mounted on Comp]ex
Airframes
Dr. C. L. Yu, NWC

VOLUME VII
HUMAN RESOURCES

H. J. CLARK, AFHRL DR. J. HARVEY, NTEC
’ CO-CHAIRMEN

Human Resources Research and Development
H. J. Clark, AFHRL

Human Resources in Naval Aviation
Dr. J. Harvey, NTEC

LCCIM: A Model for Analyzing the Impact of Design on Weapon
System Support Requirements and LCC
H. A. Baran, AFHRL, A. J. Czuchry and J. C. Goclowski,
Dynamics‘Research Corp

Pacts: Use of Individualized Automated Training Technology
Dr. R. Breaux, NTEC

Increasing the Affordability of I-Level Maintenance Training
Through Simulation
G. G. Miller, D. R. Baum and D. I. Downing, AFHRL

Psychomotor/Perceptual Measures for the Selection of Pilot
Trainees _
D. R. Hunter, AFHRL

Modern Maintenance Training Technology and Our National
Defense Posture
Dr. W. J. King and Dr. P. E. Van Hemel, NTEC

Prediction of System Pefformance and Cost Effectiveness
Using Human Operator Modelling ‘
LCDR N. E. Lane, USN, W. Leyland, NADC and H. I. Strieb
(Analytics)

1543

1590

1614

1640
1649

1683

1703

1711

1741

1758

1781




An Inflight Physiological Data Acquisition and Analysis System
Capt J. T. Merrifield, USAF, T. P. Waddell, D. G. Powell,
USAF/SAM and E. B Croson, PMTC

Synthetic Selection of Naval Aviators A Novel Approach
D. E. Norman, D. Wightman, NTEC and CDR L. Waldeisen, NAMRL

Modeling: The Air Force Manpower and Personnel System for
Policy Analysis
Capt S. B. Polk, USAF, AFHRL

Evoked Brain Potentials as Predictors of Performance: The
Hemispheric Assymetry as Related to Pilot and Radar Intercept:
Officer Performance

Dr. B. Rimland and Dr. G. W. Lewis NPRDC

Launch Opportunity for A1r-to-Ground Visually . De11vered weapons
R. A. Erickson and C. J. Burge, NWC

x1i

1804

1821

1831

1841

'f 1863




VOLUME VITI

AVIONICS, PROPULSION, AND FLIGHT DYNAMICS
: (CLASSIFIED)

Functionai'Area Review of Avionics
Col R. F. Lopina, USAF, AFAL

The MADAIR System
J. A. Titus, NCSC

Electronically Agile Array for Long-Range Airborne
Surveillance Radar ,
Dr. J. K. Smith, NADC

Automatic Ship Classification System
W. G. Hueber and Dr. L. A. Wilson, NWC

Reduction of False Alarm Rates in Aircraft Attack Warning
Systems
H. L. Jaeger, NWC

Impact of Focal Plane Array Technology on Airborne Forward
Looking Infrared Sensors
M. Hess and S. Campana, NADC

Advanced Sonobuoy Technology - ERAPS (Expendable Reliable
Acoustic Path Sonobuoy)
J. J. Stephenosky, NADC

NAVSTAR Global Positioning System Field Test Results Aboard
Air Force and Navy Test Vehicles
LCOR J. A. Strada, USN, SAMSO

An Overview of Soviet Propulsion Capabilities
W. A. Zwart, FTD

Reduced Observables - An Approach for Providing More
Effective and Affordable Combat Weapon Systems
D. E. Fraga, AFFDL

Soviet Method of Calculating the Aerodynamic Characteristics
of Wings Flying in Ground Effect
Lt C. R. Gallaway., USAF, FTD

27

89

118

144

179

200

220

240

273

330




VOLUME IX

MATERIALS, ARMAMENT, AND HUMAN RESOURCES
(CLASSIFIED)

Soviet Materials for Aircraft Engines
- R. F. Frontani, FTD :

CCD Camera/Tracker Seeker Technology
G. F. Teate, NWC

Warhead Designs for Wide Area Antiarmor Cluster Munitions
Dr. J. C. Foster and Capt E. M. Cutler, USAF, AFATL

Active Moving Targét Tracking Seeker Captive Flight Test
A. N. DiSalvio, AFATL

Inter-Laboratory Air-to-Air Missile Technology - An Innovative
Approach ‘
T C. Aden, AFATL

Aimable Ordnance for Tactical Anti-Air and Anti-Surface Missiles
T. R. Zulkoski and P. H. Amundson, NWC

Manned Threat Quantification
Capt G. J. Va1ent1no USAF and Lt R. B. Kap1an, USAF AMRL

xiti

362
390
404
427
449
485

549




ARMAMENT TECHNOLOGY - FUNCTIONAL OVERVIEW
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JOSEPH R. MAYERSAK, PhD
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The majority of studies pertaining to possible conflicts between
the Warsaw Pact forces and NATO forces characterize such a conflict
with a significant numerical superiority in aircraft and ldnd combat
vehicles on the part of the Warsaw Pact forces. Alternate studies

" treating the NATO force threat response suggest that to kill rate

requirements, and in turn the sortie generation requirements, exceed
those levels capable by NATO forces. Investigations suggest the in-
creased air capability required is not longer achievable in aircraft
heredity, nor for that manner, affordable through increase in aircraft
population. It is well reCOgnized that improved conventional munitions
offered to provide the increased capability to allow the postulated
threat to be managed. The large focus of attention in systems to pro-
vide 1everage on the ability to attrit enemy aircraft and land combat

‘vehicles is in the area of precision guided munitions employing passive,

active, and semiactive terminal guidance with a midcourse guidance
correction (Figure 1).

In the review of conventiona1 weapon elements encompassing muni-
tions, guided weapons, guns and rockets, aircraft integration, and
explosives the community has elected to focus considerable attention
on precision guided and precision fuzed guided weapons (Figure 2).

‘Armament acquisition activities by the Navy--the Naval Weapons Center

and the Naval Surface Weapons Center--the Army--the Missile Research
and Development Command and the Armament Research and Development
Command--and the Air Force--Armament Development and Test Center and
the Aeronautical Systems Division--have all focused increasing amounts
of attention on improved conventional munitions (Figure 3).

The approach currently in favor involves an evolutionary process.
The current technological base is being used in the evolutionary
sense of improving conventional weapon concepts through product im-
provement programs. The process is one of making the systems better.
It is generally agreed that significant response leverage against the

‘Warsaw Pact threat requires revolutionary concepts rather than evolu-

tionary concepts (Figure 4). The scientific community has had diffi-
culty in obtaining support for its revolutionary development efforts.

The approach of making it different when compared to making it better

is to perceive to be one of high risk. Often the spokesman for the

high payoff associated with high risk development efforts remain silent.
In addition, the design philosophy, even when the technology is recog-
nized to have merit, becomes difficult to detail (Figure 5). The evolu-
tionary process evolved as one which places focused attention on systems
of increasing complexity digital systems and digital interfaces in the
weapons community are providing weapon capabilities not associated

with such systems in the past. The utilization of lock on after launch
guided weapons incorporating federated modular digital guidance control
systems offers to provide more capable, survivable and versatile
ordnances. It also offers to provide complex, less understandable,
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more costly ordnances (Figure 6). Consider the ever increasing rote
of data processing in the power offered by digital computers. It is
well agreed in the community that the ability to handle Targe amounts
of data at extremely high rates is an advantageous capability. It

is also well agreed that the cost of the microprocessors and mini-
computers, as well as the size of these elements, are coming down to
be one entirely of space affordable. It is recognized that the cost
of the software associated with such systems will increase. The fact
that evolutionary processes are being applied can be found in the
tendency of the desire currently to emulate analog system performance
in the analog market. The true power of computer aided processing
Ties not in the ability to do calculations more rapidly or at a higher
rate, even though this is desirous, but in the means of addressing

new solutions to current problems and to effect solutions to problems
heretofore not solvable. The concern relative to the computers role
in a defensive process can be equated to a poll taking. Man on the
street interviews at this time would find few subjects completely
familiar with digital computers. The higher order language and ma-
chine codes associated with such devices, and the software packages
which could be generated would be limited. Man on the street inter-
views ten year from now will find subjects exponentially more familiar
with all of these skills suggesting that the expertise in the scientific
community will have experienced even a more phenomenal growth rate.
The management of the software community when everyone in the community
is capable of generating software would be a major task of containment
and in focusing of efforts (Figure 7). ' :

. The evolutionary concerns of the technical base are not only as-
sociated with computer systems. The trends toward making the systems
more complex to the point that the fighting man in the field can no
longer understand the processes involved is a concern. Precision guided
‘munitions and precision fuzed munitions represent such complex systems
and these development processes are in the genesis of their long term
growth. The environmental effects as represented by concerns expressed
by the environmental community relative to the use of depleted uranium
projectiles and as typified by the difficulty in implementing the Pave
Paws radar systems due to concerns about RF radiation levels will con-
tinue to grow. The weapons development process will become more com-
plicated with technological, social, economic, and political issues
being a concern. The affordability of conventional weapons must be as-
sociated with timely solution. Discussions with the fighting man on
the front line leaves the interviewer with the belief that his concerns
are focused on what can be supplied immediately to upgrade its capabil-
ity not what will be offered years from now. The adage that better is
often the enemy of good enough certainly can be found in consideration
of the Patriot weapons system development. Patriot required nineteen
years to place it in the field and during this time the Russians fielded
no less than six surface to air missile systems. The duplication con-
cerns by the various monitoring agencies in the Government are real
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relative to the cost when weapons enter into production. These con- .
cerns should be less arduous whén addressing a coordinated innovative
R&D phase between the various weapons developers. It will be necessary
for the R&D efforts to be coordinated to minimize duplication but a
strong case can be made for duplication in the innovative R&D process.
The coordination efforts to insure commonality in the production base
between Air Force, Navy and Army systems represent the area where the
most significant cost savings can be effected (Figure 8). The armament
community has had difficulty in committing its product Tine not only

to the user of those development efforts, but to the community at
large. .The c]ear articulation of the technical position often is dis-
torted in the interpretative processes of the mass media effort,
however, the mass media concerns R&D couched and some level of rea]1sm
(Figure 9).

At all times it should be remembered that the dependence on tech-
nology to provide the balance of conventional force carries with it
the requirement to maintain close hold on that technology. It also
carries with it the requirement to maintain the differential between
the national base and the base of potential adversaries. If the lever-
age of technological advantage is lost due to the compromise of tech-
nology the numerical superiority of enemy forces becomes a clear

~deciding factor. It should be remembered that Lenin himself, the

founder of the competTng system, coined the phraseo]ogy that there is
a certain quality in quantity itself (Figure 10).
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The Digital Integrating Subsystem (DIS)

Modularity,_Flexibility, & Standardization

of Hardware And Software

Abstract

With the development of the microcomputer and other
digital LSI ‘components, many functions within tactical
guided weapons that were once performed using analog tech-
niques and components can now be accomplished digitally.
Many complex algorithms once considered too bulky and time
consuming are being considered again in the light of the
increased computational capability offered by microcomputers.
There is currently an influx of new digital computers avail-
able for use in everything from mic¢rowave ovens to sophisti-
cated weapon guidance systems. With these computers has
come a host of different digital interfaces, languages, and
software support packages. . ' :

In the "analog" days standardization was difficult if
not impossible to accomplish. Almost every system improve-
ment meant a new point design. The same situation can occur
now in the "digital" world if standards are not developed

and adhered to in the design of digital hardware and soft-
ware. ' o :

The Digital Integrating Subsystem (DIS) is a new tech-
nology program which will demonstrate the effectiveness of
establishing standards for software and hardware in digital
subsystems for tactical guided weapons. The computing load
required by these subsystems can be performed either by one
large, very fast, expensive central computer or it can be
distributed among two or more less capable and less expensive
computers. In distributing the computing requirement among
a federated family of computers, a communication conduit and
signal protocol must be established between the computers.
The conduit and protocol requirements can be accomplished by
extending the internal. computer bus or by providing a serial
time division multiplex bus between the computers.

The DIS includes a federated family of microcomputers

internal to a guided weapon. Each of these computers is
functionally dedicated to perform the computational tasks
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of a particular subsystem (i.e., guidance, ;autopilot, etc.).
The computers communicate with each other on a standardized,
time division serial multiplex data bus in accordance with a
rigid protocol of signal structure while communicating with
their respective subsystems over standardized peripheral
interfaces. The DIS is designed to accommodate multiple
weapon configurations and is capable of handling the process-
ing load of the '"core avionics" functions of these tactical
guided weapons. Standard software languages and retargetable
compilers will further yield flexibility, and aid in reducing
life cycle costs through standardized software support ’
equipment. : - B '

All of the above-mentioned technical capabilities must
come with reduced cost. The DIS concept will result in
lower costs through standardized software, signal protocol,
interfaces, support equipment and a truly flexible and
modular system design approach. ' v
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1.0 Introduction

The cbst to procure and support a variety of tactical
weapons is .directly proportional to the degree by which the
guidance subsystem design was influenced or controlled by
requirements for modularity, standard communication protocol
standard hardware interfaces, standard software languages
and the use of non-proprietary computer architectures. The
above listed requirements would not have been applicable to
the older analog subsystems used 3 to § years ago. It is
- very difficult to modularize a weapon which uses analog
implementation in the various subsystems because the various
subsystems dare designed for a particular mission profile.
The cost to perform a retrofit on this style weapon is
usually prohibitive. Usually a change to an "analog" style
weapon ripples throughout the weapon and causes a massive
and expensive wiring harness change. A totally "analog"
weapon offers little modularity and flexibility for futurc
improvements, not to mention the cost associated with ficld
support. In many instances the field support philosophy
employed has been one of the large contributors to the 1ife
cycle cost. - ‘

’

Cost alone should drive the designers of guidance sub-
systems to the use of digital components and techniques. An
added benefit with digital design is modularity and flexi-
bility: systems can be built that are capable of performing
more than one task, and can be-easily reprogrammed to accom-
plish these different tasks.

With the advent of the microprocessor ‘and other digital
chip developments such as A/D converters, D/A converters,
S/D converters, etc., many functions can now be accomplished
more efficiently and with greater accuracy than with analog
components. The use of the digital devices alone does not
solve all the problems associated with digital type systems.
In fact the proliferation of interfaces in the new digital
explosion is as wide spread as in the analog world. Along
with these new digital "super circuits" there must be stand-
ardized interfaces, signal structure protocol, and software
languages and compilers. These standardized techniques and
hardware must be created to insure optimum efficiency, modu-
larity, and flexibility throughout the system. This is the
intent of the DIS development effort. :

The DIS is being structured such that.a basic weapon

can be missionized through software changes and the replace-
ment or addition of different subsystems through standard
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hardware interfaces. The DIS described herein has been con-
figured to illustrate that tactical weapon systems can be
configured to offer modularity of function, hardware, and
software. ' ‘ . '

2.0 Digital Integrating Subsystem (DIS)
2.1 Objective

_One of the key words used in expressing the objective
of the DIS is '"standard". It should be pointed out that to
standardize just for the sake of standardizing will not work
on all systems and is not the intent of the DIS program.

The objective here is to standardize at a level which does
not inhibit technology growth. :

The objective of the DIS program is to develop a tac-
tical weapon guidance system that offers modular functional
capability, modular hardware design, and modular software
capabilities through the use of standard High Order Language
(HOL) software, standard subsystem interfaces, standard
computer architecture, standard serial digital multiplex
data bus and standard signal protocol. The design of the
DIS has been influenced by each element of the above stated
objective.

: This objective has been selected to help deter the
development of 'independent" guidance systems and subsystems.
An "independent' guidance system is defined as a guidance
system that is developed for a specific weapon or form of
weapon and is unique from tailpipe to nose cone. It is a
guidance system which does not share modules or subsystems
used in other "independent'" weapon guidance systems, and
usually purchased from a sole source contractor.

Legitimate questions might include, "why not develop
'independent' weapon systems?"; and, "why should various
weapon systems share common modules?" The answer is cost.
By developing modular subsystems for use in a variety of
weapon systems the development (nonrecurring) and production
(recurring) costs can be reduced. For example, if company
"X'" develops a weapon guidance system that is of the '"inde-
pendent" type, this company has spent large amounts of money
developing a unique guidance processor, weapon communication
bus, inertial guidance system, and sensor/seeker. The
uniqueness of this contractor's approach places him in a
sole source position. This development cost is not warranted
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since the use of modular subsystems developed under the DIS
concept would eliminate this high cost sole source position.

2.2 Rationale

The long term 'game plan" is to develop weapon guidance
subsystems that can be produced in large quantities in a
competitive climate. If an "independent" guidance system is
accepted for the Air Force inventory,  the developer of this
system has a sole source position and his bid price for ‘
production units will so indicate this enviable position.
However, by using the standard interfaces, hardware, signal
protocol, architecture, and software developed in the DIS,
each guidance system can be procured competitively, thus
reducing the total weapon System cost. Also, these sub-
systems will be purchased in larger quantities (several
weapons using the same modules) reducing the total system
cost. ' : _

There is another advantage to the DIS concept and that
is the reduced life cycle costs of weapon systems through
reduced logistics costs. The non-proliferation of modules,
software, and subsystem configurations makes modular weapons
more maintainable thus reducing logistics costs. The re-
duction in the proliferation of different support software
would alone make a significant reduction in the logistics
costs. : :

Currently there is not a digital "standard" encompassing
computer architecture, digital multiplex data bus, digital
interfaces, signal structure protocol and software for use
within the tactical weapon. All of these techniques are
being addressed and controlled for the first time through
the DIS.

The very nature of a totally digital weapon guidance.
system is that it easily lends itself to the incorporation
of future advances in technology. This is further enhanced
by the continued advancement in LSI digital processing
components. :

The DIS as described herein allows the guidance system
to be rcconfigured to fit different weapon/target scenarios.
The DIS even allows the choice of the number and power of
digital computers used in various guidance system configura-
tions. The digital approach is also in step with the digital
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techniques currently being used in aircraft avionics,

flight control, and communication. Digital avionics in both
weapon and aircraft allows for easy interface between the
two for weapon initialization and targeting.

2.3 History of DIS Concept o
2.3.1 Digital Guided Weapon Technology (DGWT)

The development of the DIS concept and the organization
of the program office at AFATL is illustrated in Figure 1. ‘
The first investigative and development work was performed
under the Digital Guided Weapon Technology program. The
objective of that program was to investigate the utilization
of microprocessors in the digital autopilot role of tactical
weapons. The work performed in this effort was centered
around a single very high speed central processor that would
perform the autopilot functions and have some growth capa-
bility to work some other functions associated with other
subsystems within the weapon (i.e., LORAN receivers, etc.).

A digital emulation of an existing analog autopilot was
developed and transitioned to the GBU-15 SPO. This unit,
known as the Weapon Control Unit (WCU), performed the digital
autopilot function as well as several other weapon subsystem
functions associated with the control of discrete functions
within the GBU-15. The WCU was designed as a high speed
central processor with special function I/0 interfaces which
allowed it to fit into what was previously an all analog

type weapon. ' _ - '

2.3.2 DPAP - The Digital Processing and Partitioning (DPAP)
contract was initiated in late 1976. The purpose of this
contract was to provide the AFATL with development specifica-
tions for a digital processing subsystem for a family of
tactical air-to-surface weapons. This digital processing
subsystem included digital computers and a multiplex data
bus, and was later called the DIS. o

This study and specification development was performed
by Charles Stark Draper Laboratory Inc. (CSDL). The output
from the Digital Guided Weapon Technology program, along
with various postulated weapon configurations performing in
certain scenarios were used as the basis for performing a
partitioning analysis, determining computer processing load
requirements, and establishing weapon multiplex bus require-
ments. The requirements for DIS were formulated from these
perceived weapon system requirements, from aircraft avionics
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development programs, and from the National Committee for
MIL-STD-1553A Update. It was important that the DIS speci-
fication development have inputs from both the weapon systems
developers and aircraft avionic systems developers because

of weapon-aircraft interface requirements prior to weapon
launch. .

2.3.3 In-House Efforts

‘ Prior to the issuance of the RFP for the DIS and after
completion of the study performed by CSDL a limited amount
of in-house hardware and software work is being performed.
A breadboard hookup of 5 terminals communicating on a time
division multiplex bus has been designed and partially
fabricated. The purpose of this in-house effort is to get
some "hands on'" experience with techniques recommended by
the CSDL study and called out in the DIS specification.

At this point in time the breadboard hookup has not
been completed. However, the in-house configuration will
consist of 3 ea LSI-11/Ms and 2 ea LSI-11s functioning as
the DIS computers for 5 subsystems communicating on the
serial multiplex bus. Software written in FORTRAN will be
developed on a PDP-11/03 development station. Various bus
interface unit designs and multiplex bus techniques will be
tested using this in-house equipment. At a later date
JOVIAL J73/I capability will be added. '

The DIS cénfiguration‘and‘the rationale for this con-
figuration is developed in the following pages.

2.3.4 Future Application

After the current DIS effort is completed, the verified.
specifications will be available for application to some
future weapon guidance system or will be the basis of a
retrofit to an existing system.

2.4 DIS Technical Description

2.4.1 Functional Requirements

Figure 2 illustrates some typical functions that must
be performed by digital subsystems located within a tactical
air-to-surface weapon. The question that immediately arises
1s just how all of these functions are to be accomplished in
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the most efficient manner. As a result of ‘the partitioning
work performed by CSDL the functional requircments were
determined to be most cffectively distributed as shown in
Figure 3.

In the process of determining which form the functional
requirements would take, it was necessary to consider the
various forms of computer system architecture. These arc
Central, Distributed, and Federated. Figure 4 illustratcs
the generic form of a Central System architecture. lHere onc
very fast (and expensive) digital computer communicates with
the various subsystems that make up a typical air-to-surface
weapon guidance system. .The communication network is re-
quired to handle the total data and information flow between
all subsystems and the centrally located computer. This
requires that the traffic density be very high on the commu-
nication network. The traffic density is so high that it
would require a parallel bus with a multi-level priority
interrupt capability. This is the technique employed in the
DGWT effort previously mentioned. . The processor used there
required a throughput capability of 3 million equivalent
adds per second. In order to optimize this architecture and
reduce dead time due to the movement of data on the communica-
tion network, fiber optic techniques were proposed.

Figure 5 illustrates the Distributed Systems architcc-
ture. In this form there are a number of computing clements
and some number of subsystems. Again, the communication
network is located between the computing elements and the
subsystems. This system architecture form also requires
rather high speed communication paths be established between
the subsystems and the computing elements: Depending upon
detailed requirements, the number of computing elements may

~be less than, equal to, or greater than the number of sub-

systems. Usually a communication path is established be-

tween each computing element and each subsystem. In some

utilizations of this architecture the computational tasks

required by a particular subsystem may be executed by any

one of the computing elements. This concept requires that
the operational software be duplicated in all of the com-

puters used to service the same subsystem.

The system architecture selected as the optimum for the
DIS is the Federated System architecture. This form is
illustrated in Figure 6. The communication network in this
architecture provides data paths between the computing
elements only. Industry standard interfaccs are uscd
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between a computing element and its associated subsystem.
The traffic density on the communication network is very low
and can be handled using a serial time division multiplex
bus. Usually no raw data is passed across the communication
network. All raw data is passed between the computing
element and its associated subsystem. .

There are several advantages to the Federated System
architecture:'b : :

- lower bus traffic density

- standard interfaces to the bus from the computing
elements . -

- simple serial time division multiplex communication
network (bus) - : :

- standard processing elements

- standard interfaces between the subsystems and process-
ing elements

- very flexible and modular system

- lower logistics costs
- optimized software per computing element

- easily converted to embedded computing elements using
same software and communication network

As technology advances in the production of more com-
pact computing elements, the Federated System architecture
can be easily converted to an Embedded System. This archi-
tecture is shown in Figure 7.

The functional requirements typical of an air-to-
surface tactical weapon were illustrated in Figure 2. These
same functional requirements are partitioned for accomplish-
ment under a Federated System Architecture. This is the
system architecture chosen for DIS.

Actually the Embedded System architecture has some

‘advantages over the Federated approach since the interfaces
between the computing element and subsystem are not required.
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This form of system architecture was not chosen at this time
since many of the subsystems have not been developed and it
is not necessary to use the Embedded architecture to demon-
strate the attributes of the DIS concept. As the micro-
processor technology advances it will be easy to convert the
Federated System into an Embedded System. This easy conver-
sion would be almost impossible to accomplish without a
complete system redesign if the Central or Dlstrlbuted
System architecture had been selected.

‘Another advantage of the Federated System architecture
is that it can operate as part Federated and part Imbeddod
durlng the tran51t1on period.

2.4.2 DIS Hardware Configuration

The components of the DIS are discussed below. The
major hardware components are the computing element (micro-
computer), the communication ‘network (bus), and the Bus
Interface Units (BIU)

2.4.2.1 DIS Microcomputers

The number of microcomputers required in a typical DIS
configuration depends on the complexity of the guidance
system being implemented. Figure 8 illustrates a generic
system block diagram. This system configuration contains 5
DIS computers. Each computer communicates with the bus via
a Bus Interface Unit (BIU). The general requirement placed

- upon the DIS computer is that it be compact, lightweight,

reliable under extreme environmental conditions, and have a
moderate to high processing throughput. Under the first
contracted effort, it is required that the DIS computer not
be a newly developed item requiring a new CPU chip be masked
and produced. This approach was chosen to illustratc that
current chip technology can be used to obtain the required
computer architecture.

Several factors were considered in establishing the
specification of the DIS computer. Among these were size,
environment, architecture, peripheral interfaces, available
computer families, programming language, Software support,
and hardware techniques. Each of the above had to be con-
sidered relative to the scenario the DIS would be employed
in and the impact on logistics associated with supporting
the DIS in the field. Other factors which will affect the
final computer architecture include chip technology instruc-
tion set, addre551ng modes, memory organization, register
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organization, address space, interrupt structure, word
length, and throughput.

As a result of the above considerations the selected
DIS computer architecture requires two separate computers.
These are referred to as Class I and Class II computers.
Actually, the architectures are very similar with the main
differences being in throughput and hardware floating point
capabilities. ' - :

Several instruction mixes were considered.  In order to
agree on the most applicable mix and to have something firm
to base performance measurements against, the instruction
mix for DIS has the following constituents:

Load and Store . 36%
Add/Subtract 1y
Multiply 6%
Divide 1%
Shift | 4%
Logical 8%
‘Test and Branch 30%
.I/O Control _ 1%

Using the above instruction mix the Class I computer is
to have a throughput of 150 Kops and the Class II computer
is to have a throughput of 500 Kops. The mixture of Class I
and Class II computers in a particular system will depend
upon the complexity of the subsystems making up the weapon
guidance system. The other salient characteristics of the
DIS computers are given in Table I.

Without going into the complete specification of the

DIS computer some of the other requirements are discussed
below. , ’

The DIS computers shall be upward compatible--that js,
software written and exccuted on the Class 1 computer shall

execute on the Class II computers. The samc sct of support
software will thus support both computers. The hardwarc
v 1460
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floating point capability shall be a removable option for
both DIS computers to allow increased flexibility. For real
time applications, two timers shall be available--one having
a resolution of 100 microseconds and. one have a resolution
of 10 microseconds. Both computers shall operate from RAM
and ROM for optimization of firmware interchangeability.
Each DIS computer is limited to a total volume of 150 cubic
inches, to weigh not more than 6 pounds and to consume no
more than 40 watts power.

In order to interface with a variety of guidance system
subsystems three types of I/0 interfaces are provided for
each computer, these interfaces will function with cach com-
puter. The I/0 cards are (1) bit-serial, (2) bit-parallel
(direct mémory access), and (3) bit- parallel (programmed
I/0). A fourth I/0 card is designed to provide an interface
between the DIS computer and the MIL-STD-1553 serial multi-
plex bus that is a part of the aircraft avionics. The DIS
computer designated the "Bus Controller" COntalns thlS 1/0
capability. (Refer to Flgure 8).

2.4.2.2 Serlal Time Division Multiplex Bus

As discussed earlier the Federated system architecture
requires that the communication network be provided between
the computing elements. Figure 8 illustrates this "bus".
The term "bus'" as applied here includes the physical trans-
mission medium, the bus interface units (BIU), and the bus
supervisor. One of the BIUs is usually assigned the bus
supervisor role.

2.4.2.2.1 Concept

The bus is designed to operate under a "round robin
passing protocol' concept. Using this technique each sub-
system will be given control of the bus in turn; however,
only one BIU shall transmit at a time. For a glven weapon
configuration, the order in which BIUs transmit is fixed.
Each BIU determines its time for transmitting by recognizing
the end of transmission (EOT) of the BIU that is designated
to precede it. Without any data to transmit the BIU will
transmit its ID and EOT so that bus control can be auto-
matically transferred to'the next BIU in sequence. Figure 9
illustrates this concept.  Under this structure bus opera-
tion is asynchronous and control of the bus is dynamic.
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2.4,2.2.2 Characteristics

Signals are transferred over the bus in serial digital
form using Manchester bi-phase level modulation. A logic
"1" is transmitted as a bipolar coded signal (i.e., a posi-
tive level followed by a negative level). A logic "0" is
also a bipolar coded signal (i.e., a negative level followed
by a positive level).

The bit rate is 1 million bits per second. A total of
20 bits form a word. A word consists of 16 information
bits, 3 syc bits, and a parity bit. Figure 10 illustrates
the three word formats used in the DIS. The most significant
bit is transmitted first with the less significant bits
following.

The three types of words transmitted are the beginning
of message (BOM), the end of transmission (EOT), and the
data words. The BOM and EOT are the only control words
required. The three bit time periods for the sync waveform
is unique in that during this time period (3 u sec.) an
invalid Manchester waveform is transmitted. The waveform is
positive for the first half of the time period and negative
for the last half of the time period.

Information is transmitted by one or more continuous
messages terminated by an EOT. Each message can be of a
different length (number of data words), however, no single
message may exceed 34 words including control and data
words. Figure 11 illustrates a transmission including
several messages. ) : '

There is a break between the time when one BIU completes
a transmission and the time before another BIU starts to
transmit. This intertransmission interval is set at a
maximum of 4 microseconds. This "dead time'" allows the bus
to settle between the end of one transmission and the be-
ginning of the next. Figure 12 illustrates this interval.

The physical transmission medium consists of a two
conductor twisted, shielded, jacketed cable. The line to
line distributed capacitance is held to less than 30 pico-
farads per foot with a nominal characteristic impedance of
75 ohms at a measurement frequency of 1 MHz. The shield on
this cable is to provide a minimum of 75% coverage. The
attenuation is limited to 1.5 dB per 100 ft. and it is
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required to meet the EMC requirements of MIL-E-6051.. Duc to
the overall length of the bus, (approximately 20 feet maximum)
the use of unterminated stubs are allowed. The load of a
"listening'" BIU presents a load on the line of not less than
1,000 ohms (line-to-line).

At the present time wire cablé is planned, however,
work will be undertaken in the next few years to 1nvcst1gate
the use of fiber optic transmissions. This form of data
transmission should have a higher level of EMP immunity.

The BIU provides the 1nterface between the subsystem
and the transmission medium. In most instances, the BIU
will be embedded in each subsystem. The BIU has sufficient
"smarts'" to handle the decision processes associated with
maintaining the round-robin communication sequence and
performing error detection on the received messages. The
output of the BIU to the various subsystems will be transferred
over an interface structured to meet the I/O requirements of
that particular subsystem.

The largest function performed by the BIU is bus super-
vision. The bus supervisor has the responsibility for
assuring continuous and proper operation of the round robin
passing protocol. It knows the correct round robin sequence
and will keep track of the last identifiable transmission.
After a dead period of 8 microseconds, the bus supervisor
BIU will restart the round robin sequence by transmitting
the EOT word pertinent to the last identifiable transmission.
If this does not result in the round robin sequence being
restarted, the supervisor BIU will transmit the EOT word for
the BIU next in sequence in an attempt to get the sequence
working again. The bus supervisor continues to step through
the EOT words of all BIU in sequence until transmission is
reestablished. The bus supervisor reinitiates operation of
the bus. upon power application and after power 1nterrupt10ns.
The microcomputer functioning as the bus supervisor .is the
interface point between the weapon bus and MIL-STD-1553 bus
that is located within the aircraft. Figure 13 illustrates
the hierarchy of bus structures. The interface point with
all the illustrated buses is through the bus controller for
that particular bus.

Each BIU contains the self test circuitry necessary to

stop a transmission if the transmission time cxceceds tho
maximum time allowed for 34 words. '
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20403 DIES Sofltwa re

In order to provide the total Ssystem modularity required
of the DIS, it is necessary that the application software
and support software not be a restrictive factor. Software
is’cOnstantly becoming the cost determining factor associated
with digital system implementation in the Air Force. Figure
14 illustrates this trend.

There are several approaches that can be taken to
control this cost driver. These include (1) the use of High
Order Language (HOL), (2) limit the number of IIOLs that can
be used, (3) control the DIS microcomputer architecturc
through standards and specifications, (4) prevent the usc of
proprietary computer designs, and (5) reduce the cost and
quantity of compilers through the use of rctargetable com-
pilers. : 4

2.4.3.1 High Order Language

It is almost impossible to obtain enough assembly
language documentation to insure the transportability of an
assembly language program from one computer to another.
Usually an assembly language programmer will perform tricks
in the assembly program to make the program more efficient
for a particular computer. These tricks and the machine
dependent attributes of the program make the program very
difficult to document and make it impossible to transport to
another computer without a program rewrite.

Programs for use in the DIS will be written in an lIOL
in accordance with AFR 800-14 and AFR 300-10. ‘Thesec programs
may requirc more memory spacc than the cquivalent asscmbly
language programs, but they will be well documented and
transportable to other computers that opcrate with the same
-HOL.  The HOLs approved are IFORTRAN IV, JOVIAL J3, JOVIAL
J73, COBOL, and PL/I.

There has been much speculation about the inefficiency
of HOLs as compared to assembly languages. The AFATL is
currently planning an experiment where already existing
assembly language program modules will be rewritten in
JOVIAL J73 and be executed on the same original computer.
The results from this experiment will provide evidence as to
the measure of efficiency of the HOL. The modules to be
rewritten are typical of software used in tactical weapons.

1466




The larger memory space required for IOL implementation
is not a hard cost driver since advancing technology in
solid state memory is reducing costs in this area.

The whole picture related to use of a HOL may be im-
proved with the development of HOLs that arc moreé applicable
to guided weapon functions. JOVIAL J73/1 is more applicable
in this respect than FORTRAN IV. Other more powerful language
and compilers are now on the horizon such as DOD-I.

2.4.3.2 Computer Architecture Control/Proliferation

The use of the DIS specification to procure computers
prevents the contractor from selling to the Government their
proprietary computer. This means that there will always be
a competitive environment in which to procure computers
because the architecture called for in the DIS specification
is a non-proprietary, Air Force owned architecture.

2.4.3.3 Retargetable Compilers

Most compilers generated to date have not becn re-
targetable. This means that a new compiler had to bc generated
for each new computer required to accept a particular IIOL.
The cost of generating a new compiler was prohibitive for
some programs. This meant that the program was forced to
another computer or was forced to live with the restriction
of the assembly language. There has been a change in the
structure of compilers. Some compilers generated today are
modular; that is, the compiler is broken up into sections.
Figure 15 illustrates the difference between a conventional
compiler and a modular compiler. '

The conventional compiler does not have the proper
structure for retargeting. The modular compiler, as the
name implies, is composed of a scanner module, a parser
module, and a code generator module. The retargeting process
is primarily concerned with the code generation portion of
the compiler. The compiler that is resident in computer A
can be retargeted to computer B by writing only a code
gencrator for computer B and combining it with the original
parscr and scanncr. This removes the necessity of creating
a whole new compiler for computer B. (See reference 2) The
JOVIAL J73/1 is a retargetable compiler. This compiler is
now resident in the AFAL DEC-10 computer. It can be retargeted
to other computers (microprocessors) as illustrated in
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Figure 16. The cost of rétargoting the J73 compiler to
these 3 computers is much less than creating 3 totally new
compilers. The DIS computers arc candidates for this re-

targeting process.

The other benefit of using retargetable compilers is
that HOL programs can be generated on large fast computers
such as the DEC-10. The output of the DEC-10 is then a
machine code source program for the smaller microprocessors.

By using HOL, top down structuring of thc application
programs, DIS computers, and retargctable compilers, a very
high level of flexibility modularity, and standardization is
available at competitive costs. :

2.4.4 Typical Application of DIS

Figure 17 illustrates a typical application of the
concepts that have been discussed in this paper. Five DIS
computers are used in this configuration. This particular
guidance concept uses a Low Cost Inertial Guidance Subsystem
(LCIGS) updated with velocity and position data from a
Tactical Global Positioning System (TGPS) Class M receiver.
‘Initialization of the weapon guidance system is accomplished
via the MIL-STD-1553 interface of the DIS supervisor computer
with the aircraft prior to weapon launch. Should the weapon
application not require the use of the TGPS Class M receiver,
it and its associated DIS computer (Navigation Aiding Manage-
ment) would simply be removed from the weapon without changing
the configuration of the remainder of the system.

Some other form of velocity/position updates could be
substituted for the TGPS Class M receiver. In this casec
software modules (firmware) would be swapped out in the NAM
computer, and the reconfiguration of the system would be
essentially complete.

2.5 Payoff

By using the DIS concept to attain total digital weapon
guidance systems, "before-the-fact" standardization is
achieved. Payoff to the Air Force includes:

(1) Decreased costs

(2) Enhanced modularity

1468




(3)

(4)

(5)
(6)
(7)
(8)

Easy missionization

Increased effectiveness

Simplified maintenance

Incréased flexibility

Transferability of algorithms

Nonproliferation of design concepts.
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FIGURE 15 CONVENTIONAL VS MODULAR COMPILERS
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Bank-To-Turn (BTT) Technology

Abstract

Future United States Air Force requirements dictate the
need for dramatic increases in Short Range Air-to-Air Missile
(SRAAM) manueverability and accuracy. Many current missile
designs, which are characterized by cruciform airframes and
skid-to-turn (STT) steering, cannot be extended to meet
these requirements due to low aerodynamic efficiency. BTT
steering provides the capability to design missile airframes
which optimize aerodynamic performance and thus, obtain the
SRAAM manueverability and accuracy requirements. In addition,
other advantages -can be obtained which improve overall
missile controllability, such as: '

small trim angle of attack (a<14°)

high normal acceleration (100g)

small side slip angles (8<3°)

minimum induced roll moments

small control surface deflections
The Air Force Armament Laboratory initiated a technblogy
effort in FY76 to investigate BTT steering for a SRAAM
application. Based on excellent results, this effort was

continued. The FY78 BTT effort demonstrated hardware in the
loop feasibility. : v
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Introduction

The concept of BTT is not new. Airplane designs have
relied on BTT to maximize range, payload, and maneuverabi-
lity. Successful application of the BTT concept to mis-
siles has been demonstrated by systems' which do not employ
terminal homing guidance. Some examples are the BOMARC
missile, SAGMI, HAST, and the UPSTAGE Experiment. Preli-
minary design of an air-to-air missile using BTT was done
under a US Navy funded contract as part of the AGILE pro-
gram. Results of this effort, although intended for a
specific missile, :indicated that BTT was a viable concept
for terminally guided missiles. (Ref 1.)

BTT steering provides the capability to design assyme-
tric missile airframes which can optimize aerodynamic per-
formance in one plane and improve missile controllability.
Unlike symmetric designs characteristic of STT vehicles,
results have shown that BTT control allows airframe
designs which can achieve well over 100" g maneuvers with
angle of attack <14 degrees. Furthermore, BTT steering
minimizes induced rolling moments sincé the vehicle main-
tains small sideslip angles ( B<3 degs). Fin deflection
angles are in general reduced since yaw control deflec-
tions are needed for stabilization purposes only and roll
control deflections are not needed to counter large roll
moments. ' ‘

The overall objective of this technology program was
to provide a means for improving overall missile perfor-
mance through the development and application of BTT
steering. The approach taken was different than the nor-
mal one of maximizing the performance based on a set of
definitive mission requirements. The only mission base-
line was a generalized short range air-to-air missile.
The objective was to demonstrate maximum performance
achievable with BTT. Terminal accuracy was a key issue;
therefore this effort required design of a control systenm
which maximized not only midcourse but also endgame per-
formance of a baseline airframe. The contractor was fur-
nished a baseline aerodynamic configuration (figure 1)
with comparable aerodynamic data. While this control con-
cept can be applied to all classes of missiles, both air-
to-air and air-to-ground, a short range air-to-air con-
cept was selected as the baseline to emphasize potential
performance advantages. S :

1492




The 80 to 1 dynamic pressure ratio requires that the
autopilot gains be dynamically varied during free flight,
resulting in an adaptive autopilot design. The autopilot
is adapted with. a dither frequency injected in“the yaw
channel. The highly maneuverable airframe is capable of
pulling 100 g's normal to its yaw plane and achieving
roll rates in excess of -500°/sec. These factors give
rise to the following questions:

1. TIs there state of the art subsystem hardware tech-
nology (actuators, gyros, accelerometers), that can satisfy
the BTT performance requirements?.

2. 1Is there state of the art seeker hardware that has
acceptable performance characteristics when subjected to
the required roll rates?

3. How do the high gain filters in the autopilot
affect the system noise susceptability? ' -

4. Does the baseline airframe require modifications?

-5. Will a high (100 g) '"g" environment result in
unacceptable subsystem degradation? ' ‘

Risk areas 1-4 have been or will be resolved by the conclu-
sion of the FY78 effort. The fifth area will be studied
analytically but demonstration is beyond the current scope.
The resulting control system which evolved from the design
and analysis process employs an adaptive autopilot that
-responds to BTT steering commands generated with a propor-
tional guidance navigation law (using closing velocity).

Background

The TI'Y76/7T study was to define a Bank-To-Turn Steer-
ing mechanization, along with other complimentary control
system elements (guidance law and stability loop mechani-
zation), such that a high-g planar wing vehicle (or modi-
fication thereof) has a significantly improved system
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capability for the SRAAM mission. The control system fea-
tures a high gain (dither) adaptive autopilot that sche-
dules loop gains over the wide dynamic pressure variation
of the vehicle flight envelope. The bank-to-turn steer-
ing algorithms provide information to the adaptive auto-
pilot for executing proprotional navigation based upon

the rectilinear seeker line-of-sight rate outputs. Tt

was found that a small amount of skid-to-turn guidance
resulted in improved missile system performance with, bank-
to-turn primarily utilized when high "g" maneuvers are
required. ‘

A follow-on FY77 effort paid specific attention to
analyzing the effects of related control system non-1in-
earities and noise, including those due to autopilot sen-
SOTrs, actuators and guidance sensors. A detailed assess-
ment was made of terminal accuracy in the presence of
noise effects. Detailed component specifications were
generated and evaluated with respect to the current state-
of-the-art. The FY78 effort will demonstrate the BTT
control concept via autopilot, actuator and seeker hard-
ware-in-the-loop testing. Analytical versus hardware
evaluation is presently being conducted using a hybrid
simulation and associated physical effect simulators.

Control System.Configuration

The block diagram of the BTT flight control system
(FCS) is shown in Figure 3 with the values of the para-
meters listed in Table 1. The control system is basically
like most missile autopilots with the exception of the roll
command channel and the self-adaptive network.

BTT steering is accomplished in the roll command chan-
nel (Figure 4) by rolling the missile so that the line-of-
sight vector is located in the missile pitch plane. Seeker
biases and Cross-coupling are likely due to the large axial
(30-40g's) and pitch (100 g's) accelerations of the missile
airframe. Some skid-to-turn (STT) capability is added to
stceer the missile when the yaw guidance signal is in the
roll deadband which significantly improves system perfor-
mance. Figure 5 shows the effect of adding small amounts
of STT capability in the presence of sceker noise. Note
that an addition of approximately 2 g capability in the
lateral plane virtually eliminates accuracy error due to
seeker cross-coupling. A small deadband is employed in
the roll steering channel to eliminate potential stability

1494




problems for small line-of-sight errors. The commanded
roll rate is proportional to the yaw line-of-sight (LOS)
rate. This effectively rolls the missile to an attitude
in which the total LOS rate is in the missile pitch plane.
The roll guidance gain is controlled by two nonlinear
functions of the pitch LOS rate. A switching function is
employed which causes the missile to roll in such a direc-
tion that the initial roll angle will be no more than 90
degrees. If it were not employed, an initial roll maneu-
ver of up to 180 degrees would be possible. The second
nonlinear function attempts to maintain a constant roll
guidance loop gain by dividing the gain by the magnitude
of the pitch LOS rate. Figure 6 compares the results of
a fixed gain versus a constant guidance loop gain for
identical flight conditions. Note the divergent yaw LOS
rate during the endgame for a fixed gain system. The
lower 1imit of 1 deg/sec prevents division by zero. The
roll rate command limit of =500 deg/sec precludes roll
commands from exceeding roll rate gyro limits and actuator
rate limits. ' - '

The self-adaptive control network will adjust its own
characteristics in order to provide a desired control sys-
tem performance in a changing dynamic environment. The
FCS's stability and dynamics is controlled by output gain
(Kr) of the self-adaptive network (figure 3) which sche-
dules other loop gains and limiters. The yaw rate channel
was selected as the driver for the adaptive loop, since
large steering signals (which are present in the pitch
and roll channels) would contaminate the dither signal
used for the adaptive process. The yaw rate channel is
excited by an externdlly generated sinusoidal dither sig-
nal whose amplitude is "sensed" by bandpass filters. The
filtered signals are rectified then differenced to generate
an error signal. The error signal is then passed through
a noise filter which also suppresses .dither frequency har-
monics. The signal is then integrated at a rate (K1)
which is a furnction of Kr (in order to maintain a more
constant adaptive loop transient response over the 80 to 1
dynamic pressure variation) to generate Kr. In this way a
constant yaw rate loop cross-over frequency is maintained
which is identical to the dither frequency. The adaptive
gain is then used to: '

1) schedule the pitch and yaw acceleration gains

2) schedule the pitch, yaw and roll rate gains
3) schedule the command "g'" limiters ‘
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The pitch and yaw rate loops are used for airframe
short period damping and, along with the roll loop, use
lead/lag, forward loop shaping. This permits easier gain
scheduling of the pitch and yaw acceleration loops and
gives the roll loop the ability to attain commanded rtoll
rate values. The double lead shaping network in the pitch
and yaw loops add phase margin at the loop cross-over fre-
quency without significantly decreasing gain margin. All
three rate loops also employ a 20 degree fin command limit.

The pitch and yaw acceleration loops are utilized
for steering and to provide a method to implement a mis-
sile acceleration control limiter. The adaptive gain Kr
is used to schedule the acceleration loop gains and also
the command "g" limiters in order to mechanize an alpha/
beta 1imit. Double lag networks in both accelecration
loops were employed to provide gain margin in the prescnce
of the flight path aero zeros. '

Requirements were established for the various sub-
system (gyros, accelerometers, actuators and seekers)
components upon the completion of the autopilot and air-
frame design studies. These requirements were used in a
search of off-the-shelf components. An example of the
detailed requirements is shown in table 2. Available com-
ponents were located for all subsystems. Closed loop
seeker testing using BTT requirements has been demonstra-
ted (Ref 2). No airframe changes (from the baseline
design) are necessary for satisfactory performance. The
system noise has been evaluated theoretically and hardware
evaluation is planned in 1978.

Performance Results

The simulation utilized for the guided performance
evaluation was a 6 degrec-of-frecdom digital model of the
system. Single and double table look-up routines.were
programmed to. calculate the detailed non-linear aerodynamic
coefficients. - The modeled actuators, rate gyros, and
accelerometers include biases, cross-coupling, in-axis
coupling, deadbands and dynamic characteristics (figure 7).
Simulation runs were terminated at the point of closest
approach between the missile and target center of gravity.

Eleven engagements were selected using. the various

launch speeds, target maneuvers and aspect angles listed
in Table 3. A pictorial scenario of these encounters,
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which describes the sign convention of the target aspect
angle (Ap) and maneuvers (Nyr and Nzp ), is shown in
Figure 8. All engagements were boresight launches directed
against a constant speed, 9g laterally accelerating target.
In addition, conditions 5 through 11 performed a double
maneuver by instantly converting the lateral acceleration
into a vertical (out-of-plane) 9g acceleration at 0.25
seconds time-to-go. This maneuver places the target _
approximately 9 feet below the missile maneuvering plane

at the time of missile impact. If the BTT FCS were not
responsive to this maneuver, the 9 feet would be additive
to the nominal miss distance incurred by the single maneu-
ver tactic.

The results of the performance evaluation show signi-
ficant improvement over existing air-to-air missiles in
miss distance, flight time (which includes a 0.4 second
guidance lock-out), maximum angle of attack and vertical
load factors for each launch range at the 11 engagement
conditions. o

ore detailed information must be obtained from Ref 3 § 4.
The BTT FCS was found to be sufficiently responsive to
out-maneuver any last effort, out-of-nlane evasive actions.
Performance evaluation has been conducted at other flight
conditions (different altituds) in the BTT envelope with
similar results. -

Conclusions and Recommendations

A bank-to-turn steering mechanization has been deve-
loped and evaluated for a tactical missile concept,
resulting in exceptional short range performance, by
employing the maximum maneuvering capability of an unsym-
metrical airframe. The control system employs BTT
steering, an adaptive autopilot and proportional naviga-
tion (with closing wvelocity). The bank-to-turn steering
‘mechanization allows the large 'g" capability of the air-
frame pitch axis to be applied in a direction to reduce
the total line-of-sight rate. The adaptive autopilot
assures adequate performance throughout a large flight
envelope, without exceeding critical values of angle-
of-attack and side-slip. A small amount of skid-to-turn
maneuvering in conjunction with proportional navigation
with closing velocity provides high accuracy against
maneuvering targets from all aspects. :

Available components were identified which would pro-
vide satisfactory performance. Minimal modifications are
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necessary for application to this high performance system.
The feasibility of the BTT concept has been shown analyti-
cally. To further demonstrate the concept, closed-loop
hardware testing of the guidance and control subsystems :
must be accomplished. This is being done in FY78 and will
include the following hardware: autopilot, actuator, and
seeker. This effort is presently underway. Results of
this effort will be presented at the symposium.

Based omn favorable results of the FY78 program future
efforts should .address g harding of subsystems (gyros,
accelerometers, seekers, actuator) to withstand a 100-150 g
environment. : ' . :
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w
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P

[N
=]
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=)

TIME (scconds)

{b) Constant loop pain system (Ky  2379X )
P Kl

Figure 6. Simulation-Generated 10S Rate Time |listories for
Two Roll Guidance Mechanizations

Roll Pitch Yaw
Parameter Regmt. | Capab. Reqgmt. |Capab. [Reqmt.| Capab.
| range (deg/sec) £500 f+500 [ £150 [£100"* |+ 75 "2 s0
frcquency tesponse (phase lag 10deg | 14 deg* 10deg | 28deg* |10 deg 28 deg?
at 85 rad/sec less 10 deg) ’
(8- § = 0.5,w, = 487) (a) w,| 487 628 487 314 487 | 314
®)¢ | 05 | 05-090| o5 | 05-09 05 0.5-0.9
threshold (deg/sec) 4 0.10 | +0.05 +0.02 |+ 0.01 |+ 0.02] % 0.01
hysteresis (deg/sec) + 0.5 10.25 + 0.20 |+ 0.10 |+ 0.10] % 0.05
offset (dep/sec) 6.0 30 2.0 1.0 1.0 0.5
lincar acceleration sensitivity Q.2 0.10 006 0.03 0.04 0.02
(deg/seety) ’
g2 sens (deg/seerg?y ox 10 310 T extot | axto Jostod]  aerot
angular cration sensitivity 10 7xt0d 1w 7x10 | 103 7xt04
{deg/secideg/sec™
noise (deg/sec 1ms) 2.0 1.0 0.5
siee (diam < length) inch txdl/a taal/ 1x3l2
cont (dollars in 1000 ey 00 - 300 300

* Electronic compensation will allow requirement to be met
**Component selection 1o be revised to meet updated requirementy

TABLE 2, 'R/\'_l'l.-' GYRO SPECIFICATIONS
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Figure 7. Ratc Gyro Simulation Model

VM Vi A Ny | Npp oo Ty Altinde’
Condition ~FIS ~EIS (eg) [{9) 0.25 See () (')

I 91204 32,4 0% 9 0 20,000

2 992, 4 912.4 90 9 o 20,000

9 932.4 932.4 135 9 o 20,000
T4 932.4 932.4 180 9 0 20,000
5 932.4 932.4 45 9 -9 20,000

6 932.4 932.4 90 9 -9 20,000

7 932.4 932.4 135 9 -9 20,000
g’ 932,4 932.4 180 9 -9 . 20,000

9 828.8 1,243, 45 9 -9 20,000
10 828.8 1,243. 90 9 -9 20,000
11 828.8 1,243, 135 9 -9 20,000

TABLE.Z. PERFORMANCE EVALUATION ENGAGEMUNT CONDITIONS

e — Fanget *
angt Tl ) -
_ (HA
' Mrcale 0y -7 M
- A W T - — - Lneuvers
— M _/ >~ (')N"'r
A ~
— v
e s
B h\‘““ - ,
an o0 ¥ t Ny

-Figure 8. Performance Evaluation Engagement Conditions

s
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Advances in Microwave Striplines with Applications

Abstract

This decade has seen the ever increasing utilization of
the radio frequency spectrum by the Soviets. This in turn
has required our various ARM and ECM receiving systems to
operate over increased bandwidths with particular emphasis'
on providing performance up into J- and K-Bands.

The Naval Weapons Center has been conducting research
and development activities in the area of microwave strip-
transmission lines including component and antenna feed cir-
cuit developments. Goals have been to (1) improve component
performance (bandwidth and upper frequency extension), (2)
improve component intracompatibility for integration into
networks, and (3) utilize computer aided design, evaluation,
and manufacturing techniques to improve producibility and
reduce cost. B

The paper will discuss the results of this investiga-

tive work to date and describe several potential operational
applications.
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Introduction

Microwave striplines are transmission lines that may be
coupled or uncoupled, and usually etched on dielectric
sheets to transport or process microwave energy. The de31gns
can be relatively complex, highly tailored to the application
and still at greatly lower costs than other forms of trans—»_
mission lines. Practically speaking, striplines were "born"
in 1955. The earliest form was microstrip (Figure la); that
is, transmission lines were above a suitable ground plane
etched on relatively low dielectric constant (2<e,<4)
plastic sheets. After certain shortcomings were realized,
such as excessive radiation losses from striplines, the
balanced stripline (Figure 1b) became popular. This form
has transmission line conductor patterns surrounded by a
suitable dielectric material and spaced between two zero
potential groundplanes. Most workers in this field attribute
the immense popularity of balance stripline--or: stripllne
for short--compared to microstrip line to: (a) Cohn's. clas-
sic paper (Reference 1) which allowed everyone to accurately
design strip transmission lines very easily since 1955; (b)
high quality transmission lines (i.e., almost free from any
unwanted mode of wave propagation) can ea81ly be achieved
even over decades of bandwidth.

The newly founded technology matured very quickly. 1In
the next decade almost all we know today in this specialized
area was developed chiefly due to DoD sponsored research and
development activities at Stanford Research Institute,(SRI)
and Radiation Systems, Inc. (RSi). Others who made notable
contributions and thus impacted on today's technology were
Texas Instruments (TI), Hughes Aircraft Company (HAC),
Bendix Research Laboratory, and the Naval Weapons Center
(NWC). Although naming individuals may lead to arguments,
it is very safe to single out three extraordinary contribu-
tors: Seymour B. Cohn, J. Paul Shelton, and Leo Young.

During the last ten years, relatively minor contribu-

tions from basic research on striplines are found. Major

focus shifted to high dielectric microstrip with a number of
significant contributions recorded. The recent works in
stripline seemed to focus mostly on computer aided design
(CAD) and computer aided manufacture (CAM). From a DoD user
standpoint, this application of these modern techniques is
very important in that cost effective weapon systems can be
synthesized, designed, and deployed. At this time, we would
like to describe some ongoing efforts that are expected to
provide a technology which allows us to better meet new
threat challenges at affordable cost.

. o _ B 1509




Multi-Section Microwave Couplers

Coupling of microwave energy from one transmission line
to another was recognized and exploited almost from the
start. Figure 2a shows such an early coupler while Figure
2b is the cross-section view of the coupled lines involved.
Maximum coupling occurred at the frequency when the coupled
lines were one quarter wavelength long. The frequency
response is indicated in Figure 2c. Coplanar coupled lines
on relatively low dielectric constant materials are weakly,
or loosely, coupled even when their separation is quite
small (Reference 2). For example: For a 50 coupler in a
teflon dielectric, the coupling is -13 dB when the separ-
ation of the strips is 10% of the groundplane spacing.

To make this type of coupler useful for a variety of
signal processing needs, where -3dB coupling is required,
the broadside coupled version was soon thereafter introduced
(Reference 3, 4). 1It's cross-section view is shown in Fig-
ure 2d suggesting overlapped strips separated by a fixed
distance. Thus, in the late 50's, a variety of microwave
circuits were being made with couplers therein having almost
unheard of bandwidths of operation; that is, instead of
having the usual 10% or lower frequency range, suddenly some
systems (especially the passive ones) had almost 2:1 band-
width capabilities. '

With the advent of frequency independent and also log-
periodic antennas, it soon became desirable to have still
more frequency coverage for various EW systems to cover
threat activities more effectively. This need was soon
fulfilled by the theoretical and also practical applications
labor of the almost legendary Dr. S. B. Cohn (Reference 5).
His pioneering work truly and vividly showed the virtues of
symmetric three-section couplers. (iWe might add that R.
Levy in England at that time also made multi-section and
wideband couplers but they were asymmetric (Reference 6).
This type of coupler has, for many applications an unde-
sirable phase variation between coupler outputs with fre-
quency and thus never became very popular for signal pro-
cessing applications.) Although Cohn built high quality
-3 dB couplers covering 5:1 bandwidths, it seemed that only
coaxial transmission line systems could provide the neces-
sary coupling parameters. That of course, represented
costly manufacture as far as reasonably complex microwave

systems involving such components are concerned.

The problem associated with the realization of that
first broadband stripline coupler (and to some extent even
today) can be quickly grasped by considering Figures 3 and
4. First, if the single section coupler of Figure 2a had
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two looser or weeker coupled sections attached to it on each
end as suggested in Figure 3a, the overall coupling response
of the three-section coupler would be:flatter and also of
lesser mean magnitude than that of the original single '
section coupler. The typical response is shown in Figure 3b
while the relative spacings of the coupled striplines for
center and end sections are shown in Figures 3¢ and 3d. It
is noteworthy that the coupler is completely planar - which
is highly desirable from a manufacturing standpoint - with
the required coupling variation of the striplines being
achieved by line separations. To raise the nominal coupling
amplitude from weak to tighter coupling (Figure 4b), the
broadside strip configuration once again needs to be util-
ized as suggested in Figures 4a, 4c, and 4d. However there
is a problem. . The required change in coupling achieved by
greater/lesser stripline separations, destroys the planar
nature of the three layer sandwich type device. Thus,
common and cost attractive photo-etch type manufacture is
not directly applicable as before with the coplanar '
couplers. ‘ ' -

Paul Shelton was also working on various multisection
coupled lines at that time. He had, what turned out to be
an elegant solution to the previously described problem
which is depicted in Figure 5 and was first published in the
14th USAF Antenna Symposium Record (Reference 7). He thus
provided us the capability to have a tightly coupled section
as in Figure 5b, and anything less as in Figure 5d; better
still, we could have a planar conductor pattern for photo-
etching. His classical open literature paper (Reference 8)
indeed was the key to not only practical, inexpensive, and
high quality couplers and phase shifters at that time, but
later also the key to power dividers, filters, etc! The
l4th USAF Antenna Symposium Record is still more remarkable
(Reference 7). The work by Shelton, et al, resulted in the
first systematic synthesis and design of wide-band multi-
quarter-wavelength directional couplers. Soon thereafter,
other contributions on coupler synthesis appeared - some
more elegant and others more refined (References 9-12).

Althogether, it was generally believed that the wide-
band microwave coupler problem has truly been solved. Time
proved this observation to be optimistic. It turned out
that the junction problems owing to the step discontinuities
between the cascaded quarter wavelength sections were so
severe that almost any 3 dB-type coupler had poor directi-
vity in the microwave frequency region. Also, the measured
coupling versus frequency response was quite erratic.

Figure 5a shows a scaled drawing of seven quarter-wavelength-
section coupler illustrating the offset junction discontinui-
ties. Figure 6 shows a typical measured performance for a.

1511
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5:1 bandwidth, 3 dB hybrid of this type. Thus, we see as
Levy did (Reference 6) with another type of steppéd coupler,
that the theory may be sound, but there nevertheless arc
practical limitations at higher microwave frequencies. 1In
order that such a coupler perform well, the important point
is that the offset distance between the adjacent, cascaded,
coupled strips be small compared to the line widths at the
junctions. Making the width-to-length ratio of each A/4
section small helps, though the relative offset rémains
unaltered. Unfortunately, even this is seldom practical
because the length is inversely proportional to the center
frequency of operation--and presumably fixed--while narrow-
ing the width requires one to reduce the groundplane spacing
of the strigline assembly. The latter action will greatly
raise the I4R losses for the coupler--an old problem traded
for a new one. It is also interesting to note that several
ridiculous patents have been issued on "improved" stepped
couplers which may have mislead many inexperienced members
of the microwave community (References 13 and 14).

Thus, we experienced a dilemma. The newly developed
coupler synthesis called for stepped, coupled transmission
lines; the step discontinuities caused poor, or degraded,
coupler directivities at the higher microwave frequencies.
Once again, new theoretical and practical works resulted in
significant breakthroughs which were very much needed.

Tapered Microwave Couplers

During the early 60's, Dr. Dullamel researched wideband
Magic-T's (couplers with 0°/180° phase characteristics) with
the first successful design published in the 15th USAF
Antenna Symposium Record. This type of coupler is shown in
Figure 7. It immediately attracted great attention because:
(a) it was wideband (multioctave); (b) it had good directi-
vity at higher microwave frequencies; and (¢) it was a
stripline design which was relatively easy to manufacture
utilizing common photo-etching techniques. It might be
noted, that DuHamel's tapered Magic-T and R. Levy's (Refer-
ence 6) asymmetrical coupler are quite similar except the
former is tapered with one severe discontinuity, while the
latter is a stepped multi-section design with several siz-
able discontinuities. Moreover, the former has good direc-
tivity while the latter is poorer in comparable frequency
bands of operation. Therefore, the earlier suspicions about
large step discontinuities causing degraded directivities in
couplers seemed to be confirmed. ' :

Soon after these difficulties were fully recognized,
another significant contribution was made by Tresselt

1512




(Reference 15), namely the tapered quadrature coupler. Sce
Figure 8 for a direct comparison between the classical
stepped A/4 and the tapered line type quadrature coupler.
Although his theory only modified an optimum equal-ripple
stepped design with a suitable weighting function to make it
a tapered line design, it nevertheless was important. - His
non-equal ripple, approximate design method did motivate
others later to improve on it, especially after the benefit
of improved directivity along with good coupling were demon-
strated (Reference 16). Now the hybrid was to solve all the
problems. This coupler is smooth --no steps at all. There-
fore, when designed properly, excellent directivities are
almost guaranteed, given certain materials, bandwidth,
cénter frequency, etc. As seen from measurements on one of
our best couplers in Figure 9, it's certainly true that
these couplers have much better directivities than the old
stepped kind--but as some designers may know, there are
nevertheless at least a few problems with the tapered
devices. -

Tapered couplers are relatively complex for several
reasons. First, it is almost inconceivable that anyone
would attempt to develop such a device without the aid of
carefully prepared computer synthesis and coupled line _
design programs. Second, the accurate realization of the
tapered lines along the full length of the coupler is
extremely difficult by hand. In the development of wideband
hybrids, a precision artwork generation system (Gerber)
seems to be essential. Third, during construction the
alignment is critical, and difficult to assure.

Although most of the above assertions seem to be self-
evident, some supporting evidence will nevertheless be
offered for them. Figure 10a shows the mean values of
measured responses of two supposedly "identical' families of
hybrids. All manual steps, from preparing artwork (on a
Coradograph type precision drafting table with +0.001 inch
plotting accuracy) to the final assembly and tests, were
duplicated in this experiment. The final negatives from
which the two different families of couplers were etched
were "good" in the sense that any evaluation of them, other
than actually measuring the frequency response of couplers
derived from them, would make each negative equally desir-
able! = Furthermore, the worst case measured coupling varia-
tions between the various members of one family are given in
Figure 10b and reveal very good repeatibility for all com-
ponents manufactured using the same negative. This indi-
cates that an accurate photo-etching negative is mandatory
(though difficult to achieve) and that with accurate
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assembly techniques, one may make devices with very similar
response characteristics., Also, note that the measured
isolation was good for all couplers involved in this
experiment.

It is generally assumed, and quite appropriately, that
two "identical" couplers drawn on a precision Gerber photo-
plotter would give experimental tapered couplers which would
test out alike.

Whereas most designers did have access to the Corado-
graph (manual) type precision plotter for drawing coupler
art masters for later photo-etching, and whereas relatively
few had access to Gerber photo-plotters, a new general class
of microwave couplers--called ministep couplers--was inven-
ted and reported on at the 22nd USAF Antenna Symposium
(Reference 17). This theory unified the quadrature couplers
(stepped and tapered) as well as Magic-T's and other more
general couplers which at any specific frequency may have
any desired amplitude and phase difference between coupler
output signals that the designer may like. That is, instead
of merely being able to design quadrature coupler (90°
phasing), and Magic-T's (0°/180° phasing), one may design
for coupler output phases of 60° and 120°, or say 45° and
1359 depending upon which coupler port is excited. A quad-
rature coupler ministep implementation is depicted in
Figure 11 for several of the infinite possibities. With
Figure 12, one can quickly see how to control in-band as
well as out-of-band coupling responses of various couplers
as well as coupled output amplitude (Reference 17). Whereas
the original goal was to accurately draw and construct
wideband stripline couplers with only a Carodograph (not
Gerber), Figure 13 shows that that goal was successfully
reached. The point there was that the repeatability of two
ministep couplers (Figure 13) was much better than the more
common continuously tapered couplers of comparable bandwidth
as in Figure 10. Furthermore, with the design flexibility:
of large or small step sizes, it might be noted that repeat-
ably one may design high quality stripline couplers operat-
ing into J-Band (say 12 GHz) as seen in Figure 14. Unfor-
tunately, this kind of performance has not been achieved as
yet throughout J-Band, and above.

Constraints Placed On Couplers By Network Considerations

In the interest of cost, performance, reliability,
size, weight, etc, it is beneficial to integrate all micro-
wave components (such as quadrature couplers, Magic¢-T's,
phase shifters, filters...) of a microwave network (say a
monopulse comparator) into one unit, all internally inter-
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connected, and photo-etched all at one time; in other words,
as a single unit. Moreover, the more technically complex a
network becomes, the more likely transmission line crossings
become necessary. These crossings usually* take place in
the various necessary network couplers. When the network
consists of an assembly of identical couplers, or devices,
there is no problem. However, if different types of
couplers and/or Magic-T's (or whatever) need be integrated,
then there is a problem if all planar dielectric sheets are
to be etched and sandwiched together. The problem is analo-
gous to the multistep, broadside coupler discussed earlier.
Obviously, the simple Shelton coupled line pair (Reference
8) does not have enough degrees of freedom for the above
mentioned, ''real world" problem that the designer often
faces (Reference 18). Let's now discuss some of the
approaches that are presently being researched to solve this
problem as well as potentially improve J-Band coupler
performance.

Current Research Efforts On New Striplines and Techniques

If the directivity of a J-Band coupler were good but
the coupling response not acceptable, the so-called J-Band
coupler problem would be trivial--no matter what the band-
width of operation is. That's because enough analytical
techniques/methods exist (Reference 11, 17) which can take
the last measured coupling response and improve it signifi-
cantly. Unfortunately, the directivity is usually poor and
improvements there are more difficult. 1Indeed, if coupling
and directivity is poor, even the computer algorithms
(Reference 17) for coupling improvements tend to be unreli-
able. The reason for this, we believe, is that this other-
wise very robust algorithm is fundamentally based on TEM
mode propagation on striplines; at the present state of
evolution of microwave couplers, most (certainly all the
obvious ones like step-discontinuities in couplers) scatter-
ing mechanisms in couplers have been avoided. Nevertheless,
a non-uniform transmission line--although tapered--is not
strictly speaking a TEM mode system as we would like to
have. The following approach will address the potentially
non-TEM scattering problem as well as the intra-network
component compatibility problem which was previously
discussed. ' '

The Shelton line pair, Figures 5b-5d, does not seem to
have enough freedom for coupling control when other con-

*That is, not necessarily in conventional couplers. For
example, one may design a crossing of two lines that is
uncoupled to any desired value--say -30 dB, or less, of
coupling.
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straints are placed on it. That is, the overlapped (broad-
side) strip configuration of Figure 5b has greater/lesser
coupling for closer/farther strip separations, given a fixed
impedance level and homogeneous dielectric constant of the
material. By introducing additional zero potential conduc-
tors to the existing groundplanes as suggested in Figure 15,
we gain the coupling control shown in Figures 16 and 17.

The important point to note first is that the whole conduc-
tor structure is still planar in nature. Therefore, conven-
tional precision photo-etch manufacturing is retained.

Wherever possible, the well known nomenclature of
Shelton (Reference 8) will be used throughout. That is, w
is the normalized stripwidth, w_. is the coupled line over-
lapped, s is the separation of Ehe planes containing coupled
strips, etc..... ' :

Let's first consider Figure 16, the special case of
Figure 15c, which has two coupled strips in the center and
four symmetrically spaced zero potential strips a normalized
distance g from any nearest edge of a coupled strip. Then,
depending on the gap g, coupling varies between -3.38 dB to
-5.65 dB. Of course, for the given material parameters:
€ = 2.53 (Rexolite 1422 dielectric), outer ground plane
separation b = 1., center spacer thickness s = 0.106, the
coupled strip widths w had to vary from 0.407 to 0.292 in
order that the coupler impedance remains 50 Q. As intuition
would tell us, the narrower the gap dimension g, the lower
the coupling between the two striplines; also the narrower
the typical strip width w. Although Figure 16 only shows
normalized gap dimensions g equal to 507, 25%, and 10% of
the outside groundplane spacing, numerous other values of
coupling have just been synthesized suitable for various
coupler developments. From Figure 16 we thus see that it is
possible to have compatibility between various couplers in a
network and also be able to cross lines therein.

Figure 17 shows theoretical examples of control of
coupling with other physical constraints. First are shown
three Shelton line designs (top row) to be compared to three
identical coupled lines with the four additional ground-
planes in place (bottom row). The first pair of designs
shows that two strips can be completely overlapped and when
the gap g (stripline edge to nearest groundplane edge)
varies from infinity (conventional Shelton line design) to
0.50, the coupling does not vary to the first three places
(i.e., k = 0.677 or ~3.38 dB); the normalized strip width
must vary from 0.423 to 0.407 in order that the coupler
impedance level remains at 50 . Next we notice that two
moderately coupled Shelton lines in center of Figure 17 can
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either be sllghtly overlapped (w, = 0.123 with w = 0 504) to
highly overlapped (w. = 0.233 with w = 0.286) providing that
g = 0.1. For many coupler designs, g = 0.1 (i.e., 10% of
the outer ground-plane separation) is achievable without
great difficulty. It would appear this particular example
holds significant promise that the stripline layout of
couplers can be controlled; for example the center portion
of the tapered quadrature coupler of Figure 8b, although
smooth and graceful, nevertheless is more non- -tmiform or
changing than most of the coupler layout. Presently, only
heuristic arguments on coupler smoothness are given; recen-
tly more specific and quantitative data was presented on
problems (not solutions) with '"smooth'" but nhon-uniform
couplers which made this whole qualitative ‘discussion
precise (Reference 19).

Whereas tapered couplers, Figure 18a, are synthesized
as numerous sections of parallel coupled sections Figure
18b, with currents flowing parallel to the center line of
the coupler, and whereas the coupled lines seem to become
significantly '"'mon-parallel"” such as in thé center of Figure
18a, then problems due to non-parallel current flow are
manifested. As indicated in Figure 19, a very peculiar
coupler was synthesized (Reference 19). It consisted of a
particular constant angle, , crossing of two transmission
lines (of varying strip width--in order that impedance
requirements were met). From the synthesis, it was a
stralghtforward problem to calculate the coupler unbalance
(CU), i.e., the difference between coupled and direct
coupler outputs Also, the coupler unbalance was measured
for various couplers of B angle variation. For couplers
where B was small, the difference between TEM mode theory
involving assumed parallel current flow in the coupler, and
experiment was very small indeed. TFor large values of g8 ,
the discrepancy was very significant as seen in Figure 20.

The last example of Figure 17 shows that loosely
coupled lines can now be synthesized in a variety of ways.
The classical Shelton pair design has w, = -0.093 (coupled
strips have a separation of 9.37% of the groundplane spac-
ing). On the other hand, we equals zero together with g =
0.1 and the nearest grounoplane on the other side of the
center spacer is precisely colinear as shown in the lower
right hand corner of Figure 17. One point that should be
made is that the fringing capacitance terms from a strip to
a near ground-plane such as in the lower two examples of
Figure 17, become highly non-linear with spacing dimensions.
This, first, makes the synthesis procedure slightly more
difficult to keep stable and, second, it also indicates the
benefits and/or critical nature of the new, more complicated
design. '
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At the time of this writing, time permitted only one
experiment involving the new stripline geometry. A - 6 dB
three-quarter-wavelength stepped quadrature coupler was
designed to operate from 0.7 to 2.8 GHz. The center A/4
section resembled the lower left cross-section of Figure 17;
the outermost A /8 sections resembled the upper right of
Figure 17 except that the additional four groundplanes are g
= 0.5 distance away. The other half of the outer A\ /4 sec-
tion was designed to have a cross-section very similar to
the lower right hand design of Figure 17. It was hoped that
by such an experiment, the severe junction problems of a
conventional three-section coupler would be improved enough
to notice that improvement over the conventional approach.
Unfortunately, the first experimental attempt resulted in no
measurable improvements. It seems that the step discon-
tinuities in the striplines, although smaller, together with
step discontinuities in groundplanes resulted in similar
performance as the standard approach. Though this was some-
what disappointing, we recognize that the technique should
have been applied to a tapered device which is more compli-
cated to synthesize because of the number of points involved
in accurately simulating a tapered line. Having learned
something from this earlier believed to be expedient test, a
more ambitious design shall follow.

Conclusion

Advances in striplines were traced from early innova-
tions to the latest synthesis results. Over the years one
can see where first there existed a need or deficiency in
the theoretical realm involving striplines, which was soon
removed, and then there was a mechanical/practical limita-
tion recognized. That in turn was "solved" by some new
contribution and the process seemed to repeat once again.
Fortunately, the quality and overall capabilities of various
couplers, phase shifters, filters, or whatever, which
represent applications of striplines, have been improved
markedly during this period. '

Presently, a new design of coupled striplines has been
postulated and synthesized. By being more complex than
existing state-of-the-art striplines, the new transmission
line has more degrees of freedom that "appear" to be exploit-
able. With this newly earned freedom, the designer hopefully
will achieve better performing couplers, and other devices,
in the new threat bands of interest, or concern. The
recently started experimental effort should prove to what
degree some of these eagerly anticipated improvements are
now achievable. : :
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Nomenclature:

Po
fa

GLl
Yo
B1

B2

W/C)

conbining efficiency
peak output power
carrier frequency
load conductance

stabilizing load conductance

device coupled line admittance

device coupling coefficient

load coupling coefficient

locking bandwidth

output interline F.M. single sideband noise

unloaded Q of the combining cavity

locking gain

peak input locking power

nunber of combined devices

peak power from each device

sampling bandwidth used to measure (N/C)T and (N/C)R
device noise measure

290° Kelvin

input interline F.M. single sideband noise

maximum coupling that can be practically obtained Without
degrading the combiner

admittance that the device must be transfomxed to for oscillation
‘device admittance

cavity diameter
mth root of the zeroth order Bessel function bf the first kind

resonance frequency of unperturbed cylindrical cavity
volume of cavity perturbatidn

volume of unperturbed cavity

cavity external Q

admittance at cavity midplane measured along coaxial module
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Considerations for the Design of Microvave

Solid-State Transmitters

Abstract

The Solid-State Transmitter is the key element of modern active radar
seekers. Major components of a Solid-State Transmitter include: (a)
microwave power generating diodes (IMPATTs), (b) microwave diode power
cambining structrues, and (c) microwave diode bias modulators. The
transmitter size, weight, d-c power requirements, cooling system
capacity requirements, and cost.are primarely determined by the trans-
mitter output RF power requirement and the total d-c to r-f conversion
efficiency. R

The state-of-the-art of Solid-State Transmitter camponent technology
is reviewed. '

Design considerations and implementation of efficient power combining
structures is presented. Development at NWC of a TMj;g mode resonant
cylindrical cavity power combining structure is discussed. Combining
ten Silicon Double-Drift IMPATTs the combiner has achieved 170 watts

- peak power with 977 cambining efficiency at low Ku-band.

Design of a high-efficiency (93.5%) IMPAIT diode combiner modulator is
given.

Preliminary measurements of the combiner performance in injection-lock

and free-ruming mode and the degration of the combiner performance caused

by the individual diode failures is presented.
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Introduction

Solid-State Transmitter is the key element of modern actitve radar
seekers. Practical realization of a Solid-State Transmitter suitable
for active seeker applications has become possible due to impressive
technological progress in the area of microwave power generating diodes -
(Ref. 1). 1In this paper no attempt will be made to make a detailed

tradeoff study, justifying the use of solid-state devices over vaciuum

tubes or hybrid transmitters. The inherent advantages of semiconductors
over vacuum tubes are well known, as well as the fact that solid-state
microwave power device performance is improving at a faster rate than
that of the tubes. This is not to say that a Solid-State Transmitter
will satisfy all radar requirements. ~Tubes certainly have the advantage
in long range applications, mainly due to the large amount of power
that is required. However, for short and medium range systems solid-
state transmitters are becoming a strong contender.

The key elements of a Solid-State Transmitter, Fig. 1, include the
following:

Microwave Power Generating Diodes (Devices)
Microwave Power Combining Structures (Combiners)
Microwave Diode Bias Modulators (Modulators)
Primary d-c Power Source

Transmitter Cooling System

(SR NP

The transmitter size, weight, primary d-c power requirement, cooling
system capacity, and cost are primarily determined by the transmitter
output RF power requirement and the total d-c to r-f transmitter effi-
ciency. This conversion efficiency is mainly determined by the product
of the individual efficiencies of the devices (1) , the cambiners (2),
and the modulators (3). Attention in the design must also be given

to the transmission loss between the transmitter final power stage

and the antemna. This loss may be significant in certain comonly
used transmitter configurations and ultimately determines the power
available at the seeker antemna. '

The main effort at the Naval Weapons Center, China Lake has been
directed at exploring ways to make optimm use of state of the art
solid-state devices in active radar seeker transmitters. To accom-
plish this goal new and unique design techniques are needed, since
at present no single device is available that will meet the desired
power level requirements. '
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In the followmg sections of this paper the state of the art in
comercially available microwave power generating diodes will be
presented. Design considerations to accumulate or combine power
of many individual diodes will be discussed with consideration
given to total output power, combining eff1c1ency, output power
interline noise, transmitter locking gain and bandwidth, and sta-
bility. .

The results of a resonant cavity TM;;, mode power combmmg structure

and high efficiency bias modulator de31gned and fabricated at the Naval
Weapons Center will be presented and the preliminary results discussed.
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I. Devices

At the present time the IMPATT diodes (IMPact Avalanche and Transit
- Time diodes) are the most powerful solid-state pulse power generating
devices at microwave frequencies suitable for application in missile
seeker transmitters: There is no other solid-state device that has
the peak power capability, the efficiency, and the average power cap-
ability as an IMPATT diode. o

The operatirng frequency of IMPATTs now covers the frequency range
up to 250 GHz (Ref. 2). Commercially available IMPATTs in X- and Ku-
bands, both Silicon (Si) and Gallium Arsenide (GaAs), are tabulated in
Fig. 2 & 3. Pulse power Si IMPATTs are offered commercially by Hewlett-
Packard and Nippon Electric. These are flat profile double-drift
devices with d-c to r-f conversion efficiency of approximately 10%.

GaAs pulsed IMPATTs are offered comercially by Varian. These are
single drift pt+ grown junction devices with modified-read doping profiles.
The conversion efficiency of these GaAs IMPATTs is about 207 at X-band
and 16 to 17 at Ku-band. Commercial Silicon IMPATT offered by Nippon
can deliver 32 watts of peak power at 1.0 usec pulse width and 107 duty
cycle. Hewlett-Packard markets a double-drift Ku-band IMPATT that can
provide a minimm of 17.5 watts peak power in the 12 to 15 GHz frequency
range at 125 nsec pulse width and 107% duty cycle. Varian Ku-band GaAs
IMPATT diodes, developed under Navy and Air Force sponsorships, can
deliver as high as 16 watts peak power. ‘

Raytheon Semiconductor Research Division reported developing GaAs
modified-read double-drift pulsed IMPATTS. Although, at present, these
are laboratory devices they can generate 30-35 watts peak power, with
26-27% efficiency at 30% duty cycle at X-band, and 20-25 watts peak
power with 26-277 efficiency at 30% duty cycle at Ku-band, and indicate
the potential of the GaAs modified-read double-drifts. As the materials -
tectmology of the p-doped epitaxial growth of GaAs double-drifts improves
it is expected to achieve pulse power levels in 40 watt range at X-band
and 30 watts in Ku-band with over 307 conversion efficiency.

2

Chip-level conbining in which individual chips are commected elec-
trically in series and thermally in parallel (using Diamond IIa pads)
shows great promise in achieving high power levels and high efficiency
from individual devices. Work at Georgia Tech. resulted in very en-
couraging power outputs that are free of spurious and parametric
oscillations. Combining four GaAs IMPATT chips 60 watts peak power
was achieved with oyer 907 conbining efficiency and approximately
25% de<to-rf conversion efficiency at X-band.
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II. Transmitter System Considerations

Radar specifications that a solid state transmitter would be required
to satisfy are: _

Peak power

Duty factor

Pulse width

Pulse rise and fall times
Bandwidth

Carrier frequency

F. M. noise

A. M. noise

OO NN -

Fig. 4 shows a block diagram of the basic components of a radar trans-
mitter. Spectral purity (F.M. noise) is determined mainly by the micro-
wave frequency reference and to some degree by the I.F. reference. Waveform
coding to improve signal to clutter and signal to noise can be implemented
at either the microwave or I.F. level. If waveform coding or frequency
agility is used, which greatly spreads the spectrum beyond that of the
pulse, it would be best to implement it at the microwave level, in order
for decoding to take place at the first mixer. This approach allows the
first I.F. bandwidth to be kept at a minimum, giving better interference
and noise rejection. Coding and frequency agility can also be implemented
more efficiently at the I.F. level, if it causes negligable spectral expan-
sion. Next an upconverter is needed to give an I.F. offset, which is
determined by receiver considerations. :

The part of the solid state transmitter that has made the greatest
advancement in recent years is the final power stage. This is due to
improvement in both devices and circuit combining techniques. Presently
this component is the key item in active solid state radar missile -
seekers and is the area of development which is given the major emphasis
at China Lake. -

III. Microwave Solid-State Power Ccmblnlng

In the past few years great progress has been made in the output
power and efficiency of microwave solid-state avalanche devices, in
particular, pulsed IMPAIT diodes. Impressive results have been
achieved by maximizing output power from individual IMPATT diodes
by means of: '

More efficient heat removal

Use of Double-Drift Structures _ .

Practical realization of Modified-Read doping profiles

Parallel comnection of the diode chips by means of -
multi-mesa construction

Series comection of several chips in a package (chip
level combining). : : :

w SHONEH
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However, at ‘the present time to achieve useful power levels for prac-
tical utilization of the IMPATTs in the active missile seeker applica-
tions, combining output powers from several diodes by means of same
type of microwave circuit is required.

The most effective method so far developed to combine multiple
diodes was invented by Rucker (Ref. 3) and put into a theoretical
context by Kurckawa (Ref. 4). Basically the idea is to couple each
~ diode to a common resonant cavity, which allows combining of the
individual diode powers only at the cavity frequency of resonance.
Outside the resonance frequency of the cavity the diode is -termi-
nated in a fixed resistance, which suppresses unwanted oscillations.
Using this approach eliminates other modes of oscillation and
minimizes spurious oscillations due to parametric effects.

A. Cylindrical Cavity ™, Power Combiner

Physical inplementation of the Rucker's idea, Fig. 5, incorporates a
resonant cylindrical cavity operating in a M™Momo mode (m=1,2,3,..)
as the basic power combining resonator. Coupled to the cavity via
the magnetic field are individual coaxial modules that are spaced
around the periphery of the cavity. Individual diodes are mounted
at one end of each coaxial module and the other end of the module

is terminated in a stabilizing load. Bias current for each diode

is also, usually, introduced at this end ; however, .other bias con-
figurations are possible. Power from the combiner cavity is coupled
to the external load by means of an electric probe located at the
center of the cavity, i.e., at the point of maximum electric field.
Fine resonant frequency tuning of the cavity is accamplished by
either a metallic or dielectric plunger usually located at the
cavity wall that is opposite the output coupling probe.

The main advantage of the resonant cylindrical cavity combiner
operating in a T, , mode over other resonators is that the mag-
netic field is uniform around the cavity periphery and consequently
the individual coaxial modules can be "packed" very close to each
other around the cavity periphery. Thus, physically compact micro-

wave structures that occupy minimm volume per output power capacity
can be realized. :

The number of diodes that can be cambined at a desired operating

frequency is primarely determined by the diameter = of the cylindrical
cavity and the package size of the diode.
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The general expression of an air-filled cylindrical cavity diameter
operating in Mgy, mode is given by .

1 | (1)

For a given mode of operation, i.e., m=1,2,3,., the cavity diameter
is inversely proportional to frequency. Thus, for a given diode size
fewer nurber of diodes can be combined at higher frequencies. Since
the cavity diameter is increased with the order of the root of the
Bessel function, higher order mode cavities are used to increase the
number of diodes to be combined. Successful operation of higher than
fundamental mode cavities requires mode suppression techniques to
suppress undesired modes which can be easily excited ih such cavities.
The power that is extracted by these modes is not available at the
cambiner output. ' ’ :

In designing the combiner cavity to operate at a specified resonant
frequency and the desired TMgpo mode, perturbations of the cavity
volume caused by the coaxial IMPATT modules, the tuning plunger,
and the output coupling probe must be taken into account.

The individual coaxial modules, located at the point of almost .
maximm magnetic field, cause outward volume perturbation. The
output coupling probe and the frequency tuning plunger are located -
at the point of maximum electric field and cause inward volume
perturbation. The resonant frequency of the 'perturbed" cavity
is given by the expression : :

(2)

where C is a parameter that depends on cavity geametry and position of
pertrubation. ' ' - '

fa = fo [1+C°%

The numerical value of parameter C is approximately -0.5 for outward
volume perturbations at the point of maximm magnetic field, and
approximately -1.85 for inward volume perturbations at the point
of maximm electric field. Both of these perturbations lower the

resonance frequency of unperturbed cavity. .
By using Eq.2, in conjunction with Eq.1l, cavity diameter 2a can

be determined such that perturbed cavity resonates at the desired
operating frequency. ~ _ v
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B. Power Combiner Desien Guidelines

An equivalent circuit for the combiner oscillator is shown in
Fig. 6. ' ' ’

To design a combiner oscillator, the following information is
required: - ~

Frequency of oscillation
. Output power

Combining efficiency
Locking bandwidth
Output Interline noise

U‘IJ-\UON!—‘

Power output to an external load from an N- diode resonant cavity
combiner at resonance is given by the expression (Ref. 4):

Q , 3)
P, =Py N | 1- —ext [, G
Qextt O %

The factor in brackets in Eq. 3 may be interpeted as the combining
efficiency, ' ‘

N ST N Y L @)
Qe}(t+ Qa GO ‘ |

In terms of the circuit coupling factors Eq. 4 can be written as:

n =\l- L 1- &

1+ 82 i GO\ (5)

The necessary condition required for negative resistance oscillation to

take place at resonance can also be written in terms of the coupling
factors as: :

@)

1+ p2 . ’ (6)
% 2NG0 '
1+ g+H—18;
'Yo .
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Combining Eq. (5) and (6) gives efficiency as a function of the circuitr

parameters at resonance:
2NG _ ,
O N
v B1] B2 . .
: 0 , @)

{ 2N
'[l-_!-szJ 48,4+ B1
‘_ ,» -

o _
where 8; is the device line coupling and g, is the load coupling factors.
This relationship has been plotted in Fig. 7 for several values of combining
efficiency. :

n:

From a practical standpoint the load coupling (8,) and the device
line coupling (8;) are limited due to degration of resonant frequency
(fa) and combining cavity unloaded Q (Qa) with increased coupling. It
is therefore necessary to keep 8; and particulary g, within an upper
maximum values. For a practical design B, should fall within the
following limits for a given efficiency:

m
< B, < 2n

1-n 1-n

®

The range of g; and stabilizing load to coupling line impedance (G /¥o)
can then be determined from Fig. 7. Locking gain (A) is determined
by the locking bandwidth for most practical cases, however, it also -
determines the transmitter F.M. noise (N/C)T. Except for extremely low

noise systems, the gain requirement for low F.M. noise is easily satisfied
by the locking bandwidth gain. Due to clutter, there is a limit to how
much the radar sensitivity can be improved by decreasing F.M. noise.

Outlined in Fig. 10 is a flow chart which can be used as a guideline
for the design of symmetrical power combiners. The chart contains
fundamental design equations which allow the realization of a combiner
design from the basic system requirements, using combining efficiency
as the most important parameter. Use of the flow graph requires a good
knowledge of the particular type of combiner cavity to be used, along
with the coupling limitations. '

IV. High Efficiency Modulator

The basic requirements of pulse modulators that are used to exéite
the IMPATT diodes are: ’ : '

a). High efficiency

b). Small size

c). Good reliability '
d). Suppression of bias oscillations
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Overall efficiency of the transmitter is determined mainly by the IMPATT
iodes, due to their relatively low efficiencies (10% to 20%) compared

to the combiner and modulator efficiencies (over 907). 1In the future,

as diode efficiencies improve, the modulator will become an increasingly

important factor in overall efficiency. This is an important consideration

since for some high efficiency diodes it may be necessary to trade off

modulator efficiency for bias circuit stability. ‘

b

The effects of bias circuit oscillations range from creating unwanted
signals to IMPATT diode burnout. In addition to the above requirements,
the modulator has a large effect on the pulsed RF waveform (risetime,
falltime, peak power amplitude and phase modulation over the pulse, pulse
width). The net result of these requirements is that a modulator must
be carefully designed to mate a given diode to the waveform specifications.
The basic nature of IMPATT diodes is that output power is highly sensitive
to changes in bias current. Therefore, it is necessary to use a constant
current circuit as the final modulator drive stage.

The NWC bias modulator design, Fig. 15, uses a directly coupled, modified
Darlington circuit as a broadband constant-current source. Due to the low
dynamic resistance of the IMPATT diodes, it is possible to use a low
emmitter resistance and low saturation resistance r-f transistors, while
maintaining a constant current. Adjustable shunt feedback is used to
optimize the phase transient response. The predrive stages use a com-

. plementary-symetry emmitter follower driven by an emmitter coupled
difference amplifier. A d-c pedestal voltage is supplied to the IMPATT o
to keep the voltage drop across the drive transistors within their break- -
down limits. ' '

Circuit protection is provided for drive transistor overvoltage and
minimum average current to the diodes. :

Photographs of the NWC 10 diode modulator power stages, packaged with-
in a 4.65 inch diameter, is shown in Fig. 16. The bias modulator control
and monitor assembly is shown in Fig. l6a.

The modulator achieved a maximum efficiency of 93.5% at a pulse width
of 125 nanoseconds and 10% duty cycle. )

U. S. Patent protection of certain of the immovative: design details is
being applied for at this time. : :

V., Resonant Cavity TMy;, Mode 10-Diode Power Combiner

Cross-sectional view of the’ 10-diode power combiner designed and
fabricated at the Naval Weapons Center, China Lake is shown in Fig. 11.
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The combiner incorporates TMp;o mode cylindrical cavity as a
basic resonator with the cavity diameter equal to 16.5mm and its
height equal to 3.0mn. Single-diode coaxial modules are located
around the circular periphery of the cavity and are magnetically
coupled to the fields inside the cavity. The inside diameter
of each coaxial module is 4.0mm and its characteristic impedance
equals 50 ohms. Individual IMPATTs are soldered into special
slugs and then threaded into the water cooled heat sink. This
diode assembly is then attached to the cambiner body by means
of screws, with each diode making an electrical contact with the
center conductor of each individual coaxial module.

Bias to each IMPATT is provided via coaxial module center conductor.
To reduce package parasitics each IMPAIT is recessed into its slug
holder to the depth of approximately 0.5mm. Each coaxial module
is terminated in a stabilizing load to prevent spurious and para-
metric oscillations and is fabricated from ECCOSORB MF-116 material.
Diode bias pins are spring-loaded to maintain good electrical contact
with each diode. Power from the cambiner cavity is coupled to the
external load by means of an adjustable (to change load coupling factor
B2) electric probe located at the center of the cavity. The cavity
resonance frequency is adjusted by means of a metallic plunger.

The combiner individual parts are fabricated from tellurium copper.
To maintain good electrical contact between individual combiner parts,
0.001 inch shoulder is machined into each mating surface.

The combiner is loaded with H-P 5082-0772 and HIMP-7003 IMPATT diodes,
These are Silicon Double-Drift IMPATTs with the following characteristics
when operated at 14.0 GHz with 125 nanosec. pulse width and 107 duty
cycle: ' : ‘ : :

Output Power 17.5 watts peak
Efficiency 9.0%

Peak Operating Current = 1.6 amps
Peak Operating Voltage = 121 wolts-
Breakdown Voltage @0.5mA = 93 volts
Junction Capacitance = 1.9pF
Thermal Impedance 7.0°C/watt
Junction Temp. Rise = 120°C

The diode chips are packaged in a N-46 ceramic package that measures
3.12mm (max.) across the top cap. ‘ S

The large-signal impedance of these diodes is approximately Zd = -4.0+j6.0
ohms at 14.0 GHz and with the diode recessed into the mounting slug to
reduce external inductance arising from the magnetic energy stored in
the cylindrical region around the package. ‘ - :
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Impedance matching of each diode to satisfy necessary conditions for
oscillations to take place are accomplished by means of a double quarter-
wavelength transformer and a low impedance ( 8.0 otms) line transformer
connected in cascade between the IMPATT terminal plane and the cavity
midplane as shown in Fig. 12. The transformer impedance ratio, (Z;/Z,)2,
can be selected to be in the range, 1 < (Z3/Z,)? < 39 and thus can match
the midplane cavity impedance that falls into the range of 21 < Zm < 820 ohms.
The terminal plane of each IMPATT can be individually adjusted with respect
to the cavity midplane impedance. This design feature allows each diode
to be individually matched to the combiner midplane impedance. Minimal
preselection of diodes is thus required and consequently the diodes
exhibiting somewhat different electrical characteristics can be indivi-
dually matched. :

A photograph of an assembled 10-diode power combiner, with the bias }
modulator attached at the top, is shown in Fig. 13. The modulator mounts 1
directly to the combiner body that serves as a heat-sink for the modulator
output power transistors. , ' : '

The output coupling line, terminated in an OSM-201 connector, can :
be locked in place after desired output load coupling has been achieved.
During operation water is circulated through the cambiner heat sink to
prevent excessive heat build-up.

A photograph of the power combiner parts is shown in Fig. 14.

VI. Combiner Performance

This section sumerizes preliminary results of the 10-diode power
carbiner performance evaluation.,

1. The maximum power achieved in a free-ruming mode (i.e., no injection
lock signal applied) was 170 watts peak at 12.410 GHz with the diodes
operating under rated bias current at 125 nanosec. pulse width and 10%
duty cycle. Since each diode in the combiner was capable of approximately
17.5 watts peak this result implies power combining efficiency of approx-
imately 97%. No spurious or parametric conditions were observed indicating
well stabilized combiner circuit.

2. The output power spectrum of free~runming power combiner is shown

in Fig. 17. and the corresponding detected RF output pulse is shown in
Fig. 18. The spectrum shape is indicative of distinct FM effect within
the RF output pulse. The frequency profile measurements of the RF

- output pulse are shown in Fig. 19 and indicate approximately 11 MHz

total frequency variation or "chirp" within the pulse. Frequency chirping
is also observed in single-diode oscillator tests and must be due to
IMPATT diode parameter variations with tenmperature during pulse turn-on.
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The results, however, are not very accurate since a microwave pulse
~ counter with 50 nanosecond gate was used in frequency profile measure-
ments (min. gate capability of EIP 451 counter used in these frequency
measurements). At these frequencies the gate width of at least 10
nanoseconds is needed to obtain more accurate frequency measurements.
Higher frequency excursions within the pulse are likely.

3. Fig. 20 shows output power spectrum with the combiner delivering 100
watts peak power and operating in injection lock mode with 20 db gain.
The FM effect is less pronounced for this mode of operation.

Frequency profile measurements, shown in Fig. 21, indicate total
frequency excursion within the pulse of approximately 5 Miz. Most
of the frequency variation for both, free-ruming and injection-lock
with high gain, occurs within 60-70 nanoseconds into the pulse.

It is expected that at lower injection-lock gains the FM effect
within the pulse will be further reduced.

Pulse shaping of IMPATT diode bias current can also be used to reduce
FM effects. However, this technique will lower modulator efficiency.

4. Time delay of RF output pulse with respect to applied bias current
pulse in the combiner operating in free-ruming mode is shown in Fig. 22.
For this mode of operation the delay is approximately 18 nanosec.

For the combiner operating in injection-lock mode the délay is reduced
to approximately 8 nanoseconds for 20.0 db locking gain, as shown in Fig. 23.

- This time delay, which is due to oscillations build-up time, causes
the RF output pulse to be shorter than the bias current pulse width.
In a solid-state transmitter design this factor must be taken into
account when designing the bias modulator waveform in order to realize
the desired RF output waveform.

5. Interline noise improvement under injection lock is shown in Fig. 24.
The carrier-to-interline noise is better than 50 db for 20 db locking
gain. ’

With 54.2 db locking gain the carrier-to-interline noise is better
than 20 db, as shown in Fig. 25, which corresponds to only 380 micro-
watt reference signal injection locking the canbiner that delivers
100 watts of pulsed power. v : '

For comparsion, the power spectrum of free-ruming conbiner is shown
in Fig. 26.

The power spectrum of the CW reference signal used in these experiments
is shown in Fig. 27.
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6. Tests were conducted to determine the combiner output power degrad-
ation when one of the combiner diodes failed. These tests were conducted
with the combiner output power reduced to 30 watts peak to reduce the
possibility of damaging the remaining diodes. It was assumed that sim-
ilar results would be observed at full conbiner power . '

Two tests were performed:

a). Diode failing in short circuit: _ .
With one out of ten diodes failing and presenting a short circuit at the
diode terminal plane the combiner power dropped by approximately 1.0 db.

b). Diode failing in open-circuit: , '
The combiner output power dropped 5 db when one out of ten diodes failed
and presented an open circuit at its terminal plane.

These preliminary tests indicate that an open-circuited diode presents a
considerable impedance mismatch to the remaining diodes. In a combiner

operating under full power this condition may cause damage to the remaining
diodes. ' L

VII. Sumary
- The main benefits of the work presented in this paper are twofold:

a). Design considerations and implementation of high peak power,
high efficiency transmitter components suitable for solid-state radar
seeker applications have been developed.

b). Areas of future development efforts have been identified.

Since higher power systeins are demanded it is essential to develop
higher power and more efficient solid-state devices. Other areas that
need improvement are more compact modulators and broadband power com-
bining circuits. - ’ :
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FIGURE 8. Combining Efﬁciency‘vs. Load Coupling.

1567




100

10
% BW|

10

0.1

10 100 -

62 —

" FIGURE 9. Percent Locking Bandwidth vs. Louad Coupling,.

1000

1568




d

t

"JIBYOMO]] USise( Ieurquio) Iamod ‘0l TINOIA

v

L]
4IM0d

~DNINJO0T ININHIL30 B
NIVD iSITTVIAS ISO0HD

€4

NHOMLIN

INIHILVYIN 3D1A30

t

331A30 HaV3

H04 NHOMLIN INIHILVIN
aNv8avoH8 v NOISIa

44

_.E,um»mTNn:

g + 1)%9
Q3HILVYW 38 01

=A

I

ﬁ 3INVLINANOD IAILYDIN 31VINDVID
A 4
Ime*n) o o e % % N
2\ ¢
] 20,/0 -
T > v HLOIMONYS ONM20 HO4 (HLOIMGNYS GV OHE 504 | =°A/°9 £37)
NIVD WOWIXYIW 31V1N3TV3 N ol A
3SION W4 MOD1 HO04 NIVD - * * . A&+1 g
WNWIXYI JHL 31VINDTVD uw N g AY01 NOILYZITIEY LS B
ma -G .
» 7 S Y Y % T > INI1dN 02 331A3E 193138
8 m_ 3 | W ﬂm N - »N . i
wu 2 d B N
f_" 43, S3IHNLINYLS .paL s> Lo
N/E N ONITARDI B ALIAVD [ 4 b
INNSSY HINIGW0I V 193738 k g ONITdN03 av01 133138
1Nawaanr
» SNIHIINIONT B ?_ L
Ju . _
N/
30010 LIVdWI NV 133138
c..._‘.

1569




'MATERIAL: TELLURIUM COPPER

BIAS PIN

4
7\%
| T
LLLLL NN
PITTIS, NS

ECCOSORB MF-116
v —3.0
\ §E 20
CAVITY TUNER
| \\ ! \
OUTPUT COUPLING PROBE 1.0
~ \ :§§§>
. \ >ﬂ | \\\ ~ -;;IU.U
TRANSFORMER \/ Iz
WATER COOLED L | REXOLITE
HEAT SINK~—_] ~—— IMPATT DIODE
: e e SRR AN == NN AN == AN e —
e zzzed lEaN\\ N\N\EB! roryrrrrroor
N

LOCKING‘NUT DIODE MOUNTING SLUG

L—J  “NOUTPUT CONNECTOR OSM 2011

FIGURE 11. Resonant Cylindrical Cavity TM 010 Mode 10-Diode Power Combiner.

1570




-amjonng Sumjolejy apoig ledwy "ZI  TINOIA

1INJ41Y INITIVAINDI (1)

 3INVO3dWI
INVIAQIN ALIAVD = |2

o g £ 4 o L 4y | . v =E
. - w‘ — q-.hﬁ = NN
| _ _ . _ vs=lz
. - O Do . :
| | !
| B 7 iz | ||z | Lvam
_ _
_ L+ _ | _
, _ A-v m I
=)
t; |
INIMYHO ILLVINIHIS (®)
£, | 4 u
- f— /X g L/A¢ r—

\\\\\\\\\wvr

| LLVaNI
////////// NN ANOOONNNNONNANNNNS VJZ%/

«

m B j _
Zz &z | N

\\\\\\\\E

91i—dN 84080223

//4///////¢ m////////// q///
VN |

57 =14
3L170X3Y

INVIdAIA ALIAYD

1571




I0}B[MPOJN PUE ISUIQWIO) Iamogd 2poIl(-0l Auae) 010 N1

€1 TINODId

N

N

4

~

i¢ 00 6L 8L L1 8L S vt gl

1572




‘sjuouoduwio) 12UIqUO) Iamog 2pold-0 A1Ae) 010 WL v1 39NOIA

380Hd INITdN0OJ LNdLINO

43070H NI

010
ALIAYY WL MNIS 1V3IH

Savol 9NIZITISVLS ®
SIHNLINYLS ONIHILVIN 1LVdWI

H3IWIL AININDIHS AQ09 YINIGWO0I

1573




10dLNO

“OHEWRRS 103R[MpO Bedw 9poiq oBWIS ‘ST FANOII

"%O0L 'AOG STYNVIONIIN NI 34V S
Om UWI(

NIA DNYIIVEYD YV ‘8

%S LLLVM b/1 SHHO NI 3NWA 30NVASIS3E 1N ¥
:Q1AI34S ISMYINIO SSINN 1
‘$310N
B ar
[
t
m e
i
AAA R
os6vNZ
80
»SivN »SieN
Wy ERRLCEY N
ugl o
L1y 2
A {¢ . z
L)
%0¢ g » . od »
e iy [t 4 E 44
»SIvN . .
e y ro 10
@ CEF 3 9=z v nuuﬂ
“Ea T
ROIGNZ s0ISNZ 14
— p %0 R
AV
> 00!
61ovIN w513 90s cogEnz
e 0/ 1\
L M
€ A e FENE os!
. - : yS 6y
os
oot ou
> WA~ steuNz V206282 e
ne FE ] 20 j _omv - ’ —
‘o A00Z T >oomp_|..
1 10, L.
©x= & 10k ol “ S 3 S
T sue vy N e 413

|

1574

OND

Si-AH

QYIHS
I CiyNOIS

AM




“101E[NPOJ SEIg JOUIqWIOD) 2poiq- O]

91 FANOIA

1575




‘AlqQUIASSY IOJIUO] pUe

[0I3U0)) IOIB[NPOJN SBIF IouIquIo)) 3Spol

01

V91 dNOIA

1576




PouT = 100 WATTS PEAK

f = 12.4 GHz

o
IB|AS = 1.35 AMPS PEAK

SCAN WIDTH = 20 MHz/DIV

FIGURE 17 Output Power Spectrum of Free-Running
TMg1p Mode 10-Diode Power Combiner.
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PouT = 100 WATTS PEAK
lglas = 1:35 AMPS PEAK
VERTICAL: (TOP) 50 mV/DIV, (BOTTOM) 500 mA/DIV

HORIZONTAL: 20 NANOSEC/DIV

FIGURE 18. Detected RF Pulse (Top) and No. 1
Impatt Bias Current (Bottom) Waveforms of TMp10
Mode 10-Diode Power Combiner.
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FIGURE 19. Frequency Profile of Output RF Pulse of
Free-Running 10-Diode Combiner
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12.3 GHz
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FIGURE 20. Output Power Spectrum of TMg1g Mode
10-Diode Power Combiner Under Injection-Lock.
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FIGURE 21. Frequency Profile of Output RF Pulse of Injection-Locked
10-Diode Combiner at 20 db Locking Gain
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= 100 WATTS PEAK
12.3 GHz
HORIZONTAL: 20 NANOSEC/DIV

o
|

FIGURE 22. Detected RF Pulse Delay With Respect to
Bias Current in Free-Running TMg1g Mode 10-Diode
Power Combiner.
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Po = 100 WATTS PEAK

¥ 12.3 GHz

LOCKING GAIN = 20 dB
HORIZONTAL: 20 NANOSEC/DIV

—
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FIGURE 23. Detected RF Pulse Delay With Respect
to Bias Current Pulse in Injection-Locked TMg1g Mode
10-Diode Power Combiner.
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P, = 100 WATTS PEAK °

—+
[]

12.3 GHz
LOCKING GAIN = 20 dB
"SCAN = 2 MHz/DIV
BANDWIDTH = 30 kHz

FIGURE 24. Frequency Spectrum of Output RF Pulse
of TMgjo Mode 10-Diode Combiner Under Injection-Lock.
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P, = 100 WATTS PEAK

fo £ 12.3 GHZ

LOCKING GAIN = 54.2 db
SCAN = 2 MHZ/DIV
BANDWIDTH = 30 KHZ
LOG DISPLAY 10 db/DIV

FIGURE  25. Frequency Spectrum of Output RF Pulse of
TMp10 Mode Combiner Under Injection Lock.
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FIGURE 26. Output Power Spectrum of FREE—RUNNING
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Strapdown Seeker Guidance for
Air-to-Surface (A/S) Tactical Weapons

Abstract

Most contemporary tactical guided weapons utilize
proportional navigation (PN) as the terminal guidance law
and an inertially stabilized gimballed seeker to provide
guidance information. Recent advancements in seeker
technology, however, include seekers which have much
larger fields-of-view and tracking characteristics which
do not require that the seeker centerline point in the
general vicinity of the target. Thus, such seekers could
be rigidly fixed to the weapon and still keep a traget
within their field-of-view. These strapdown seekers could
eliminate the tracking rate limits and structural limita-
tions of the gimballed inertial systems while reducing the
mechanical complexity of implementation and calibration.
However, a direct measurement of inertial line-of-sight
rate is not available with a strapdown seeker, so alternate
guidance and filtering techniques must be developed. The
specific objective of this study is to determine the best
combination of guidance law structure, signal processing
techniques, ‘and achievable seeker and sensor accuracy
requirements for the effective use of strapdown seekers
with A/S tactical guided weapons.

This study considers state-of-the-art seeker and sensor
capabilities, associated noise characteristics, and other
relevant error sources. Modern statistical analyses tech-
niques are utilized, and a 6-DOF computer simulation is -
employed to validate the results.

Various filtering techniques and guidance laws are
examined, including direct PN, pursuit guidance, dynamic
lead guidance, a combination of PN and pursuit, and a new
technique, adaptive PN. This new scheme uses a dither
signal to measure and correct for seeker gain errors, and
overcomes stability problems associated with most of the
other approaches. Its performance is shown to be compar -
able to PN with a gimballed seeker,.
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Introduction

Most contemporary tactical guided weapons utilize
proportional navigation as the terminal guidance law
in conjunction with an inertially stabilized gimballed
seeker to provide guidance information. The proportional
navigation guidance law is most often used because it can
easily be implemented and provides near optimal guidance
for constant velocity targets. Inertially stabilized
gimballed seekers which track the target have been used
in the past because of field of view (Fov) limitations,
physical implementation requirements to maintain seeker
lock-on, and the practical consideration that this method
provides the most direct means of obtaining inertial line-
of-sight rates. However, recent advances in seeker tech-
nology have resulted in seeker designs with much larger
fields of view and seeker tracking characteristics which
do not require that the seeker centerline point in the
general vicinity of the target. Examples of such seekers
include optical and radar correlators, holographic lens
used with laser detectors, and phased-array antennas.

The potential advantages of such seekers are numer -
ous and result basically from the fact that the seeker
can now be rigidly attached to the weapon body. These
body-fixed seekers (also referred to as strapdown seekers)
have the potential of eliminating the tracking rate limits
and structural limitations of inertial gimballed seekers
while simultaneously reducing the mechanical complexity
of implementation and calibration. The elimination of
mechanical moving parts would in turn eliminate frictional
cross-coupling between pitch and yaw tracking channels,
accuracy -degradation due to missile acceleration, and
would create the potential for an increase in reliability
of electronic components over mechanical ones. Finally,
there are potentially significant cost savings associated
with eliminating the gimbals.

Despite all these advantages, there are potential
difficulties associated with integrating strapdown seekers
into the overall guidance system. Most of these stem
from the simple fact that a direct measurcment of the
inertial line-of-sight (LOS) rate is no longer available.
This means that somc indirect method of deriving this
quantity must be established and shown to be feasible,
or some other (possibly less optimal) guidance law must
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be used. An indirect method of deriving inertial LOS rate
is mathematically straight-forward, but full of engineering
uncertainties. Most strapdown seekers only provide a
direct measurement of LOS error angle relative to body
coordinates. Conceptually, a simple differentiation of
this signal would provide a measurement of LOS rate in
body coordinates. However, such differentiation can
greatly exaggerate any noise associated with the original
quantity. Also, this LOS rate must then be transformed
into inertial coordinates, requiring that accurate pitch,
yaw, and roll rates of the weapon be available. Obtaining
these measurements from rate gyros can again prove risky
due to frequency-dependent phase lags resulting from the
gyro inertial properties and the noise and drift phenomena
inherent in all gyros. Since transformation of LOS rate
from body to inertial coordinates is nothing more than a
mathematically sophisticated '"'subtraction' of the weapon
body rates from the differentiated signal, any significant
noise or phase lags can severely degrade acturate guid-
ance information - especially for relatively small
inertial LOS rates.

The problems associated with the derivation of guid-
ance laws and filtering techniques for implementation of
strapdown seekers with tactical guided weapons have been
studied in some detail in recent years. However, these
studies have been limited in either of two ways. In
many cases, the studies were purely mathematical in
nature, without considering actual sensor capabilities
or associated noise characteristics. Non-linearities
and other critical error sources were not examined in
sufficient detail to provide realistic performance data.
In those few cases where hardware constraints were
integrated into the mathematical study, guidance
algorithms were derived for analog implementation.
Recent advances in microprocessor technology have
resulted in low-cost machines with adequate speed and
storage capability to perform the strapdown secker
computational tasks. The Air Force recently completed
a study which attempted to overcome these two short-
comings while determining the best combination of
guidance law structure, signal processing techniques,
and achievable seeker and sensor accuracy requirements
necessary for the effective use of strapdown seekers
with air-to-surface tactical guided weapon. (For the
purpose of this paper, the word "sensor" refers to any
device, other than seekers, whose purpose is to measure one
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or more of the dynamic states of the weapon). The ultimate
goal of this effort was to develop techniques which would
result in the most cost effective integration of current
and future strapdown seekers with state-of-the-art hard-
ware, and to quantify the advantages and disadvantages

of such systems.  The following sections describe the

work accomplished in this effort, and the results obtained
from the study.

Math Models of Air-to-Surface Weapons

Three air-to-surface weapons were initially consid-
ered in this study to provide a wide spectrum of band-
widths, control configurations (wing and tail control),
guidance modes (skid-to-turn(STT) and bank-to-turn (BTT)),
and velocity characteristics (glide and powered). The
weapons modelled included a tail-controlled glide bomb,
a powered, wing-controlled missile, and a conceptual
BTT vehicle. The models used in this study were generic
in nature, and were simplified and modified to a suffi-
cient degree to insure that the results were typical of
the respective type weapons, but not significantly
representative of any particular operational or develop-
mental weapons. Co-planar 3-degree-of-freedom (DOF)
transfer functions were derived for each airframe at two
flight conditions; the flight conditions represented
maximum and minimum dynamic pressure. Only one flight
condition was considered for the BTT vehicle, as the
bandwidth of the flight controil system is relatively
constant. These 3-DOF models included linearized
aerodynamics, geometry, etc. and were used for stab-
ility analysis simulation; 6-DOF models containing
nonlinearities were designed for digital simulation. A
3-DOF adjoint simulation of each seecker/airframe com-
bination was used to assess miss distance sensitivity
to random error sources. The rms miss distance due to
a number of random error sources could then be deter-
mined by a single computer run; these results have becen
verified by numerous 6-DOF Monte-Carlo runs.

A block diagram of the flight control system for the
tail-controlled glide weapon is shown in Figure 1. The
sensor components include a roll attitude gyro and both
a rate gyro and acceélerometer for each steering channel.
Tail control is accomplished via four actuators which
produce fin motion. Maneuverability and angle-of-attack
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are limited by the *9 g acceleration command limit located
in each channel. The unpowered vehicle's low speed
contributes to its relatively low bandpass compared to

the other weapons.

A simplified block diagram of the pitch channel of
the autopilot for the powered, wing-controlled weapon is
shown in Figure 2. The autopilot employs accelerometers,
rate gyros for damping augmentation, and an hydraulic
actuation system. The commanded accelerations are
limited to +15 g's. The autopilot was designed for stable
operation from Mach 0.9 to Mach 3.2 and from sea level
to 20,000 feet altitude. A comparison between the
linearized transfer function yaw response for a typical
flight condition and the 6-DOF simulation yaw response
is given in Figure 3. The response in yaw rate and side-
slip angle due to a small step (8, = 0.1 deg) of yaw wing
position shows good agreement between linear analysis and
simulation.

The BTT vehicle differs from the other weapons in
two important respects: In the first place, the vehicle
guides using proportional navigation in only one channel
(i.e., pitch). The roll guidance channel rotates the
body such that the total LOS rate is in the pitch plane
only. Secondly, the high speeds and large wing area in
the pitch plane allow the vehicle to pull high g's at
relatively low angles-of-attack. Preliminary analysis
of the BTT control mode demonstrated that problems
outside the scope of this study were present due to the
fact that steering signals exist in all three BTT
missile channels (roll, pitch, and yaw). Therefore,
the study of the BTT configuration was discontinued to
concentrate on the more common STT weapons.

Methods of Generating LOS Rates

A large portion of the work accomplished on this
program dealt with the evaluation of proportional
navigation (PN) as the guidance law for tactical air-to-
surface weapons utilizing strapdown seekers. The inert-
ial LOS rate required for PN guidance is not directly
measurable with strapdown seekers, so this information
must be generated by some other method. Two basic
methods of generating inertial LOS rate signals from
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body fixed sensors were found during a literature survey.
Since there are no widely accepted designations, the two
methods will be referred to as "beam steering'" and
"additive rate compensation" for the purpose of this study.
Both methods tend to be dependent upon seeker hardware,

and their general forms are shown in Figure 4 for a single
seeker channel.

The "beam steering" method can only be used with cer-
tain seekers such as optical area correlators and radar
with phased array antenna; the "additive rate compensation"
technique can be used only with seekers which have the
required instantaneous FOV. The geometry of the former
method is shown in Figure 5. A narrow instantaneous FOV
is displaced (0peam) from the missile centerline to track
the target. The steering loop centers the beam on the
target by nulling the error angle, €heam» Which is defined
as the angle between the LOS and the B&um centerline. The
rate gyro information in effect removes the body motion
signals from the seeker output by supplying this inform-
ation to the phase shifters which steer the bean.

The "additive rate compensation" technique can be
considered a special case of beam steering in which Opean
is fixed. This technique combines the derivative of the
seeker output with an inertial rate sensor to derive
inertial LOS rate. The concept requires a wide instant-
aneous fixed FOV for acquisition and tracking, and this
wide FOV increases the thermal or background noise. The
required wide FOV can be minimized to some degree, however,
by canting the beam down in pitch as opposed to the normal
ZeT0 Opeap Configuration. A combination of the two
methods 1s also possible; namely, moving the beam with
the seeker output only and adding the gyro to ‘the secker
output. This case would be considered if phase shifter
linearity and dynamics prevent use of the full bean
steering configuration.

Seeker Models and Error Sources

Once the LOS rates are accessible, mathematical
models of available strapdown seekers must be developed.
These models must represent state-of-the-art or near term
hardware, or have development potential for actual strap-
down application. The major requirement for this appli-
cation is a highly linear characteristic (output voltage
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as a function of centerline LOS displacement) over a
relatively wide FOV. Air-to-surface weapons with reason-
able launch offsets and maneuvering capability require

a FOV of approximately +15 degrees. The seekers considered
for this study include semi-active laser, imaging infrared,
active radar with phased-array antenna, and passive radar.
In the area of inertial sensors, both rate and attitude
gyros are considered. The model includes significant
seeker parameters, noise characteristics, other error
sources, and operational limitations, and can be used to
simulate any particular seeker by proper selection of these
items. This generic approach enables the sensitivities

and requirements determined to be applied to seekers
developed in the future.

The modelling of the seeker and sensor hardware allows
one to evaluate the effect of these components on the
derived LOS rate. Seekers and inertial sensors do cause
errors in the computed LOS rate, and these errors in turn
can produce system instability, effective navigation gain
errors, and degradation of accuracy. The method of gener-
ating the inertial LOS rate also effects, to some degree,
the sensitivity to each error source. The component
errors to be considered fall in three broad classes:
linearity or gain errors (radome, receivor/detector,
phase shifter, gyro, and seeker/gyro dynamics), time-
varying random errors (thermal noise, glint or apparent
target motion, gyro noise), and offsets (seeker boresight
errors, gyro offsets or drift). Other errors, such as
cross-coupling, sampling rate, break-lock or blind range,
winds, target motion, body-bending, vibrations, and launch
offsets, can be shown to be of secondary importance. These
component errors cause corresponding errors in the derived
inertial LOS rate. Gain errors cause components of the
missile body rate to appear in the derived LOS rate,
.which can cause stability problems and errors in the
effective navigation gain. Random errors in the seeker
and rate gyro cause random errors in the LOS rate with
a corresponding loss of accuracy. Finally, offsets can
cause anomalies in the derived LOS rate depending on
their location with respect to the derivative network.
Offsets in the LOS rate also result in degradation of
miss distance and some increase in required maneuver-
ability. :
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For example, consider the effect of seeker and gyro
scale factor errors for the case of "additive rate compen-
sation'" with an attitude gyro as depicted in Figure 6.

For long times-to-go, the homing loop is essentially
open and the LOS angle, ng» equals

nq = (Kg - KS) 0. -

Therefore, both gyro and seeker scale factors have similar
effects on body attitude feedback. These scale factors
are represented as gains in the block diagrams contained
in this paper; however, these gains are not constant and
exhibit highly nonlinear characteristics. The values of
the net negative feedback gain (K. - Kg) which cause the
system to go unstable can be determined using linear
analysis techniques. These critical values of net feed-
back gain are fuhctions of the flight control system
transfer function shown in Figure 6. With acceleration
control systems, the transfer function (e/ec) is replaced
by : S

(6/80) ———> (N, ./60) (N /N, ) (¥/N)) (6/9)

These four transfer functions correspond to the guidance
filter, acceleration control loop, geometry, and flight
path dynamics. In the particular case of the tail-con-
trolled glide bomb, the critical values are plotted
versus the derivative network bandwidth in Figure 7.

At high bandwidths, +4 percent and -3 percent variations
in net scale factor cause instability. As the band-
width is reduced, the tolerance to scale factor errors
increases, but a reduction in total system response time
results. The hashed line in Figure 7 represents the max-
imum scale factor variation allowable to achieve a system
damping factor of 0.2. For a derivative network band-
width of 5 rad/sec, +2.6% and -4.4% scale factor errors
reduce the damping to 0.2; a greater desired damping
would require an even smaller scale factor error toler-
‘ance. As stated eariier, a reduction in bandwidth reduces
the overall system bandwidth and the time-to-go at which
the homing loop goes unstable. It was found that a

rapid increase in the time of homing loop instability
occurs when w, is less than about 5.0 rad/sec. It was
further determined that the gencral case of the effect

of navigation gain variation due to scale factor errors
is independent of flight control system and vehicle
dynamics.
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Seeker noise can also be a problem at low signal-to-
noise ratios, partlcularly since the seeker output must
be differentiated. Reducing the derivative network band-
‘width minimizes these effects, but stability problems then
come into play as discussed previously. Seeker boresight
errors and attitude gyro offsets have no effect on the ‘
LOS rate since the d.c. gain of the derivative network is
zero. However, drifts in the gyro will appear in the
output of the derivative network as a LOS rate. In most
cases these effects will be insignificant, however, since
very ssmall drlft Tates are obtainable w1th state- of the-
art gyros _

Slmulatlon Résults

Once the candidate airframes, seekers, and sensors
were modelled, and the effects of error sources in inert-
ial LOS rates examined, the various combinations of
seekers and airframes were simulated. The linear 3-DOF
adjoint simulation was used to evaluate the linearized
effects of these combinations upon miss distance. Table 1
is a summary of the flight conditions for the candidate
systems subjected to random noise inputs, and Table 2
presents the vehicle transfer functions used in the
adjoint simulation. These transfer functions are approxi-
mations to the math model presented earlier. These
approximations allow for simplification of the computer
model while retaining the salient features of the math
model. The root-sum square (RSS) values of miss distance
for composite random noise inputs are given in Table 3.
These RSS wvalues are due solely to the random noise sources
and do not include the effect of the scale factor errors
mentioned previously. Notice that as the effective band-
width 0f the system was increased, the vehicle was more
responsive and generally was better able to handle
random noise inputs. The glide weapon represents the
lowest bandwidth system, while the BTT vehicle represents
the highest. The results indicate that miss distance
is more strongly related to vehicle bandwidth than to
seeker type. The passive radar shows a smaller miss
distance because the glint contribution is not
present for this type seeker. Additional adjoint
simulation runs were made examining the miss distance
contributions from various noise sources separately as a
function of vehicle and seeker types. Glint noise or
laser spot jitter represents the most severe noise prob-
lem of those examined. It is difficult to reduce the
effect of this error since the spot position is the only
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measurement of target position available for guidance. ‘Also,
the frequency of the jitter is similar to that of the guid-
ance information. Therefore, filtering on the basis of.
frequency offers little promise. : '

The 6-DOF nonlinear simulation was used, as previously
mentioned, to verify the results of the linear analysis and
adjoint simulation. The 6-DOF simulation was also the only
available method by which the effects of scale factor errors
and noise sources acting simultaneously could be obtained
and analyzed.

Alternate Guidance Laws

The study of alternate guidance laws was made necessary
by the results of the PN evaluation which indicated that a
direct implementation of PN using strapdown seekers was
unacceptable. A number of guidance laws suitable for use
with strapdown seekers were investigated, including Dyn-
amic Lead Guidance, Pursuit Navigation, a combination of
Pursuit and Proportional Navigation, and a new technique
termed Adaptive Proportional Navigation. Comparisons of
these guidance laws are based on accuracy relative to PN v
with a gimballed seeker, sensitivity to seeker scale factor
variations, field of view requirements, noise sensitivity,
and mechanization requirements. L

Dynamic Lead Guidance (DLG) can be considered a com-
promise between PN and pursuit in a number of aspects.
The terminal accuracy and sensitivity to noise fall between
the extremes represented by the two laws mentioned. Also,
the effective navigation gain of DLG approaches that of
pursuit at low homing loop frequencies, and: is similar to
that of PN at higher frequencies. ' This guidance scheme
proved to be a variation of the adaptive rate compensation
implementation of PN, with the navigation gain replaced by
a lead network. A block diagram of this concept is shown
in Figure 8. Results of the DLG evaluation indicated that
this concept actually has a lower accuracy and lower
tolerance to scale factor errors than PN with a strapdown
seeker. ' o '

A block diagram depicting a Pursuit Navigation mech-
anization is shown in Figure 9. 1In its most basic form,
pursuit guidance commands the weapon body attitude, rate,
or acceleration in such a manner as to maintain-a constant
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strapdown seeker error angle; therefore, the missile is
always pointed towdrd 'the 'target, ‘thus reducing ‘the FOV
reguirements. In this @pproach, ‘the navigation gain is
independent of seeker scale factor and gain errors. These
werrors affect ‘the bandwidth ©f the attitude loop which ‘can
be»&esugned with adequate frequency response ‘and gain
margin. Tn wddition to low secker gain error sensitivity
°anﬂ‘m1n1mum FOV. requirements, pursuit ‘exhibits a ‘consider-
dble noise dmmunity as wcompared o PN or DLG. The major
disalvantage of this type of guidance law is its wery poor
accuracy; the sys'tem is wery susceptible ‘to error sources
such as ‘boresight., wind, target mot16n,<etc _ ,

The.combinataen ®f proportional navlgatlon with reduced
navigation gain and @ parallel channel of body pointing
pursuit proVades<atﬁegreetof*compromlse between the ‘two
guidance laws. The wconcept ‘exhibits .a greater ‘tolerance
to seeker iscale factor errors than PN and a greater
tolerance to boresight «errors ‘than pursuit. A block dia-
igram of the general form ©of the combination is shown in
‘Figure 10. The most significant shortcomlng of this ‘tech-
mique is the relatively poor performance in ‘the presence
‘of wind, target motion, and gravity -compensation @errors.
The dnly situations For which this combination law 'per-
Forms better than PN is for large initial offsets ‘and for
large stale factor errors. The ability of ‘the pursuit body
attitulle loop to zero ‘the initial offset results in uni-
fermly geod performance for @1l offsets. :

A new approach to the guidance law problem was also
wevaluated - ‘Adaptive Proportional Navigation. - This icontept
empl ‘a dither generator ‘to cause 51nu501da1 motion of
‘the @irframe and gain track metworks for comparing the
amplitude of the dither in the 'seeker and gyro outputs.

The ;jpain of ‘the sseeker channel is ‘then ‘modified ‘to :«equalize
the gains of the two paths. The ‘potential ins'tability due
to met positive or megative Feedback is ‘thus eliminated.
Det i1ls ‘of the mechanization appear in ‘the block dlagram
of Figure 11. The 4dither jgenerator has automatic gain
control (AGC) o maintain a constant dither amplltude in
‘body motion as ebserved in ‘the gyro output. This is
mecessary since the closed Toop :gain of the attitude loop
at the dither Ffrequency waries with flight condition.
;Holdlng the {@ither level :constant is required because ‘the
gain ©f the adaptlve 1oops is proportlonal to the dither
amplltude and therefore affects ‘the stability and speed of
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response ol these loops. The performance of Adaptive PN
was found to be uniformly superior to the other guidance
Taws examined except for sensitivity to launch offsets; in
this case, pursuit navigation is slightly better. A strap-
down seeker mechanization utilizing Adaptive PN appears,
in fact, to have performance comparable to that of PN |
with a gimballed seeker. Data from nominal trajectories
for Adaptive PN (strapdown seeker) and PN with a gimballed
seeker are given in Table 4. This comparison is for the
wing-controlled, powered vehicle with an initial 2 degree
yaw offset. This table depicts the similar performance of
these two guidance systems. : - ’

Conclusions

Unlike the studies conducted in the past on the feasi-
bility of implementing strapdown seekers on tactical weapons,
this effort contained realistic models of seeker and sensor
non-linearities and error sources, and concentrated on a
digital mechanization of the guidance laws. . The results
of this study indicate that proportional navigation with
reasonable navigation gain is sufficiently sensitive to
seeker and scale factor errors to make implementation
extremely difficult. Scale factor errors on the order
of 1 to 2 percent reduce system damping to unacceptable
levels, and errors on the order of 3 to 5 percent cause’
complete instability. This sensitivity is not signifi-
cantly affected by vehicle configuration (wing or tail
control) or guidance mode (STT or BTT). This ‘sensitivity
to scale factor errors can be reduced by resorting to
other navigation laws with lower navigation gians, such
as pursuit, but the loss in accuracy is generally unaccept-
able. ’ - . :

The Adaptive PN concept using a sinusoidal dither
signal to measure and correct for seeker gain errors over-
comes the above stability problems. 1Its performance has
been shown to be comparable to PN with a gimballed seeker
for a variety of seeker and system errors. = Static scale
factors of up to +60 percent can be tolerated without
degradation of performance and error slopes of up to 0.2
degree/degree are allowable using this guidance law. The
dither signal does cause moderate increases in the actuator
requirements, but the loss in maximum range due to increased
drag appears to be neglibible. The technique has application
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to constant FOV and beam steered seekers and wing or tail
- control vehicles. ' '

For some applications where ligh accuracy is not
requirned, the combination of pursuit and proportional -
pavigation effers low sensitivity to seeker errors plus a
less complex mechanization than Adaptive PN. . Loss of
terminal accuracy due to both boresight errors and scale
factor errors can: be reduced to reasonable levels.

' Table & presents a comparison between Adaptive BN, -
the Pursuit/PN combination, PN, Pursuit, and Dynamic Lead:
Guidance. The varieus guidance laws are ranked according
to: their suitability for strapdown applications with
regard to accuracy, sensitivity to. seeker boresight and
scale factor errors, coemplexity, cost, and reliability.
Adaptive PN i's showm to be most suitable with the only
disadwantages. heing complexity and incredsed actuator rate
and’ energy requirements. ‘ - -
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- TABLE 1. Summary of Flight Conditions For Candidate

Systems Subjected to Random Inputs

T
, or |
VEHICLE! FLIGHT |[MACH | HETGHT T('DEG) FLIGHT]
(*)  |connTTTON (FEET) | (sEc)
e # 0.6 | 5000 | 10.0 |17
#2 0.9 |SEA LEVEL | 2.5 |10
4o # 0.9 | 20,000 10.0 {11
#2 1.3 |SEA LEVEL 2,0 | 7
C#3 # 2.0 | 20,000 0144 | 5

TABLE 2. Vehicle Transfer Functions Used In

Ad joint Simulation : '

(PITCH PLANE)

VEHICLE TRANSFER FUNCTIONSF [NZ ]
N
Loze

— FLIGHT CONDITIONS
GRS #1 |  #
“ .3z (200) | A (200)
o [ 437 A5) Wl .
, 2 18)[8'.‘325J (3 52 [‘Bgzc;. ]
62 (200) -85 200)
#2 (36.6). T .66
(2.78)(35.96) (71 .1%) [§;§§—J
o9 (200) |
#3 (56.96) [ '.52J NONE
. 16,52 .

NOTATTON: (&) = (s/a + 1)

; S
Bl @2 +28 41

* NOTE:

Vehicle #1 - Tail-Controlled Glide Bomb
Vehicle #2 - Wing-Controlled, Powered Missile
Vehicle #3 - Bank-to-Turn, Powered Weapon
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Table 3. Summary of RSS Miss Distance for Composite

Random Noise Inputs - From Adjoint Simulation

ADJOTINT STMULATION
RSS MISS DISTANCE (FEET)

VEHICLE {¥) | # 1 2 s 1

STRAFDOWN | FLIGHT CONDITIONS =

SERKERS 4#1 [ # 1#1 1#2 #1

SEMISCTIVE i oc | 006 | .01 | 0.8 507 |

ACTIVE I WP T N IS B |
MDAR 16:05 11.25 7*087 ‘ 13-06’ 7@’4’0 :

| PASSTVE
| maoar 1 9.83 a 561 3.13 3911- 1.93
* NOTE: Vehicle #1 — Tail-Controlled Glide Bomb
L ~ Vehicle #2 - Wing-Controlled, Powered Missile
j‘Nehicle_#Bx—:Bank—to~Turn,,waered‘ﬂeapon

Taﬁle=#; Compaxlson Between Adaptive PN and PN with Glmballed

;Seeker {Yaw Trajectory Vs, Tlme)

Time {Sec)|

|Systen jo 1 2 13 [ &% |5

;rMiss ;
fiDistance
- I (feet)

Adaptive TN A || 0. [39.00 [7B.46 [77:70 |B5.27 | 3406
adaptive PN #2 || 0. {39.00 [78.98 |78.00 [ 45,24 | 3.29 |
Cimballed 2§~ || O. ';':39-':00 178.62 |77.49 {15107 3.30 |
{(di‘bher) i | ] ? 5 3.3

- 0417
0.25
0 ‘;1"6

Adaptive N # (scale factor error -
Adaptlve PN #2 {scale factor error

nof
ce
e E%
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- termal stores,,

- Optimizing the Performance of Atr‘teri'n'as -
- Mounted: on CompTex Air trames

The RF- semsors am hoard such vehicles as: aircraft, mis~
siles, projectiles, amd bombs frequently use antenna whose ra--
diatiom patterns are strangly influenced by: antenna locatiom
on. the: vehicle, shape of the vehicle,. antenna distance to: ex-
comtraol. surfaces,, -openings, etc. - Until re-
cently, optimizing em-vehicle antenna: performance and deter-
miming its radiation: pattern was: largely an empirical process.
Thi's: process was: slow, costly, and frequently did not result
im optimized antenna performance.. A o |

The objective of this paper is to discuss the research:
efforts, which: have been conducted at the Naval Weapons:
Center, im developing mathematical design analogs for pre-
dicting radiation: patterns of airborne antenmas in an accu-
rate, efficient, and ecanomical manner. The theoretical
approaches’ employed are the Geometrical Theory of Diffractiom
(GTD): for objects: large im terms of wavelength and the Hybrid
Technique: (GTD-MM Method), which: combines: the GID and the
Moment Method. for objects: a few wawvelengths in size. With the.
aid of these analogs an. optimum design of antenna systems far
airborne vehicles cam be achieved for specific applications.
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Introduction

The RF .sensors on board such vehicles as aircraft, mis-
siles, projectiles, and bombs frequently use antennas whose
radiation patterns are¢ strongly influenced by: antenna 1lo-
cation on the vehicle, shape of the vehicle, antenna distance
to external stores, control surfaces, openings, etc. An
antenna which works well in one location on a particular air-
frame may perform very poorly in another location depending
upon the particular RF interactions between the antenna and
some airframe feature. A frequent procedure followed in air-
craft RF sensor development is to locate the antenna at some
place on the airframe which has been selected more for aero-
dynamic reasons. than for providing optimum antenna perfor-
mance. Following this,the antenna engineer designs an antenna
for free space prformance, builds a scale model and tests it
on a scale model of the aircraft. When, as  frequently
happens, the antenna performance is degraded the designer then
has the option of modifying the antenna design, changing the
antenna location, if allowed, or both. .In any case with this
empirical procedure one has no good way of varying design
parameters during the development iterations. This empirical
airborne antenna design approach requires a great deal of en-
ginecering time and.money and frequently does not result in
optimized antenna performance. The need for an efficient and
economical means of predicting the pattern performance of an
antenna system in the presence of an airframe is, therefore,
quite necessary. ' ‘

Present practical modeling techniques provide for math-
ematically modeling the RF characteristics of objects by three
approaches, the moment method, asymptotic solutions, and a hy-
brid method. Asymptotic solutions, such as the Geometrical
Theory of Diffraction, are limited to bodies whose dimensions
arc large with respect to a wavelength. On the other hand, the
moment method works well for small bodies whose dimensions are
approximately a wavelength in size. Recently, a new hybrid

echnique (GTD-MM METHOD) which combines the Geometrical
Theory of Diffraction and the moment method has been developed
to analyze structures approximately 2 ~ 3 wavelengths in ex-
teat. In some cases, this technique ‘can even be extended to
larger objects of about 10 wavelengths or more. Furthermore,
this technique can handle a wide variety of new problems which
could not have been solved previously.
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- The main objective of this paper is to discuss the re-
search efforts whith have been tonducted at the Naval Weapons
Lenter wnd which are ected toward developing mathematical
design analosgs for predicting radiation patterns of airborne
- Antennas in @n accurate, efficient, and economical manner.
Three versatile antemna design analogs are to be discussed in
this paper. These are fuslage-mounted, wing-mounted, and
hybrid technique antemna design analogs. | ‘

g wuses the con-

<les only a few

- The hybrid technique antenna design ana
tept of GTD-MM method and is designed fo :
wavelength in extent. However, this analo.
‘tended to treat some semi-infimite st
frequency becomes imcreasingly -
wing-mounted antemna design analogs
¢les with dimensions latge in terms of waveld :
logs wse the principle of the Geomettrical Theory wof Dif-
fraction as the theotetical basis to provide the simplicity
and versatility of the ray eptics approach. The wing-mounted
antenna analog is intended for cases when the antenna system
is mounted on a flat surface such as the wing or stabilizer
surfaces. The fuselage-mounted antenna analog is intended for
the situation where the antenna system is mounted on a Turved
surface such as the fuselage. I o

erating
ted and

&

o

s

=

&

o4
F

These thiee mathematical analogs have all been tested and
verified by compatrison with many experimefital measurements.
The good agreement between the calculated and measured results:
‘has demonstrated the wvalidity, efficiency, and i pplicability
of the analogs in predicting the radiation patterns of antenna
$ystems on complex airframes. , - ‘

' The Antenna 'Demgn Analogs

Al ZFuse’iaglewtmo:unftfetél‘ Antenna Design .An:é%lbg

. To meet the future threat and challenge of our natisnal.
defense, the Navy is constantly exploting new weapon Toncepts
and systems. One of the mew weapons which is currently in
development is an air breathing missile. The external con-
figuration of a typical air breathing missile may include
large air ducts adjacent to the fuze target detecting device
{TDD). Preliminary tests indicate that the ducts will break
up the antenna ftadiation pattern causing pattern nulls -and
high sidelobe levels. The same tests have indicated that this
- is true when the antenna is placed on top of the ducts as well




as between them. An optimum solution to this problem should
involve selecting the best antenna location and utilizing a
different, more optimum antenna systém concept than currently
in use. The fuselage-mounted antenna design analog is the
most appropriate, useful tool available for optimizing antenna
performance under these circumstances. o

The fuselage-mounted antenna design analog was originally
developed by Dr. Yu and his colleagues [1] at the Electro-
Science Laboratory of the Ohio State University. This com-
puter program, which used the Geometrical Theory of Dif-
fraction as its theoretical basis, was orginally intended for
use with antennas on aircraft structures with large wings. As
described in Reference [1], this mathematical analog has been
evaluated through extensive tests and verification and has
-proved to  be very versatile and economical for predicting
antenna performance when mounted on the fuselage of airborne
vehicles, Consequently, it was used with modifications for
the air breathing missile configuration to predict and analyze
the pattern performance of the fuze antenna system on these
missiles. With this analog the origin of the reflected and
diffracted energy can be identified and determined. Hence,
optimizing the fuze antenna performance is possible for almost
any air breathing missile configuration.

, To illustrate the capability of the mathematical analog,
the radiation pattern of a quarter wavelength 1long monopole
mounted on the fuselage of an air breathing missile and be-
tween two air ducts was calculated using a modern digital com-
puter. The computer - simulatjon model used in the numerical
~calculation was composed of a composite elliptic cylinder and
a circular cylinder to simulate the missile profile and its
Cross section respectfully as described in Dr. Yu's work [1].
The air ducts of the missile were simulated by flat plates.
Figure 1 illustrates the profile and cross-section view of a
scale-modeled air breathing missile and its computer -model.
The calculated roll-plane radiation pattern for: a centrally
located monopole is presented in Figure 2.  An experimental
scale-model measurement (at a frequency of 5 GHz) was per-
formed to verify the numerical results. The agreement with
the calculated pattern is very favorable. The slight discre-
pancies displayed in the patterns in the -20° to 20° and 160°
to 200° regions were due to the higher order terms such as
reflected - diffracted fields which were not included in the
calculation.  Correction of these discrepancies is currently
in progress. o . ) ‘
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It is notable that the presence of the air ducts on an air
breathing missile has a strong influence on the resultant
antenna patterns. It not only deteriorates the original ra-
diation pattern of the anteénna element but also creates some
undesired sidelobes and nulls. The deleterious effects of the
structural elements on the antenna pattern performance may
lead to complete failure of some antenna systems on board air-
"borne vehicles. Consequently, the mathematical analog pre-
sented here should be very useful in helping the antenna de-
signers in selecting the antenna type and determining the
antenna location on the airborne wehicle in achieving the
optimum design of antenna systems. In addition, because the
computation time for obtaining a radiation pattern takes typ-
ically 30 seconds or less on modern high speed digital com-
puters such as the IBM 370, the analogs should provide a great
aid in evaluating and designing the antenna system effeciently
and economically in contrast to the lengthy scale-model meas-
urement approach. ' ’ - -

B. Wing-Mounted Antenna Design Analog

The wing-mounted antenna design analog [2], was developed
by the Ohio State University for the Naval Weapons Center
under a research contract. The object of this study was to
develope a mathematical analog which can be used to optimize
the design of antennas when mounted on the wing surfaces of
modern high-speed aircraft. The mathematical analog is de-
signed to be general and versatile so that it can be applied to
all types of aircraft or missiles with only minor modifi-
cation.The theoretical basis used in this development is also
the Geometrical Theory of Diffraction. .

To date the wing mounted antenna analog has not been used
for an armament type application and therefore an airplane
avionics type application will be discussed to demonstrate the
analog performance. The application was a UHF antenna mounted
on the wing of a F-4 jet aircraft. The specifications require
full hemispheric coverage in the aft region of the aircraft.
In order to meet the broad coverage requirement, a slot
element which is vertically polarized with respect to the wing
is used.  The F-4 aircraft was simulated by a computer model
which consisted of a finite elliptic cylinder with bent and
flat plates attached. The finite elliptic ¢ylinder represents
- the aircraft fuselage and the bent plates and flat plates re-
present the wings .and stabilizers.  The geometry of the F-4
aircraft and its computer model are shown in Figure 3. The

1619




theoretical prediction of the radiation pattern for the main
beam elevation plane for a slot antenna on the wing of a F-4
aircraft scale model is presented in ‘Figure 4. An experi-
mental measurement result is also shown in Fig. 4 for com-
parison purposes. The overall agreement with the calculated
prediction is very favorable. However, some discrepancies do
exist between the measured and calculated results. The
problem is that the measurements were taken in the near field
of the aircraft. As a result, one can not directly compare the
measured near-field and calculated far-field patterns.
Furthermore, there is also the possibility of slight inaccu-
racies in the measured results due to variations in the palce-
ment of the antenna, - ground  reflection, etc.The comparison
- does show, however, the capability and applicability of pre-
dicting the radiation patterns for antennas mounted on .the
wing surfaces of a modern complicated aircraft.

As a result of this study, one concludes that an antenna
mounted on a wing surface can interact strongly with the fuse-
lage and wings causing large amounts of variation in the
pattern. This suggests that proper antenna element design and
placement of the antenna on the wings to minimize the inter-
ference problems are important considerations that must be
taken into - account when designing wing-mounted antenna
systems. Thus, this study has shown that the mathematical
analog can be very useful to the antenna engineers and system
designers in anticipating the structural interference problems
and optimizing the antenna performances.

C. Hybrid Technique Antenna Design Analog

Due to the critical need for mathematically -modeling
electrically small and medium-size missiles and aircraft this
antenna design analog study was initiated at the Naval Weapons
Center. This analog employs the recently developed hybrid
technique called GTD-MM method as the theoretical basis. Al-
though the basic idea of the GTD-MM method was originated by
its authors [3] at the ElectroScience Laboratory of the Ohio
State University, the technique was extended at NWC to treat
more complicated shapes.. 1In addition, This technique was also
modified and extended to handle semi-infinite structures [4]
in a more accurate, efficient and economical manner.
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The Geometrical theory of Diffraction (GTD) which is
basically a high frequency solution. has been applied to solve
numerous practical electromagnetic  problems for which the
structure is larger than a few wavelength. The approach has
becn to approximate the actual problem by a simple model which
can be analyzed wsing GTD, The GTD solutions are, in general,
accurate and efficient for models which fall within their
framework. However, GTD solutions exist for relatively few
geometries. This 1limits the theoretical models that can be
utilized in practice. ' ' ’

The moment method (MM) is a matrix method for computing
the solutions, which is based on integral equation form-
ulations, to the electromagnetic field problems. By properly
enforcing the boundary conditions on the object, the surface
currents and the resulting scattered fields can be determined.
This method can be applied to arbitrarily shaped objects pro-
vided that the overall size is small in terms of a wavelength.
This is the basic limitation for the MM method, since for
large bodies the solutions require a tremendous computer core
storage and calculation time which are prohibitively expen-
sive.  Unfortunately, in actual practice it is very seldom
that .a UHF antenna is mounted on a vehicle as small as one
wavelength. Instead, the vehicle is frequently two or three
wavelengths in extent. This is too small for GTD and too large
for the moment method. In order to provide a solution to this
problem the recently-developed hybrid technique (the GTD-MM

method) can be applied.

The hybrid technique which utilizes the advantages of
both the GTD method and the MM techniques is intended to
bridge the gap between the GTD solutions and the MM solutions
in the frequency spectrum. In this approach one can cast the
surface current density into a general GTD form in regions
removed from the diffracting ~sections and  apply current
samples (MM) around the diffracting sections.- Thus, an
electrically large structure can be solved with very few yn-
knowns. ~ For example, the infinite wedge structure can be
solved with as few as six unknowns [3] . In this way, the
effort in solving the linear matrix on the computer can be
greatly reduced and hence reduce the computation .time to
obtain a solution considerably. Using this approach, the
solutions to problems which can not be handled by the present
GTD technique or the MM method alome can be- solved without
difficulty. ‘ o B ’
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To illustrate the applicability and capability of this
analog to practical problems, the radiation patterns of a
flush-mounted slot on various locations of some simple missile
models have been studied. The geometries of the missile
models are shown in Figure 5. ~Notice that these geometries
represent the simplest missile profiles with no fins or
stabilizers attached. Furthermore, these geometries in Figure
5 (a) and (b) can not be solved by GTD or MM alone. More
precisely, it cannot be solved using MM if the structure is
too large, and it cannot be solved using GTD without making
certain simplifying assumptions. - However, by using current
samples ‘around the end caps and known GTD current forms in the
central region, one can solve for the total surface current
density and the far zone field with as few as 28 unknowns for
any size structure of this type. Consequently, using this new
application-oriented approach, one is able to apply the Method
of Moments to very large structures with only a few unknowns,
which makes it a . very powerful tool for high frequency
application. - ' 1 : o

Figures 6 through 9 present the calculated radiation
patterns for the missile models. The experimental results are
also shown to verify the accuracy of the theoretical
prediction. The axial slot elements used in the measurement
were waveguide-fed slot radiators at frequency £ = 1.48GHz and
f = 2.95GHz.  As one can see, the calculated results ‘are in
very good agreement with the measured results. This
illustrates the capability of the GTD-MM solution in
predicting the radiated pattern of antennas on finite complex
structures which neither the GTD approach or the Moment Method
can handle alone.

In some instances, when the antennas are operating at
‘high microwave frequencies, the structures become so large
electrically that the GTD-MM method is not sufficiently
efficient. This is especially true when the antenna is
located close to one end and remote from the other end of a
complex structure such as missiles or bombs. For these cases,
semi-infinite geometries may be used . to simulate the
structure. But the GTD-MM method fails to. predict the fields
of infinite structures accurately. Furthermore, in the case
of infinite geometries, this approach requires extensive
numerical integration to evaluate the  coefficients and
excitation of the matrix equation as well as the far field
pattern. Consequently, a modified GTD-MM method, which is
more accurate and economical in computation is introduced [4].
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. Figure 10 illustrates a two-dimensional semi-infinite
structure on. which an axial slot is mounted. The diffractiom
by a junction: Line between a plane and circular cylinder
occurs - im many practical situgtions, but mno theoretical
solution: is: available for the diffracted field. Although the

original GID-MM tectimique can be used to amalyze it, the

it
result is Limited im accuracy and requires great computational
effort. The key to the modified GTD-MM technique’ is to sepa-
rate the total surfage current of the infinite structure into
two' components, mamely: the current for a perfectly conducting
half plame case amd the change in current due to the presemce
of the circular cylinder (or arbi trary cylinder). Since the
half plane problem has Been solved and is known rigorously,.
the solution: derived should be very accurate and efficient..

_ Before one cam apply this modified technique to treat
airborne antenna problems, the validity of this semi-infinite
structure representation of an actual finite object must be
established. Figure 11 presents the radiation patterns of a
slot antenna mounted on. a fimite structure and a semi-infinite
structure. As gne can see, the comparison is very favorable.
This indicates that the semi-infinite structure is indeed a
very good- representation. of finite structures whenever the
antenna is operating at very high: frequency such that the
structure is very large in terms of the wavelength. FurtHer-

more,. the modified GID-MM technique is more efficient, accu-

rate and economicdl when used to analyze the semi ~infinite
structure or very large complex structure in“comparisonttO“the
original GTD-MM method.. Typical antenna patterns of an axial

slot located 1X away from the tip of a simulated missile model

are presented in Figure 12. Again, the ‘structure Shﬁwn,iﬂ"
Figure 12 cannot be solved either by GTD method or MM method
alone. Thus, the hybrid technique can be used to solve a whole

host of rnew problems.

Conclusions:

The” research: effort conducted at NWC in the RF mathe-
matical modeling area has concentrated on optimizing the
pattern performance of antennas. mounited on ‘complex. airbormne
vehicles such. as aircraft, missiles, projectiles and bombs.
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This is due to the fact that the scale model measurement
approach of airborne antenna design requires a great deal of
engineering time and money. An efficient analytical model for
the prediction of the antenna system performance in the pre-
sence of complex vehicle structure is urgently needed. This
solution should be able to calculate the radiation patterns of
airborne antennas accurately and efficiently such that it can
be used to economically determine the antenna location and
optimum antenna design for a given application.

Three mathematical antenna design analogs have recently
been developed. These are fuselage-mounted, wing-mounted and
hybrid technique antenna design analogs. The first two ana-
logs, which employ the Geometrical Theory of Diffraction as
theoretical basis, are useful for vehicles whose dimensions
are large in terms of a wavelength. The last one, which used
the recently developed hybrid technique (GTD-MM Method) as
analytical approach *is best suitable for vehicles whose
dimensions are approximately 2 to 3 wavelengths. In some
cases, the technique can even be extended to large objects of
about 10 wavelengths or more. As described in the main text,
the GID-MM method is intended to bridge the gap between the
GTD solutions and the MM solutions in the frequency spectrum.
This method can also be applied to solve a wide variety of new

problems which could not be solved previously by the GTD
method.

- The capability and versatility of these analogs has been
demonstrated through extensive applications to various air-
craft and missiles.  The excellent agreement between the cal-
culated and measured antenna patterns has established the
validity and credibility of these mathematical analogs in pre-
dicting the antenna (both fuselage-mounted and .wing-mounted)
performance in the presence of complex airborne structures.
The effect of the air ducts of an air breathing missile was
particularly presented to illustrate the necessity of critical
and careful consideration in the selection of an antenna
location in complicated modern missiles and aircraft.

These analogs have also demonstrated that it is more
efficient, accurate and economical to predict and determine
the antenna performance through the computer simulation than
the normal practice of scale-model measurement. Thus, a
tremendous amount of man-power, engineering time and money can
be saved via the analytical approach. Consequently, these
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“mathematical analogs offer an excellent design tool for the
antenna  engineers. and system designers ‘in optimizing the
antenna  performance in meeting its. specifications. or
requirements.. '
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