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PREFACE 

This volume contains the proceedings of the 1999 University of Miami Con- 
ference on High Temperature Superconductivity. This conference followed two 
similar successful conferences on High Temperature Superconductivity in Jan- 
uary, 1991 and 1995. In addition to addressing physical properties, microscopic 
theory and mechanisms for high-temperature superconductivity, included are 
related topics (e.g. ladders, manganites, nickelates). The general goal of the 
conference was to provide a forum for engaging researchers in a focused dialog 
directed at exploring and distilling the latest experimental and theoretical re- 
sults in the field likely to have a significant influence on the understanding of the 
normal-state properties and origin of superconductivity in this class of materials. 

The conference was held at the James L. Knight Physics Building on the 
campus of the University of Miami, Coral Gables, January 7-13, 1999. More 
than 100 scientists from more than a dozen countries attended this workshop, 
most of whom presented either invited or contributed papers. 

The reader will find in this volume a series of papers discussing the most 
important experimental and theoretical developments as of spring 1999. Despite 
more than ten years of intensive research on high-Tc, materials, there remains 
considerable controversy both with respect to the interpretation of experiment 
and even more so in connection with the construction of an appropriate theory. 
In this regard, conferences such as this, gathering scientists with many viewpoints 
and varying specializations, and fostering constructive discussions, are important 
in the development of a common ground. Of major concern in the present context 
were the basic physical processes involved in high-temperature superconductivity. 

The conference organizing committee, J. Ashkenazi, S. E. Barnes, J. L. 
Cohn, and F. Zuo, wishes to thank all of the participants for their contributions 
to what was an animated, enjoyable, and very informative experience. They wish 
to extend their thanks to the International Advisory Committee: O. K. Ander- 
sen, B. Batlogg, A. Bianconi, J. Bok, J. P. Carbotte, M. Cardona, G. Deutscher, 
V. L. Ginzburg, J. B. Goodenough, A. Kapitulnik, J. Kirtley, K. Kitazawa, M. 
V. Klein, M. Lagues, D. Pavuna, W. E. Pickett, C.N.R. Rao, G. A. Sawatzky, 
J. R. Schrieffer, Z.-X. Shen, J. L. Tallon, J. Tranquada, Y. Tokura, E. Zeldov, 
S.-C. Zhang, Z. Zhao for their suggestions which were instrumental in determin- 
ing the conference program. The organizers are indebted to the University of 
Miami and its Physics Department faculty and staff and, in particular, DARPA 
through ONR Grant N00014-99-1-0272, for their financial support. We grate- 
fully acknowledge Ms. Rosa Epstein, Carletta Hatcher Johnston, Judy Mallery 
and Lourdes Castro for their organization of accommodations and excursions, 
and for providing secretarial and other technical assistance. 

The Editors 
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THEORY HIGH Tr CUPRATES 



RVB Revisited 

Philip W. Anderson 

Joseph Henry Laboratories of Physics Princeton University, Princeton, NJ 08544 

Abstract. We propose that early speculations on the nature of the normal state of the 
CuO-2 planes in high Tc superconductors can be revised and brought into agreement 
with more modern theories, simulations and experimental observations. 

The early speculations proposed an "RVB" state which is an incompressible liquid 
of singlet pairs in which the magnetic excitations are spin 1/2 fermion-like objects 
called spinons, the charge exhibiting a separate dynamics (charge-spin separation.) 
The revisions proposed are the following: 
(1) At finite concentrations x of holes there are two non-Fermi liquid, charge-spin 
separated states, (I) a metal with a full Fermi surface (the "Luttinger Liquid") and 
no spin gap, and below a crossover, (II) a spin-gapped RVB state of "d" symmetry 
with spinons at gap nodes ("nodons"). 
(2) Since spinons have no phase—no charge—the gap parameter in the second phase 
must be real, dx2_y2, as proposed by Affleck and Kotliar. 
(3) Both are based on a large Fermi surface satisfying Luttinger's theorem. 
(4) Phase I is a good metal in the ab direction, phase II is a poor metal. There 
appear to be two types of transition into the superconducting state, depending 
on whether it takes place from phase I or II. Whether there are two mechanisms 
causing superconductivity remains unclear as also is the relationship between the 
two. 

In the first months after the discovery of high Tc superconductivity the close 
connection of this phenomenon with the one-band Hubbard model in two dimen- 
sions was realized [1,2]. An old speculation called "resonating valence bonds", 
about a possible non-symmetry-breaking solution of the antiferromagnetic Heisen- 
berg model in two dimensions (to which the Hubbard model reduces at half filling), 
was revived [1], and used to motivate a scenario for explaining the high Tc phe- 
nomenon. 

Zou and Baskaran, along with others [3], showed that the RVB state naturally 
led to the idea of charge-spin separation and to the concept of the "spinon", a spin 
1/2 object which can be thought of as half of a spin wave or half of an electron 
(the idea of Fermionic spin 1/2 excitations of an antiferromagnet dates back in fact 
to Landau.)   The one-dimensional Hubbard model has non-classical soliton-like 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics l-56396-880-0/99/$15.0O 



excitations carrying a spin of 1/2, and it was thought that they could appear in 
2D also. The "RVB" state is a ground ('Vacuum") state made up of singlet pairs 
of electrons, and the spinon soliton is thought of as a single spin moving freely 
through the background gas of singlets, displacing the singlet correlations but not 
the charge. In ID it can also be thought of as a it phase singularity in a spin 
density wave. The RVB state is an incompressible spin liquid, in the sense that 
the one-electron compressibility (the density of states) vanishes, || and |jj both 
diverge, and VF and hence the true compressibility remains finite but Z = 0. 

The most accurate characterization of the spinon has come from studies of ex- 
actly soluble one-dimensional models, the Lieb-Wu solution of the Hubbard model 
and the Haldane-Shastry solution of the 1/r2 model, as well as from tomographic 
bosonization of the 2D interacting electron gas. The spinon can be defined in terms 
of non-Abelian bosonization of the spin fluctuations of a Fermi sea at any inter- 
action and for any density, and is necessarily a semion in Haldane's sense rather 
than an anyon or a true Fermion. For any case where renormalized perturbation 
theory (Fermi Liquid Theory) remains valid, its velocity is degenerate with that of 
the charge fluctuations and it is merely half of a quasiparticle. It is also useful to 
think of it as moving on a "squeezed" Heisenberg model from which the holes have 
been removed; at the Fermi surface particles move non-diffractively and the spin 
degrees of freedom are like those in the ID model because removing holes does not 
alter the spin ordering. 

While the spinon, at least in 2D, is rigorous only as a Fermi surface excitation, 
visualization in terms of the RVB type of state as a Gutzwiller-projected electron, 
as in Ref. 2, is a useful guide to our thinking. Of course, a similar caveat about 
the Fermi surface exists for the quasi-particle concept, for that matter. 

It soon became clear that the RVB idea in its original form was not sophisticated 
enough to account for high Tc. While other authors, most notably Lee and co- 
workers [4], continued with modified versions of the original scheme, a number of 
authors beginning with R.B. Laughlin [5] and including Wilczek [6] and others have 
emphasized the "flux phase" version of RVB and its relation to anyon theory, while 
I have retained the idea of spinons and spin-charge separation, but focussed on the 
non-Fermi Liquid metallic state [7], and on the effect of spin-charge separation in 
modifying transport processes, and neglected the "pairing" aspect of the theory. 
In fact, I postulated that the single 2D plane was not superconducting by itself [7] 

It was in connection with RVB theory that the idea of a d-wave order parameter 
first arose, in work of Affleck and of Kotliar, [8] since in a simple square lattice 
Heisenberg model ud wave" is a natural solution of the mean field equations using 
nearest-neighbor antiferromagnetic exchange 

£ JijSi-Sj (i) 
(ij)=nn 

as a 4-spinoh interaction, where 

$ = X>+SL, V. (2) 



The s's are spinon operators, which we shall define later. 
The basic derivation of (1) was put forward by Rice, adapted from my own 

derivation of "superexchange" in Mott insulators. A modern version to which we 
will later refer was given by Zou. In the presence of a strong repulsive interaction 
"U", the amplitude of doubly occuped states is renormalized to zero by a projective 
canonical transformation which is perturbative in t/U, where t is the hopping 
kinetic energy. This projective transformation cannot be continued smoothly to a 
perturbation theory in positive powers of the interaction U because it is projective. 
Thus when an antiferromagnetic "J" is postulated, Fermi liquid theory has per se 
been abandoned. The signal for this is that the kinetic energy term "T" in the t - J 
Hamiltonian is projected onto a subspace with zero double occupancy, so that the 
fluctuations are algebraically distinct from conventional quasiparticles. 

We observe that the spin fluctuations can be expressed in terms of spinons, 
and that the exchange interaction affects only the spinons directly, since the two 
sites V and "f must both be occupied in order for the superexchange effect 
to act. In most theories of the cuprates, conventional exchange (which is always 
ferromagnetic) is neglected. Thus we follow custom in assuming that the true 
interaction is St ■ S, - ^ and no interaction affects parallel spins, in our first 
crude survey of the problem. 

The original RVB hypothesis was that a good variational ground state of (1) 
could be attained by the Ansatz 

V>o = Pai>MF (3) 

where PQ is the n = 1 projector 

PG = II (™*t + n0r ~ 2nit nü) (4) 
i 

and i)MF is a mean field BCS or Hartree-Fock solution of the problem of N electrons 
on N sites. My original hypothesis was a BCS solution with a symmetrical energy 
gap going to zero at a Fermi surface, with kinetic energy, 

A* = 7*; = J(cos kx + cos ky) (5) 

which is called an "extended s" solution, and is equivalent, as I showed (following 
Rice) to a half-filled tight-binding band of noninteracting electrons, projected on 
n, = 1. 

Affleck soon pointed out that an equivalent solution was the 'd-wave" with 

Afc = J(cos kx - cos fcy) (6) 

and shortly thereafter Kotliar, as well as Zhang et al, suggested "s + id?' where 

Afc = 7fc + iAf (7) 



which is variationally better and has nodes of the one-spinon energy rather than a 
Fermi surface. This in turn was equivalent, essentially, to another choice, the so- 
called "flux phase", in which the Hartree-Fock solution is for electrons with kinetic 
energy ek = 7* and a flux of $0/2 ="7r" natural units through each plaquette of the 
lattice. 

All of these "RVB" solutions of the Heisenberg Hamiltonian (1) could be varia- 
tionally improved and their energies compared, but all turned out to be slightly in- 
ferior to the Neel state with antiferromagnetic long range order, which also turned 
out to be the actual physical state of the cuprate Cu02 planes when doped to 
Cu++, where (1) is an appropriate Hamiltonian. Hsu showed that one could con- 
sider the Neel state as a somewhat weak symmetry-breaking perturbation of the 
flux phase, and understand its experimental high-energy spectrum in terms of flux 
phase spinons, but otherwise the "flux phase" has receded somewhat into the back- 
ground as a result of the fact that it seems not to be easily generalized to the 
doped 2D case with mobile holes, which is thought to be a good model for the 
superconducting cuprates. The most straightforward such attempt is to change 
the flux from IT, giving a state which is not time-reversal invariant, contrary to all 
experimental tests. 

As a result of this failure, the flux phase solution has tended to be ignored, even 
though it has the nodal structure which is so conspicuous in the observations, and 
which shows up fairly clearly in numerical calculations on the 2D Hubbard model 
[9] A purpose of the present paper is to suggest that the correct generalization of 
the "s + id?' or flux phase does not involve time-reversal and that the apparent 
dependence upon the introduction of "i" or a it flux is illusory. This was indicated 
very early by constructing actual real space wave functions for the flux phase, which 
turned out to be entirely real. 

In the early work spinons were treated as full-fledged Fermions. In order to 
satisfy the projective constraints it was necessary to introduce an SU{2) gauge 
field. With fuller understanding of the process of non-Abelian bosonization from 
which they arise, and of exact one-dimensional models where they are elementary 
excitations, it can be demonstrated that spinons can be described as semions, and 
that their algebraic character and statistics do not change all the way from the 
noninteracting electron case to the Mott insulator. The spinon propagator remains 
asymptotically (x - vst)~^2, and spinon amplitudes are SO(2) matrices with real 
determinant. Thus in a Hartree-Fock factorization of the exchange term (1) it is 
not consistent to allow complex self-energies for spinons to arise. The self-energy 
can contain an anomalous (pairing) term, but this term cannot be complex: the 
self-energy is a real, orthogonal matrix, not a Hermitian one. 

?-(?£) (8) 

where A like £, is real. [Another way of seeing this is that the two possible zero- 
momentum, zero-spin pairings of spinons are < s^. sk<7 > and < s£, stk_a >, but 



Ska and slfc_(T are equivalent under a £/(l) gauge group of Abelian rotations, which 
allows only one extra degree of freedom.] 

Thus the spinons can have a conventional self-energy (7*) and a single real anoma- 
lous one Af, but not a third, since no such degree of freedom exists. The existence 
of an anomalous self-energy generated from the exchange term does not, therefore, 
in any sense imply superconductivity, since a spinon gap has no phase. 

We can, thus, envisage two types of RVB, non-superconducting states: one in 
which the spinons form a Fermi surface, with A = 0; and one in which the spinons 
would have nodal points with Dirac-like excitations about the nodes. The latter 
would form below some critical temperature of the order of J given by a BCS-like 
equation. Neither is stable at low T because the umklapp terms force a magnetic 
order on the half-filled case; but they do have a definable order parameter in the 
sense that the Fermi surface, or Dirac points, are an order parameter [10]. 

Now let us move away from the half-filled case and dope the system. Let us 
assume that spin-charge separation remains valid—for example, we can use the Zou 
transformation, suitably modified to work with spinon semions and not Fermions, 
and from it derive a superexchange interaction via the t — J transformation. It 
is important to realize that the exchange interaction involves only spinons, so that 
any energy derived from it still does not directly effect superconductivity; it causes 
an energy gap, for spin excitations, which is intrinsically real. (For a practical 
illustration of this possibility, see the analysis in my interlayer theory of the spin 
gap, which is applicable in modified form here.) [11] 

We shall make an arbitrary but reasonable (and I suspect provable) assumption 
about charge-spin separation using spinons. This is that as the system is doped 
away from half-filling, the Fermi surface for spinons as defined by the self-energy 
Y,k continues to enclose a number of momentum states equal to twice the number 
of particles. There are several ways to justify this. First, the number of spin 
degrees of freedom = the number of spinons = twice the number of particles, and 
independent spinons comprise the interior of the Fermi surface only. Second, when 
eventually the charge attaches itself to the spinons and makes quasiparticle degrees 
of freedom, it will be the spinons, with their fixed statistics, which determine the 
Fermi surface; charge degrees of freedom in the Luttinger liquid as in anyon theory 
or the dual theories of Fisher et al have no fixed statistics. 

In the Zou derivation of the t — J Hamiltonian, or in fact in any reasonable 
treatment of the kinetic energy term 

T = PGJ2^nkaPG (9) 

the njtCT may be factorized into a product of bilinear operators in charge and spin 
variables; in Zou and Baskaran's approach as quoted in (1), (after projecting out 
double occupancy): 

W = * £ et ej st sja + J ]T («+ Sji - s£ s£) x (cc) (10) 
<ij>ir <ij> 
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FIGURE 1. Phase Diagram 

As we learn in the tomographic bosonization approach, e, the "holon" operator, is 
not an elementary excitation with any conventional statistics, in the same way that 
Sur is, and its dynamics need to be further analyzed. Nonetheless t < ef ej > must 
be proportional to the mean kinetic energy of hole motion, proportional roughly to 
x, the number of holes. This will provide an addition to the diagonal self-energy 
which at half-filling is solely due to exchange. 

The charge-correlation sum rule controlling the magnitude of the "Drude" peak is 
empirically, in the cuprates, and theoretically, in ID, roughly linearly proportional 
to x; we believe the same is to be expected for this term in the spinon kinetic 
energy. Thus the spinon's velocity, i.e., the inverse of the density of states, given 
by the diagonalized self-energy, will grow proportionally to J + const x tx, while 
J itself will become smaller as x increases, because the fraction of nearest neighbor 
sites which are both occupied decreases as (1 — x)2. 

We can schematize these conclusions in a phase diagram of temperature vs doping 
percentage x (Fig 1). [12] The lines are not true phase boundaries but crossovers, 
since because of local gauge degrees of freedom actual broken symmetry can only 
occur at absolute zero. We place the hypothesized transition for re = 0 at ~ «7, 
leaving out of account the ordered antiferromagnetic state, and recognize that here 
the "extended s" and "d-wave" gaps will appear together. But as the spinon 
velocity rises proportionally to x, we will have an increasing regime where the 
spinon Fermi surface is established while at a lower temperature will appear the 



d-wave gap Af. This lower temperature scale will be 

T* = Jeff(z) e'^> (11) 

where Jeg{x) will decrease as (1 - x)2 and teS(x) will increase with x. This is 
presumably the energy scale "T*" seen in ARPES and other measurements in the 
underdoped regime. The resulting smearing and gapping of the Fermi surface is 
observed in the computations of Puttika et al [9] using series extrapolations. 

Thus we have a basic phase diagram for the two-dimensional Hubbard model 
which is divided into two regions, both of which are charge-separated non-Fermi 
liquids. (For the two-dimensional case, I have shown that the true Fermi liquid 
without separate spinons occurs only for zero coupling or density.) In the cuprates, 
as charge-spin separation becomes weaker we will begin to get coherent interlayer 
coupling and a true Fermi liquid will set in somewhere in the overdoped region. 

In the Fig (1) phase diagram, the NFL (Luttinger liquid) regime extends over an 
increasingly wide region as x increases. 

Fig (1) is the phase diagram of the isolated plane. What I do not presume to spec- 
ulate on is whether or not this actually contains a region of true superconductivity. 
The arguments of Lee Nagaosa and Wen at least make it plausible that this may be 
the case. If so, the region where superconductivity may appear is the crosshatched 
area of Fig. (1). As observed both by Nagaosa and Lee, and by the "nodon" argu- 
ments of Nayak et al, Tc for the superconductors is very seriously limited by the low 
stiffness (high mass) which is implied for gap fluctuations in the small-x regime, 
by straightforward sum rule arguments. Nonetheless, it appears that superconduc- 
tivity may be possible in the isolated CuC>2 plane, without interlayer enhancement; 
several compounds seem to support this possibility experimentally—highly doped 
BISCO "2201", and Tl 2201; in particular. (Not NdCCO, which is apparently 
an s-wave superconductor.) 

Optimally doped compounds, however, seem in general to develop directly from 
the NFL region without an intervening d-wave RVB phase (i.e., an interveningpseu- 
dogap). However, invariably—for the truly high Tc cases—the superconductivity 
occurs in the d-wave state favored by RVB arguments. Also, in the superconducting 
state, as opposed to the spin gap state, the nodes experimentally are mathemati- 
cally sharp, in contradiction to the expectations of theories relying exclusively on 
interlayer tunneling as expressed, for instance, in Ref. (7). This fact seems to re- 
quire that some component of the attractive interaction have d-wave symmetry, i.e, 
that it be of long range in fc-space. Our working concept that the intralayer inter- 
action only involves spinons would be sufficient, if at the optimum this intralayer 
interaction is above or near its natural T*. But as yet it seems not clear what the 
admixture of interactions responsible for the higher Tc may be. 

It is, however, possible to make the following statement: attractive interactions 
between opposite-spin electrons such as are necessary to cause a singlet supercon- 
ductor are invariably the result of frustrated kinetic energy; and if the mechanism 
is to be purely electronic (as it surely is in the cuprates) it must be frustrated 



electronic kinetic energy. In a true Landau (quasiparticle) Fermi liquid, the Fermi 
surface is by definition determined in such a way as to minimize the electronic ki- 
netic energy as renormalized by interactions: there is no frustrated kinetic energy. 
Thus there can be no attractive interactions for opposite spins. Superexchange as 
in the t — J model, as well as interlayer tunneling interactions, requires frustration: 
"the elementary excitations must not be true quasiparticles, but projected entities of 
different algebraic and possibly topological character. We may make a small table 
of possible attractive interactions: 

Intralayer Interlayer 
Exchange Superexchange IL Superexchange 

(Millis-Monien) 
Josephson Pair Hopping 

?? 
(charge stiffness) 

IL Pair Hopping 

(PWA-Hsu-Wheatley) 

Note that pair hopping within the plane (coherent charge motion) is not frus- 
trated in the NFL state, only in the RVB state: hence we can apparently get 
superconductivity in one layer if we go first into the RVB state. But any 2D NFL 
frustrates interlayer hopping, hence the IL mechanisms work from the NFL state. 

One final remark needs to be made. The antiferromagnetic insulator gains extra 
energy from umklapp processes, hence is a downward cusp in energy vs x at x = 0. 
(As can be seen by the indeterminacy of p = (^f )_1). The metallic state has 
screening of the long-range Coulomb interaction, which means that low density x 
has negative curvature |^ < 0. Hence small x is not a stable homogeneous ther- 
modynamic state. On some, presumably microscopic but occasionally macroscopic, 
scale it will phase separate. Yoshimori's XPS measurements clearly illustrate that 
this is happening in (LaSr)2 Cu04. This phase separation which causes "stripes" 
is however clearly over by the optimally doped concentration in every case. Hence 
it is an interesting phenomenon, but somewhat irrelevant to our major concerns. 
It seems likely to inhibit superconductivity by trapping the charge fluctuations, 
except insofar as one obtains quasimacroscopic superconducting droplets of near 
optimal concentration. 

It is not possible for me to acknowledge all the colleagues with whom I have 
had useful discussions dring the past 12 years. A list must include M. Norman, 
S. Chakravarty, G. Baskaran, S. Strong, S. Kivelson, A. Adbo, W. Puttika, R. 
Laughlin, T. Hsu, T. M. Rice, N.-P. Ong, but also many others. I also most 
acknowledge the Aspen Center for Physics. 
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Cuprates 
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Abstract. Considering both "large-*/" and "smaü-U" Orbitals it is found that the 
high-Tc cuprates are characterized by a striped structure, and three types of carriers: 
polaron-like "stripons" carrying charge, "quasielectrons" carrying charge and spin, and 
"svivons" carrying spin and lattice distortion. It is shown that this electronic struc- 
ture leads to the anomalous physical properties of the cuprates, and specifically the 
systematic behavior of the resistivity, Hall constant, and thermoelectric power. High- 
Tc pairing results from transitions between pair states of quasielectrons and stripons 
through the exchange of svivons. A pseudogap phase occurs when pairing takes place 
above the temperature where stripons become coherent, and this temperature deter- 
mines the Uemura limit. 

INTRODUCTION 

The existence of static stripes in the Cu02 planes has been observed in some 
superconducting cuprates [1,2], and there is growing evidence on the existence of 
dynamic stripes in others [3]. Many experimental observations have been pointing 
to the presence of both itinerant and almost localized (or polaron-like) carriers in 
these materials. 

Though one-band theoretical models have been quite popular, and easier to treat, 
first-principles calculations [4] indicate that such models are probably oversimpli- 
fied. Here an approach is proposed to the cuprates, taking into account the exis- 
tence of both "large-?/" and "small-f/" orbitals in the vicinity of the Fermi level 

AUXILIARY PARTICLES 

The large-C/ orbitals are treated using the "slave-fermion" method [5]. An elec- 
tron of these orbitals at site i and of spin a is then created by $ = eU- if it 
is in the "upper-Hubbard-band", and by d£ = as]^, if it is in a Zhang-Rice-type 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics 1-56396-880-0/99/S15.00 
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"lower-Hubbard-band". Here ei and \ are "excession" and "holon" fermion op- 
erators, and si<r are "spinon" boson operators. These auxiliary particle operators 
should satisfy in each site the constraint eje; -[■hihi + Eff siasia = 1. 

The constraint can be imposed on the average by introducing a chemical- 
potential-like Lagrange multiplier. But the Hilbert space (referred to as the aux- 
iliary space) then contains many non-physical states. However, since the time 
evolution of Green's functions is determined by the Hamiltonian which obeys the 
constraint rigorously, expressing Physical observables in term of Green's functions 
results in a correct treatment of the physical subspace. This can be violated by 
applying inappropriate approximations to the Green's functions. 

Within the "spin-charge separation" approximation two-particle spinon-holon 
Green's functions are decoupled into products of one-(auxiliary)-particle Green's 
functions. Such an approximation has been shown to be appropriate in one dimen- 

sion. t 

The Bogoliubov transformation sCT(k) = cosh(&k)C(k) + sinn(6*X-<r(-k) is 

applied to diagonalize the spinon states. The diagonalized operators CKk) create 

spinons of "bare" energies ec(k). These energies have a V-shape zero minimum 
at k = k0, where ko is either (£,£) or (£,-£). Bose condensation results in 
antiferromagnetism (AF), and the spinon reciprocal lattice is extended over the 
basic reciprocal lattice by adding the vector Q = 2k0. 

STRIPES AND CARRIERS 

It has been shown [6,7] that a lightly doped AF plane tends to phase-separate 
into "charged" and AF regions (gaining both hopping and exchange energies). A 
preferred structure under long-range Coulomb repulsion is of stripes of these phases, 
at least on the short range. Such a scenario is supported by experiment [1-3]. A 
structure of narrow charged stripes forming antiphase domain walls between wider 
AF stripes, has been confirmed for at least some cuprates, and there exists growing 
evidence indicating that such a structure probably exists, at least dynamically on 
the short range, in all the superconducting cuprates. 

Spin-charge separation applies along the charged stripes (being one dimensional). 
Holons (excessions) within these stripes are referred to as "stripons". They carry 
charge, but not spin. Their fermion creation operators are denoted by p* (k), and 
their bare energies by e£(k). Note that k here corresponds to an approximate 
periodicity determined by the stripes structure. 

It has been observed [3] that the stripes in the cuprates are quite "frustrated", 
and consist of disconnected segments. Since itinerancy in one-dimension requires 
perfect order, it is assumed here that an appropriate starting point is of localized 
stripon states. 

The effect of the small-?/ orbitals is the existence of other carriers (of both 
charge and spin) whose states are hybridized small-!/ states and those coupled 
holon-spinon and excession-spinon states which are orthogonal to the stripon states. 
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These carriers as referred to as "Quasi-electrons" (QE's). Their fermion creation 
operators are denoted by ^(k). Their bare energies e«(k) form quasi-continuous 
ranges of bands crossing EF over ranges of the Brillouin zone (BZ). 

COUPLING VERTEX 

The auxiliary space fields are coupled to each other due to hopping and hy- 
bridization terms of the original Hamiltonian. This coupling can be expressed in 
terms of the following effective Hamiltonian term whose parameters could be, in 
principle, derived self-consistently: 

* = -J5 E £><kr(*,k)d(k)l*,0O 
VJV t/»Ao-k,k' 

x[cosh(^(r>(k_k,))CA(7(k-k') 

+ sinh (^,(k-k<))CJU(k' - k)] + h.c.}, (l) 

Let us denote the QE, stripon, and spinon Green's functions by 6q, QP, and 
</\ respectively. The propagators corresponding to them are presented diagram- 
matically in Fig. 1. W introduces a coupling vertex between these propagators, 
as shown in Fig. 1 too. As will be discussed below, the stripon bandwidth turns 
out to be at least an order of magnitude smaller than the QE and spinon band- 
widths. Consequently one gets using a generalized Migdal theorem that 'Vertex 
corrections" are negligible. 

In Fig. 2 are presented diagrammatically the self-energy corrections S9, TP, and 
£\ obtained for the QE's, stripons, and spinons, respectively. 

Quasi-electrons: g*   = 

Stripons: gp = —.>.— 

Spinons: g* =  >-— 

W  vertex: - /   _ 

* 

/ 
N\ 

—>—c  + - —>_ 

\ 

FIGURE 1. Diagrams for the auxiliary space propagators and the coupling vertex between 
them. 
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The auxiliary space spectral functions A(k, w) = 3*/(k, u)-iO+)/ir, and scattering 
rates r(k,w) = 2SE(k,w - i0+) are denoted by A", A*, and A<, and by F, I», 
and Tc, for the QE's, stripons, and spinons, respectively. 

QUASIPARTICLES 

For sufficiently doped cuprates the self-consistent self-energy corrections deter- 
mine quasiparticles of the following features: 

Spinons 

One gets spinon spectral functions behaving as: Ac(k,u;) oc w for small u. Con- 
sequently A({k.,u;)bT(ijj) oc T for u < T, where bT(u) is the Bose distribution 
function (at temperature T). Thus there is no long-range AF order (associated 
with the divergence in the number of spinons at k = ko). 

Stripons 

The energies of the localized stripon states are renormalized to a very narrow 
range around zero, thus getting polaron-like states. Some hopping via QE-spinon 
states results is the onset of coherent itineracy at low temperatures, with a band- 
width of ~0.02 eV. The stripon scattering rates can be expressed as: 

Tp (k, w) oc Aw2 + BwT + CT2. (2) 

Z*   = 

2? 

Z*   = 

FIGURE 2. Diagrams for the self-energy corrections of the auxiliary space fields 
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Quasi-electrons 

The QE scattering rates, can be approximately expressed as: 

r^k^ocwMuO + i], (3) 

becoming r«(k,u>) oc T in the limit T » |w|, and r«(k,u;) oc ||w| in the limit 
T >C \u\, in agreement with "marginal Fermi liquid" phenomenology [8]. 

Phonon-dressed spinons (svivons) 

It was found [1] that the charged stripes are characterized by LTT structure, 
while the AF stripes are characterized by LTO structure. The result would be that 
in any physical process induced by the W vertex [see Eq. (1) and Fig. 1], the trans- 
formation of a stripon into a QE, or vice versa, through the emission/absorption of 
a spinon, is followed also by the emission/absorption of phonons. Thus the stripons 
have also lattice features of polarons, and the spinons are "dressed" by phonons in 
processes induced by the V! vertex. We refer to such a phonon-dressed spinon as a 
"svivon", and its propagator can be expressed as a spinon propagator multiplied by 
a power series of phonon propagators, as shown diagrammatically in Fig. 3. The 
svivons carry spin, but not charge, however they also "carry" lattice distortion. 

SOME ANOMALOUS PHYSICAL PROPERTIES 

Optical conductivity 

The optical conductivity of the doped cuprates can be expressed [9] as a com- 
bination of a Drude term and mid-IR peaks. Within the present approach the 
Drude term results from transitions between low energy QE states, while exci- 
tations of stripon states result in the mid-IR peaks. Such excitations can either 
leave a stripon in the same stripe segment, exciting spinon and phonon states, or 
transform it through W into a QE and a svivon. 

Phonon propagator:    

Svivon   propagator: 

   =    ( 1 +       +    ::::::::::::    +   =:.   + -•• ) 

FIGURE 3. Diagrams for a phonon propagator and a svivon propagator (expressed in terms of 
spinon and phonon propagators). 
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Spectroscopic anomalies 

Experiments like photoemission give information about the electronic spectral 
function, which is expressed as a combination of QE and stripon-svivon contribu- 
tions. Thus it has a "coherent" part, due to the contributions of few QE bands, 
and an "incoherent" part of a comparable weight, due to the contributions of other 
quasi-continuous QE bands, and stripon-svivon states. 

The frequently observed ~\E - EF\ bandwidth is consistent with Eq. (3). The 
spectroscopic "signature" of stripons is smeared over few tenths of an eV around 
EF due to the accompanying svivon excitations. The observed "Shadow bands" 
and "extended" van Hove singularities result from the effect of the striped super- 
structure on the QE bands [10]. 

Transport properties 

Within the present approach the electric current is expressed as a sum: j = j?+jp, 
where the QE and stripon contributions j« and jp are presented diagrammatically 
in Fig. 4. Since stripons transport occurs through transitions to intermediate 
QE-spinon states, one gets jp = aj«, where a is approximately T-independent. 
In order for this condition to be satisfied gradients V/*q and Vßp of the QE and 
stripon chemical potentials must be formed in the presence of an electric field 
or a temperature gradient, where N9V(jfl + NpV/xp = 0 (Nq and Np are the 
contributions of QE's and stripons to the electrons density of states at EF). 

Expressions for the dc conductivity and Hall constant are derived using the Kubo 
formalism. Within the present approach they are expressed in term if diagonal and 
non-diagonal conductivity QE terms afx and a™, stripon terms'^ and a^, and 
mixed terms of™. The diagrams for these terms are shown in Fig. 5. 

It has been shown elsewhere [11] that the electrical resistivity can then be ex- 
pressed as: 

Px ~ (N* + JV»)(1 + a) US + ofx P 
U 

and the Hall constant as: 

V 1   =     -C 1 3 V 

FIGURE 4. Diagrams for quasi-particles contributions to the electric current. 
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*H = cotö„ 
cot 9H = (1 + a) 

og + o«»   ,   a(ogP + oWP) 
all + 

CTxx 
(5) 

The temperature dependencies of these transport quantities are determined by 
those of the scattering rates P and Tp, given in Eqs. (2), (3), to which temperature- 
independent impurity scattering terms are added. Consequently one can express 
them in terms of parameters A, B, C, D, N, and Z, as follows: 

*£« D + CT 
a™ oc  xx     A + BT2' 

xy OC TPPP 
xy OC T19PP OC 

(D + CT)2'        "** " (A + BT2)2'    "*»   ~ (D + CT)(A + BT2Y 

Resulting in the following expressions for px and cot 0K: 

D + CT + A + BT2 

N 
cotO 

'H     \D ; + 
+ CT     A + BT2 r- 

(6) 

(7) 

These expressions reproduce the systematic behavior of the transport quantities in 
different cuprates, as has been demonstrated elsewhere [11]. Note that one can get 
at the same time linear temperature dependence of px and quadratic temperature 
dependence of cot0H, and that the temperature dependence of px can change to 
quadratic, and that of cot0H to linear, as has been observed [12]. 

Comparing the present analysis to that of Anderson [13], who first suggested that 
p and cot 0H are determined by different scattering rates (attributing the T2 term 
to spinons), it has been observed in ac Hall effect results [14] that the energy scale 
corresponding to the T2 term is of ~120 K, which is in agreement with energies of 
stripons (suggested here) and not of spinons. 

It has also been shown elsewhere [11] that the thermoelectric power (TEP) S 
can be expressed in terms of QE and stripon terms Sq and Sp, as: S = (NqSq + 
NPS")/(Nq + N?), where Sq oc T, while the stripon term saturates at T ~ 200 K 
to Sp = (kB/e) In [(1 - nv)/n% where np is the fractional occupation of the stripon 
band. 

<5m   = C ."-"••»- 

y111   _ 
/I » 

PPP      4 - \ 

FIGURE 5. Diagrams for the QE, stripon, and mixed conductivity terms. 
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This result is consistent with the typical behavior of the TEP in the cuprates, 
and has been [15] parametrized as: S = AT +BTa/(T + G)a. It was found [16,17] 
that Sp = 0 (namely the stripon band is half full) for slightly overdoped cuprates. 

The effect of the doping is [2] both to change the density of the charged stripes 
within a Cu02 plane, and to change the density of carriers (stripons) within a 
charged stripe. It is the second type of doping effect that changes np. 

PAIRING MECHANISM 

The W vertex provides a pairing mechanism which is suggested here to drive high- 
ly superconductivity as well as the normal-state pseudogap in the cuprates. This 
mechanism involves transitions between pair states of QE's and stripons through 
the exchange of svivons, as demonstrated diagrammatically in Fig. 6. It is concep- 
tually similar to the interband pair transition mechanism proposed by Kondo [18]. 
The symmetry of the superconducting gap is affected by k-space symmetry which 
maximizes pairing. 

A condition for superconductivity is that the narrow stripon band maintains 
coherence between different stripe segments. The diagram described in Fig. 6 can, 
however, drive pairing even when the stripons are incoherent. If this occurs, the 
carriers do not carry supercurrent, but a gap for pair breaking is still expected 
to exist. Such condensate is interpreted here as the pseudogap phase found in 
underdoped cuprates. 

Thus a normal-state psuedogap is expected to have a similar size and symmetry 
to that of the superconducting gap, as has been observed [19]. Also the opening 
of the pseudogap should account for most of the pair-condensation energy, as has 
been observed. 

If the BCS-like pairing temperature (below which the gap opens) is denoted 
by Tpak and the stripon coherence temperature is denoted by Tcoh, one expects 
superconducting transition at: 

Tc = min (Tpair, TCoh). (8) 

Thus Tc = Tcoh < Tpair in underdoped cuprates, and Tc = Tpair < Tcoh in overdoped 
cuprates, in agreement with the observed behavior of the gap [20]. 

kit 

-kji -k2 

kjt 

-k*l >—.— *--- >- 
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FIGURE 6. Diagram for transitions between pair states of QE's and stripons, leading to pairing. 
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Stripon coherence is energetically favorable at temperatures where there is a 
clear distinction between occupied and unoccupied stripon band states. Thus, an 
estimate for rcoh for an almost empty (full) stripon band is given by the distance 
£F of the Fermi level from the bottom (top) of the band at T = 0. Using a two- 
dimensional parabolic approximation one can express: 

"B Tcoh 2f £F = 2irh2(n*/m*), (9) 

where m* in the stripons effective mass and n* is their density per unit area of a 
CuÜ2 plane (note that the stripons are spinless). 

This result agrees with the "Uemura plots" [21] if the n*/m* ratio for stripons is 
approximately proportional to that for the supercurrent carriers, appearing in the 
expression for the London penetration depth. The "boomerang-type" behavior of 
the Uemura plots in overdoped cuprates [22] is consistent with as a transition from 
a band-top Tc = Tcoh to a band-bottom Tc = Tpair behavior, as discussed above. 

CONCLUSIONS 

The existence of high-Tc superconductivity in the cuprates has been a challenge 
for both experimentalists and theorists over the last 13 years. These complex 
materials have been found to be anomalous in almost any physical property, and 
the traditional methods developed for simple materials may be inadequate dealing 
with them. 

Here these materials are approached going beyond the "standard" models, and 
considering the effect of both laxge-U and small-f Orbitals. A locally inhomoge- 
neous striped structure is obtained, as well as a non-standard existence of three 
types of carriers: polaron-like stripons carrying charge, quasielectrons carrying 
charge and spin, and svivons carrying spin and lattice distortion. 

Anomalous normal-state properties of the cuprates, and specifically transport 
properties, are clarified, and a pairing mechanism based on transitions between pair 
states of stripons and quasielectrons through the exchange of svivons is derived, 
leading to high-Tc superconductivity and to the normal-state pseudogap. 
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A BCS—Bose-Einstein Crossover Theory 
and its Application to the Cuprates 

Qijin Chen, loan Kosztin, Boldizsär Janko, and K. Levin 

James Franck Institute, University of Chicago, 5640 South Ellis Avenue, Chicago, IL 60637 

Abstract. We use a "pairing fluctuation" approach to address the behavior of Tc 

and pseudogap in d-wave superconductors. This theory yields a BCS-Bose-Einstein 
crossover description of the superconducting transition, which reduces to BCS in the 
weak coupling (small g) limit and to a Bose-Einstein description at large g. We investi- 
gate the effects of quasi-two dimensionality, lattice bandstructure and d-wave symme- 
try, and obtain a cuprate phase diagram, in quantitative agreement with experiment. 

INTRODUCTION 

BCS-Bose-Einstein condensation (BEC) crossover theories have been applied to 
the high Tc problem since the discovery of cuprate superconductors in 1986 [1]. 
Interest in these theories is based on the fact that these materials have short co- 
herence lengths. Moreover, as a function of doping the system evolves smoothly 
from BCS-like behavior in the overdoped regime to the underdoped regime, where 
BCS theory manifestly fails as a consequence of an excitation gap at Tc [2]. Ue- 
mura's plot [3] has also been used to suggest that the cuprates are intermediate 
between BCS and BEC systems. However, the application of crossover theories to 
the cuprates is made complex by the high anisotropy, lattice periodicity and <f-wave 
pairing symmetry of these materials. Here we investigate these effects on the BCS- 
BEC crossover, and address pseudogap phenomena in cuprate superconductors. 

THEORETICAL FORMALISM 

Our system is composed of fermions with dispersion Ck in the presence of an 
effective pairing interaction Vk,k< = gfkfk1, where the coupling strength g < 0. In 
a jellium gas, £k = k2/2m and the symmetry factor fk = (1 + (^/^o)2)_1/'2; On a 
lattice, ek = ]£,■ 2£;(1 — cos A;,) — fi, and y>k = 1 (s-wave) or ipk — coskx — cosky 

(rf-wave). In quasi-2d cases, the hopping integrals satisfy t± = tz <C t\\ = tx = ty. . 
At small g, the system is fermionic, and undergoes a BCS superconducting tran- 

sition at Tc. At large g, composite bosons form above Tc, and the system undergoes 
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BEC at Tc. The effective pair chemical potential is identically zero for T < Tc. In 
the intermediate regime, both single fermions and (metastable) pairs exist above 
Tc and similarly, below Tc, the excitations consist of quasiparticles and finite mo- 
mentum pair excitations (i.e., pairons). These new excitations, not present in BCS 
theory, are responsible for the pseudogap. 

We first calculate Tc following the T-matrix approach, of Kadanoff and Martin 
[4]. We have for the self-energy E(ff) = GZ\K) - G~l{K) = Y,Qt{Q)G0{Q - 
/0<^_q/2, and T-matrix t{Q) = [g-1 + ZKG{K)G0(Q - K)^^]'1, where 
G0(K)/G(K) are the bare/full Green's functions in the four-vector notation, 
K = (k, iu>), etc. At Tc, finite q pairs are long lived for small q, and the T-matrix 
can be approximated by <q,n « aöVC^-ftq), witn Pair dispersion ftq « £; <lißM*. 
a0 can be obtained by expanding t~x{Q). 

The BEC condition requires the effective pair chemical potential —fiq=o = 0. 
This is equivalent to the superconducting instability condition i_1(0) = 0 from 
the fermionic perspective. Because of the divergence of t(Q) at Q = 0, S(Ü') ~ 
Go(-K)ipl £? t(Q) = -G0(-K)A2

pg<pl, where A\g = - £Q t(Q) defines the pseu- 
dogap. Including the particle number equation, we obtain 

BEC condition 1 + 9 £ * ~l„'& = 0, (1) 
k        2Ek 

Number equation        V[l - -§L + 2-^/(£k)] = n, (2) 
k &k ^k 

Pseudogap Equation     A2   RJ — ^Z K^q) • (^) 
°o   q 

where £k = ^k + AV£ , a0 = ^ £k [[1 - 2/(efc)] - f [1 - 2/(£k)]] , A = AM 

at Tc, and f(x)/b(x) is the Fermi/Bose function. 
Below Tc, the superconducting order parameter Asc adds to the excitation gap 

A = J\ASC\2 + Ajg. As can be easily seen from Eq. (3), at T = 0, Apg vanishes, 
and we recover Leggett's ground state [5]. 

NUMERICAL RESULTS 

Figure 1 shows typical Tc behavior obtained by solving Eqs. (l)-(3), as a function 
of g at low densities. While at small g, Tc follows the BCS functional form, as 
g increases, fi decreases and simultaneously Apg increases. The system becomes 
bosonic as fj. becomes negative. At large g, Tc approaches the BEC temperature 
(Tc « 0.218.EF) in the jellium case or vanishes asymptotically in the lattice case. 
The effective pair mass M* increases with g in the presence of the lattice. In both 
cases, the figure shows Tc oc 1/M* for large g, characteristic of BEC. 

By contrast, at high densities, Tc decreases to zero at finite g reflecting the 
behavior of M*. The pairs become too heavy to move and Bose condense. 

Figure 2(a) plots Tc, fi, and Apg for <f-wave superconductors on a quasi-2d lattice 
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FIGURE 1. BCS-BEC crossover of Tc (solid lines) on a 3d lattice (main figure, n = 0.1) and in 
a 3d jellium gas (inset, fco = 4fejp) with an s-wave pairing symmetry in the low density or short 
range interaction case. Also plotted are the inverse effective pair mass m/M* (dashed lines). 

for densities relevant to the cuprates. Tc vanishes at a nearly universal value of g, 
well before the bosonic regime is reached; \i is still close to EF- This is attributable 
to the finite pair size due to the e?-wave symmetry. It indicates that there is no 
bosonic (or preformed pair) regime in cf-wave superconductors. 

Figure 2(b) shows the effect of mass anisotropy on Tc on a quasi-2d lattice. As 
t±/t\\ —* 0, the system changes from 3d to 2d, and Tc is suppressed logarithmically 
to zero. In this way, pseudogap effects are enhanced by the low dimensionality. 

To address the cuprates, we include Mott-insulator effect behavior near half 
filling. This leads to a renormalization of the in-plane hopping integral to to 
f||(x) PS t0(l — n) = tox. For lack of further information we assume g is x in- 
dependent and calculate Tc, T*, A(0), and A(TC) as a function of x, as shown 

FIGURE 2. (a) Tc (main figure) and ft and Apg (inset) as a function of coupling jona quasi-2d 
lattice (tj_/t\\ = 0.01) with a d-wave pairing symmetry, (b) Effects on Tc of the mass anisotropy 
(n = 0.9). ti_/t\\ is labeled on the Tc curves. 
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FIGURE 3. Calculated cuprate phase diagram for <x/*|| = 0.01. The gaps plotted here are the 
magnitude at (n, 0), twice those in Eqs. (1-3). Experimental data from ref. [6] are plotted (inset). 

in Fig. 3. T* is estimated from the mean-field solution of Eqs. (1-2). To opti- 
mize agreement between the theoretical and measured phase diagram, we choose 
—g/4to — 0.045. Taking to = 0.6 eV (consistent with photoemission data) yields 
quite good agreement with experiment. 

CONCLUSIONS 

In constructing a BCS-BEC crossover theory, we find it necessary to include 
finite momentum pair excitations. These pair excitations lead to the pseudogap 
effects, which are enhanced by low dimensionality. When lattice effects and «/-wave 
symmetry are included, Tc will vanish well before the bosonic regime is reached. A 
phase diagram is obtained, in quantitative agreement with cuprate experiments. 
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Theory of pairing in the Cu-O Plane: 
Three-Band Hubbard Model and Beyond 
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Abstract. We calculate the effective interaction We// between two holes added to 
the ground state of the repulsive three-band Hubbard model. To make contact with 
Cooper theory and with earlier Hubbard model cluster studies. We first use a per- 
turbative canonical transformation, to generate a two-body Hamiltonian. Then, we 
extend the results to all orders. The approach is exact in principle, and we obtain 
a closed analytic expression including explicitly the effects of all virtual transitions 
to 4-body intermediate states. Our scheme naturally lends itself to embody off-site, 
inter-planar, phonon-mediated and other interactions which are not considered in the 
Hubbard model but may well be important. The result depends qualitatively on the 
symmetry of the two-hole state: 1i?2 and * Ai pairs axe special, because the bare holes 
do not interact by the on-site repulsion (W=0 pairs). The effective interaction in 
these channels is attractive and leads to a Cooper-like instability of the Fermi liquid; 
however Weff is repulsive for triplet pairs. Bound two-hole states of the same nature 
were reported earlier in small cluster calculations by exact diagonalisation methods; 
only symmetric clusters are good models of the plane. Once We// is known, the pair 
eigenfunction is determined by an integral equation. We present numerical estimates 
of the binding energy |A| of the pairs, which is in the physically interesting range of 
tens of meV if unscreened on-site repulsion parameters are used. 

The most fundamental question about high Tc superconductivity is: what is the 
quasiparticle? We have strong evidence now that the quasi-particle we want is a 
novel kind of singlet, the W=0 pair. We introduced them in cluster calculations 
from CUO4 up to CU5O16; we pointed out [1] that these pairs arise from degenerate 
states having e(x, y) symmetry, and are two-hole eigenstates of the kinetic energy 
H0 that are also eigenstates of the on-site repulsion term W with eigenvalue 0. In 
the three-band Hubbard model Hamiltonian H = Ho + W, 

W = YpiTk+rii-, (1) 
i 

with U, — Ud for a Cu site, Ui = Up for an Oxygen site. The symmetry is an 
essential ingredient, because such solutions exist in the plane, and also in clusters 
provided that they have the same symmetry as the plane around a Cu site. The 
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planar lattice structure is also essential, because no W=0 pairs occur in 3D or in 
a continuous model. These calculations [2] showed that W=0 pairs are the bare 
quasiparticles that, when "dressed", become a bound state, with the characteristic 
superconducting flux-quantization [3]. Remarkably, CuO,, the smallest unit having 
the correct symmetry, already displays both effects; the reason why the W=0 pair 
which is realized there was not discovered before is probably that one needs 4 holes 
in such a small unit, and that is far from the experimental concentration. However, 
at lower filling n one gets no pairing. The main indirect attractive interaction 
through the background particles arises from the second-order contributions to the 
two-hole amplitude [3]. ,,,..- 

Recently [4] we extended the theory to the full plane. Omitting the band indices, 

let 

d[k} = \\k+, -Ml = 4,+ctktJvac > (2) 

be a two-hole determinantal state derived from the k eigenfunctions. The point 
symmetry Group of the Cu-0 plane is Civ. We introduce the determinants Rd[k\ = 
d[Rk], ReC4v , and the projected states 

^W4EXW(ä)^] (3) 
vöflec4„ 

where x{v)(R) is the character of the operation R in the Irreducible Representation 
rj One finds that r, =* A2 and r, =a B2 yields W=0 pairs, like those studied 
previously [3]. One necessary condition for pairing in clusters is that the least bound 
holes form such a pair, and this dictates conditions on the occupation number. In 
the full plane, however, W=0 pairs exist at the Fermi level for any filling. 

Suppose the Cu-0 plane is in its ground state with chemical potential EF and a 
couple of extra holes are added. We have shown that, by a canonical transformation, 
one can obtain an effective Hamiltonian which describes the propagation of a pair 
of dressed holes, and includes all many-body effects. The exact many-body ground 
state with two added holes can be expanded in terms of excitations over the vacuum 
(the non-interacting Fermi sphere) by a configuration interaction: 

|*0 >= £>m|m > +Y>c\a > + $>|0 > +.... (4) 
maß 

here m runs over pair states, a over 4-body states (2 holes and 1 e-h pair), ß over 
6-body ones (2 holes and 2 e-h pairs), and so on. The effects of the operators on 
the terms of |*0 > is: 

Ho\m>=Em\m>,H0\a>=Ea\a>,... (5) 

and since W can create or destroy up to 2 e-h pairs, 

W\m >= Yym',m\m' > +£> > Wa,m + £|/3 > Wß,m, (6) 
m' a ß 
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and so on. 
Directly from the many-body Schrödinger equation one can show that the a 

amplitudes obey an exact two-hole Schrödinger equation of the form 

where 

(E0 - El)am = £am, {v^m, + {m\S[E0}\m')\ , 
m1 

(m\S[E0] \m>) = r<rn\W»\a><a\W»\m>> 
a E0 — E" 

(7) 

(8) 

Here, E0 is the interacting ground state energy, W" and EPa can be obtained from 
W and Ea by a suitabe renormalisation procedure, which corresponds to solving a 
system of equations that we have detailed [4]. So, am is the wave function of the 
dressed pair, which is acted upon by an effective hamiltonian H. The change from 
the full many-body H to H is a canonical transformation. The scattering operator 
S is of the form S = Weff + F, where Weff is the effective interaction between 
dressed holes, while F is a forward scattering operator, diagonal in the pair indices 
m,m' which accounts for the self-energy corrections of the one-body propagators: 
it just redefines the dispersion law Em, and, essentially, renormalizes the chemical 
potential. F must be dropped, as the Cooper theory, where an effective interaction 
involving phonons is introduced via an (approximate) canonical transformation. 
Therefore the effective Schrödinger equation for the pair reads 

(H0 + V + Weff)\a>=E0\a> (9) 

Wntmg the ground state energy E0 = 2EF + A, where EF is the chemical potential 
it 1S clear that A < 0 implies a positive binding energy | A| of the pair and a Cooper- 
like instability of the Fermi liquid in the Cu-0 plane. The V interaction just adds 
to Weff, and this feature allows to include in our model the effects of other pairing 
mechanisms, like phonons, off-site interactions, inter-planar coupling and so on 
Since actually V = 0 in the Hubbard model, we drop it in the following. 

In the computations we calculate Weff neglecting 6-body and higher excitations, 
that is, we compute the bare quantities. This is a reasonable approximation if we 
compute small corrections to a Fermi liquid background, like in Cooper theory. 
Near half filling, when an antiferromagnetic background is more appropriate, a 
fuller solution of the system may be necessary, but the structure of the solution 

TABLE 1. Dependence of A 
tration n and on the scale s 

(meV) on hole concen- 

Pairs 
n=1.3 n = 1.4 

« = 1.4 s = 2.1 « = 1.4 « = 2.1 
'B2 

*A2 

-8.8 
-8.4 

-131 
-34 

-35.6 
-1.5 

-170.8 
-2.6 
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is exact when expressed in terms of renormalized matrix elements. We obtain the 
effective interaction between W=0 pairs: 

< *„|p]|W.//|*„M >= 

• U(p,k2,Rs + p + k2,-Rs)U(Rs + p + k2,-p,Rs,k2) 
4 £ Xw (R)     ,2- e(Rs+p + k2) + e(s)+e(p)-e{k2)-E0 

(10) 

The sum is over occupied fc2with empty Rs+p+k2. Note that Weff does not depend 
on the sign of C/,because each excitation which is emitted must be readsorbed. The 
m and m! indices run over the projected eigenstates %[k) of the kinetic energy, 
and the k labels run over 1/8 of the BZ. We denote such a set of empty states e/8, 
and cast the result in the form of a (Cooper-like) Schrödinger equation 

2e (k) o (fc) + X) Weff (fc>k>)a (fc') = E°a (*) (U) 

k' 

for a self-consistent calculation of E0 (since Weff depends on the solution). For nu- 
merical estimates, we used as parameters the current values (in eV) t=1.3, ep-3.5, 
ed=0) u = 6s, Ud = 5.3s, where s is a scale factor induced by renormalization. 

Someresults for the infinite plane are shown in Table I. We get negative A for 
both symmetry types; this is in line with perturbation theory approaches [5] and 
shows that electronic mechanisms alone can open a gap. With increasing doping, 
the 1B2 gap widens while the XA2 tends to close. The gap increases in size rapidly 
with s. The reason for s > 1 could be that the current estimates of U's are a 
bit low; however, since the screening excitations are explicitly accounted for in the 
Hamiltonian, it is reasonable that the input U's must be somewhat larger than 
the fully screened interaction. Moreover, contributions from phonons and other 
mechanisms can be included by a non zero V, and must be relevant for a detailed 
comparison with experiment. This is just the beginning of a long Way. 
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Abstract. We review the explanation for resonant neutron scattering experiments in 
YBa2Cu306+« and Bi2 Sr2 Ca2 08+« materials from the point of view of triplet exci- 
tation in the particle-particle channel, the ir excitation. Relation of these resonances 
to the superconducting condensation energy and their role in stabilizing the supercon- 
ducting state is discussed. Due to the superconducting fluctuations, the 7r resonance 
may appear as a broad peak above Tc. The analogue problem to the K excitation for 
the case of s-wave pairing, the 77 excitation, is considered in the strong coupling limit 
with an emphasis on the resonance precursors in a state with no long range order. 

Inelastic neutron scattering (INS) on optimally doped YBa2Cu307 revealed a 
striking resonance at the commensurate wavevector Q = (ir/a, it/a) and energy 
41 meV [1]. This resonance appears in the spin-flip channel only, therefore it is of 
magnetic origin and not due to scattering by phonons. The most remarkable fea- 
ture of this resonance is that it appears only below Tc and therefore tells us about 
enhanced antiferromagnetic fluctuations in the superconducting state of this ma- 
terial. Similar resonances have later been found for the underdoped YBa2Cu306+,5 
at smaller energies but the same wavevector of commensurate antiferromagnetic 
fluctuations (ir/a,Tr/a) [2]. A new feature of the resonances in underdoped ma- 
terials is that they no longer disappear above Tc but have precursors appearing 
at some temperature above the superconducting transition temperature. Recently, 
resonant peaks below Tc have also been observed in INS experiments on Bi2 SrJ 
Ca2 0$+s materials [3]. 

Several theories have been suggested to explain the observed resonances [4]. One 
of the proposals [5] was to identify them with a 7r-excitation, a triplet excitation 
at momentum (ir/a,ir/a) in the particle-particle channel : 7^ = T (cos»,. - 
cosPy)cp+Otc-pr Tnis excitation is a well-defined collective mode for a wide range 
of lattice Hamiltonians, including the Hubbard Hamiltonian [6] and the t-J model 
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[5,7,8]. A simple way to visualize the 7r-excitation is to think of a spin-triplet 
pair of electrons sitting on the nearest sites, having the center of mass momentum 
{ir/a, ir/a) and the same relative wavefunction as a d-wave Cooper pair. When 
the system acquires a long-range superconducting order the d-wave Cooper pairs 
may be resonantly scattered into the ir pairs and this gives rise to the sharp reso- 
nance seen in neutron scattering. Motivated by a recent proposal of Scalapino and 
White [9], we showed that last argument may be enhanced and we argued that it 
may be energetically favorable for the system to become superconducting, so that 
the 7T channel may contribute to the spin fluctuations and the system can lower 
its antiferromagnetic exchange energy [10]. In this way, the IT excitation may be 
"promoted" from being a consequence of the d-wave superconductivity to being its 
primary cause. This argument is similar to the argument for the stabilization of 
the A phase of superfluid helium-3, where spin fluctuations are enhanced in the 
A phase relative to the B-phase [11]. So the effect of the spin fluctuation feed- 
back may lead to stabilization of the A phase relative to theB base, which would 
always be favored in weak coupling BCS analysis. The hypothesis of the n excita- 
tion being the major driving force of the superconducting transition is supported 
by comparison of the superconducting condensation energy and the change in the 
antiferromagnetic exchange energy due to the appearance of the resonance. For 
optimally doped YBa2Cu307 the resonance lowers the exchange energy by 18 K 
per unit cell [10], whereas the condensation energy for this material is 12 K per unit 
cell [12]. So the resonance by itself is sufficient to account for the superconducting 
condensation energy. At finite temperature there also seems to be a connection 
between the resonance intensity and the electronic specific heat, giving another 
indication of the important role played by the resonance in the thermodynamics of 
superconducting transition. Another important aspect of the IT excitation is that it 
allows the unification of the spin 5*7(2) and charge 17(1) symmetries into a larger 
50(5) symmetry and suggests a new effective low energy Lagrangian for the de- 
scription of the high Tc cuprates [13]. From the point of view of 50(5) symmetry 
the -K operator is one of the generators of the symmetry and resonances observed 
in neutron scattering are pseudo-Goldstone bosons of broken symmetry. 

Discussion of the -K excitation in the state with long range superconducting order 
has been given within gauge invariant RPA formalism in [7] and from the point of 
view of 50(5) symmetry in [13]. However an understanding of precursors of this 
excitation in the normal state of underdoped materials is still lacking. In reference 
[14] it was pointed out that the most likely origin of these precursors is the existence 
of strong superconducting fluctuations in the pseudogap regime of underdoped 
cuprates [15], an assumption phenomenologically supported by correlations between 
the temperature at which the resonance precursors appear and broadening of the 
singularity in the electronic specific heat above Tc. In weak coupling precursor 
of the -K resonance have been identified with a process in which a 7r-pair and a 
preformed Cooper pair propagate in opposite directions [14] (see Figure 1), however 
quantitative analysis of such process is very difficult. 

In this article we would like to point out that there is an analogue problem to 
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FIGURE 1. Feynmann diagram for the 7r resonance below Tc contrasted with the diagram above 

the 7r-excitation, namely 77 excitation of the negative U Hubbard model [16,17], 
which allows a detailed study in the strong coupling limit, including the analysis of 
resonance precursors in a state without long range order. So in the remaining part 
of this article we will review the 77 excitation and the pseudospin SU(2) symmetry 
that it gives rise to [18] and discuss the strong coupling limit of the negative U 
Hubbard model. 

As originally suggested by Yang and Zhang [18] the negative U Hubbard model 
(we consider d = 3 case) 

H "* £ 4<*a + U1£(nn - -)(nii - -) - fiJ2clcia 
(ij)<J 

(1) 

at half fining has 50(4) symmetry where in addition to the usual spin SU{2) sym- 
metry the system possesses pseudospin SU{2) symmetry, generated by operators 

Vf = EP4+Qtclpi, % = l(Ne - N), and 77 = (77+) , where Ne is the total number 
of electrons and N is the total number of sites. The 77 operator that was intro- 
duced is similar to the n operator that we discussed earlier in that it acts in the 
particle-particle channel and has momentum Q = (ir/a,7r/a), however it is spin 
singlet operator and creates pairs of electrons where electrons sitting on the same 
site. While the SO(5) symmetry of the t-J model is related to the competition 
between the antiferromagnetic and d-wave superconducting orders in this system, 
the pseudospin SU{2) symmetry relates CDW and s-wave superconductivity in the 
negative U Hubbard model. At half filling when /j = 0 the symmetry is exact and 
there is a degeneracy between the CDW state and state with superconducting or- 
der. Away from half-filling the symmetry is explicitly broken and superconducting 
state is energetically more favorable than the CDW state. The 77 operator no longer 
commutes with the Hamiltonian but satisfies [^,77+] = -2/j?7t. Therefore, when 
it acts on the ground state it creates an exact excited state at the energy of -2/j. 
In the normal state such 77 excitation does not contribute to the density fluctua- 
tion spectrum, since it is a charge 2 operator, however when the system becomes 
superconducting and there is a finite probability of converting particles into holes 
the 77 resonance appears as a resonance in the density fluctuation spectrum (one 
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can also think of this as resonant scattering of s-wave Cooper pairs into r\ pairs). 
Another way to see how the rj channel gets coupled to the density channel below 
Tc is to notice that there is an exact commutation relation [rf,PQ\ = A where 
PQ = Ep<7 Cp+QrCpcr is density operator at momentum Q and A is a superconduct- 
ing s-wave order parameter. In the superconducting state the right hand side of 
this relation acquires an expectation value, so pQ and A become conjugate variables 
and resonant peak in one of them shows up as a resonance in the other [16]. 

The question that we want to address is what happens if we do not have long 
range order but only strong superconducting fluctuations. Can they lead to precur- 
sors of the r? resonance in the density-density correlation function and what is the 
form of such precursors. The limit that we want to consider is strong coupling limit 
when U »t. We perform a particle-hole transformation on a bipartite lattice 

■*-**  «H^M p) 
where A and B denote two sublattices. This transformation maps the negative U 
Hubbard model at finite doping (i.e. finite p,) into positive U Hubbard model at 
half-filling but in the presence of magnetic field along z-axis. Pseudospin SU(2) 
symmetry goes into the spin SU(2) symmetry and 77 resonance becomes a Larmor 
resonance in the transverse spin channel. Particle-hole transformation maps su- 
perconducting order parameter into antiferromagnetic order parameter in the x-y 
plane and a CDW order parameter into antiferromagnetic order parameter in z 
direction. The advantage of doing such particle-hole transformation is that strong 
coupling limit of the positive U Hubbard model at half filling is well known. It is 
the Heisenberg model with the nearest neighbor exchange interaction J = At2/U 
[19]. So the effective Hamiltonian in strong coupling is 

n = JY:sisj + HzY/s! (3) 
(ij) i 

with Hz = Ip,. At T = 0 Heisenberg model in external field will develop a long 
range antiferromagnetic order in the plane perpendicular to the direction of the 
applied field ( xy plane in our case, which corresponds to the superconducting 
order in the original negative U model). When this happens, N± get expectation 
values and we can use the commutation relation [5±,JV2] = ±N± to show that 
Larmor resonance, which was originally present in S± channels only, will appear 
in the Nz-Nz correlation function as well. However we are interested in the regime 
when we have only finite range antiferromagnetic correlations (although strong) 
and we want to find possible precursors of the Larmor resonance in the Nz channel. 

This effect is conveniently studied by using Schwinger boson representation of 
the Heisenberg model [19]. On a bipartite lattice one represents spin operators 
as Sf = a\bi and Sf = 1/2 (ojoj - fcjfcj) on sublattice A, and S? = -b\a.i and 
Sf = 1/2 (b\bi - a\ai) on sublattice B. Provided that constraint a|aj + b\h = 1 
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is satisfied at each site and a and b obey the usual bosonic commutation relation 
we easily recover the proper commutation relations for spin SU(2) algebra at each 
site. In terms of a and b operators Hamiltonian (3) can be written as 

« = -\ £ MjAij + ^ E(-Y(*Ui - bth) + E Mal*+bh -1)      (4) 
(if) i i 

where Ay = ajO,- + fybj and the last terms enforces the constraint at each site. 
In the mean field approximation the last Hamiltonian may be diagonalized by 
quasiparticles aafi,k (a — 1,2, p = ±, and momentum k runs in the magnetic zone 
only) with dispersion wa±,k = uk ± Hz/2, where wk = \J\2 - 4Q27jj! and 7* = 
cos kx + cos ky. Mean-field parameters A and Q have to be found from minimizing 
the free energy F = | £M In {sinh[^]} - 2AAT + ^-N. In terms of a operators 
the uniform and staggered spin operators can be written as 

M+ = Jj E («i+,fca2-,fc - al^a^k)    Mz = —Y, («l+,fc«a+,fc - a\_<kaa-,k) 
fc ak 

N* = ffYL-)a{cosH2ek)atliikaaii>k+-smh(28k)[ oj^a^-fc + aail,kaafl^k ]} 

N* = ffH cosh(26k) a\fltka2ß,k + ^sm\i{26k)[a\lika\jlt_k + alßika2ß,-k}}       (5) 

where tanh(20fc) = -2Qjk/X. Prom equations (5) we notice that the M+ operator 
has the exact energy of Hz due to the fact that the mean-field approximation on 
Schwinger bosons does not break spin symmetry. The correlation function for Nz 
is given by 

D(CJ > 0)=ImJdteia'te(t){Nz(t)Nz(0)) 

X)(l + JV(w+,fc) + N(u>^)) 6(tu-u+!k-u>-,k) (6) 
k 

where N(u) = l/(e*" - 1). At T < Tc, bosons «i-,fc=0 and a2-,k=o are condensed 
so there is a ^-function resonance in D{u>) at frequency Hz = 2p with the weight 
sinh2(2öA;=o) = {N%)/(MZ) as dictated by the SU(2) symmetry [18,16,17]. There 
is also an additional broad peak due to a0_ fc^0 that starts at energy 2/JL and then 
extends in a frequency range of around T with an integrated weight proportional to 
T3/2. Above the Neel ordering temperature the tf-peak in D(u) is absent, however 
there is a broadened peak at the energy slightly larger than 2/z (the lower energy 
threshold is given by aw = w_ fc=0 + u>+>k=0 = 2p + 2w_ fe=0, and w_ fc=0 is small 
since it vanishes at Tc ). The width of this broad feature is T and the total 
spectral weight is proportional to T3/2e_w-.fc=0/T. As the temperature is lowered 
and the system approaches Bose condensation at Tc, the energy w_,fc=0 becomes 
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smaller leading to a smooth increase of the integrated intensity of the peak. So the 
intensity of the resonance changes continuously across % but as may be shown by 
a detailed analysis there is a jump in the derivative. On Figure 2 we show a sketch 
of D(u) for temperatures below and above Tc. 

T<T, 

*- CO 

T>TC 
2u 

CO, 

FIGURE 2. Density response function at momentum Q = (ir/o, ir/a) for the negative-*/ Hub- 
bard model in the large U limit. For T <TC D(u) has a (S-peak at u = 2ß (n resonance) and a 
broad feature starting at the same energy. For T > Tc there is only a broad peak at the energy 
slightly higher then 2/j.. 

Before concluding we would like to remark that that many features of the pre- 
cursors of the 77 excitations that we discussed here, such as temperature dependent 
shift to higher energies and considerable broadening are likely to be present for the 
7r-excitation of the t-J model as well. INS on underdoped YBa2Cu306+s reveals 
considerable broadening of the resonance above Tc, however the current accuracy 
of experiments does not allow to see any changes in the energy of the resonance 
above the superconducting transition. 

This work is partially supported by the NSF at ITP (ED) and by the NSF grant 
DMR-9814289. We acknowledge useful discussions with A. Auerbach and D.J. 
Scalapino. 
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Abstract. 
It is argued that a new mechanism and many-body theory of superconductivity are 

required for doped correlated insulators. Here we review the essential features of and 
the experimental support for such a theory, in which the physics is driven by the kinetic 
energy. 

I    INTRODUCTION 

High temperature superconductivity [1] is obtained by adding charge carriers into 
a highly-correlated antiferromagnetic insulating state. Despite the fact that there is 
a large "Fermi surface" containing all of the pre-existing holes and the doped holes, 
[2] it is impossible to understand the behavior of the system and, in particular, 
the origin of high temperature superconductivity unless the nature of the doped- 
insulating state is incorporated into the theory. In particular, the Fermi liquid 
theory of the normal state and the BCS theory of the superconducting state, which 
are so successful for conventional metals, were not designed for doped insulators, 
and they do not apply to the high .temperature superconductors. (Section II.) 
Consequently it is necessary to develop a new mechanism and many-body theory 
of high temperature superconductivity. 

In our view, the physics of the insulator and the doped insulator, including 
antiferromagnetism and superconductivity, is driven by a lowering of the zero- 
point kinetic energy. [3] This is well known for the antiferromagnetic state but, in 
addition, the motion of a single hole in an antiferromagnet is frustrated because it 
stirs up the spins and creates strings of ferromagnetic bonds. Consequently, a finite 
density of holes forms self-organized structures, designed to lower the zero-point 
kinetic energy. This is accomplished in three stages: a) the formation of charge 
inhomogeneity (stripes), b) the creation of local spin pairs, and c) the establishment 
of a phase-coherent high-temperature superconducting state. The zero-point kinetic 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics l-56396-880-0/99/$15.00 

37 



energy is lowered along a stripe in the first stage, and perpendicular to the stripe 
in the second and third stages. 

Static or dynamical charge inhomogeneity, [4-8] or "topological doping" [9] is 
quite common for doped correlated insulators. In d dimensions, the charge forms 
one-dimensional arrays of (d— l)-dimensional structures that are also antiphase do- 
main walls for the background spins. In d = 1 there is an array of charge solitons, 
[10] whereas, in d = 2, there are linear "rivers of charge" (stripes) threading through 
the antiferromagnetic background. [5-7] In d — 3 there are arrays of charged planes 
[7,8], as observed in the manganates. [11] These self-organized structures, which 
may be fluctuating or form ordered or glass phases, are a consequence of the ten- 
dency of the correlated antiferromagnet to expel the doped holes, and they lead to 
a lowering of the zero-point kinetic energy. The theoretical arguments that lead to 
this picture will be summarized in Sec. HI. 

It is clear that any new many-body theory must be based on the local electronic 
structure and there are strong indications of a link to high temperature super- 
conductivity. First of all, in LSCO and YBCO the value of Tc is inversely propor- 
tional to the spacing between stripes in underdoped and optimally doped materials. 
[12,13] Secondly, fiSR experiments [14,15] have found evidence for a phase in which 
superconductivity coexists with a cluster spin glass. In YBa2Cu307_j, the spin 
freezing temperature goes to zero when the superconducting Tc is more than 50K. 
It is difficult to see how these two phases could coexist unless there is a glass of 
metallic stripes dividing the Cu02 planes into randomly-coupled antiferromagnetic 
regions. A new mechanism and many-body theory of superconductivity, based on 
local charge inhomogeneity has been developed, [16-19] and there is substantial 
experimental support for the overall picture, as described in subsequent sections. 

II    BCS MANY-BODY THEORY 

There are several reasons why the Fermi liquid theory of the normal state and 
the BCS theory of the superconducting state do not apply to the high temperature 
superconductors: 

1) In BCS theory, the superfluid density ns is given by all electrons in the Fermi 
sea, whereas, in the high temperature superconductors, n3 is proportional to the 
density of doped holes. 

2) The outstanding success of BCS theory stems from the existence of sharp 
quasiparticles. However, an analysis of the temperature dependence of the resistiv- 
ity shows that the quasiparticle concept does not apply to many synthetic metals, 
including the high temperature superconductors. [16,20] This idea is supported by 
angular resolved photoemission spectroscopy (ARPES) which shows no sign of a 
normal-state quasiparticle peak near the points (0, ±7r) and (±7r,0) where high 
temperature superconductivity originates. [21,22] 

3) If there are no quasiparticles, there is no Fermi surface in the usual sense of 
a discontinuity in the occupation number n% at T — 0. This undermines the very 
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foundation of the BCS mean-field theory, which is a Fermi surface instability. 
4) In BCS theory, pairing and phase coherence take place at the same temperature 

Tc, and a good estimate of Tc is given by A0/2, where A0 is the energy gap measured 
at zero temperature. However, this criterion does not give a good estimates of Tc 

for the high temperature superconductors, especially for underdoped materials: 
A0/2TC varies with doping and can be much greater than one. Rather, the value 
of Tc is determined by the onset of phase coherence [17,19] and is governed by the 
zero-temperature value of the "phase stiffness", Vo 5 (fic)2a/167r(eA(0))2, which 
sets the energy scale for the spatial variation of the superconducting phase. Here 
A(T) is the penetration depth and a is a microscopic length scale that depends on 
the dimensionality of the material. [17] 

5) A major problem for any mechanism of high temperature superconductivity 
is how to achieve a high pairing scale in the presence of the repulsive Coulomb 
interaction, especially in a doped Mott insulator in which there is poor screening. 
In the high temperature superconductors, the coherence length is no more than a 
few lattice spacings, so neither retardation nor a long-range attractive interaction 
is effective in overcoming the bare Coulomb repulsion. Nevertheless ARPES [22] 
shows that the major component of the gap function is proportional to cos kx — 
cosky. It follows that, in real space, the gap function and hence, in BCS theory, 
the net pairing force, is a maximum for holes separated by one lattice spacing, 
where the bare Coulomb interaction is very large (~ 0.5 eV, allowing for atomic 
polarization). It is not easy to find a source of an attraction that is strong enough 
to overcome the Coulomb force at short distances and achieve a high transition 
temperature in a natural way by the usual Cooper pairing. 

Clearly there is a need for a new mechanism and many-body theory to explain . 
high temperature superconductivity. 

Ill    TOPOLOGICAL DOPING 

It is well known that the motion of a single hole in an antiferromagnet is frustrated 
by the creation of strings of broken bonds. [23] This idea is supported by ARPES, 
which found that the bandwidth of a single hole is controlled by the exchange 
integral J, rather than the hopping amplitude t. [24] 

When there is a finite density of holes, the system strives to relieve this frustration 
and lower its kinetic energy. If the holes were neutral the system would separate 
into a hole-free antiferromagnetic phase and a hole-rich (magnetically disordered 
or possibly ferromagnetic) phase, in which the holes are mobile and the cost in 
exchange energy is less than the gain in kinetic energy. [25-27] In practice the holes 
are charged, but macroscopic phase separation can take place whenever the dopants 
are mobile, as in oxygen-doped and photo-doped materials. We have reviewed the 
experimental evidence for this behavior elsewhere. [28,5] More recent experiments 
exploring oxygen doping in detail have been carried out by Wells et al.. [29] 
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When the dopants are immobile, charged holes can do no more than phase sepa- 
rate locally, by forming arrays of linear metallic stripes [5-7] which are "topological" 
in nature, since they are antiphase domain walls for the antiferromagnetic back- 
ground spins. [9,30] This structure lowers the kinetic energy along the stripe but 
makes it more difficult, if anything, for a single hole to move perpendicular to the 
stripe direction. A hop transverse to a stripe takes the hole far above Fermi energy. 
[18] However, as we shall see, pairs of holes can move more easily transverse to 
a stripe, and they lower their kinetic energy first by forming spin pairs and, at a 
lower temperature, by making the system a high temperature superconductor. 

It has been argued that charge stripes are energetically impossible because the 
driving energies are unable to overcome the Coulomb repulsion. [31] However, 
charge modulation is inevitable if the short-range interactions give a negative com- 
pressibility, K, as they do between the spinodals of a system that, otherwise, would 
undergo phase separation. A general expression for the Debye screening length 
is \D = Je/4Tre2n2K, where e is the dielectric constant, e is the charge and n is 
the density. When K < 0, XD is imaginary, which indicates that the ground state 
is unstable to a density modulation. [32,33] Of course it requires a more detailed 
microscopic calculation to obtain the physical length scale. 

The existence of charge and spin stripes in the L^-xSr^CuC^ family was estab- 
lished in an elegant series of experiments on Lai.6_xNdo.4Sra:Cu04 by Tranquada 
and co-workers. [34] In a Landau theory of the phase transition, [30] the spin or- 
der parameter S$ and the charge order parameter p_g first couple in third order 

(Sf Sfp_g), so the ordering vectors must satisfy Q = 2q or, in other words, the 
wavelength of the spin modulation is twice that of the charge modulation. This 
relation is found to be satisfied experimentally, [34] and it implies that the charge 
stripes also form antiphase domain walls in the magnetic order, which gives the pre- 
cise meaning of the concept of topological doping. [9] The observation of essentially 
ordered stripes allowed a study of the evolution of the spin and charge order pa- 
rameters, which not only provided input into the mechanism of stripe formation by 
showing that they are charge driven, but also established that inelastic incommen- 
surate magnetic peaks observed previously [35] in L^-xSr^CuC^ were produced 
by fluctuating stripes. Recently, inelastic incommensurate magnetic peaks have 
been observed in underdoped YBa2Cu307_f by neutron scattering experiments, 
[36] thereby establishing that YBa2Cu307_s and the I^-sSr^CuC^ family have a 
common spin structure. 

By now, the prediction of metallic stripes [5,6] has been confirmed in all fam- 
ilies of materials in which extensive neutron scattering experiments have been 
performed (LSCO and YBCO). There is growing evidence of similar behavior in 
Bi2Sr2CaCu20*8+«: preliminary neutron scattering experiments show incommensu- 
rate magnetic peaks, and there is ARPES evidence [37] of spectral weight transfer 
associated with stripes. Also, a calculation of the effects of stripes in ARPES exper- 
iments [38] produced regions of degenerate states and a flat section of the "Fermi 
surface" near (0, ±7r) and (±7r, 0), as observed experimentally. [39,40,21] 
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IV    SPIN PAIRING 

The existence of a cluster spin-glass state for a substantial range of doping in the 
high temperature superconductors [14,15] implies that the stripe dynamics is slow 
and that the motion of holes along the stripe is much faster than the fluctuation 
dynamics of the stripe itself. Thus an individual stripe may be regarded as a finite 
piece of one-dimensional electron gas (1DEG) located in an active environment of 
the undoped spin regions between the stripes. Then it is appropriate to start out 
with a discussion of an extended 1DEG in which the singlet pair operator P* may 
be written 

f=^-^i (i) 
where V>t> creates a right-going (i = 1) or left-going (i — 2) fermion with spin a. In 
one dimension, the fermion operators of a 1DEG may be expressed in terms of Bose 
fields and their conjugate momenta (?!>c(a;),7rc(x)) and (<f>s(x),irs(x)) corresponding 
to the charge and spin collective modes respectively. In particular, the pair operator 
Pf becomes [10] 

pt „ etV5^c cos (V§^,), (2) 

where dx9c = irc. In other words, there is an operator relation in which the am- 
plitude of the pairing operator depends on the spin fields only and the (supercon- 
ducting) phase is a property of the charge degrees of freedom. Now, if the system 
acquires a spin gap, the amplitude cos (y/2w4>s) acquires a finite expectation value, 
and superconductivity will appear when the charge degrees of freedom become 
phase coherent. Clearly, in one dimension, the temperature at which the spin gap 
forms is generically distinct from the phase ordering temperature because phase 
order is destroyed by quantum fluctuations, even at zero temperature. [10] 

We emphasize that we are not dealing with a simple 1DEG, for which a spin gap 
occurs only if there is an attractive interaction in the the spin degrees of freedom. 
[10] The 1DEG on the stripe is in contact with an active (spin) environment, 
and we have shown that pair hopping between the 1DEG and the environment will 
generate a spin gap in both the stripe and the environment, even for purely repulsive 
interactions. [18] The same mechanism gives rise to spin gaps in spin ladders. Also, 
although the theory was worked out for an infinite 1DEG in an active environment, 
it is known from numerical calculations on finite-size systems that the conclusions 
are correct for any property that has a length scale small compared to the size of the 
system. Here, we use the theory only to establish the existence of a spin gap, which 
corresponds to a length scale of a few lattice spacings. Once a spin gap has been 
formed, the problem is reduced to the physics of the superconducting phase and its 
quantum conjugate (the number density), and high temperature superconductivity 
emerges when phase order is established. [16,17,19] 

Experimentally the formation of an amplitude of the order parameter is indicated 
by a peak in (TiT)-1 (where 7\ is the spin-lattice relaxation rate), [41] and by 

41 



ARPES, [42] both of which are consistent with spin pairing. A drop in the specific 
heat [43] and a pseudogap in the c-axis optical conductivity, [44] both of which 
indicate that the charge is involved, occur at a higher temperature in underdoped 
materials, and are symptoms of the onset of stripe correlations. [18] 

V    PHASE COHERENCE 

High temperature superconductivity is established when there is coherent motion 
of a pair from stripe to stripe. [18] This final step in the reduction of the zero-point 
kinetic energy is equivalent to establishing phase order, and it determines the value 
of Tc, especially in underdoped and optimally doped materials. [16,17,19] 

It is sometimes argued that thermal phase fluctuations are excluded because the 
Coulomb interaction moves them up to the plasma frequency, OJP, via the Anderson- 
Higgs mechanism. This argument, if correct, also would imply that critical phe- 
nomena near to Tc cannot display 3d-XY behavior. An explicit calculation shows 
why this objection is incorrect. The Fourier transform of the Lagrangian density 
in the long wavelength limit has the form [16,45] 

£(k,u>) = ^fcV[VoM + VxtAH^fc,«) (3) 

where e(u>) is the dielectric function at k — 0, V\ — h2a/16ne2, and Vb(0) = Vb is 
the classical phase stiffness, defined above. At high frequency 

e(w) = Coo-j£. (4) 

Note that Vb(w) vanishes at high frequency and, in general, it does not contribute 
to the plasma frequency. Then phase fluctuations occur at a frequency uip/^/e^. 

At the same time, for u — 0, the Lagrangian has the form C = const.k2, as required 
for classical phase fluctuations. In general, it is necessary to do a renormalization 
group calculation to obtain the zero-frequency limit, and we have shown that, for 
sufficiently good screening (large dielectric function), the behavior of the system 
is given by the classical (Vb) part of the Lagrangian. [16] The unusual form of the 
Lagrangian stems from the use of the dual phase-number representation, in which 
the Vb term represents the kinetic energy (pair hopping) and the Vi term is the 
potential energy (Coulomb interaction). 

We have solved the following model of classical phase Auctions [17,19]: 

H = -J|, £ {cos(%) + *co8(20y)} -   Y,   {J± «»(*«)} . (5) 

where the first sum is over nearest neighbor sites within each plane, and the second 
sum is over nearest neighboring planes. The values of the constants J\\ and S are 
taken to be isotropic within each plane and the same for every plane. The coupling 

42 



between planes, Jf, is different for crystallographically distinct pairs of neighboring 

planes. . , 
The results of this final stage of the calculation are in good agreement with 

experiment. For a reasonable range of parameter values (as constrained by the 
magnitudes of the penetration depths in different directions) the model gives a good 
estimate of Tc and its evolution with doping. It also explains [19] the temperature 
dependence of the superfluid density, obtained for a range of doping by microwave 

measurements. [46] . 
The phase diagram itself is consistent with this picture. The physics evolves 

in three stages. Above the superconducting transition temperature there are two 
crossovers, which are quite well separated in at least some underdoped materials. 
The upper crossover is indicated by the onset of short-range magnetic correlations 
and by the appearance of a pseudogap [44] in the c-axis optical conductivity (per- 
pendicular to the Cu02 planes) which might possibly indicate the establishment of 
a stripe glass phase. The lower crossover is where a spin gap or pseudogap (which 
is essentially the amplitude of the superconducting order parameter) is formed. 
Finally, superconducting phase order is established at Tc and, in fact, determines 
the value of Tc. [17,19] . 

Acknowledgements: We acknowledge frequent discussions with J. M. lran- 
quada. This work was supported at UCLA by the National Science Foundation 
grant number DMR93-12606 and, at Brookhaven, by the Division of Materials 
Sciences, U. S. Department of Energy under contract No. DE-AC02-98CH10886. 

REFERENCES 

1. J. G. Bednorz and K. A. Müller, Z. Phys. B 64, 189 (1986). 
2. Z.-X. Shen et at., Science 267, 343 (1995). _     _ 
3. For a perspective on the circumstances in which physics is driven by the kinetic 

energy see P. W. Anderson, Adv. in Phys. 46, 3 (1997). 
4. J. Zaanen and O. Gunnarson, Phys. Rev. B 40, 7391 (1989); H. Schultz, Phys. Rev. 

Lett. 64, 1445 (1990). 
5   S  A  Kivelson and V. J. Emery in Strongly Correlated Electronic Matertals:  The 

' Los Alamos Symposium 1993, edited by K.S. Bedell, Z. Wang, D.E. Meltzer, A.V. 
Balatsky, and E. Abrahams, (Addison-Wesley, Reading, Massachusetts, 1994) p. 619. 

6. U. Low, V. J. Emery, K. Fabricius, and S. A. Kivelson, Phys. Rev. Lett. 72, 1918 

(1994). 
7. L. Chayes, V. J. Emery, S. A. Kivelson, Z. Nussinov, and J.Tarjus, Physica A 225, 

129 (1996). 
8. E. W. Carlson, S. A. Kivelson, Z. Nussinov, and V. J. Emery, Phys. Rev. B 57, 

14704 (1998). 
9. S. A. Kivelson and V. J. Emery, Synth. Met. 80, 151 (1996). 

ID V J Emery in Highly Conducting One-Dimensional Solids, edited by J. T. Devreese, 
R. P. Evrard, and V. E. van Doren, (Plenum, New York, 1979) p. 327; J. Solyom, 
Adv. Phys. 28, 201. 

43 



11. S. Mori, C. H. Chen, and S. W. Cheong, Nature 392, 473 (1998). 
12. K. Yamada et al. Phys. Rev. B 57, 6165 (1998). 
13. A. V. Balatsky and P. Bourges, preprint; cond-mat/9901294. 
14. A. Weidinger et al, Phys. Rev. Lett. 62, 102 (1989). 
15. Ch. Niedermayer et al, Phys. Rev. Lett. 80, 3843 (1998) and this conference. 
16. V. J. Emery and S. A. Kivelson, Phys. Rev. Lett. 74, 3253 (1995). 
17. V. J. Emery and S. A. Kivelson, Nature 374, 4347 (1995). 
18. V. J. Emery, S. A. Kivelson, and 0. Zachar, Phys. Rev. B 56, 6120 (1997). 
19. E. W. Carlson, S. A. Kivelson, V. J. Emery, and E. Manousakis, to be published. 

.   20. V. J. Emery, S. A. Kivelson, and V. N. Muthukumar, preprint; cond-mat/9901270 
21. M. R. Norman, this conference. 

22. Z-X. Shen et at., Phys. Rev. Lett. 70, 1553 (1993); H. Ding et al, Phys. Rev. B 54, 
R9678 (1996). 

23. L. N. Bulaevskii and D. I. Khomskii, Zh. Eksp. Teor. Fiz. 52, 1603 (1967) [Sov. Phys. 
JETP 25, 1067 (1967)]; Fiz. Tverd. Tela 9, 3070 (1967) [Sov. Phys. Solid State 9, 
2422 (1968)]; W. Brinkman and T. M. Rice, Phys. Rev. B 2, 1324 (1970). 

24. B. O. Wells et al., Phys. Rev. Lett. 74, 964 (1995). 
25. V. J. Emery, S. A. Kivelson, and H.-Q. Lin, Physica B 163, 306 (1990); Phys. Rev. 

Lett. 64, 475 (1990). 

26. M. Marder, N. Papanicolau, and G. C. Psaltakis, Phys. Rev. B 41 6920 (1990). 
27. S. Hellberg and E. Manousakis, Phys. Rev. Lett. 78, 4609 (1997). 
28. V. J. Emery and S. A. Kivelson, Physica C 209, 597 (1993). 
29. B. O. Wells et al., Science 277, 1067 (1997). 
30. O. Zachar, S. A. Kivelson, and V. J. Emery Phys. Rev. B 57, 1422 (1998). 
31. J. C. Phillips, this conference. 

32. V. J. Emery and S. A. Kivelson in Recent developments in High Temperature super- 
conductivity Edited by J. Klamut et al, (Springer-Verlag, Berlin, Heidelberg, New 
York, 1996), p. 265. 

33. See also A. H. Castro Neto, Phys. Rev. B 51, 3254 (1995). 
34. J. M. Tranquada et al., Nature 375, 561 (1995). 
35. S-W. Cheong, et al, Phys. Rev. Lett. 67, 1791-1794 (1991); T.E. Mason, et al, 

Phys. Rev. Lett. 68, 1414-1417 (1992); T. R. Thurston, et al, Phys. Rev. B 46, 
9128-9131 (1992); K. Yamada et al, Phys. Rev. Lett. 75, 1626 (1995). 

36. H. A. Mook et al, Nature 395, 580 (1998) and this conference. 
37. Z.-X. Shen et al, Science, 280, 259 (1998). 
38. M. Salkola, V. J. Emery, and S. A. Kivelson, Phys. Rev. Lett. 77, 155 (1996). 
39. D. S. Dessau et al, Phys. Rev. Lett. 71, 2781 (1993). 
40. H. Ding et al, Phys. Rev. Lett. 78, 2628 (1997). 
41. M.-H. Julien et al, Phys. Rev. Lett. 76, 4238 (1996). 
42. A. G. Loeser et al, Science 273, 325 (1996). H. Ding et al, Nature 382, 51 (1996). 
43. J. R. Cooper and J. Loram, J. Phys. I 6, 2237 (1996). 
44. C. C. Homes et al, Phys. Rev. Lett. 71, 1645 (1993). 
45. K. H. Wagenblast et al, Phys. Rev. Lett. 79, 2730 (1997). 
46. W. N. Hardy, et al. in Proceedings of the 10th Anniversary HTS Workshop, edited 

by B. Batlogg et al, (World Scientific, Singapore (1996) p. 223. 

44 



Metallic stripes in doped Hubbard model 

Marcus Fleck,* Alexander I. Lichtenstein,* and Andrzej M. Oles*-* 

*Max-Planck-Institut FKF, Heisenbergstrasse 1, D-70569 Stuttgart, Germany 
t Forschungszentrum Jülich, D-52425 Jiilich, Germany 

* Institute of Physics, Jagellonian University, Reymonta 4, PL-S0059 Krakow, Poland 

Abstract. We report new types of metallic stripes with ferromagnetic order along the 
domain walls for the two-dimensional Hubbard model using the dynamical mean-field 
theory. The (1,0) stripes have the observed filling close to one doped hole per two 
atoms, while the (1,1) stripes are more extended. The stripe structures are stable at 
low temperatures T < 70K, and change into spin spirals at higher temeratures. 

Localized holes organize into one-dimensional structures called stripes, which 
form commensurate patterns, as discovered in Lai.48Ndo.4Sro.i2Cu04 [1]. The stripe 
phase has been predicted theoretically in several numerical studies within: the 
Hartree-Fock (HF) approximation [2-4], the Gutzwiller ansatz (GA) [5], and the 
density matrix renormalization group (DMRG) [6]. The observed antiferromagnetic 
(AF) domains [1] separated by domain walls filled by one hole, per two 4x1 domain 
wall unit cells, so called half-filled stripes [4], are only locally stable in the HF 
studies, but become global minima when electron correlations are included either 
in the DMRG [6], or within the GA [5]. We will show that, in contrast to the 
static approaches [4], the stripes are metallic using a local selfenergy [7], found 
self-consistently within the dynamical mean-field theory (DMFT) [8]. Thereby we 
generalize our previous study of spin spirals [9] to the stripe phase. 

We consider the two-dimensional (2D) Hubbard model on a square lattice, 

H=-     Yl    tmi,njalnia
anja+UJ2nmitnmH., (*) 

where the pair of indices {mi} labels the unit cell m and the position R™ + r; 
of atom i = 1,..., L within the unit cell. Effective parameters for the single band 
model of the cuprates (1) include hopping integrals between first-, second- and 
third-nearest neighbors, tm,-iBJ- = t, t', and t", respectively [10]. The one-particle 
Green function in the stripe phase is given by a (L x L) matrix Gy<r(k,ia;v), where 
w„ are fermionic Matsubara frequencies. Using a local cell selfenergy [8,9] we write, 

G&(k, ™») = (^ + /*)** " eS>(k) - S«^")^- (2) 
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Here e"£(k) is a (L x L) matrix which describes the kinetic energy and the self- 
consistent local HF potential, U{noi9) {a = -a). The local Green function for 
each nonequivalent atom i is therefore calculated from the diagonal elements of the 
Green function matrix as given in Eq. (2), Ga,(tw„) = A^1 £kGl!(T(k,iü;„), and 
the spin-fluctuation (SF) part of the cell selfenergy (ß = l/kBT), 

E^(iw„) = Ülß-1 J2 [xxtoiiur) Stf»(*w„ - tw„) + x««(i«M) Ghi™» ~ *"V)1> (3) 

where a?^ are bosonic Matsubara frequencies. The transverse, Xnw(^), and longi- 

tudinal, Xoavfap), susceptibility in Eq. (3) are found in random phase approxima- 
tion with renormalized interaction, Üti = U/[1+ UXU(0)] [9], with x??(0) standing 
for the scattering kernel. Finally, using the cavity method we write [8], 

Ö2v(«4,) -1 = Gii)r(iu,v) -
1 + E^(iw„) . (4) 

Eqs. (2), (3), and (4) represent a solution for the one-particle Green functions 
within the DMFT. By solving them self-consistently at fixed hole densities S, stripe 
phases have been found in the physically interesting regime of 8 < U/t < 12 at low 
temperature, T = 0.015*. One finds a competition between the vertical (1,0) and 
diagonal (1,1) stripes (Fig. 1), with a crossover value at U/t ~ 11, about twice 
larger than the respective HF value [2,4]. 

We find patches of close to half-filled vertical (1,0) domain-walls, using the ef- 
fective single band model for La2_arSra!Cu04 [10] [Fig. 1(a)]. One might expect 
that they condense at low temperature to a connected hole-rich string, consisting 
of doped 3-leg ladders [4,6] and isolated half-filled AF-chains, while at higher tem- 
peratures strong fluctuations between different structures with similar energies are 
expected. Unlike in the HF calculations [4], the atoms at the domain-walls form a 
ferromagnetic (FM) chain, showing that FM polarons might also contribute to the 
stability of static domain-walls. 

(a) (b) 

4> <♦>-(♦) 4» (±> <p 4>   { ®"#---4-<4>"-i> MM 
J   ♦ 6 *  * d>~® * f~#-4>~<i) M   t * <?> 
*♦♦©♦&♦♦ ft® f  !   !  * <M> 

f   * cp 4>  * cp-o $ Mt* QMMHM» 
4»  <D-<p  $  ®~©  ♦   ) Mt Q>~<M>"<M> * 
f   4>  #  ♦  #  *   f    j }   * ®--<i>-ci>--<i>-«±» $   | 

FIGURE 1. Stripe phases obtained for the Hubbard model at T = 0.015* for: (a) U = 10«, 
*' = -0.1K, t" = 0.04*, and S = 1/8; (b) tf = 12«, f = -0.28«, t" = 0.18«, and <J = l/io! 
The diameter of the grey circles (length of arrows) is proportional to the doped hole density 
1 - (n,-f + ni4.) (magnetization (n,^ - n^)). Dashed bonds indicate domain walls. 
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In contrast, extended (1,1) stripes were obtained for the parameters of 
YBa2Cu306+:c [10] [Fig. 1(b)]. The FM walls extending over five neighboring 
atoms separate nearly undoped AF domains. The doped holes gain kinetic energy 
due to their delocalization along the FM (1,1) walls, while the magnetic energy is 
gained in the AF domains. Such a state is particularly favored at increased values 
of the extended hopping parameters, t' and t", which enhance FM corelations. 

The charge and magnetic correlations in the stripe phases lead to characteristic 
maxima in the respective structure functions [4], 

Ml) =xJ2 
ix,iy 

g-.-(9..-.+j»i.)(1 _ n(0,o))(l - «(,■„.■,)>. (5) 

■<«> = ££' -i(9-,'*+""'")(^,o)><^,,-,)), (6) 

where (1 - n,-) is doped hole density at site i = (ix, iy), and (S-) = \ (n;t - n4). One 
finds that additional maxima develop in S*(q) around the (ir,ir) point, displaced 
either along the (1,0) and (0,1) directions in the (1,0) stripe phase [Fig. 2(a)], or 
along the (1,1) and (1,1) directions in the (1,1) stripe phase [Fig. 2(b)], respectively. 
The AF maximum survives at the (TT, TT) point, but we expect it to loose intensity 
in the presence of a pinning potential, as realized in Lai.48Nd0.4Sro.i2Cu04 [1]. 
We believe that the observed structures in neutron scattering experiments might 
correspond to strongly fluctuating stripes with nonmagnetic domain walls [4]. 

Finally we discuss the spectral properties using the total density of states, 
jV(w) = -i(ImG,-,v(i'u;„ -)• Lü + t0+)), obtained by averaging of local densities 
of states over the nonequivalent atoms within the unit cell. As for spin spirals 
[9], it is dominated by two maxima which correspond to the Hubbard subbands, 
separated by a large gap (Fig. 3). The Fermi energy falls within a pseudogap which 
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FIGURE 2. Hole-hole nh(q) (5) (open squares) and spin-spin Sz(q) (6) (filled circles) correla- 
tion functions averaged over two equivalent directions, as obtained for the stripe phases of Fig. 1 
for the same parameters. Relative intensities of 5z(q) (nA(q)) are proportional to the used symbol 
size, but the intensity of nh(q) is smaller by roughly one order of magnitude. 
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10     15 10     15 

FIGURE 3. (a) Density of states N(u) for the parameters of Fig. 1: (a) - (1,0) stripes, and (b) 
- (1,1) stripes. Solid and dashed lines refer to T - 0.015« (stripes) and T - 0.05< (spin spirals). 

results from the magnetic order and demonstrates the metallic nature of the present 
stripes. We note that homogeneous spin spiral phase takes over at intermediate 
temperatures [9], T ~ 0.052, which explains why the stripe structures are so diffi- 
cult to detect in the Monte-Carlo calculations. Such spin spirals are characterized 
by an increased pseudogap, and by coherent quasiparticles at larger binding energy. 

In summary, we obtained new (1,0) and (1,1) metallic stripes which agree qual- 
itatively with the experimental observations for La- and Y-based cuprates [1,11]. 
The large Mott-Hubbard gap accompanied by a pseudogap are found to be generic 
features of doped Mott-Hubbard insulators [9]. The present approach explains the 
stability of half-filled stripes in I^-sSr^CuC^ and makes a specific prediction of 
(1,1) extended stripes in the doped YBa2Cu306+:i; compounds [11]. Experimental 
verification is needed as we expect the latter structures to compete with the (1,0) 
stripes stabilized by the coupling to the lattice. 
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Abstract. The distribution of charge states of all atoms in the unit cell of RBa2Cu30I; 
x=6.7 (R = Yb, Er, Ho, Y, Gd, Eu, Sm, Nd, Pr) is determined on the basis of compari- 
son of the theoretical calculated electric field gradient tensor and existing experimental 
data. The variation of the charge states of the atoms as a function of the ionic radius 
is analyzed. 

1. INTRODUCTION 

The explanation of charge state attained by atoms in high-temperature (high-Tc) 
superconductors and the study of how the charge states change with variation of 
the composition are of fundamental value for analyzing the mechanism of high-Tc 
superconductivity. Detailed information on the distribution of the atomic charge 
states in the unit cell of a high-Tc superconductor can be obtained by analyzing the 
electric field gradient (EFG) tensor and the asymmetry parameter of the EFG ten- 
sor, both determined by experimental nuclear-quadrupole and magnetic resonance 
techniques. 

In this article I analyze the orbital occupancy and distribution of charge states of 
all atoms in the unit cell of RBa2Cu3Ox (x=6.7) on the basis of a calculation of the 
EFG tensor and a comparison of the calculated values with existing experimental 
results. 

2. ANALYTICAL METHOD 

I represent the EFG tensor at the nucleus of a given atom by sum of two terms: 
the tensors of the EFG generated by the effective charges (Z*) of all atoms and 
the EFG generated by electrons localized in atomic orbitals of the given atom. I 
calculate the contribution from the effective charges Z* by means of lattice sums 
[1]. For the EFG generated by electrons localized in atomic orbitals of the given 
atom the method [2] were used. 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
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I analyze the distribution of charge states in RBa2Cu307_d as follows. I write 
the expression for the error function S: 

s = EWf exp 
Vk theory + WQ V]($eXP 

zz.k 
fötheor\2 

ZZyk )Y 

where rj — \(FXX-Fyy)/Fzz\ is the asymmetry parameter of the EFG tensor, \FZZ\ > 
\Fyy\ > \Fxx\, and W0 is weighting factor. It follows from fomular that S is a 
function of the effective charges Z* and the symmetry factors Np^)- Minimizing S 
with respect to all Z* and Np(d), I can determine the distribution of charge states 
that most reliable describes the experimentally observed asymmetry parameters 
and principal components of the EFG tensor. 

Table I shows the results of determining the effective charges Z* and factors 
JVp^for the system YBa2Cu3Ox(x=7; x=6) after the minimization of S. The 
structural data and the experimental values of the asymmetry parameter and the 
principal components of the EFG tensor for YBa2Cu3Ox(x=6,7) are taken from 
[3-6]. 

3. MAIN RESULTS AND DISCUSSION 

Now I analyze the distribution of charge states in Table I. 

TABLE I. Distribution of charge states in compounds RBa2Cu30x. 

YBa2Cu307 YBa2Cu306 RBa2Cu307 

Atoms Z* NP(d) Z* Np(d) dZ'/dRu», dN/dR*™ 
Cu(l) +1.46 0.1 +0.81 0.06 1.74 3.15 
Cu(2) +2.0 -0.46 +2.0 -0.06 0.85 -3.08 
0(2) -2.01 - -2.0 - -0.17 - 
0(3) -2.16 - -2.0 - 1.02 - 
0(1) -1.74 -1.0 - - -0.39 1.56 
0(4) -.067 +0.73 -2.07 0.39 1.0 0.8 
Ba +1.45 - +2.08 - -3.16 - 
Y +3.05 - +3.18 - -0.13 - 

Notes: Z* is given in unites of e, Rion is in Ä; 0(4) is an apical atom; 
Z* is determined within absolute error limits ~10% 

The charge state of a copper atom in the Cu(l) position corresponds to a par- 
tially filled d shell. Upon transition to the x=6 compound, the effective charge 
decreases, the d shell being completely filled (3 d10). Consequently, with a decrease 
in the oxygen index (increase in d) one should observed an increase in the concen- 
tration of monovalent copper. This behavior has been observed experimentally in 
an X-ray spectroscopic study of YBa2Cu307_d [7], where it has been shown that 
the concentration of monovalent copper increases upon transition to YBa2Cu306. 
The electronic configuration of copper atom in the Cu(2) position is close to 3d9 
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(one hole in the 3d10shell). The electronic configuration of Cu(2) remains prac- 
tically unchanged in transition from YBa2Cu307to YBa2Cu306- Experimental 
results of an analysis of electron density distribution in YBa2Cus07 crystals [8] 
show that the equal-electron density (EED) levels are distributed symmetrically in 
the neighborhood of the atom Cu(l) and extend along the crystallographic c axis 
in the neighborhood of the atom Cu(2). The calculated filling of the d^-^ and 
d22 orbitals is in perfect agreement with the experimental results [8]. Indeed, the 
orbital filling factor Nd[Cu(l)] is close to zero, indicating symmetric filling of the 
dx2_y2 and dz2 orbitals. The factor Nd[Cu(2)] is negative, hence the hole is lo- 
calized predominantly in the dz2 orbital. The hole is distributed as follows: n( 
dx2_j,2)=0.265; n( dz2)=0.735. The filling of these orbitals changes upon transition 
from YBa2Cu307 to YBa2Cu306, so that n(dz2)=n(da:2_B2)~0.5. The charge states 
of oxygen atoms in the 0(2), 0(3), and 0(1) position are close to their ordinary 
values 0~2 and scarcely change in transition from x=7 to x=6. In the compound 
YBa2Cu307 the magnitude and sign of the factor Np for the atom 0(1) suggest that 
it plays a significant role in the binding of the px and pj, orbitals. The charge state 
of an oxygen atom in the 0(4) position undergoes the most pronounced charge in 
transition from the superconducting to the nonsuperconducting state. The effective 
charge changes from -0.67 to -2. The magnitude and sign of the factor Np[0(4)] in 
the compound YBa2Cu307 indicates that px and py orbitals, i.e., atomic orbitals 
situated in the plane of barium atoms, participate in the charge transfer. Here 
the EED levels must extend over the xy plane, consistent with the experimentally 
observed electron distribution [8]. The possibility of a partial covalent bond be- 
tween oxygen atoms in the 0(4) position and barium atoms can be assumed in the 
given situation. This possibility is further supported by the decrease in the effective 
charge of the Ba atom from +2.0 to +1.45. I call attention to the fact that the 
degree of oxidation of barium is lowered with an increase in the oxygen content, 
as has been observed experimentally [10] in an analysis of photoelectron spectra. I 
note that metals of this type tend to form peroxides [9]. In the nonsuperconducting 
compound YBa2Cu306 the 0(4), Ba atoms have respective charge states 0~2 and 
Ba+2. 

Next I analyze the charge distribution in RBa2Cus07- Table I shows the average 
rates of change and the filling factor Np^as a function of the ionic radius Rim. 
First and foremost, I note that not only the effective charge, but also the nature 
of the distribution of electrons among the orbitals changes as the ionic radius is 
varied. When the ionic radius is increased, the effective charges of Cu(l) and 
Cu(2) are observed to grow, which should cause the x-ray spectra to shift toward 
lower energies. Such a shift has been observed in [11], and the rate of change 
~2.4 agrees satisfactorily with the calculated charge rate of change ~2.6. Two 
structural fragments are distinguishable in the RBa2Cu307 unit cell: a fragment 
of Cu(l)-0(1) chains with nearest-neighbor Ba and 20(4) atoms, and a fragment 
of 2[Cu(2)-0(2)-0(3)] planes. The calculated variation of the net charge of these 
fragments with variation of the ionic radius is close to zero, i.e., charge exchange 
between the fragments takes place as the structure changes. When this happens, 
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hole transfer from the fragment of chains to the fragment of planes is observed as 
the ionic radius increases. Electron transfer into the chain structure is accompanied 
by lowering of the charge of apical oxygen atom, indicating a possible increase in 
the covalence of the bonds of the given atom with the barium atom. An analysis of 
variation of the orbital filling factors shows that with an increase in the ionic radius 
the filling of the orbital decreases. Bearing in mind the experimental fact that the 
maximum Tc is attained at hole densities ~0.2 [per copper atom Cu(2)], I conclude 
that the superconducting transition temperature must become higher as the ionic 
radius increases. This behavior of Tc has indeed been observed [11]. I notice the 
weak dependence of the charge state of R on the ionic radius. The charge state 
R+3is observed for practically the entire R series (Yb, Er, Ho, Y, Gd, Eu, Sm, Nd). 
Extrapolating the data into the range of the ionic radius of Pr, one could assume 
that the charge state of the Pr atom in the compound PrBa2Cu307 is close to 
Pr+3. To elucidate the charge state of the Pr atom, I have calculated the EFG 
tensor using experimental data [12] for the compound Y1_xPrxBa2Cu307 (x=0.2). 
I find that the charge state of the Pr atom is in fact close to Pi+3(Z* ~ 3.04); the 
effective charge of Pr atom will necessary decrease slightly with an increase x. 
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Abstract. Making use of the Bogoliubov-de Gennes equation, we study quasi-particle 
spectrum and the vortex core structure of a single vortex in quasi 2D s-wave super- 
conductors for small PF€O, where pp is the Fermi momentum and £o is the coherence 
length. During our numerical calculation the electron number is conserved for each 
PF£O- We find that the number of bound states decreases rapidly for decreasing PF€O- 

Also we find that the core structure, the current density distribution and the local 
density of states strongly depend on the value of PF£O due to the number and the peak 
positions of bound states. 

Since the discovery of high Tc cuprate superconductors, the vortex states have 
attracted much attention. Perhaps the superconductivity of High Tc cuprates is 
d-wave [1,2] and in the quantum limit [3,4]. Here we study the vortex structure of 
s-wave superconductor in the quantum limit [5]. In our earlier study we neglected 
the number conservation. However number conservation should be crucial in the 
quantum limit as pointed out by van der Marel [6]. Indeed number conservation 
gives a chemical potential which decreases with increasing T for T > Tc, while it 
decreases also as A(T) increases [6]. 

In the following we consider a single vortex within the quasi-two dimensional 
superconductors as in [5]. The corresponding Bogoliubov-de Gennes equation is 
written down in Gygi and Schlüter [7]. Also we use the same basis set for Fourier- 
Bessel expansion as in Eq. 7 in [7]. On the other hand, in [7] they considered 
the case pp£o = 2Ep/&o ~ 40. Here we limit ourselves to PF£O = 1,2 and 4. 
Also unlike in [5], we impose the electron number conservation. The total electron 
number is denned by 

Ne= [j2{\un(r)\2f(En) + \vn(r)\2[l-f(En)]}<fr, (1) 
J     n 

which is then independent of T. Here f(E) is the Fermi distribution function. 
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FIGURE 1. Structure of order parameter for a few temperatures. 

First, in Fig. 1, we show |A(r)| for a few temperatures for pp£o = 4, 2 and 1. 
For PF£O = 4, |A(r)| exhibits a shoulder in the vortex core for T/Tc = 0.1, which 
disappears for PF£O = 2 and 1. 

In Fig. 2, we show the temperature dependence of the core size as defined by [8] 

1 # F=A      £    E«-OA«nH»[l-2/(Ko)]^o(0)-^(0) (2) 
1 E„m<EcjiJ2 

For PF£O = 4, £f * increases with decreasing temperature exhibiting the Kramer- 
Pesch effect [8] which stops around T/Tc = 0.1. On the other hand, no Kramer- 
Pesch effect appears to be seen for pp£o = 2 and 1. 

The quasi-particle spectrum is shown in Fig. 3. The number of bound states 
inside the energy gap decreases rapidly with decreasing PF£O- There are 20 for 
PF£O = 4, 6 for PF£O = 2 and 1 or 2 for pp£0 = 1. 

The current density distribution is given by, 

3(r,0) 
2mez nm 

T £{/(£nnO<roM)VU„mM) 

+ [1 - f(Enm)] vnm(r, 0)Vv*nm{r, 6) - h.c.}, (3) 

°2 

■ ■ 

p Jj0=4 total 
PJL=4 scattering state 
pS°=2 total 
P J;„=2 scattering state 
pp;°=1 total 
p £0=1 scattering state 

0 0.2        f/f 0.4 0.6 0.8 

FIGURE 2. Temperature dependence of core radius. 
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and it has only 6 component, je, and depends only on r because of a rotational 
symmetry around the vortex. In Fig. 4, we show \je(r)\ for pF£0 = 4,2 and 1. The 
peak position of \j${r)\ is mainly determined by the lowest bound state contribution 
as pointed out in [5]. However, for pp£o = 1, the contribution of the scattering states 
is much larger than the one in [5]. 

Finally, the local density of states, 

N(r, E) = J2{\unm(r)\2f'(Enm - E) + \vnm(r)\2f (Enm + E))}, (4) 

is shown in Fig. 5 for pF£o = 4,2 and 1. 
The self-consistent solution of the Bogoliubov-de Gennes equation around a sin- 

gle vortex for pF£0 = 4,2 and 1 has been obtained for the first time. Number 
conservation is crucial in the quantum limit. In paticular it appears to play crucial 
role in limiting the number of the bound state around a single vortex. More details 
will be published elsewhere. 

One of us (MK) thanks the support by the Japanese Ministry of Education, 
Science and Culture through the exchange researcher program. The present work 
is supported in part by NSF under grant number DMR9531720. 

55 



PFSo=4 
/I 1   s li                          \2 

w      Hi \3 

° /-JBI11 
- 2\ Iliillsliilll iH 

tt|± 
0 

£/A„ 

"5„ 

»2 

PF^o=2 PF^o=1 

FIGURE 5. Local density of states 

r/%0 

REFERENCES 

1. C. C. Tsuei and J. R. Kirtley, Physica C 282-287, 4 (1997) 
2. D. J. Van Harlingen, Physica C 282-287, 128 (1997) 
3. K. Maki and H. Won, J. Phys. I(Paris)6, 2317 (1996) 
4. S. G. Doettinger, R. P. Huebener and S. Kittelberg, Phys. Rev. B 55, 6044 (1997) 
5. M. Kato and K. Maki, submitted to Phys. Rev. B and cond-mat/9810187. 
6. D. van der Marel, Physica C 165, 35 (1990) 
7. F. Gygi and M. Schlüter, Phys. Rev. B 41, 822 (1990); F. Gygi and M. Schlüter, 

Phys. Rev. B 43, 7609 (1991) 
8. L. Kramer and W. Pesch, Z. Physik 269, 59 (1974) 

56 



Pseudogap Phenomena in the Superconducting 
Phase of the Cuprates 

loan Kosztin, Qijin Chen, Boldizsär Jankö, and K. Levin 

James Franck Institute, University of Chicago, 5640 South Ellis Avenue, Chicago, IL 60637 

Abstract. The presence of a normal state spectral (pseudo) gap at the superconducting tran- 
sition temperature in the underdoped cuprates has important implications for the associated 
superconducting phase. We argue that this normal state pseudogap derives from pairing fluc- 
tuations, which necessarily persist below Tc and which have important implications on the su- 
perconducting state. Our Greens function approach, based on the equation of motion method, 
can be viewed as a a natural extension of BCS theory for sufficiently strong pairing interac- 
tion, suggested by the short coherence length of the cuprates. In addition to the usual fermionic 
excitations, there are also incoherent (but not pre-formed) pairs of finite center of mass mo- 
mentum which must be self consistently incorporated in computing Tc and other supercon- 
ducting properties, such as the superfluid density and the Josephson critical current. Finally, 
we discuss some of the experimental implications of our theory for the cuprates. 

INTRODUCTION 

ARPES experiments [1] on the cuprates underline the important point that in these 
exotic materials, the excitation gap A and the order parameter Asc must be distinct. 
The former is finite above Tc, where the latter is zero. This situation, which is to be 
distinguished from that of BCS theory, leads us to define a new parameter 

A2  =A2-A*. (1) pg sc x   ' 

which can be calculated quantitatively and plays a central role in this paper. 
In what follows we show that Apg (i) is most naturally incorporated into extensions 

of BCS theory which are based on the BCS-Bose Einstein (BEC) crossover scenario [2], 
(ii) corresponds to a new degree of freedom, with associated dynamics, which we call 
the "pairon", (iii) is responsible for important corrections to the results of BCS theory in 
physical properties such as the penetration depth A and in ratios such as A(0)/Tc. 

The BCS-BEC crossover theory was first formulated by Leggett [2] as a descrip- 
tion of the ground state of a superconductor. As a function of variable coupling con- 
stant g it was demonstrated that the T = 0 state could be continuously deformed be- 
tween the two limiting cases. For intermediate coupling (corresponding to the pseu- 
dogap phase of the cuprates), the excitations of this ground state are expected to be a 
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FIGURE 1. BCS-BEC crossover scenario below Tc. The gray background denotes the condensate of 
Cooper pairs. The pseudogap phase (g ~ ge) is intermediate between the BCS (g < gc) and BEC 
ig > gc) limits. 

combination of those of the BCS limit (which have fermionic character) and those of the 
BEC case (which correspond to bosons, or pairs of fermions). This situation is indicated 
schematically in Fig. 1. The finite center of mass momentum pair excitations are the 
pairons characterized by Apg. 

Before introducing the mathematical formalism, several important points should be 
stressed. Equation (1) is of interest only in the case of intermediate coupling: in the BCS 
case the right hand side is trivially zero, and in the BEC limit this equation is of little 
relevance, since fermionic excitations (and the related energy scale A) are not consid- 
ered. Pairons are associated with the amplitude, not phase degrees of freedom. Then- 
energy dispersion ftq will be seen to be quadratic and not linear in q as in the phase 
collective modes. (In this sense, the calculations are similar to those used to obtain the 
q2£2 contributions to the Landau-Ginzburg free energy). Pairons are gapless. This is 
in contrast to the normal state resonant pairs [3] which retain a gap. This gaplessness, 
shown from Eq. (3a) below, is associated with the continuity in the fluctuation spectrum 
of the excitation gap around its q = 0 value. A gap in the pairon spectrum would require 
that the system be rigid with respect to deviations of the excitation gap A from the order 
parameter Asc. While different from collective modes (which relate to correlation func- 
tions involving Asc), pairons play an important role in obtaining the correct collective 
mode spectrum of the superconducting state (discussed elsewhere), as well as through 
the generalized Ward identity, arriving at a consistent treatment of the superfluid density. 

MATHEMATICAL FORMALISM 

As a simple model for the cuprate band structure, we consider a tight-binding, 
anisotropic dispersion ek = 2<M(2 - cosfc, - coskv) + 2tL(l - cosk±) - fi, where 
t|| (t±) is the hopping integral for the in-plane (out-of-plane) motion and t± < t\\. We 
assume that the fermions interact via an effective pairing interaction with <f-wave sym- 
metry Vk,k- = -IslVkW so that ipk - \ (cos kx - cos ky). The present approach is built 
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on previous work [3-6] based on the equation of motion method for Greens functions, 
first introduced by Kadanoff and Martin [7], and subsequently extended by Patton [8]. 

The "pairing approximation" of Refs. [7,8] leads to 

£(#) = £ *(Q) G°(Q - K) vU/2> <2a) 

5 = [i + 0x(Q)i*(Q), <2b> 

where £(#) is the self-energy, and X{Q) = EK G{K) G0(Q - #K-q/2 is the pah- 
susceptibility. Equations (2), along with the number equation n = 2J2K G(K), self- 
consistently determine both the Green's function G(K) and the pair propagator, i.e., 
T-matrix t(Q). We use a four-vector notation, e.g., K = (k;iu), £# = TJ2iu,k and 
G0{K) = (iu-ek)-

1. 
We write the T-matrix and self-energy below Tc as t(Q) = tsc(Q) + 

t„(Q), and E(üf) = Ssc(^) + SM(Ä"). The condensate contribution assumes the fa- 
miliar BCS form tsc{Q) = -S(Q)A2JT, where Asc is the superconducting gap pa- 
rameter (and can be chosen to be real) and T,ac(K) = A2

sc<fk/(iu + ek). Inserting 
the above forms for the T-matrix into Eq. (2b), one obtains the excitation gap equation 
1 + 5X(0) = 0, as well as (for any non-zero Q), t„(Q) = g/ (1 + gx(Q))- Note that 
because of the gap equation, tpg(Q) is highly peaked about the origin, with a divergence 
at Q — 0. As a consequence, in evaluating the associated contribution to the self-energy, 
the main contribution to the Q sum comes from this small Q divergent region so that 
T,pg(K) « -G0(-K)Alg<pl, where we have defined the pseudogap parameter 

Thus, both Eps and the total self-energy S can be well approximated by a BCS-like form, 
i.e., E(Ä") « A2 ifH {iu + e_k), where A = JA2

C + A2
g is the magnitude of the total 

excitation gap, with the k dependence given by the d-wave function (pk. Within the above 
approximations, the gap and number equations reduce to 

. 1 - 2f(Ek) 1+9h, ÖRÜ Vk = 0, V*» 

= n , (3c) 

k        2£k 

where the quasiparticle energy dispersion Ek = (e2. + AV2.)1/2 contains the full exci- 
tation gap A. 

The set of equations (3) can be used to determine the superconducting transition tem- 
perature Tc (where Asc = 0), and the temperature dependence of the various gap pa- 
rameters. Equation (3a) contains the physics of the pair excitations, or pseudogap. The 
remaining two Eqs. (3b) - (3c) are analogous to their BCS counterparts but with a finite 
(as a result of non-zero Apg) excitation gap at Tc. In a similar fashion, this formalism 
can be used to deduce other measurable quantities [6], such as the penetration depth and 
critical current. Here the generalized Ward identity plays a profoundly important role. 
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FIGURE 2. The cuprate phase diagram. Plotted are %, A(0), and A(TC), as a function of hole doping 
x. Experimental data from ref. [11] are shown in the inset. The gaps plotted are the magnitude at (jr,0). 

APPLICATION TO THE CUPRATES 

The remainder of this paper is directed towards understanding three experimental char- 
acteristics of the cuprates: the phase diagram, the superfluid density and the Josephson 
critical current. 

In order to generate physically realistic values of the various energy scales, we make 
two assumptions: (1) We take g as doping-independent (which is not unreasonable in the 
absence of any more detailed information about the pairing mechanism) and (2) incorpo- 
rate the effect of the Mott transition at half filling, by introducing an ^-dependence into 
the in-plane hopping matrix elements tn, as would be expected in the limit of strong on- 
site Coulomb interactions in a Hubbard model [9]. Thus the hopping matrix element is 
renormalizedasf||(a;) « t0(l-n) = t0x, where t0 is the matrix element in the absence of 
Coulomb effects. This x dependent energy scale is consistent with the requirement that 
the plasma frequency vanish at x = 0. These assumptions leave us with one free param- 
eter -g/4t0, for which we assign the value 0.15 to optimize the overall fit of the phase 
diagram to experiment. We take tjt^ ta 0.01, and t0 » 0.6 eV, which is reasonably 
consistent with experimentally based estimates [10]. 

The results for Tc, obtained from Eqs. (3), as a function of x are plotted in Fig. 2. Also 
indicated is the corresponding zero temperature excitation gap A(0) as well as the pseu- 
dogap Apg at Tc. These three quantities provide us, for use in subsequent calculations, 
with energy scales which are in reasonable agreement with the data of Ref. [11], shown 
in the inset. The relative size of Apg(Tc), compared to A(0), increases with decreasing x. 
In the highly overdoped limit this ratio approaches zero, and the BCS limit is recovered. 
Moreover, while not shown here, our calculations indicate that the excitation gap A is, 
generally, finite at Tc, the superconducting gap Asc is established at and below Tc, while 
the pseudogap Apg decreases to zero as T is reduced from Tc to 0. This last observation 
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FIGURE 3. Normalized in-plane superfluid density (main figure) and the c-axis Josephson critical current 
(inset) as a function of T/Tc for various doping concentrations x. 

is consistent with general expectations for A£s « (|A|2) - |ASC| . 
It is important to stress, that our subsequent results for the superfluid density and 

Josephson current, need not be viewed as contingent on the detailed x-dependence used 
to derive the phase diagram. One can approach the calculations of these quantities by 
taking Tc{x) and the various gap parameters (shown in the inset) as phenomenological 
inputs, within the context of the present formalism. 

The superfluid density (normalized to its T = 0 value) is plotted in Fig. 3 as a func- 
tion of T/Tc for several representative values of x, ranging from the highly over- to 
highly underdoped regimes. These plots clearly indicate a "quasi-universal" behavior 
with respect to x: p,(T)/p,(0) vs. T/Tc depends only slightly on x. Moreover, the 
shape of these curves follows closely that of the weak-coupling BCS theory. The, al- 
beit, small variation with x is systematic, with the lowest value of x corresponding to 
the top curve. Recent experiments provide some preliminary evidence for this universal 
behavior [12,13]. However, a firm confirmation requires further experiments on a wider 
range of hole concentrations, from extreme under- to overdoped samples. This universal 
behavior, which has been discussed elsewhere [6], is associated with pairon effects. 

Similar quasi-universal behavior is also predicted for the normalized c-axis Josephson 
critical current Ic(T)/Ie(0), as shown in the inset of Fig. 3. This behavior is in contrast 
to the strongly x dependent quasiparticle tunneling characteristics which can be inferred 
from the temperature dependent excitation gap. At this time, there do not appear to 
be detailed studies of IC(T) as a function of x. In future experiments the quasiparticle 
tunneling characteristics should be simultaneously measured, along with /C(T), so that 
direct comparison can be made to the excitation gap, and the predictions can be tested. 

Physically, this universality is associated with two compensating contributions, arising 
from the quasiparticle and pair excitations. In the overdoped regime the former dominate, 

61 



whereas in the underdoped regime the latter are more important. One can thus infer that 
the destruction of the superconducting state comes predominantly from pair excitations 
at low x, and quasiparticle excitations at high x. 

CONCLUSIONS 

In summary, in this paper we have proposed a scenario for the superconducting state 
of the cuprates. This state evolves continuously with hole doping x, exhibiting unusual 
features at low x (associated with a large excitation gap at Tc) and manifesting the more 
conventional features of BCS theory at high x. In this scenario the pseudogap state is 
associated with pair excitations, which act in concert with the usual quasiparticles. De- 
spite the fact that the underdoped cuprates exhibit features inconsistent with BCS theory 
(rc/A(0) is strongly x dependent and A is finite at and above Tc) we deduce an inter- 
esting quasi-universality of the normalized ps and Ic as a function of T/Tc. In these 
plots the over- and under-doped systems essentially appear indistinguishable. Current 
experiments lend support to this universality in ps, although a wider range of hole con- 
centrations will need to be addressed, along with future systematic measurements of Ic. 
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Abstract. Tunneling and point contact spectroscopy show clear phonon features and 
together with optic measurements give strong support that the electron-phonon inter- 
action {EPI) is large in HTS oxides. Strong correlations in HTS oxides renormalize 
the EPI (and interaction with impurities) so that the forward scattering peak 
(FSP) develops for small hole doping 6 < 1. The FSP mechanism explains impor- 
tant properties of the normal and superconducting state. 

INTRODUCTION 

The peculiar normal state properties and high Tc in HTS oxides can be explained 
by the EPI [1]. In that respect one can rise the following questions: (1) If in 
some HTS oxides d - wave pairing and the large EPI are realized, how they are 
compatible?; (2) Why is the pairing in some HTS oxides less anisotropic than in 
others?; (3) Why is the transport coupling constant Atr(« 0.4 - 0.6) (sometimes 
much) smaller than the pairing coupling constant A(~ 2)? (1) - (3)are explained by 
strong correlations which renormalize the EPI giving rise to the forward scattering 
peak (FSP) (at small | q |) in the pairing potential V(q), while the backward 
scattering (large| q |) is suppressed [1], [2] - see below. 

EXPERIMENTAL EVIDENCES FOR THE EPI 

A. Optic and transport measurements. (1) The dynamical conductivity 
a(w) and the resistivity p(T) in HTS oxides are erroneously interpreted by the 
non-phonon (spin-fluctuation) scattering, where the analysis is based on the as- 
sumption that the quasiparticle scattering rate 7(0*, T) = 2 | ImS | and the 
transport scattering rate 7tr(w,T) (entering the dynamical conductivity a{wj) 
are equal. If j(u,T) « 7tr(w,T) were realized for the EPI in HTS oxides, then 
because 7^p(w, T) is linear in w up to high u>s ~ 2000 cm,-1 (where it saturates with 
ws > wf* - the maximal phonon frequency) this would make the EPI irrelevant. 
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However, this is not the case in HTS oxides, where the EPI spectral functions 
a2F(u), a2

tTF(w), are spread over the broad w-range (up to 80 meV - see Fig.2 
below). This gives that -yEP(uj,T) ^ -y%p(uj,T) [3], and that jBP(u,T) saturates 
at v ~ «JJ?*, while J?/(CJ,T) saturates at u » «$" - see Fz5.l. [3]. So, the right 
interpretation of physical quantities favors the EPI as the origin of the transport 
properties in the normal state, including the flatness of the electronic Raman scat- 
tering spectra [5]. The linear resistivity p(T) ~ XtrT (for T > Tc) implies a rather 
small Atr(< A ~ 2) < 0.4 - 0.6. This can be explained by the FSP mechanism for 
the EPI [2], [1] - see below. (2) The Fano shape in the phonon Raman scattering 
[6] of the normal state and the strongly superconductivity-induced phonon renor- 
malization of the Alg phonons at 240 and 390 cm'1 (by 6 and 18 % respectively) 
in HgBa2Ca3Cu4Oi0+x (Tc = 123 K), as well as at 235 cm"1 and 360 cm^in 
(Cu, C) - 1234 with Tc = 117 K , give strong evidences for the strong EPI in 
HTS oxide. 

E 
o 

^ 
^ 

4000 

2000 

■ """"'"'-"'"'■" I ' t i i i m i | n HI i i i i 
> 500 1000 1500 

u  (cm"1) 

FIGURE 1. Theoretical f(u,T), TtP(w,T) and T£.(W,T) for a2F(w). Reprinted from Physica 
C 178, S. V. Shulga, O. V. Dolgov, E. G. Maksimov, 266-274, © 1991, with permission from 
Elsevier Science. 

B.    Tunneling    measurements. The   tunneling   measurements   on 
Bi2Sr2CaCu20& [4], [1] show pronounced phonon peaks in the extracted a2F(u>) 
for u) up to 80 meV - see Fig.2, which coincide with the peaks in the phonon density 
of states F(iv). They show that almost all phonons contribute to the EPI giving 
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FIGURE 2. a2F(u) from various tunneling measurements. The GPDS curve is proportional to 

F(w) - from [4]. 

rise to A ~ 2 and Tc ~ 100 K. The pronounced isotope effect in the under(over) - 
doped oxides supports the EPI mechanism of pairing [1] too. 

THEORY OF THE EPI WITH FSP 

Several mechanisms produce (separately or combined) the FSP in the EPI: (1) 
strong electronic correlations [2]; (2) due to the ionic-metallic structure of HTS 
the Madelung energy contribution to the EPI is substantial [7] and (3) the near- 
ness to the phase separation [8]. However, (1) in conjuction with (2) is the most 
probable mechanism for the FSP in the EPI of HTS oxides. The renormalization 
of the EPI and of the nonmagnetic impurity scattering by strong correlations is 
proportional to 7^(kF,q) (the charge vertex) [2]. At low doping (S) jc is peaked 
at small q and suppressed for large q [2] - the FSP mechanism, which gives 
rise to [1]: (i) the suppression of the EPI in transport properties (Xtr < A) [2], 
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i.e. p(T) ~ XtrT in the broad temperature region [9], and to the non-Drude be- 
havior of a(u}) - Fig.3; (ii) the pseudogap in the density of states N(w) - FigA; 
(iii) the (normalized) s - wave EPI coupling Ai(= As) and the transport cou- 
pling constant Atr decrease by decreasing S, while the d - wave coupling A3(= Ad) 
increases. By lowering 8 (going from overdoped to optimally doped systems) the 
residual Coulomb repulsion triggers from (anisotropic) s- to d-wave pairing [2], 
[8], [1] - Fig.5; (iv) the robustness of d — wave pairing in the presence of nonmag- 
netic impurities. In the extreme FSP limit (with the cutoff qc < kF in Kp(q)) the 
equation for the critical temperature in the weak coupling limit has the form [9] 

1 = VepTc 
n 
E 

Wn=—fi fc£ 

If the phonon frequency SI fulfills ft » Tc one obtains Tc = X/4N(0), where A = 
N(0)Vep. Note, Tc ~ A and large Tc is reached even for small A [9]. 

0.00       0.10       0.20       0.30 
t 

0.40 0.50      0.60 

FIGURE 3. The prediction of the FSP theory for p(T) and a{w, T) - in arbitrary units; qc = 0, 
t = irT/£l, Ü - the phonon frequency; the coupling constant l{= \/rN(0)il) = 0.1. 
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FIGURE 4. The prediction of the FSP theory for JV(w) for qc = 0, I = 0.1 and various 
temperatures t - from O. V. Danylenko, O. V. Dolgov, M. L. Kulic, V. Oudovenko, Int. Jour, of 
Mod. Phys. B 12, Nos. 29-31, 3083-3086 (1998); Euro. J. of Phys., B, (1999) (in press). 

1.0r 

0.0 0.2 0.4 0.6 Oi 
doping 6 

FIGURE 5. The normalized coupling constants Ai(= As), A3(= Ad), Atr as a function of doping 

6 in the t - ti - J model (tr = J = 0) - from [2] 
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In summary the theory of the EPIwith the forward scattering peak can ex- 
plain the most relevant properties in the normal and superconducting state of 
iJTSoxides. 
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Abstract. The smooth evolution of the tunneling gap of Bi2Sr2CaCu20s with doping 
from a pseudogap state in the underdoped cuprates to a superconducting state at 
optimal and overdoping reflects an underlying SO(6) instability structure of the (ir, 0) 
saddle points. The pseudogap is probably not associated with superconductivity, but is 
related to competing nesting instabilities, which are responsible for the stripe phases. 

We earlier introduced a simple Ansatz of this competition in terms of a pinned 
Balseiro-Falicov (pBF) model of competing charge density wave and (s-wave) supercon- 
ductivity. This model gives a good description of the phase diagram and the tunneling 
and photoemission spectra. Here, we briefly review these results, and discuss some 
recent developments: experimental evidence for a non-superconducting component to 
the pseudogap; and SO(6) generalizations of the pBF model, including flux phase and 
d-wave superconductivity. 

Recent photoemission [1,2] and tunneling [3,4] studies in underdoped cuprates 
find a remarkably smooth evolution of the pseudogap into the superconducting gap 
as doping increases. This has led to the suggestion that the pseudogap is caused 
by superconducting fluctuations or precursor pairing [5]. We suggest alternatively 
that the pseudogap represents a competing ordered state closely related to the stripe 
phases, with the smooth evolution due to an underlying SO (6) symmetry of the 
instabilities of the Van Hove singularity (VHS). 

In this picture, the stripe phases represent a nanoscale phase separation, between 
a magnetic (spin-density wave or flux phase) instability at half filling and a charge- 
density wave (CDW) near optimal doping [6]. We have introduced a simple Ansatz, 
the pinned Balseiro-Falicov (pBF) [7,8] model, which captures the essential features 
of the stripe-superconductivity competition. 

Pseudogap Phase Diagram: By comparing simultaneous measurements [9] 
of the photoemission gap A with the pseudogap onset temperature T*, we find 
an approximately constant ratio 2A(0)/fcBT* ~ 8, which allows us to plot the 
Bi-2212 pseudogap phase diagram as T* vs x, providing a direct comparison with 
transport-derived pseudogaps in LSCO and YBCO [10], Fig. la. Remarkably, all 

x) On leave of absence from Inst. of Atomic Physics, Bucharest, Romania 
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FIGURE 1. (a) Pseudogap phase diagram for Bi-2212 (squares) determined from photoemission 
[9], and LSCO (x's) and YBCO (circles) determined from transport [10]. (YBCO data shifted by 
10% for better scaling.) Solid line = guide to the eyes; other lines = parabolic approximations to 
superconducting Tc for LSCO (dotted line), YBCO (dashed line) and Bi-2212 (dot-dashed line), 
(b) Uemura plot, with n/m scaled to x. Symbols and curves have same meanings as in (a), (c) 
Model pseudogap phase diagram for Bi-2212. Solid line = CDW transition Tp; dashed line = 
superconducting transition Tc; circles = total gap At at IK; dotdashed line = solid line from 
Fig.la. 

three materials scale onto a single, universal phase diagram, the scaling involving 
only a shift of the x-axes, relative to LSCO. Such a shift is, however, not consistent 
with a universal scaling of the superconducting Tc's - optimal Tc falls at a different 
x for each material (parabolic curves in Fig. la,b). On the other hand, the Uemura 
plots [11] also find that optimal Tc falls at very different values of n/m for different 
cuprates. The simple assumption [12] that n/m oc x (with the constant of propor- 
tionality fixed by the LSCO data), unifies the Uemura plot (symbols in Fig. lb) 
with the pseudogap scaling ofTc (curves, Fig. lb). This strongly suggests that the 
scaling for YBCO and Bi-2212 merely converts the data to the correct value of x. 
The resulting phase diagram can be well fit by the pBF model, Figure lc, although 
the ratio 2A/kBT* is 4.1, somewhat lower than experiment. 

SO (6): The group structure of the model should be thought of not as a symmetry 
group, but more in a renormalization group sense, as in the one-dimensional metal 
g-ology. (The group structure of g-ology has been discussed by Solomon and Birman 
[13].) Due to the logarithmic divergence of the density of states near a VHS, the 
Fermi surface almost reduces to two points - the VHS's at {it, 0) and (0, TX). The 
possible instabilities of the model have an underlying SO (6) symmetry [14], but 
which instabilities are observed depend sensitively on the form of the coupling 
constants - corresponding to the g's of g-ology. There are fundamentally two 
classes of instability - nesting instabilities which couple the two VHS's and pairing 
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FIGURE 2. (a) Energy dispersion near Fermi level for underdoped cuprate [7], illustrating 
spectral weight. Coherence factor > 0.6: solid lines; between 0.1 and 0.6: dashed lines; between 
0.001 and 0.1: dotted lines, (b) Tunneling dos. (c) Comparing tunneling dos for CDW-s-wave 
superconductivity (dashed line, shifted up by 0.001) and flux phase - d-wave superconductivity 

(solid line). 

instabilities, which are intra-VHS. 
The SO(6) symmetry of the model is most clearly manifested in the equation for 

the total gap at (IT, 0): 

£#. (i) 

where the A* are the individual gaps associated with each instability. (Note the 
g-ology flavor of this result: there is no underlying symmetry which says that all 
the Aj's are equal.) In this case, the pBF model amounts to the replacement 
&SDW + &CDW -* Äp, where Ap is the net pseudogap, which has similar form to a 
CDW gap. Equation 1 shows that the smooth evolution of the tunneling gap with 
doping is consistent with a crossover from magnetic behavior near half filling to 
superconducting behavior at optimal doping. 

Photoemission and Tunneling Spectra: Fig. 2 compares the energy disper- 
sion (a) and the tunneling spectra (b) near the Fermi level, in the underdoped 
regime. It can be seen that structure in the tunneling dos is directly related to fea- 
tures in the dispersion of the gapped bands. Thus, peak A is associated with the 
dispersion at (7r, 0) - the VHS peak split by the combined CDW-superconducting 
gap. Peak B is due to the superconducting gap away from (TC, 0) - particularly near 
(7r/2,7r/2). Feature C is associated with the CDW gap Gfe near (7r/2,7r/2). 

An equation similar to Eq. 1 arises in the theory of Bilbro and McMillan [15] - also 
a (three-dimensional) VHS theory - and was postulated to explain thermodynamic 
data on the pseudogap [16]. What is new here is that the vector addition is found 
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FIGURE 3. Constant energy surfaces for mixed flux phase - d-wave superconductivity: energy 
= -50 (a), -20 (b), -1 (c), 20 (d), and 50 meV (e). Inset: Corresopnding dispersion, with thickness 
of line proportional to coherence factor. 

to hold only near the saddle points, while the gaps split near (7r/2,7r/2), and only 
the superconducting gap is near the Fermi surface there. This is consistent with 
Panagopoulos and Xiang [17], who found that, near the gap zero at (7r/2,7r/2), 
the slope of the gap scales with Tc, and not with the gap near (7r,0). Similarly, 
Mourachkine [18] has found evidence for two tunneling gaps, very similar to features 
A and B of Fig. 2b; as predicted, feature B scales with Tc, and not with the 
pseudogap, feature A. Feature B arises from the superconducting gap at the hole 
pockets, as can be seen from the energy dispersion at the B gap energy, curve b,d 
in Fig. 3. 

The phase diagram is most naturally fit by assuming that the pseudogap rep- 
resents a nesting instability, and superconductivity a pairing instability. A more 
precise determination will require careful experimentation. Thus, Fig. 2c compares 
the tunneling spectra for two models, the original pBF model in terms of a CDW 
and an s-wave superconductor, and a modified version involving flux phase - d-wave 
superconductivity competition. The resulting spectra are, as expected, nearly iden- 
tical. Close inspection shows differences near (TT, TT), where the gap is purely due 
to the pairing instability. 

Van Hove Pinning: An essential ingrediant of the model is that the gap re- 
mains centered at (n, 0) over the full doping range from half filling to optimal 
doping - that is, that the VHS is pinned at the Fermi level. This remarkable con- 
sequence of strong correlation effects was first pointed out in 1989 [19], and has 
been rederived numerous times since then [20]. We have noted that this pinning 
should be measurable, both in tunneling and in photoemission, and a preliminary 
analysis of the data appears to confirm the prediction [7]. 

Evidence for a Nonsuperconducting Pseudogap: The photoemission and 
tunneling spectra near optimal doping have a very characteristic form below Tc. 
There is a sharp quasiparticle peak at an energy A above (or below) the Fermi 
level, with a pronounced dip near 2A, followed by a broad hump at higher energies. 
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FIGURE 4. Tunneling gaps in BSCCO. Circles = net tunneling gap, A; dotted (dashed) line = 
estimate for As (Ap); dotdashed line = Tc; +'s = 10JCÄ, where ICR is the average ICR product 
[22]; squares = estimate of Tc0 from Ref. [24]; solid line: from Ref. [7]. 

The dip is most probably associated with reduced quasiparticle scattering within 
the superconducting state, which terminates when pairbreaking sets in at energies 
above twice the superconducting gap, 2AS [21]. Recently, Miyakawa, et al. [22] 
showed how the tunneling gap in Bi-2212 evolves with doping, scaling a series of 
tunneling curves to the respective A's. These curves show significant deviations 
from scaling of the dip feature with the tunneling gap, which suggest that in the 
underdoped regime, As < A. By assuming that the dip scales exactly with As, it 
is possible to extract the doping dependence of As, and correspondingly of Ap, the 
non-superconducting component of the gap [23], Fig. 4. 

Shown also is recent Terahertz data from Corson, et al. [24], who extract a 
bare superconducting transition temperature T& > Tc from a Berezinski-Kosterlitz- 
Thouless analysis of superconducting fluctuations. (The effective Tco is found to be 
strongly frequency dependent; the squares in Fig. 4 are an estimate based on the 
highest frequency data, 600GHz.) Note that T& is considerably smaller than the 
pseudogap onset and has very different scaling, actually decreasing with increased 
underdoping. Indeed, this T& is consistent with the values of As estimated in 
Ref. [23], with the same ratio of A to Tc as found for the total gap in the overdoped 
regime (where the nonsuperconducting component is absent). The data suggest 
a rather modest pair-breaking effect of the stripes, reducing the optimal Tc from 
~ 125K to 95K. 

Conclusions: The simple pinned Van Hove Ansatz for the striped pseudogap 
phase in the cuprates provides a detailed explanation for the phase diagram and 
the experimental tunneling and photoemission spectra. In particular: (1) The 
fact that the tunneling peaks are experimentally found to coincide with the (n, 0) 
photoemission dispersion [4] shows that the (IT, 0) dispersion has a gap - that is, that 
the pseudogap is associated with VHS nesting [6]. (2) The interpretation is self- 
consistent, in that the experiments seem to find that the Fermi level is pinned near 
the VHS in the underdoped regime [7]. (3) The tunneling gap has a characteristic 
asymmetry which vanishes at optimal doping; this is evidence that optimal doping 
is that point at which the Fermi level exactly coincides with the VHS [7].   (4) 
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While there are superconducting fluctuations in the underdoped regime, a large 
fraction of the pseudogap has a non-superconducting origin. (5) Portions of the 
tunneling spectra associated with the Fermi surface near (7r/2, 7T/2) show distinct 
scaling with Tc, not T*. (6) The pseudogap phase diagrams for Bi-2212, LSCO, and 
YBCO appear to be universal and consistent with the Uemura plot, while optimal 
doping xc varies from compound to compound. 

Our interest in the tunneling studies was sparked by conversations with A.M. 
Gabovich. We would like to thank NATO for enabling him to visit us. MTV's 
work was supported by DOE Grant DE-FG02-85ER40233. Publication 757 of the 
Barnett Institute. 

REFERENCES 

1. D .S. Marshall, et al., Phys. Rev. Lett. 76, 4841 (1996); A. G. Loeser, et al., Science 
273, 325 (1996). 

2. H. Ding, et al., Nature 382, 51 (1996). 
3. Ch. Renner, et al., Phys. Rev. Lett. 80, 149 (1998). 
4. N. Miyakawa, et al., Phys. Rev. Lett. 80, 157 (1998). 
5. M. Randeria, unpublished (cond-mat/9710223). 
6. R. S. Markiewicz, Phys. Rev. B56, 9091 (1997). 
7. R. S. Markiewicz, C. Kusko and V. Kidambi, unpublished (cond-mat/9807068). 
8. C. Balseiro and L. Falicov, Phys. Rev. B20, 4457 (1979). 
9. H. Ding, et al., J. Phys. Chem. Sol. 59, 1888 (1998). 

10. B. Batlogg, et al., Physica C235-240, 130 (1994). 
11. Y. J. Uemura, et al., Phys. Rev. Lett. 62, 2317 (1989). 
12. R. S. Markiewicz and B. C. Giessen, Physica C160, 497 (1989). 
13. A. I. Solomon and J. L. Birman, J. Math. Phys. 28, 1526 (1987). 
14. R S. Markiewicz and M. T. Vaughn, J. Phys. Chem. Sol. 59, 1737 (1998), and Phys. 

Rev. B57, 14052 (1998). 
15. G. Bilbro and W. L. McMillan, Phys. Rev. B14, 1887 (1976). 
16. J. W. Loram, et al., J. Supercond. 7, 243 (1994). 
17. C. Panagopoulos and T. Xiang, Phys. Rev. Lett. 81, 2336 (1998). 
18. A. Mourachkine, unpublished (cond-mat/9810161). 
19. R S. Markiewicz, J. Phys. Cond. Matt. 2, 665 (1990). 
20. Earlier references summarized on p. 1223 of R. S. Markiewicz, J. Phys. Chem. Sol. 

58, 1179 (1997); more recent references include N. Furukawa and T. M. Rice, J. 
Phys. Cond. Matt. 10, L381 (1998), and G. Hildebrand, E. Arrigoni, C. Gröber, and 
W. Hanke, unpublished (cond-mat/9801181). 

21. D. Coffey and L. Coffey, Phys. Rev. Lett. 70, 1529 (1993). 
22. N. Miyakawa, et al., unpublished (cond-mat/9809398). 
23. R S. Markiewicz and C. Kusko, unpublished (cond-mat/9810214). 
24. J. Corson, et al., unpublished (cond-mat/9810280). 

74 



Stripe Disordering Transition 

R.S. Markiewicz1,2 and M.T. Vaughn1 

Physics Department (1) and Barnett Institute (2), Northeastern U., Boston MA 02115 

Abstract. We have recently begun Monte Carlo simulations of the dynamics of stripe 
phases in the cuprates. A simple model of spinodal decomposition of the holes allows 
us to incorporate Coulomb repulsion and coherency strains. We find evidence for 
a possible stripe disordering transition, at a temperature below the pseudogap onset. 
Experimental searches for such a transition can provide constraints for models of stripe 
formation. 

The relationship between stripe phases and the pseudogap in underdoped 
cuprates is not well understood. In our model [1-3] the pseudogap is primary. 
It represents an instability of the hole Fermi liquid driven by Van Hove nesting [4]. 
However, there is a competition of instabilities, with an antiferromagnet (or flux 
phase [5-7]) at half filling and a charge-density wave (CDW) at the bare Van Hove 
singularity (VHS) near optimal doping. This competition leads to a classical phase 
separation of the holes - two minima in the free energy [8,1]. This is restricted to 
a nanoscopic scale by long-range Coulomb effects, leading to phases similar to the 

experimentally observed stripe phases [9]. 
For such a nanoscale phase separation, the correct dispersion and pseudogap 

must be found by appropriate averaging over the heterogeneous, usually fluctuat- 
ing stripes. Fortunately, tunneling and photoemission are sensitive mainly to the 
pseudogaps, and hence can be described by a simple Ansatz of the stripe phase 
[2,3]. For other purposes, a more detailed picture of the stripes is needed. 

As a first step, we have begun Monte Carlo calculations of a classical picture of 
this restricted phase separation. Using the derived form of the free energy vs doping, 
we calculate the dynamic spinodal decomposition of the holes in the presence of 
Coulomb interactions. We find that there can be a stripe disordering transition, 
Fig. 1, at a temperature below the pseudogap onset. The disordering temperature 
is proportional to the free energy barrier between the two end-phases, inset, Fig. 

2. 
Technical details of the calculation are as follows: we work with a generic form 

of the free energy, F = F0x(x — xc)
2, which approximates the calculated free en- 

ergy of Ref. [1]. The calculations are done on 128x128 lattices, with periodic 
boundary conditions.   The critical doping xc is taken as 1/6, which necessitates 
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FIGURE 1. Monte Carlo calculated striped phases, with x = 0.06, at two temperatures: a low 
T (left), and near the melting point of the stripes (right). Orthorhombic axes, e = 180. 

FIGURE 2. Striped phase melting transition at x=0.04, e = 23: hole distribution function at 
temperatures (from bottom to top, at x = 2/30) kBT = 10, 0.1, 30, 60, 100, 400, 200 meV. Inset: 
Assumed free energy vs. doping. 

a non-Markovian algorithm - a particular lattice site must retain memory of the 
average hole occupation over several cycles. We typically choose 30 cycles, which 
means that a single hole must spread out over 6 lattice sites - close to the size of 
a magnetic polaron [10]. The algorithm chosen is able to find the correct ground 
states in the low doping limit (which can be found analytically). The stripes are not 
topological, and the stripe-like domains are produced by coherency strains [11]. In 
the absence of such strains, the domains would be irregular shaped, approximately 
equiaxed, as found by Veillette, et al. [12] The coherency strains produce a mixture 
of stripes along both x and y axes; to get single-axis stripes, as in the figure, it is 
assumed that there are local martensitic domains. 

The phase separation can be most clearly seen in a plot of the distribution of 
site occupancies by holes, Fig. 2. At low temperatures, this is a two-peaked 
structure, with one peak (off scale in the figure) at zero doping, and the other 
near xc (it is actually at a doping below xc, due to charging effects). As the 
temperature increases, the two-peak structure is gradually smeared out, and at 
high temperatures there is only a monotonic distribution. This finite system has a 
crossover rather than a sharp transition. For the parameters chosen, the transition 
is centered near kBTm ~ 30meV, which is approximately the barrier height of 
the free energy (inset). This result is not very sensitive to the value of dielectric 
constant, e. 

Thus, as the underdoped cuprate cools from high temperatures, there can be a 
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series of phase transitions. At high temperatures, there will be the pseudogap onset. 
In our simplified mean field Ansatz [3], this appears as a long-range ordered CDW 
phase, but the inclusion of two-dimensional fluctuations [13,14] leads to appropriate 
pseudogap behavior. The stripe phase ordering temperature found here could in 
principle fall at a lower temperature. The stripes in our simulations continue to 
fluctuate, and the long-range stripe order phase seen by Tranquada [9] may be 
yet another transition. The two-branched transition to a stripe phase bears some 
resemblance to the phase diagram of Emery, Kivelson, and Zakhar [15], but is in 
fact different. Their upper transition (Tx*) corresponds to the onset of stripe order, 
their lower (T2*) to the onset of a spin gap on the hole doped stripes. 

There is not much experimental evidence for the onset of short-range stripe order, 
although phase separation in La2Cu04+« starts near 400K [16], much lower than the 
pseudogap onset temperature, ~ 8Ö0K [17]. In most materials, the incommensurate 
magnetic modulations near (n, IT) broaden out and disappear near the pseudogap 
T*, which is a lower temperature (~<150K for the compositions studied) [18]. 
The best place to look would be in the extremely underdoped regime, where T* is 
highest. 

While the above calculations reproduce the general properties of the stripes, 
there are a number of features which are not well reproduced. First, for the elastic 
constants of LSCO [19], the stripes lie along the orthorhombic axes - i.e., they are 
diagonal stripes. Further, for the parameters assumed, the charged stripes tend 
to grow wider with increased doping, maintaining a constant interstripe spacing, 
whereas experiment [20] suggests that the stripe shape stays constant, but the 
stripes move closer, as doping increases, at least for x < 0.12. This suggests 
that some important feature has been omitted from the model, most probably the 
topological nature of the stripes as magnetic antiphase boundaries. 

MTV's work was supported by DOE Grant DE-FG02-85ER40233. Publication 
758 of the Barnett Institute. 
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Suppression and restoration of 
superconductivity in PrBa2Cu3C>7 

(a mini-review). 

I.I. Mazin 

Code 6S91, Naval Research Laboratory, 4555 Overlook Ave. N. W., Washington, DC 20375 

Abstract. I discuss the the physics of superconductivity and conductivity suppres- 
sion in Pr-doped iJEBa2Cu307 superconductors, and point out the experiments that 
indicate Pr(f )-0(p) hybridization as the cause of such suppression. I also show on a 
qualitative level how the existing experimental facts about this system are described 
by the hybridization model. 

One of the most exciting cases of superconductivity suppression in high-Tc 

cuprates is that of fiJ5i_xPrxBa2Cu307, where RE stands for a rare earth (see 
Refs. [1,2] for reviews). Even more exciting are indications that conductivity and 
superconductivity can be restored in stoichiometric PrBa2Cu307 [3,4]. This is such 
an unexpected result [5] that it is still not generally accepted and further exper- 
imental confirmation is required. Nevertheless, this fact was reported by several 
independent groups, and it is time now to understand the theoretical consequences 
of this finding. The most important message, if this finding is true, is that at x = 1, 
and, presumably, at intermediate x's, there are free carriers in REi-xPixBa^CM^, 
and the suppression of metallic conductivity at sufficiently large x must be due to 
localization of those carriers. In this paper I review the principal experimental 
findings about superconductivity, suppression thereof, and related properties of 
AEi-sPrsBasCusOr (a comprehensive review of the data published before 1992 
can be found in Ref. [1], and many of more recent references are discussed in Ref. 
[2]) in a decision-tree manner, eliminating the models substantially incompatible 
with established experimental facts, eventually focussing on the pfa hybridization 
models and listing on a verbal level the interpretations of the existing experiments 
as they emerge from such models. 

The first three experimental facts that I want to emphasize are 
1. Normal state conductivity drops sharply with the Pr concentration x, and the 
material becomes essentially insulating at concentrations comparable to the con- 
centration at which superconductivity is fully suppressed. 
2. The dependence of Tc on x does not follow the classical Abrikosov-Gor'kov law 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
1999 American Institute of Physics 1-56396-880-0 

79 



for superconductivity suppression by pair-breaking impurities. 
3. In samples where Tc is suppressed by alloying with Pr, it can be restored back 
by partial substitution of Y by Ca, which adds holes to the system. 
These three observations essentially eliminate the 'pair breaking model' where sup- 
pression of Tc is ascribed to the pair-breaking effect of Pr, acting like an impurity. 
The rational of this model is that Pr electrons are to some extent present at the 
Fermi level, as witnessed by the unusually large Neel temperature, and that for the 
d-wave superconductivity all impurities are pair-breaking. Let me now explain 
why the experimental facts above eliminate this possibility: 

(i) Theory of the pair-breaking impurity scattering is known in details. Charac- 
teristic parameter is r A = 27r£/Z, where A is the superconducting order parameter, 
f is coherence length, I = TVF is the mean free path for the pair breaking impu- 
rity scattering. On the other hand, carrier localization due to impurities occurs 
when I ~ a (lattice parameter), which is nearly two orders of magnitude stronger 
condition on I than the Abrikosov-Gor'kov condition 27r£/Z ~ 1. Thus one expects 
superconductivity to be suppressed well before the normal state conductivity be- 
comes nonmetallic, as it happens in conventional superconductors with magnetic 
impurities. 

(ii) The Abrikosov-Gor'kov law is very universal and particularly robust at small 
impurity concentration. In particular, the law states that Tc suppression is linear 
in impurity concentration. This is compatible with the measurements on some 
ÄEi-xPr^BasCusOT compounds {e.g., Nd1_xPrxBa2Cu307)) but not on the others 
(like Yi_xPrxBa2Cu307), where suppression starts essentially quadratically. 

(iii) Substituting Y with Ca, with the remaining composition unchanged, drives 
the material into the so-called "overdoped regime" (hole concentration above the 
optimum), which is characterized by a lower Tc and a smaller order parameter A 
than the "optimally doped" material, YBa2Cu306.92. If Pr suppresses the supercon- 
ductivity via pair-breaking, and does not change in the number and/or character 
of the carriers, it should suppress Tc further, not less, in (Y,Ca)i_xPrxBa2Cu307 

compared with Yi_xPrxBa2Cu307. 
Having established that impurity pairbreaking is not the cause of the Tc suppres- 

sion, we are left with two options: (a) the pairing interaction, whatever it may be, 
is weakened by the Pr doping, or (b) the number or the character of the charge 
carriers changes. While I am not aware of any experiment directly eliminating the 
first possibility, it is disfavored by the fact (iii) above. Moreover, we know that Pr 
does not donate electrons into the superconducting pda* Cu-0 band ("four-valent 
Pr model"), because 
4. in the oxygen reduced samples, Yj^P^BaaCusO^, Tc is suppressed with x 
slower than in fully oxygenated (Ö = 7) samples. 

The next illuminating experimental fact is 
5. unusually high Neel temperature of PrBa2Cu307, TN « 14 K (all other 
■R£Ba2Cu307 have TN of a few K). This indicates that Pr / states are present 
at the Fermi level. This has direct connection with the Tc suppression because 
6. this suppression is enhanced when external pressure is applied (of course, com- 
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pression reduces the Pr-Cu and Pr-0 bond lengths and increases the corresponding 
hybridizations). This tells us that the relevant interactions axe either Pr(/)-0(p) 
or Pr(/)-Cu(d). 
7. Another fact which often overlooked is that while there is no Tc suppression in 
ÄEi-sNdxP^CuaOy at normal conditions, it appears at a higher pressure in a way 
similar to RE^PTxB&iCusOy [13]. 

There are two messages in this finding: (a) The relevant hybridization of the 
/ states is with some states close to Fermi level, because the Nd(/) states are 
farther away from EF than Pr(/), so that larger hopping is required for the same 
hybridization effect on the Cu-0 states; however, (b) the Pr-CuO hybridization 
should be stronger than some threshold for the suppression to appear, thus the 
relevant hybridization is not with the superconducting CuO pda* band, but with 
some other states, initially not at the Fermi level. The main question now is to 
identify those states. It was done by Fehrenbacher and Rice [7], who noted that in 
the YBCO structure the nearest neighbors for a RE atom are 8 oxygens forming 
nearly an ideal cube, and that there is one particular / orbital, {x2 - y2)z , which 
has 8 lobes pointing exactly at those 8 oxygens, allowing for pfa interaction. It 
was verified by LDA+U calculations (which is a very good approximation for / 
electrons) that indeed 
8. this orbital is the one (and the only one) occupied in PrBa2Cu307 [6], and that 
the largest Pr-CuO hopping is in the pfa channel. 

It was furthermore suggested [7] and checked by calculations [6] that the total 
number of Cu-0 holes changes little upon Pr doping, but rather their character 
does; namely, that the pda* holes are being transferred to another state which 
we will call tentatively pfa* (because the transfer is caused by the pfa hopping), 
keeping in mind however that admixture of other states, first of all of the pdn* 
states, is not excluded by symmetry. 

This chain of arguments, based on experimental data and numerical calculations, 
essentially eliminates all other models except for the p - f hybridization model. 
There are, however, open questions about the details of this model. In particular, 
a key question is whether without crystallographic disorder the "new" states are 
itinerant or localized? The facts seem to point in the opposite directions: 

• Large indirect exchange suggest itinerancy. However, it might be that that 
the indirect exchange is not the only reason for high Neel temperature. 

• LDA+U calculations render a highly itinerant state. However, LDA has a 
tendency to overestimate hoppings. 

• PrBa2Cu307 is stoichiometric, and it is disputed whether the Pr-Ba disorder 
is sufficient to localize the carriers in the pfa* band. However, the observation 
of superconductivity in PrBa2Cu307 suggests that it probably is a metal. 

Fortunately, there is a nearly unambiguous clue in favor of the itinerant model. 
Namely, there is a stunning observation which was at first received as a total mys- 
tery, that the suppression rate of Tc in different members of the RE^PixBavCusOr 
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family is entirely different. For instance, Tc is suppressed by less than 40% in 
Y0.7Pro.3Ba2Cu307 or Ybo.7Pro.3Ba2Cu307, while in Nd0.7Pro.3Ba2Cu307 the sup- 
pression is nearly complete. Of course, without Pr doping all these compounds 
have nearly the same Tc. Of course, a state localized at a given Pr ion does not 
know about what RE is sitting in the other cells, so one concludes that the "hole- 
grabbing" state which appears due to the pfa hybridization should be itinerant. 
A question of secondary importance remains of whether this state exists in the un- 
doped REBa.2Cu307, but is fully occupied, and the role of the pfa hybridization is 
merely to move this state closer to the Fermi level, or the pfa hybridization creates 
this state. The first case corresponds to the LDA+U calculations of Ref. [6], where 
the state in question is a pdn* band, with the width of about 1/2 of that of the 
pda* band, and lies entirely under the Fermi level in all i?£;Ba2Cu307 except for 
RE =Pr- The neglect of the pdit hopping leads to the second case, when the width 
of the "hole-grabbing" band is proportional to the pfa hopping [9]. The linear 
Tc suppression in Ndi_xPrxBa2Cu307 is easier to explain in the first case, but the 
second gives better agreement [6] with the measured number of the 0{pz) holes 
[10]. For most experiments the difference between the two cases is insignificant, 
and the conclusions can be formulated as follows: 

• With Pr doping, electrons are transferred from the usual superconducting pda* 
band to a new band, which includes pdn* and/or pfa* states. 

• The new band is (a) heavy and (b) likely to be strongly renormalized by 
magnetic interactions. 

• Because of that, the carriers in this band are easily localized. 

• As a consequence, we expect this band to show its metallic character only 
in well-ordered, stoichiometric samples, and probably only at a short length 
scale. 

Regarding the newly observed superconductivity(Ref. [6] and other) in 
PrBa2Cu307, it appears to be a more novel superconductor than all other cuprate 
high Tc materials known: it is the only one where superconducting carriers are not 
residing in the Cu(x2 - y2)-0(jpa) bands, but are of entirely different character. 
One can ask why are the critical temperatures in the two compounds, YBCO and 
PBCO, so similar? In the framework of the suggested model it is a sheer coin- 
cidence, which should be removed, for instance, by external pressure. Indeed, it 
was observed recently [13] that the pressure coefficient dTc/dP in PBCO is an or- 
der of magnitude larger than in any other i?EBa2Cu307. Interestingly, in the dfa 
hybridization model one expects dTc/dP to be negative in i?£Ji_xPrxBa2Cu307 at 
small x, because pressure increases hybridization and thus the charge transfer from 
the pda* to the pfa* -pd-K* states, while the same argument predicts dTc/dP to be 
positive in PrBa2Cu307 (since in this system the superconductivity occurs in the 
pfa* - pdn* band itself). Both predictions are in agreement with the experiment. 
Finally, I would like to point out recent measurements [12] that yielded qualitatively 
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different Compton profiles in YBa2Cus07 and PrBa2Cu307. This usually indicates 
different topology of the Fermi surface and is in agreement with the concept of 
qualitatively different carriers in this two compounds. 

This work was supported by the Office of Naval Research. 

Appendix. The following cartoons illustrate how the pfa — pdn hybridization 
model explains the main experimental facts. 
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(a) In YBa2Cu307 the pdn* band is fully occupied and does not influence transport 

properties or superconductivity, (b) In Yo.8Pro.2Ba2Cu307 this band is pushed 
up and grabs some holes from the superconducting pda* band. (c,d) Since in 
YBa2Cu306.7 the Fermi level is higher than in YBa2Cu307, the same shift of the 
pdn* band produces smaller changes in the hole concentration in the pda* band. 

NdBa^CU307 Ndj^ßa^u^Dj Ndjßa^UjOj. P>0 YhpjCafrßajCu£>7 

(e) In NdBa2Cu307 the pdir* is pushed up by the pfa interaction, but barely not 
enough to cross the Fermi level, (f) In Ndo.sPro.2Ba2Cu307 this band lies higher 
than in Y0.8Pro.2Ba2Cu307, because it was substantially higher even without Pr; 
furthermore, (g) external pressure increases the pfa hybridization so that even in 
the pure NdBa2Cus07 the pdir* band crosses the Fermi level, (h) Doping with Ca 
introduces additional holes into the system which offset the depleting effect of the 
pdir* band on the pda* band. 
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These cartoons illustrate how external pressure increases the Tc in PrBa2Cu307. 
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(i) When Y is fully substituted 
by Pr, the pda* band is so 
close to half-filling that it un- 
dergoes the Mott-Hubbard tran- 
sition. The conductivity and su- 
perconductivity is carried instead 
by the holes in the new pan* 
band, (j) At a higher pressure, 
due to increased pfa interaction, 
the position of this band is higher 
than at P = 0, and thus the num- 
ber of holes in this band is larger. 
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Microscopic Theory for High-Tc Superconductivity 
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Abstract. An understanding of superconductivity in the holes doped cuprates is 
formulated as resulting from (i) recovery of superexchange interactions at T(spin-gap), (ii) 
appearance of a holes clustering instability at the T(pseud-gap), and (iii) virtual spin 
excitations in the AF background mediating the phase coherence among holes cluster 
resonances producing Off-Diagonal Long-Range Order. 

Basic considerations 

Superconductivity is one property of a quantum mechanical (QM) state of matter 
which reflects macroscopic phase rigidity [1]. Any strategy to analyze a 
superconducting (SC) ground state in terms of elementary components must 
eventually produce this phase rigidity and involve the choice of microscopic 
independent particle basis. The efficiency a particular strategy depends on (a) the 
correctness of the physical understanding, (b) how well the employed non-interacting 
particles spectrum of a pre-selected model hamiltonian approximates the effective 
interactions of the physical understanding, and (c) the ability to systematically 
improve on the description. In formulating a non-trivial macroscopic QM ground state, 
the two crucial signatures of superconductivity comprise pairing and phase coherent 
randomness [2]. Because the resulting electrodynamical action is understood to require 
a microscopic phase coherent quantum dynamics, non-adiabatic coupling to a medium 
which communicates phase information must be introduced for such a ground state to 
be accessed. 

The atom, the molecule (atomic cluster), and the electron gas are three model 
systems for which the single-particle spectra are in principle known. As 
superconductivity was originally discovered in metals, the extended independent 
particle states of the electron gas comprise the physical basis of choice for expanding 
the correlated many-body wave function at the Fermi surface of elemental metals, 
alloys and intermetallics. The plane wave basis succeeds in describing these systems 
because the relevant portion of the independent particle spectrum results from 
contributions from a large number of atoms. A scenario based on non-adiabatic 
coupling between electrons and lattice at low temperatures was proposed to enforce 
the rebuilding of the single-particle spectrum in general and to introduce a coupling 
between the near-degenerate momentum states in the vicinity of the Fermi surface in 
particular [2,3]. Phase transition to the SC state becomes associated with the access of 
an increased momentum space volume, when phase coherent pair states are formed at 
the expense of an increased Coulomb repulsion. 
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Ever since the discovery of superconductivity in the cuprates, i.e materials that 
exhibit extremely short coherence lengths, a major challenge has been to articulate the 
SC ground state in terms of a Phase Coherent Holes Cluster Resonance (PCHCR) 
scenario, which employs zero-dimensional atomic cluster states as building blocks. 
Extended objects, such as stripes [4,5] would comprise particular effective objects 
within such a scenario [6]. 

Heuristics 

A working strategy to discover new SC materials in the electron-phonon scenario 
would be to make such alloys or intermetallics, which would display increased 
electron-lattice couplings as compared to the pure elements. 

It is precisely here that an opposite approach can be formulated, as a poor metal is 
equivalent to a pour insulator. Because doped insulators can be understood to possess 
local sites, such as color centers or dangling bonds, where charge carriers can be easily 
trapped or released, a model composed from a cluster of atoms is expected to be 
efficient in describing one such sink. Taking the cluster approach one additional step 
ahead, we write down a macroscopic wave function ansatz in terms of a generalized 
Hartree product 

^ = nioi CD 

where 0( is a local embedded cluster wave function which contains e.g. a color center 
at sites i. Thus, we arrive at a cross road from where three routes emerge: either we 
envisage (a) one charge carrier in each cluster and inter-cluster pairing (e.g. the spin 
bag scenario [7]), or (b) each <&; accommodates one Cooper pair (e.g. the bipolaron 
scenario [8]), or finally (c) the PCHCR approach, where each <E>; describes a number of 
charge carriers and the Cooper pairs become non-local pair-preserving resonances, 
which we span in a product of local correlated many-body wave functions [9,10]. 
Inter-cluster phase coherence implies communication as to what particular local 
cluster resonance is employed in each cluster. In [10] couplings of virtual excitations 
in the charge carrier channel and local AF background were demonstrated, and 
proposed to provide the necessary physics for Off-Diagonal Long-Rang Order 
(ODLRO). Accordingly, the coherence length is reflected in the shortest distance 
between resonating clusters. 

The Phase-Coherent-Holes-Cluster-Resonance Scenario 

We formulate and apply the PCHCR scenario for the cuprate superconductors [9,10]. 
This scenario is physical for these materials because of (a) the well documented short 
coherence length (=20 Ä), (b) the extreme locality involved in the Cu-O-Cu super- 
exchange interaction which is known experimentally to couple to superconductivity 
[11,12], and (c) holes clusters are well defined QM objects for which detailed wave 
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function based quantum chemical techniques are applicable [9]. Below, the simplest 
scenario for the high-Tc SC cuprates is sketched. Following closely [10], we write a 
schematic projected wave function ansatz, which includes the charge carrier portion 
alone, as 

¥ = n, [ Ui (^ C^STC^T + Vj C^STC^ST + £, C^TC^T) + 
eie

Vj (ttj c\xsi c\isr + ft c+
iDi c^ + Ki cf

i2Si c^st)] 10 > (2) 

Gomparing eqs. (1) and (2), we note that Ot has become a correlated two-particle 
wave function where the two holes are spanned in a mix of singlet and triplet states, 
each of which in turn are expressed in the single particle eigenstates of the cluster 
hamiltonian (IS has neither angular nor radial nodes, 2S has one radial node, and D 
has two angular nodes but no radial node). Such a mix of spin and space symmetry 
states cannot contribute to the ground state of a free molecule, but non-adiabatic 
coupling to an external perturbation is required (vide infra). As the symmetry of the 
order parameter becomes the symmetry of the pair breaking excitation, both S and D 
symmetry order parameters contribute in general to the ground state. A simplified 
description [9] focuses on the D-wave channel alone: 

«P = n, [Ui cVcU + eie
Vi (c^ ct

iSic
t
isT+ ft c^cU)] 10 > (3) 

where oq2 + ft2 =1, u,2 + v2 =1, and for which the reduced hamiltonian becomes 

HUpSjLo eiL c
+
iLoc iLo + 1/2 E, (c\Dl c jsT - c^ cjDT) S, Vjj (c+

isT ciDj. - c\Dt c isl) (4) 

Employing literally the configuration space analog of the BCS treatment [2] results 
in a local gap function in terms of local wave function properties and local excitation 
energies of the cluster [10], i.e. 

A2 = (x/2)2 (a + ß)2 V2 - f (a - ß)2 (5) 

where a and ß are the amplitudes of the local two-particle singlet states built from SxS 
and DxD single-particle states, y is the eD-es orbital energy difference, and x is the 
number of neighboring clusters that contribute to A. It is noted that the gap function is 
maximized when the amplitudes are equal, i.e. when y is zero. Hence, we have 
deduced the local analog to the Cooper instability. The interaction -|V| ensures that the 
pair states are shared between holes clusters, meaning that energy is gained if the local 
pair amplitudes v( are accessed coherently. A particular understanding was 
demonstrated in [9,10], as the non-adiabatic coupling to the local AF background was 
shown to allows for the local incommensurate spin and symmetry states in eqs. (2) and 
(3) to mix. A scenario which associates (i) the "spin gap" to AF fluctuations, (ii) holes 
clustering to the opening of the "pseudogap", and (iii) virtual spin excitations in the 
range  of the  local  pair-breaking   excitation  energy   communicating  the  phase 
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information in general and producing ODLRO in particular. Thus, AF fluctuations 
become a necessary prerequisite for high-Tc SC in the cuprates. 

Future directions - Mesoscopics and new materials 

The acquired understanding of superconductivity in the cuprates will be employed 
to formulate Josephson tunneling across grain boundaries. We will discuss how 
microscopic phase coherence is maintained across a break junction. This is in order to 
illustrate the potential of the particular PCHCR formulation for nano-technology. The 
strategy is to look more closely into the holes clustering instabilities, as the radius of 
the de-clustering excitation should define the lengthscale of the width of the junction. 
We employ the wave function ansatz 

^=*L(=ft,(eL)x»pR(ight)(eR) (6) 
where 

xPsWe = nisSideoi (7) 

and «I* is defined in eq. (1). The reduced phasing hamiltonian is extracted from the 
blocked reduced hamiltonian according to 

Hred = Hred
L + Hred

R + Hred
L.R (8) 

where 

H^L-R = SjER (C^CJ^T - c^siCpt) £i6L VL"Rij (C^STCJDI - cVrCj,^) + 
^jeR (C j2SJ-CjlST " C jls4.Cj2St) ^IEL "      jj (C j|STCi2S4. " C i2STCilSl) + 

Zj£R (CpiCjjsT - C^Cjut)   Sj6L   VLRy (C^TCjoi - C+IDTC^) (9) 

For nearest neighbor sites across a junction, the more extended cluster states 
involving 2Sj and 2Sj are non-orthogonal and must mix. The second and third term in 
eq.(9), of S and D symmetry, respectively, will contribute most to the tunneling 
current as these describe delocalized pairs at the grain boundary. The first term in eq. 
(9) is expected to contribute negligibly because the junction comprises a disconnecting 
medium, and thus the phase difference |0L-OR| is maintained exclusively by the inter- 
grain orbitals overlap. Note particularly the required continuous transition into a 
single superconductor upon fusion. This again implies the existence of two overlap 
driven (Fermi liquid like) inter-cluster channels of both S and D symmetry, and one 
non-overlap driven (non-Fermi liquid like) channel of D-symmetry, which all 
contribute to the SC ground state. 

The very purpose of projecting a SC ground state onto a cluster basis was originally 
to provide a strategy for making new high-Tc SC materials and improve on old ones. 
The mixing of paired and pair-broken states in eq. (2,3) assumes non-adiabatic 
coupling between the charge carrier channel and a second fermionic sub-system. Phase 
coherence is required though, in order to benefit from the possibility of mixing. This in 
turn implies that the fermionic bath should display some sort of long-range order, e.g. 
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AF, and the phase information be communicated e.g. by means of virtual excitations in 
an AF background. The challenge of eq. (5) becomes to condense compounds which 
possess local near-degenerate independent particle states e.g. due to lattice 
instabilities. 
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Abstract. We investigate the effect of a ferroelectric transition that is close to a 
superconducting transition. The closeness of the ferroelectric transition manifests itself 
in a large ionic dielectric constant e, which is not present in "normal" metals where the 
conduction electrons shield it out. This reduces the Debye screening parameter from 
qo to qojyß at frequencies below the dispersion frequency ait ss 20 meV of e(u). The 
electron-phonon matrix element is renormalized as a result. We extend the Eliashberg 
equations for this renormalized interaction, and develop an algorithm to solve them 
along the real-cj axis. We find that various anomalous properties, such as the high 
value of Tc, the high value of 2Ao/Tc, the d-wave symmetry of the gap parameter, the 
extended Van-Hove singularity, the damping of the electronic states near the FS, the 
pseudogap, and various other properties of the cuprates, as well as organic metals, are 
accounted for. 

INTRODUCTION 

The problem of the origin of high-temperature superconductivity is still one of 
the most topical problems of condensed matter physics. The quest continues to 
find an interaction strong enough to produce a superconducting phase transition 
at temperatures much higher than what is observed in "normal" metals. There 
are serious reasons to believe that antiferromagnetic exchange can indeed serve as 
a stronger pairing mechanism than the conventional phonon-mediated interaction 
[1]. Moreover, if an interaction is found which is sufficiently strongly coupled to the 
electrons, then can strong coupling theory describe the superconducting state, or do 
fluctuations make this approach ineffective, so that some new method of calculation 
has to be used [2,3]? Can this method be handled with available computer power? 

Because of the complexity of observable phenomena, and the diversity of prop- 
erties of different substances, it is very difficult to build a scheme which takes into 
account all aspects of the phenomenon, and as a preliminary step, one can try to 
account for different factors separately, having in view to estimate their relative 
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importance. In the present work we take into account one such effect. We present 
a model based on a "nearly ferroelectric" scenario, which we believe fits the per- 
ovskites, and use the Lyddane-Sachs-Teller picture for the ionic dielectric constant 
e(ui). This model yields an interesting behavior for the functions Z(w), A(w), etc. 
which characterize the superconducting state. The effect of a very large and highly- 
dispersive ionic dielectric constant was (to our knowledge) not considered before. 
The dielectric constant modifies the Eliashberg equations [4] in an essential way. 

It was suggested a long time ago [5] that near-ferroelectricity is favorable for 
superconductivity, and indeed doped SrTi03 which is a semiconductor that is not 
expected to be superconducting at all (because N(EF), and consequently A, are 
very small), is superconducting at about 1 K. Baratoff and Binnig [6] accounted 
for this by claiming that the electronic screening which reduces the electron-ion 
potential is no longer effective when the phonon frequency is higher than the elec- 
tronic plasma frequency. In metallic cuprates, the plasma frequency (1.3 eV) is 
much higher than the phonon frequency (40 meV) and this argument doesn't hold. 
Nevertheless, Bednorz and Müller [7] discovered high-Tc superconductivity in the 
perovskite cuprates. We attempt to find out whether a more elaborate theory can 
account for this discovery, as due to the near-ferroelectric nature of the perovskites. 

A different mechanism by which the large dielectric constant can enhance super- 
conductivity was suggested by Babichenko and Kagan [8]. The large e0 reduces the 
Coulomb term //* that reduces Tc. However, there is also a second-order interac- 
tion due to the Coulomb term, which is attractive and enhances Tc, as pointed-out 
originally by Kondo [9]. This second-order term, being a high-frequency effect, is 
screened just by the small e«, rather than by e0- Therefore this second-order term 
may actually take-over and enhance Tc. 

We explore the influence of an ionic dielectric constant due to ions whose electrons 
do not directly participate in the superconducting state (e.g. the apex oxygen, 
the alkaline earths, the rare earths, ions like Bi, Hg, etc.) on the strength of 
superconducting pairing [10]. The mechanism considered here is the dimunition 
of the electronic shielding (by the conduction electrons) of the electron-phonon 
interaction caused by the ionic dielectric constant, which "preempts" the electronic 
screening. This effect is shown in a dramatic way by Karnimura and Sano [11]. 
They show that when the chain copper has 0.55 holes in its 3d shell, the splitting 
between the Zhang-Rice triplet and singlet states centered around the planar copper 
vanishes (Fig.la). Denoting this splitting UeS, and defining an effective dielectric 
constant by: UeS = Uhaie/e, we see that e is extremely large. Note that this effective 
dielectric constant is a local property, on a scale of a lattice constant, and can by 
no means be regarded as homogeneous, i.e. here e(n,r2) ^ e(n - r2), in contrast 
with the background dielectric constant in semiconductors [12]. 

It is clear that the influence of dielectricity on superconductivity will be felt not 
only through the weakening of the electronic shielding, but also through other chan- 
nels [46], but we have shown [13] that the dimunition of electronic shielding may be 
the dominant effect, not automatically compensated through other contributions. 
We consider the possibility that the interaction between the planar oxygen (and 
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FIGURE 1. (a) right, (b) center and (c) left 

copper) ions and the conduction electrons is modified by the Ba (or Sr, Ca) atoms, 
in conjunction with the neighboring (apex) oxygen which possesses a very high po^ 
larizability, as well as rare-earth atoms such as La and their neighboring oxygens. 
The ionic dielectric constant of the cuprates is very large, e0 « 30-50 with a dis- 
persion at a rather low frequency (wtrans « 15-30 meV) [14]. This is the frequency 
of low-lying transverse-optical (TO) modes, involving predominantly the motion of 
the barium (or other alkaline earth) atoms. The effect of the c-axis motion of the 
barium, reducing Ueff, was also suggested implicitely by Panas and Gatt [47]. 

We denote the dielectric constant that describes the shielding of the interaction 
between the planar oxygen ions and the conduction electrons by the "Ba" unit 
(Fig.lb), e0-Ba-ei(w, q), whereas the ineraction between two conduction electrons is 
shielded by the ionic dielectric constant eei-Ba-ei(w, q). The large difference between 
eo-Ba-ei and eei_Ba-ei arises from the different location in space of the interacting 
charges in the extremely inhomogeneous material, in accord with the quantum- 
chemical calculation [11]. The first is in the vicinity of the planar oxygen, and the 
second is in the vicinity of the planar copper - apex oxygen. We illustrate this in 
Fig.lc. 

In such a model we obtain a modified electron-ion interaction of the form: 

Vo-ei(oJ,q) = 
4nZe2 

eo-Ba-ei(w,g) <?2 + 47re2JV(£F)/eeI_Ba_eI(w,<?) 

Whether the potential V0-ei(u,q) will be diminished or strengthened by the di- 
electric contribution from the "Ba" depends on the relative strength of the two 
dielectric constants. When they are equal, the potential becomes weaker except 
at q = 0 where it retains the value Z/N(EF) [15], e dropping out. When the two 
dielectric functions are no longer the same, as a result of the inhomogeneity of the 
system, this is no longer the case. 

In Fig.2a we plot l/eO-Ba-ei(0,?) and l/eei-Ba-ei(0,g) (i.e. u = 0) as function 
of q (from ref.13). We see that at q = 0, both equal l/e0, and at large q, both 
approach 1.   However, at q = qD/^ which is small (i.e.  about kF/S), but not 
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FIGURE 2. (a) right and (b) left 

extremely small, l/eo-Ba-eitO.WV^ö) « 1 while l/cei_Ba-ei(0, qo/y/eö) ~ 1/eo, 
the difference between them being very large, causing V0-e\(^,q) to be enhanced 
by a large factor. Since most of the contribution to the electron-phonon coupling 
comes from the region q ~ qo/i/eö, we approximate the dielectric constants by 
their values at this q value. We illustrate Vb-ei and the electron-phonon matrix 
element I (at UJ = 0) in Fig. 2b,2c, as well as the unrenormalized values, i.e. the 
values when e = 1. The enormous enhancement of I(q) at q ~ qo/yßö is striking. 

Some support for the very large value of I(q) at q ~ qD/Veö is provided by the 
stripes seen in many cuprates [16]. These are CDW's with a wavevector qsttiPe =0.24 
Ä-1 which happens to be just equal to qD/y/eö- The high-density region of the CDW 
is metallic, while the low-density region is insulating. We consider the stripes as 
an indication of the large value of I(q) at q = Stripe, rather than the cause of the 
high-Tc [17]. 

The treatment of the inhomogeneous medium is in the spirit of the central cell 
correction of the Kohn-Luttinger theory of shallow donors in semiconductors [12]. 
In that theory, space is divided into a region close to the donor ("central cell") 
where e = 1, and a more distant region, where the background dielectric constant 
e is the average, measured dielectric constant of the insulating semiconductor. Our 
eo-Ba-ei is analogous the the e of the central cell of the Kohn-Luttinger theory, and 
our eei-Ba-ei is analogous to that of the distant region of that theory. 

The dielectric function eei-Ba-ei(w, q) determines the ionically-screened Thomas- 
Fermi cutoff: qD = [47re

2A^(JE;F)/eei-Ba-ei(w,g)]1/2. 
We approximate eei-Ba-ei(w, q) by the q = 0 value, taken in the form suggested 

by Lyddane, Sachs, and Teller [18]: 

U1 ~ ^long 

W , ,2 
"Vans 

wlon  is the frequency of the longitudinal optic phonons (LO), which is about 80 
meV in the cuprates. 
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FIGURE 3. (a) right and (b) left 

We consider coupling with phonons of frequency ft. For the cuprates, ft «40 
meV [19]. The mode ft involves vibrations of the Cu-0 bonds in the (Cu02)„ 
planes, perpendicular to the bond direction. 

For g = 0, the potential Vb-ei is thus multiplied by e(w). Since the coupling 
constant is proportional to Vb-ei2, we take a weighted phonon propagator (WPP) 
given by: 

AVPPM 
w* 

2(o;)Aft 
ft2 

This renormalized phonon propagator is to be distinguished from the "bare" phonon 
propagator D0(u) = Aft/(w2 - ft2). A is a dimensionless coupling constant of order 
1, which is calculated, for example, in band-structure calculations [20]. 

SOLUTION OF THE ELIASHBERG EQUATIONS 
GENERALIZED FOR THE FERROELECTRIC 

SCENARIO 

2.1 Gap Functions for Imaginary Frequency 

In Fig. 3a we show the WPP, as function of the imaginary frequency, plotted 
in units of iu/uJiong for two values of e0, namely e0 = 1 and e0 = 4. Also we chose 
wiong = ft, Coo = 1, and A = 1. The WPP for e0 = 4 is much higher as u ->• 0 than 
for e0 = 1 (oc e0

2), but narrower, as seen by comparison with the scaled e0 = 1 
curve. 

We solved the Eliashberg equations [4] for this WPP. We show the solutions, i.e. 
the gap A and renormalization function Z as function of the imaginary frequency 
in Fig. 3b. All calculations are carried out for low temperatures (T « Tc) (except 
for the determination of Tc, of course). The ratio 2A(0)/TC is found to be close to 
that found by Carbotte [21]. It reflects the fact that potentials which can differ 
strongly along the real axis, look remarkably similar for the Matsubara frequencies. 
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FIGURE 4. (a) right and (b) left 

From this imaginary axis calculation, which is simple and well behaved, one sees 
that the e-function creates an anomalously large Z at low frequencies, while the 
critical temperature Tc and gap A are not increased to the same degree. This result 
is expected, since Tc oc y/X^ (for very strong coupling) whileZ(O) « 1 + Xe«; thus 
the increase in effective coupling brought about by e increases Z(0) more than Tc 

and A(0). We notice therefore that the enhanced kernel influences A(0) and Z(0) 
in different ways. Note that when the cutoff is in the k-channel (rather than the 
w-channel), Z is decreased and A increased significantly [10]. Observation of the 
ratios of A(0) to Z(0) can therefore be of interest in estimating the nature of the 
interaction, and particularly the role of e(u>). 

2.2 Gap Functions for Real Frequency 

We have calculated the functions A(0) and Z(0), the tunneling density of states, 
and the spectral function, for real frequencies, by analytic continuation of the above 
functions for imaginary frequencies. To do this, we have used the method due to 
Marsiglio, Schossmann, and Carbotte [21]. We show the results for one set of 
parameters in Fig.4. In Fig.4a we show the standard solution (e0 = 1), and in 
Fig. 4b, the solution for e0 = 4. We see that SRe[A(u>)] consists of a rather smooth 
background (in both cases), with spikes at the phonon frequencies (McMillan Rowell 
structure). Some of the main differences between the standard solution and the 
"nearly ferroelectric" solution are: 

2.2.1 The large value of A(0)/Tc. 

It is well-known from strong-coupling theory that the value of 2A(0)/TC exceeds 
the BCS weak-coupling value of 3.53 and can reach values of about 4-5. In cuprates 
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higher values are found, in particular in underdoped materials [22], and in organic 
(BEDT-TTF)2I3 a value of 14 was measured [23]. For the conventional Eliashberg 
equations this ratio saturates at 11 for an infinite coupling constant. Here we find 
much larger values. There are two causes for the anomalously large value of the gap. 
One is the large value of Aeff, which brings about a very-strong-coupling scenario 
even if A is small. The second is more subtle. A(0) is the solution of the equation: 
A(u = A0) w A0. The function A(w) is nearly constant for small values of w, 
therefore A0 « A(0). Even for very large values of A it is found numerically that 
this relationship holds for the "conventional" Eliashberg equations [21]. For the 
extended Eliashberg equations this is no longer the case, and A0 is found in many 
cases to be significantly larger than A(0). 

The increase in 2A0/TC is due to the large value of e; therefore in underdoped 
materials where e is larger than in optimally-doped ones (where the conduction 
electrons screen-out the ionic e to some extent), 2A0/TC is even larger. This is in 
accord with experiment [22]. 

2.2.2 Extended Van Hove singularity. 

The renormalization Z' is very large up to w « wtrans « 20meV. For values of 
e « 30-40 characteristic of the cuprates, Z' fa 30. Thus the renormalization energy 
-^'wtranS ~°-5 eV is enormously large, and the E vs. k curve is flattened over a 
region where the unrenormalized band energy is within ±0.5 eV of EF, i.e. about 
half the Brillouin zone (in the region of k-space in the vicinity of the Van Hove 
singularity, which is at k = (0, w/a)). This may account for the observed Extended 
Van-Hove singularity [24] in terms of an electron-phonon coupling. 

Experimentally, the states in the EVHS have a small weight. This excludes a 
normal band interpretation, as in the A15's [25], and indicates a very large renor- 
malization effect. This renormalization may be due to electron-electron interactions 
[26] as well as to an electron-phonon one. The IR measurements indicate a large 
mass-enhancement over a frequency region that coincides with the phonon spec- 
trum (in contrast to the relaxation rate, which extends to 1 eV at least); the mass 
enhancement becoming particularly large at very low frequencies. This is in accord 
with the present calculation (Fig.4b). 

2.2.3 Overdamping. 

The large value of Z" for w « wtrans indicates a very strong damping of the 
electronic states, due to the electron-phonon coupling. Since wtrans is so small, this 
occurs practically on the Fermi surface. Overdamping of electronic states is indeed 
observed by ARPES measurements [27]. This occurs in particular in underdoped 
samples, where e is particularly large. This is in line with the results of the present 
work, which attributes these features to a very large e. 

Also, the maxima of Z' and Z" are about the same (Fig. 4b). This is in line 
with the phenomenological picture of Chubukov [26], which describes the damping 
and points out a phase of w/4, i.e. nearly equal values of the real and imaginary 
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components of the self-energy.   However, Chubukov attributes the self-energy to 
electron-electron interactions, while we attribute it to electron-phonon coupling. 

2.2.4 Pseudogap. 

Since e(w) is cutoff at _> = wtrans, the anomalies are cutoff at this energy causing a 
pseudogap at this energy. A pseudogap was explicitely calculated for this scenario, 
by calculating the electron-electron scattering rate ^3^j [28]. Here also the pseu- 
dogap increases with e, i.e. for underdoped materials, in accord with experiment. 
Again, this is only one way to account for the observed pseudogap, in addition to 
the several other possibilities that have been proposed. 

Thus, the specific highly-anomalous spectroscopic features of the cuprates can 
follow directly from an electron-phonon scenario, in which a ferroelectric transition 
is nearby. 

2.3 Gap Functions for Real Frequency 

The calculation shown in Fig. 4 has been done for simplicity for an isotropic 
Fermi surface, assuming a ^-independent electron-phonon matrix element. We have 
by now extended the algorithm to a ^-dependent electron-phonon interaction. We 
show the result in Fig. 5. We divided a quadrant of the FS into 10 sections ("bands") 
with a matrix-element between sections as in Fig.2c. The results for UeA, 9mA, 
quasiparticle DOS, SleZ, SmZ, and spectral density, are essentially the same as 
before; however, some sharp peaks which are numerical artifacts no longer appear. 
Thus, we are confident that our algorithm is now applicable also to an anisotropic 
FS, and a strongly ^-dependent interaction. 
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DISCUSSION 

3.1 Low Frequency Scenario. 

Normally it is believed that in order to obtain high-Tc superconductivity, it is nec- 
essary to mediate the interaction by high frequency bosons: Tc = Wbosonexp[-(l + 
A)/A] where cjboson is the boson frequency, and A the coupling constant. For an 
antiferromagnetic scenario, <JbosoD may be the exchange frequency, which being of 
an electronic nature, may be higher than the phonon frequency. Excitons, plas- 
mons, polarons with a high binding energy, charge transfer excitations, etc. being 
invoked frequently. Here we claim the contrary: Namely, that high-temperature 
superconductivity arises from a very low frequency cutoff, but with an enormous 
effective coupling constant Aeff « 10. For very strong coupling, the formula for 
Tc is [29]: Tc = 0.18wboson^A/(l + 2.6//*) = 0.181 y/N(EF)/M(l + 2.6ft*) and 
the boson frequency is seen to cancel-out between the prefactor and A =< I2 > 
N((EF)/Muhoson

2. There remains the factor ß* — /i/[l +ßln(EF/uhoson)} which is 
small, leading to a somewhat higher Tc when wboson is small. 

We claim here that the matrix element / is renormalized: /max = 
(2-KZe2/qD)y/e^ = (2irZe2/qD)i/e^(u)long/u;trails) = /(^long/Wans) and the small 
value of Wtrans is responsible for the high-Tc . Pairing is attributed to the region 
w < o>trans « 15-20 meV. This assignment is novel and unusual. 

In this very-low-frequency regime, spin-fluctuations are weak, as can be seen 
from the elaborate formulation of Chubukov [26] in which below u>Sf(« 14 meV) 
spin fluctuations are suppressed, or from a more naive Golden-Rule calculation [28], 
or from the IR measurements [30] that show a sharp fall in the Drude relaxation rate 
l/r{w) for small w. Therefore, there is no significant suppression of "conventional" 
pairing due to the spin fluctuations in this (and only in this) low-frequency region. 

A problem with the very large Aefr associated with this scenario, is the prob- 
lem of instabilities. For a Holstein Hamiltonian, we may expect instabilities for 
Aeff sw 10, and a bipolaren scenario [3] is more suitable. However, here the renor- 
malized coupling constant A(w) « e(w)2A00 is a function of frequency, and therefore 
the "standard" solution of the Holstein Hamiltonian does not apply. We have to 
distinguish between real processes, where w = Q, and Ä(fi) is small (since Q > wtrans 
and therefore e(Q) is small), and virtual processes, where w < wtrans < Cl and Ä 
is very large. The pairing interaction is caused by exchange of virtual phonons, 
rather than real ones, and therefore the large value of Äeff contributes. We suggest 
here (without proof) that the value of Ä relevant to instabilities is Ä(ft) which is 
small, therefore instabilities are prevented in spite of the large value of A(0). 

In Fermi liquid theory, the effective mass m*(w) is renormalized, and therefore 
different experiments yield different values of m*. Here the proximity of the fer- 
roelectric transition causes the coupling constant A to be renormalized, therefore 
different experimental techniques naturally yield entirely different values of Tc. The 
value of Tc which depends on the virtual processes yields the very large value of 
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Ä « 10, while the normal-state resistivity, which is due to real processes, yields a 
very small value of Ä < 0.1. Forward scattering, nesting, and anisotropy of the 
Fermi surface obviously contribute to this difference as well; however, we believe 
that the discrepancy of more than two orders, as well as the stability, requires the 
large renormalization of A. 

In the "conventional" superconductor niobium, the effect of the anisotropy of 
the FS was studied very thoroughly and found to be extremely small [31]. In the 
cuprates we expect bigger effects due to the proximity of the VHS to some parts 
of the FS, and the forward scattering nature of the electron-phonon interaction. 
However, we doubt whether the variations of more than two orders between values 
of A measured by different methods can be accounted for in this way. In this regard, 
organic superconductors serve a very useful purpose; namely, the FS there is much 
more isotropic. A similar behavior is seen there as well, and this serves as additional 
evidence for the interpretation proposed here. 

A low-frequency scenario is also alluded-to by the work of Ashkenazi [32], who 
suggests electronic states of one type ("spinless polarons"), with a strong electron- 
phonon coupling very close to the FS, and states of a different nature ("semi-MFA 
carriers") further away from the FS. 

3.2 Two-dimensionality 

The use of the potential V(q) = 4TrZe2/(qx
2 + qv

2 + qD
2) is far from obvious. 

An ordinary 3D potential includes a qz
2 term in the denominator, and an ordinary 

2D potential is given by: V(q) = 4nZe2/(Jqx
2 + qy

2 + to). Here we use a 3D 
potential with a 2D FS, which is unconventional. The 3D potential is given by: 
V(r) = Ze2/r. (We consider the oxygen ion as a point-charge, rather than a 
charge extended along the c-axis direction). V(q) is given by the matrix element 
< ipk\V{r)\tpk+q > rather than by the Fourier transform (which is the ordinary 3D 
potential in q-space). The wavefunctions Vfc and ^fc+? aie free-electron like in the 
a - b plane, and extreme tight-binding like in the c-direction. Consequently the 
matrix element can be decomposed into intra-layer terms, where the contributions 
to t/jk and tpk+q come from the same layer n (in the a - b plane), and inter-layer 
terms, where the contributions come from different layers n, n'. In the intra-layer 
terms, qz does not appear (the contributions from -tpk and ipk+q cancel out). In 
the inter-layer terms, the factor exp[iqz(n - n')] appears, but in the extreme tight- 
binding limit these terms are small and we ignore them. The extreme tight-binding 
limit, in the c-direction reflects the 2D nature of the FS. In this way, the "unusual" 
form of V(q) is obtained. Note that to obtain the plasmon dispersion relation 
in 2D, we do not use point-charges, but charge distributions extended in the c- 
direction, and consequently the anomalous dispersion relation T3p(q) oc y/q for small 
q - VQX

2
 + qx

z is obtained [33]. The unusual form of the potential causes Imax = 
(2irZe2/qD)y/e^ to diverge with e0. The McMillan coupling constant Acs is given 
by integration of I(qf over the FS, i.e. multiplication of Imax

2 by the area on 
the FS where I(q) is large, i.e.  (2qD/y/ö>)(2ir/c) (c is the lattice constant in the 
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FIGURE 6. Condensation energies for s- and d-wave pairing 

c-direction). Thus, (A<,ff diverges like y/e^, and Tc = 0.18u!tI&nsV>^ diverges like 
e0

1/4, which is a rather weak divergence. Therefore a very large value of e0(« 30) is 
needed to obtain a significant increase in Tc (a factor of 2-3). An additional factor 
of 3 or so is obtained by the screening of the Coulomb interaction (i to: ß = fj,/e0. 
Thus we obtain an overall enhancement of Tc by a factor of 7-8 over the classical 
"McMillan" value of 30-40 K. 

In 3D, the area over the FS where I(q) is big and given by TrqD
2/e0 therefore Aeff 

does not diverge, and an enhancement of Tc comes only from the screening of the 
Coulomb interaction /x. A more detailed calculation is given in ref. [13]. 

3.3 d-wave Pairing. 

The observation of d-wave pairing is one of the most seminal discoveries in the 
field of high-rc superconductivity. It was motivated by the Pines theory, and there- 
fore is used as an argument against the phonon mechanism. However, it was pointed 
out here in Miami at the Jan. 1995 conference, that the phonon mechanism can 
give rise to d-wave pairing for the case of forward scattering [34]. For exact forward 
scattering (^-function, A0 = 0) and no Coulomb interaction, the condensation en- 
ergies for s- and d-wave pairing are the same; a weak Coulomb interaction will favor 
the d-wave state (Fig. 6). Due to the dielecric background, the scattering angle is 
given by A0 = qD/kFy/ei « 0.3 radians , and for this (small) scattering angle, 
d-wave pairing "wins" for a rather small value of the Coulomb interaction \i*. 

A degeneracy between d- and s-wave pairing was also proposed (phenomenolog- 
ically) by Mueller [35]. Small-angle scattering was considered also by Abrikosov 
[36], arising from the Van Hove singularity (a band-structure effect). Kulic and 
Zeyher [37] considered small-angle scattering arising from correlations. Varelogian- 
nis considers small-angle scattering, and the effect of the near-degeneracy between 
d-wave and s-wave pairing, enhancing the effect of the orthorhombic distortion in 
YBa2Cu307 [38]. 

Annett [39] describes this situation as an accidental degeneracy. Accidental de- 
generacy has the property to be removed by a small perturbation, just as the acci- 
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dental degeneracy between 2s and 2p states in hydrogen is removed by an electric 
field. In the present case, strong-coupling favors the s-wave state over the d-wave 
one [40]. The reason that the d-wave persists under conditions of strong coupling, 
is the large anisotropy of the FS , with regions near the Van-Hove singularity with 
a large A ("hot spots"), and regions removed from it, with a small A ("cold spots") 

The present theory, attributing the forward-scattering to the large e, predicts that 
when e is reduced, for example by overdoping (the conduction electrons screening- 
out the ionic polarizability), s-wave pairing should take over without a large change 
in Tc. This is perhaps observed [41]. In Fig.6 we illustrate the values of A0 for 
underdoped, optimally doped, and overdoped materials. 

Also, when no apex oxygen is present, e is smaller and s-wave pairing is expected. 
This is the situation in the electron-doped NdCeCuO superconductors. 

THE PHONON MECHANISM AFTER ALL ? 

While most workers in the field attribute the superconducting pairing to magnetic 
interactions, this assignment is by no means certain. Mean-field theory is used in a 
regime where spin fluctuations are enormously strong [30]; there are serious doubts 
whether the large effect is not removed by a vertex correction [42], and a recent 
NMR experiment seems to show that the correlation length is far too small to 
account for the high-Tc [43]. 

Admittedly, the objections to a phonon-mediated interaction are more numerous, 
(i) Tc is expected to be below 30 K. (ii) There should be no d-wave symmetry, 
(iii) The electron scattering rate should saturate at frequencies above the phonon 
frequency, (iv) The McMillan coupling constant A calculated from band theory is 
about 1, while high-Tc requires a value of about 10. (v) There is almost no pulling 
of phonon frequencies, (vi) There is almost no isotope effect in optimally-doped 
materials, (vii) Normal state properties are highly anomalous, (viii) A pseudogap 
is observed above Tc. (ix) An extended Van Hove singularity is observed, (x) High- 
Tc is restricted to 2D systems, (xi) High-Tc is greatly affected by atoms far-away 
from the (Cu02)„ planes [2]. (xii) The conventional Eliashberg equations do not 
work, (xiii) Stripes are frequently observed, which do not fit the "conventional" 
scenario, etc. 

None of these objections is decisive, but the accumulated weight of a dozen or 
so objections seems to be overwhelming. However, close scrutiny shows that all 
these objections are not independent, yet depend on one factor only: Namely, the 
assumption that the screening length is given by qD «0.7 A, which is the smallest 
length-scale in the problem. When we replace q^1 by the true screening length 
qD «4 Ä, which is larger than the Bohr radius a0 or kF, the interatomic spacing, 
etc. all the objections disappear simultaneously. And this replacement is justified 
both from ab initio [12,13] and empirical [16,17] considerations, and substantiated 
by the group-theoretical SO(5) formulation [44]. In the present work we show this 
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for some, though not all, of these objections. A more detailed analysis is given in 
another publication [45]. We feel that the case made for the local dielectric medium 
scenario, which is so characteristic of the nearly-ferroelectric perovskites, merits a 
serious consideration. 
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Filamentary Dopant Condensation in HgBa2Cu04 + 8 

J. C. Phillips 

Bell Laboratories, Lucent Technologies (Retired), Murray HOL N. J. 07974-0636 

Abstract Diffraction experiments on the titled compound indicate that the Os dopants may partially 
occupy two sites, one of which is coplanar with Hg but does not produce superconductivity, while 
occupancy of the out-of -plane site does; occupancies of the two configurations cross abruptly near 8 = 
82 = 0.19. The phase diagram, with a plateau in Tc(8), 81 < 5 < 82, rather than the usual parabola, is 
remarkably similar to that seen in the thermal properties of uncompensated semiconductor impurity 
bands near the metal-insulator transition, as the author suggested previously. Here the nature of the 
defects which play the compensating role is identified for other cuprates, in order to explain why the 
titled compound, alone among the cuprates, has been observed to display "ideal" behavior. Some 
intrinsic limitations of Rietveld analysis of powder diffraction data for identifying filamentary 
formation are also discussed, as is the possibility of explaining the data with antiferromagnetic stripe 
models. Predictions are made for the phase diagram of the superconductive filling factor. 

LOCAL STRUCTURE AND CONNECTIVITY 

Recent studies (1,2) of the distribution of the Os dopants in the titled Hg cuprate by 
Rietveld refinement of neutron powder diffraction data have shown that there exist two 
dopant sites, labeled 03 and 04. The occupation numbers of these sites change 
discontinuously near 8 = 82 = 0.19, as do other structural parameters, such as the cell 
volume and the apical O z coordinate. This composition corresponds to the upper end of a 
novel plateau in Tc(8), shown in Fig. 1, which is quite different from the usual parabola for 
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FIGURE   1.   The   plateau      Tc(8)   in 
Ba2HgCu04 + 5(1) sintered at low T (solid 
line), compared with a double-sided 
parabola obtained for samples (18) sintered 
at high T (dashed line). The base line for 
the latter has been adjusted to match 
optimal doping and scaled to make the 
overall widths similar. Note the interesting 
kink at optimal doping in the (18) samples, 
which agrees with a first-order feature 
predicted theoretically (6); for the Argonne 
samples (1) the site occupancies (see Fig. 2) 
and the cell volume also show 
discontinuities near optimal doping (8 = 
0.19). 
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Tc(x) which is found for LSCO and BSCCO, for example (3), and for L*B2*Cu307 ± 5 (4), 
withL* = (La, Ca) andB* = (Ba, La). 

The similarity of this plateau, 81 = 0.13 < 8 < 82 = 0.19, to the thermal properties of the 
intermediate phase associated with the metal-insulator transition in uncompensated 
semiconductor impurity bands, such as Si:P or Ge:Ga (5-9) led to the suggestion (10) that 
the Hg cuprates may be the materials where the filamentary character (11,12) of high- 
temperature superconductivity (HTSC) is most clearly expressed experimentally. Even in 
this "ideal material", however, the chemical cationic complexity of the unit cell, and the need 
to avoid contamination (for example, from CO3) (13) is highly restrictive, and so far 
cationically ordered samples of the purity necessary to provide reliable values of 8 have been 
made only in powder form at one laboratory. 

Apart from the similarities of the phase diagrams, there are other aspects of the diffraction 
data which can be used to characterize the internal structure of the Hg cuprates, and which 
provide strong support for the filamentary model, as distinguished from other models, also 
based on nanoscale spatial inhomogeneities. The most popular of the latter are the "stripe" 
models (14) based on antiferromagnetic interactions which suppress HTSC when they are 
realized near commensurate doping compositions (such as x = 0.125 in La2 - *SrxCu04) 
which support spin density waves. A detailed critique of stripe models has been given 
elsewhere (15), and is available in full from the author upon request. 

The most striking aspect of the Hg cuprates is that there is no evidence for 
antiferromagnetisn in these materials in the limit 8 = 0, in contrast to the Ln-based cuprates in 
the limit x = 0. When we reflect that the average doping level for optimizing Tc in 
Ba2HgCu04 + 8 is 8 = 0.16 (rather similar to x = 0.16 in La2 - xSrxCu04), and that the 
optimized Tc in Ba2HgCuC>4 + 8 is more than twice that in La2 - xSrxCu04, it is already 
difficult to believe that localized magnetic interactions are anything other than harmful to 
HTSC. In fact, even in alloys where Hg has been partially replaced by Cr, such as 
Hgo.6Cro.4Sr2CuC>4 + 8 (16), where tetrahedral Cr and octahedral Hg stripes may alternate, 
the apparent absence of antiferromagnetism explains why Tc is reduced only to 60K. 

More can be gleaned from the still-limited Hg cuprate data which are available so far (1,2). 
Already two possibilities have been proposed for the regimes with 8 above or below 0.19, 
either the two 03 and 04 sites, or cationic disorder with Cu partially on the Hg sites, as in 
the Tl cuprate, which, however, does not exhibit the broad 8 plateau for Tc that the Hg 
cuprate does (17). We note, however, that the Pauling ionic radii for Cu+, Tl +, and Hg +, 
respectively, are 0.96, 0.95 and 1.10A, so that Cu fits well on the Tl site, but not on the 
much larger Hg site. Thus the two oxygen sites are much more likely to be the origin of the 
observed discontinuities. 

CHAIN SEGMENTS 

Within the framework of Rietveld analysis one considers partial site occupancies, and varies 
these occupancies and the site coordinates to optimize the fit to the powder data. However, 
isolated sites are unlikely to produce the abrupt changes in relative occupancies as a function 
of 8 which have been reported and which are reproduced for the reader's convenience in Fig. 
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2. Such abrupt changes would be expected if the 04 sites were actually condensed into chain 
segments for smaller 5, with large stress fields surrounding each segment, and with each 
segment defining a certain strained volume from which other chain segments are excluded. 
As the dopant density increases and these volumes begin to overlap, and a liquid-gas-like 
(essentially a first-order finite-size) transition occurs, from connected, strained and lowered 
symmetry 04 sites to dispersed, symmetric and less strained 03 sites, as illustrated very 
schematically in Fig.3. This transition has a re-entrant character (the volume which was 
decreasing as 8 increased ratchets up at 8 = S\ and then continues its decrease) because the 
04-based filaments are locally more metallic than the more weakly connected 03 gas, and 
therefore are more effective in contracting the volume. 

i 1 1 1 1 1— 
Overdoped region 

-Underdoped region 

FIGURE   2. 
Partial site 
occupancies n(03) 
and n(04) as a 
function of doping 
8 = n(03) + n(04) 
in Ba2HgCu04 + s 
(1). 

0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 
Total defect oxygen, S 

In order to produce a diffraction pattern for such chain segments one would have to know 
many structural parameters and to go beyond one-cell Rietveld analysis to construct 
supercells containing the condensed chain segments, such as those observed by electron 
diffraction for Hgo.6Cro.4Sr2Cu04 + s (16)- For example, one would have to specify the local 
apical O and Hg coordinates relative to the 04 sites, which may be displaced from die plane z 
= 0 to connect better with the apical O (17). It is not easy to see how these multiple 
parameters could be determined from the limited amount of information available in neutron 
powder data. Nevertheless, the chain-segment condensation mechanism has many attractive 
features: 

(I) It explains the first-order character of the transition in Fig. 3, and the re-entrant 
behavior of the volume as a function of 8 doping. 
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(2) The chain segments are analogous to the CuOi . x chain segments in YBCO. Such 
segments play a very important role in forming connected filaments which explain all 
the normal-state transport anomalies in the cuprates (12). 

(3) The filamentary model also helps us to understand why only the Hg cuprates show the 
"ideal" plateau in Tc(8), which is not observed in the other cuprates. 
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FIGURE3. Sketch oftheHgO, plane for 8 -0.1. In (a) only the 03 sites are occupied ma 
disconnected way. In (b) only the 04 sites are occupied in a connected way. A ruamentary segment 
can be imagined by the reader if he supposes that the central Hgl (rffled cirde) - CM (open circle)- 
H*2 - 04 - Hg3 segment is vertically displaced upwards to connect better to downwardly displaced 
apical O's above the terminal Hgl,3 atoms, which connect in turn to two CuCfe nanodomams, so that 
theHgl ...Hg3 chain segment enables the filament to bypass the nanodomam wall separating the two 
O1O2 nanodomains. 

CATION DISORDER 

Previously (10) it was observed that a strong similarity exists between the phase diagram 
for the thermal properties of uncompensated semiconductors, such as Si:P, near their metal- 
insulator transition, and the Hg cuprate Tc(8), while the dopant plateau structured lost m 
partially (more than a few %) compensated semiconductors and all other cuprate HTSC. in 
the cuprates the role of the compensating impurities can be played by any secondary source 
of inhomogeneous strain fields. In LSCO this secondary source is the non-random dopmg or 
clustering of the Sr cation dopants, which have low mobilities at the growth temperature, m 
contrast to very high oxygen anion dopant mobilities. It is possible that the intermediate 
phase is not achieved in YBCO7 - x because the concentration x of dopant O chain vacancies 
is limited by internal strain for small x, and for larger x ideal behavior is masked by the 
pseudo-tetragonal mixing of orthorhombic nanodomains in the 60K phase. In T12201 one 
has Cu on the Tl sites; in BSCCO one has the native Sr, Ca disorder, and in L*B*CO there is 
the L* B* cation disorder. Only in Ba2HgCu04 + 5 synthesized at low T are these 
secondary disorder sources, primarily cationic, which interfere with homogeneous nucleation 
of filamentary segments, absent. However, cationic disorder is easily added by synthesizing 
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at high T (18), where Cu probably partially occupies the Hg sites, when the plateau in Tc(5) 
should cross over to a parabola. By analogy with semiconductor impurity bands, I estimate 
that the crossover should take place at around 8 % Cu[Hgj. 

This situation presents a quite satisfying parallel with the unconqjensated/compensated 
dichotomy in semiconductor impurity bands. There a small percentage of compensating 
impurities is sufficient to erase the kink in the electronic specific heat coefficient y(n) and the 
first-order discontinuity in the Debye 9(n) [which contains the electron-phonon ion-screening 
terms which determine the Cooper pair attraction in superconductors]. This kink occurs at 
the high-dopant-density edge of the intermediate phase, corresponding here to 8 = 0.19. 
The kink is erased because the compensating impurities pin energy levels and thereby prevent 
complete correlation-energy driven rearranging to form the band of filamentary states 
(Philhps 1998a) characteristic of the intermediate phase. Secondary strain fields can similarly 
suppress the anti-Jahn-Teller polarization effects which play the same role for all the HTSC 
except the Hg cuprates, which explains their uniquely ideal behavior. 

The transition at the low-density edge of the intermediate phase is essentially a 
continuous percolative transition from an insulator to a filamentary metal. This means that 
the filling factor for filamentary states which become superconductive should have an 
essentially triangular form, increasing from zero with a power law « (6 - 8{f with a break in 
slope at 8 = 8i = 0.13, and returning discontinuously to zero at 8 = 82 = 0.19. The ideal 
value for \i is 54, just as in the impurity band case (Phuups 1998a,b, 1999b; Itoh et al. 1996). 
In imperfect samples with residual cation disorder, the triangular corners would, of course, 
be rounded, and n might increase to ~ 1. It might be possible to measure this filling factor 
thermally. 

OTHER PHASE DIAGRAMS 

Some comments are added here concerning sample preparation and characterization 
methods. There have been more than 1000 papers published on Hg cuprates, but only a few 
of them actually contain phase diagrams similar to the Argonne data sketched with a solid 
line in Fig. 1. The one (18) which contains results most nearly comparable to those discussed 
here is shown by the dashed fine in Fig. 1. It utilized sintering at 700K and achieved the 
highest Tc at 1 at. oxygen   The Argonne results discussed here utilized low-temperature 
(300-400K) sintering and achieved highest Tc at higher partial oxygen pressures.   The 
nominal optimal value of 8 measured iodometrically for the Tokyo samples is half that for the 
Argonne samples. The latter are preferred and discussed here for several reasons: (I) It is 
easy to see how Hg/Cu disproportionation could occur in the high T sintering process (II) 
This could obscure the plateau and replace it with nearly a parabola (but note in Fig. 1 the 
interesting kink on the low-doping side of the Tokyo Tc at optimal doping, reminiscent of the 
first-order effects expected theoretically (10) at the upper edge of the plateau), and (01) It is 
difficult to see how the plateau, with its sharp edges, could be an artifact. 

I am grateful to Dr. J. Jorgensen for several helpful discussions. 
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Thermodynamics of the van Hove BCS 
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Abstract. An analysis of the electronic specific heat and the thermodynamic critical 
magnetic field as a function of the temperature is carried out in the cases of gap with 
isotropic-s, d and s + id symmetries. While the isotropic-s gap shows an exponential 
attenuation in the electronic superconducting specific heat for low temperatures (T « 
Tc) the d-wave gap presents a quadratic dependence in a wide range of temperatures 
and goes through a maximun at T < 1 K. In the case of the s + id mixing a double 
peak transition has been obtained from the numerical computations. In the Cen(T)/T 
dependence a maximum at a certain temperature T* is obtained which moves to the side 
of high temperatures when the Fermi level is far away from the van Hove singularity. 
The temperature dependence of the critical magnetic field presents a great departure 
from the parabolic law in the case of an isotropic-s gap while in the d-wave case, the 
mentioned dependence approaches the parabolic one. 

I    TOY MODEL CONTAINING A MIXTURE OF GAP 
SYMMETRIES. 

The phenomenon of high temperature superconductivity (HTSc) has motivated 
the appearence of new views on the solid state theory as a whole. In this context, 
the study of the thermodynamics of the new layered perovskites constitutes a cor- 
nerstone in the understanding of many unusual behaviors observed up to date. The 
inclusion of the van Hove singularity (vHs) observed in ARPES measurements [1] 
into the BCS theory has been done by different authors [2,3]. These ideas have 
been extended in order to include gap symmetries different from the s-wave one 
[4]. Even though the existence of gap anisotropy has been confirmed experimen- 
tally, such real symmetry under rotations it is still a matter of debate [5]. On the 
other hand, in the normal state of underdoped materials an apparent pseudogap is 
observed whose nature is still awaiting explanation. 

According to symmetry operations of the tetragonal group D4h [5] the following 
gap has been considered. 

Ak(T) = A,(T) + exp(tf) Ad(T) (cos kxp - cos kyP) 
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where, 9 is the relative phase angle between s and d-wave components. While 0 = 0 
corresponds to a s + d mixing, 6 = TT/2 yields to a s+id mixing. The symmetry mix- 
ing yields in principle to an existence of two different critical temperatures Tcs and 
Tcd so that the Tc of the whole material is determined by Tc = max(Tcs, Tcd). The 
temperature dependence of the gap may be modelled by the following expression: 

Ä(öTtanh 
Tc'd - T 

(1) 

which differs slightly from the conventional BCS dependence. The evolution from 
the s- to a d-wave gap has been modelled by means of the following equations: 

kBT°c{c) 1 kBTc
d(c) = l 1 

2*      -exp[(c-0.3)/0.04] + l' 2* exp[(c - 0.5)/0.06] + 1' 

where c is a parameter that drives the amount of d-wave component is presented. 
Even though the limits c = 0 and c = 1 correspond to the nearly s- and d-wave 
gaps respectively this model reproduces the fact of existence of three region in two 
of which a dominant gap symmetry is presented (s or d) and other, with a mixture 
of these two symmetries . 

II    SPECIFIC HEAT AND CRITICAL MAGNETIC 
FIELD. 

The superconducting-state electronic specific heat can be obtained from the usual 
BCS expression [6], where the derivative of the square of the gap is given by: 

M _ ^i+*&r+2coaml^m Am+A,(r)^i, (2) 

The derivative of the gap and its square with respect to the temperature are com- 
puted from Eq.(l). In the case of the s + d mixing a square root singularity in 
the specific heat should be presented when both Ts

c and Tc
d are different. However, 

up to date experimental reports on the presence of this kind of singularity are still 
absent, therefore, for the s + d symmetry is presented the critical temperatures 
for both components (As,d) need to be the same. It is important to remark that 
this result does not have anything to do with the concrete form of the DOS or any 
criteria of stability of this phase under certain crystalline symmetry. It is worth 
noticing too, that in the case of the s + id mixing this problem does not appear, 
because the relative phase between the two components of the gap is IT/2 and then 
the cosine in Eq.(2) is equal to zero. 

In Fig.(l) the specific heat is shown for those values of c for which a mixture of 
gap symmetries occurs. The Tc of the material has been assumed equal to 100 K. 
In both panels (a and b) the peaks other than the s-wave (d-wave) one represent 
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FIGURE 1. The electronic specific heat in the superconducting state as a function of tempera- 
ture in the symmetry mixing region. In a panel (a) the Tc is ruled out by the s-wave component, 
while in (b) it is ruled out by the d-wave component of the gap. 

the contribution coming from the second component of the gap. From this picture 
it is clear that the specific heat jump associated with the d-wave gap is larger than 
the respective one coming from the s-wave gap. This is due to the new layered 
superconductors are influenced by a gap anisotropy, which is reinforced by the 
presence of saddle point singularities in contrast to conventional superconductors, 
in which the DOS is a constant over the entire Fermi surface. 

The specific heat in the superconducting state at very low temperatures presents 
a finite s-wave component which does not rule out the quadratic law observed for 
the d-wave gap in a wide range of low temperatures [8]. Even more, this quadratic 
dependence goes through a maximum near T = 0.01TC. This anomaly appears only 
when the vHs and the d-wave symmetry are both present simultaneosly, otherwise 
it does not occur. It seems to be associated with the complicated topology of the 
quasiparticle excitation energy surface. 

In agreement with Ref. [6], the critical magnetic field is computed and shown in 
Fig.(2). In the case of s-wave gap, the HC(T) dependence departures from the old 
parabolic law irrespective of the values of the energy cut-off and the dimensionless 
interaction constant BCS parameters. In contrast, the d-wave symmetry yields to 
a dependence very close to the parabolic one. This fact could be understood by 
taking into account the power law dependence of the specific heat in the d-wave 
case. 

Ill    CONCLUSIONS 

The phenomenon of mixture of gap symmetries containing s and d-wave compo- 
nents seems to be the most suitable for high temperature superconductors. The 
compelling evidence favoring the d-wave symmetry of the gap in CuO planes is 
not enough by itself.   The inclusion of a small s-wave component does not rule 
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FIGURE 2. Thermodynamic critical magnetic field as a function of temperature for values of c 
where the s-wave (a) (d-wave (b)) gap rules out the superconducting transition. 

out the expected for the d-wave gap a quadratic law of the specific heat at low 

temperatures. 
The joined effect of the vHs and the gap anisotropy seems to fix a good starting 

point in understanding many unusual behaviors observed up to date in layered 

perovskites. 
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Abstract. The formation of striped phases in the two-dimensional Hubbard model 
is investigated within an unrestricted slave-boson approach. We analyze in detail the 
stability of these structures as a function of doping. It turns out that the inclusion of 
a long-range Coulomb potential together with the strong local interaction favors the 
formation of half-filled vertical stripes for doping concentrations x < 1/8. Our results 
show that, besides the underlying lattice structure, also the electronic interactions 
can contribute to determine the different domain wall textures in Nd doped copper 
oxides and nickel oxides. An eventual spiral contribution to the striped spin textures 
in the copper oxide compounds is restricted to the low doping regime according to our 
calculations. 

The observation of charged domain walls in the high-Tc superconductors 
presently attracts a lot of interest also with regard to possible pairing scenarios 
[1,2]. The pinning of incommensurate spin fluctuations together with the occurence 
of incommensurate charge order has first been measured in Nd doped LSCO and 
nickel oxide compounds [3]. In the LSCO material the domain walls are oriented 
along the Cu-0 bond direction with one hole per every second Cu site along the 
wall. Moreover neutron scattering experiments show that the doping dependent 
inverse domain wall spacing varies as 2x for 0.05 < x < 1/8 whereas for x > 1/8 it 
stays relatively constant [3]. 

In the present paper we show that within a proper treatment of the strong local 
repulsion U and the inclusion of a sizable but still realistic long-range Coulomb 
repulsion, half-filled vertical stripes may become the ground-state configuration of 
the two dimensional Hubbard model. We will argue that the electronic interactions, 
besides the pinning by the tetragonal lattice potential, may also play an important 
role in establishing different domain wall structures. Another point we will be 
concerned with is a possible spiral contribution to the domain wall phases. Based 
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on a Landau free-energy analysis of coupled charge and spin-density-wave order 
parameters it has been shown in Ref. [4] that within some region of parameter 
domain walls may have a spiral component. Whereas this type of ordering is not 
observed in the Ni-oxides, some spiral contribution cannot be rigorously excluded 
to be present in the Nd-doped compounds [3]. According to our analysis presented 
below, elliptical stripes are not stable for concentrations around 1/8 but may be 
formed in the very low doping limit. 

We consider the two-dimensional Hubbard model on a square lattice, with hop- 
ping restricted to nearest neighbors (indicated by the bracket < i,j >) and an 
additional LR interaction: 

H = -t  J2  ctffCj> + tf]T>.-,tn;,4.+   J2   Viju^rij^ (1) 

where c,-i<T destroys an electron with spin a at site i, and n,)CT = ciaCiitT. U 
is the on-site Hubbard repulsion and t the transfer parameter. For all calcu- 
lations we take t = 1. For the Coulomb potential we assume an interaction 
of the form Va = y|Ri~RjlM where the parameters V0 and a are specified 

through the on-site repulsion U and the nearest-neighbor interaction K,n+i via 

a = K,nW\/tf2e-2/A-K2,n+1 and V0 = aU/2. 
To proceed we treat the strong on-site correlation term in the slave-boson version 

of the Gutzwiller approximation proposed by Kotliar and Ruckenstein [5]. The 
long-range part is linearized via the HF decoupling. We do not restrict the solution 
to a specific functional form but allow for an unrestricted variation of the bosonic 
and fermionic fields (for further details of this approach see [6]). 

Single stripe calculation. - From Fig. 1(a) we observe that the most stable 
domain wall filling x decreases with increasing on-site repulsion U. However, con- 
trary to the tJ-model (uppermost curve in Fig. 1(a), from Ref. [7]) one obtains 
that within the one-band model half-filled walls are stabilized for very large values 
of U (> 16*) only. For stripe fillings x < 1/2 the binding energy rapidly increases 
since in this case the 'antibonding bands' in the Mott-Hubbard gap are occupied 
(see Ref. [8] for a detailed discussion of the mean-field band structure) leading to a 
rapid destabilization of the domain walls. This opens the way for the stabilization 
of half filled walls by including the repulsive effect of a long-range potential. To 
demonstrate the effect of repulsive forces for isolated stripes we show in Fig. 1(b) 
the corresponding binding energies for U = 11.43* where the 'long-range part' of 
the Coulomb potential is restricted to next- and next-nearest neighbors. As a result 
one observes that for a reasonable nearest neighbor repulsion Vn,n+i ~ 0.2 the most 
stable stripe filling shifts to x = 0.5. It should be mentioned that diagonally ori- 
ented half-filled walls are much higher in energy than the vertical ones considered 
here [9]. 

Interstripe interaction and spin-polaron lattice. - Figs. 1(c) - 1(e) display the 
binding energy of vertically oriented stripes for three different doping concentrations 
and stripe fillings, which now has been calculated with respect to the polaronic 
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FIGURE 1. (a) Binding energy per hole for a single vertical domain wall as a function of 
'stripe-doping' and various values of the on-site repulsion U. The uppermost curve has been 
obtained for the tj-model (from Ref. [7]). (b) As in a) but now with inclusion of nearest and next 
nearest neighbor repulsions and a fixed value of U = 11.43i (~* J « 0.35< in the strong coupling 
limit). The calculations have been performed for a 16 x 6 lattice with the stripes parallel to the 
x-direction and to draw comparison with similar considerations for the tj-model, boundaries have 
been used according to Ref. [7]. (c) - (e): Energy differences between vertically striped phases and 
the 'interacting' spin-polaron Wigner lattice as a function of the nearest neighbor contribution 
Vn|n+i to the long-range potential (in units oft). Solid line (D): half filled vertical stripe; dashed 
line (o): completely filled vertical stripe; dotted line (A): 3/4 filled stripe. System size i,x4 
U=10t. 

Wigner lattice (the Wigner lattice corresponds to Nh spin polarons with maximum 
distance). For concentrations x < 1/8 we obtain a crossover to half-filled vertical 
domain walls for V « 0.1*. However, for x = 1/6 the energy of half-filled walls is 
shifted to higher energies for Vn>n+1 = 0 already. Indeed for this concentration the 
spacing between half-filled stripes is 3 lattice constants only and the finite width 
of the walls causes them to repel rather strong. Instead the 3/4 filled walls now 
acquire the lowest energy and are also stable for finite values of K.n+i- Note that 
a stripe filling of 3/4 for x = 1/6 means an average stripe separation of 4.5 lattice 
constants. We find that the system minimzes its energy in this case by alternately 
choosing stripe separations of 4 and 5 lattice constants respectively. 

Elliptical domain walls - To investigate the possibility of spiral stripes we have 
used a spin-rotational invariant generalization of our approach [10] by including 
additional bosons for the transversal spin degrees of freedom. Only vertical do- 
main walls have been considered and open (periodic) boundary conditions where 
applied in the x- (y-) direction. In case of a completely filled domain wall (i.e. one 
hole per site along the wall) we only find collinear solutions whereas coplanar struc- 
tures become stable for half-filled walls. Fig. 2 shows a possible vortex-antivortex 
domain wall structure together with the corrresponding spin current. Spin fields 
and currents display a quadrupled structure along the wall which is a necessary 
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FIGURE 2. Possible spin structure for an elliptical domain wall together with the corresponding 
spin current. The on-site repulsion is U = 6< and open (periodic) boundary conditions in x- (y-) 
direction have been used. Shown are the results for a 9 x 8 lattice doped with 4 holes. 

condition for stability within any mean-field approach [8]. We find that elliptical 
half-filled stripes become favored with repect to collinear domain walls for not too 

large values of the on-site repulsion U (< 9t). 
Since we have used open boundaries in x-direction the angle of spin rotation 0 

across the domain wall is only Pa 3/4 of the expected value of ir. This is due to 
the fact that the system now can acquire a state which has zero total spin current, 
whereas for periodic boundaries the spiral component always requires a net flow 
in x-direction. However, since for a regular array of stripes the charge periodicity 
and the spin modulation have to be related by kchar3e = 2fcspin [4] the domain wall 
induced kink type spin rotation has to be supplemented by an additional spiral 
field. The corresponding additional energy can become small enough in the low 
doping regime so that elliptical stripe configurations may be favored for small hole 

concentrations. 
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Abstract. The Josephson plasma mode (JPM) in layered cuprate superconductors is 
strongly affected by the external tunneling injection and/or by the ac field applied. In 
the model of the c axis tunneling transport, the dielectric function e(u) is calculated. 
For the cases of the tunneling injection and of the microwave, we obtain the conditions 
when the JPR is shifted and vanishes. It causes the arising of a non-equilibrium 
instability in respect to the transition into a ferroelectric state characterized by a 
genuine bias voltage along the c axis of a cuprate superconductor sample that can be 
observed experimentally. 

The unique electromagnetic properties of cuprate superconductors suggest new 
capabilities that can be used in new devices. Consequently, a great deal of at- 
tention is paid to the intrinsic Josephson effect [1] that occurs due to the weak 
coupling of adjacent superconducting atomic Cu02 layers through the interstitial 
block regions. Therefore, the coherence is well established across the crystal that 
is constituted as an array of microscopic Josephson junctions. In such the natural 
atomic multilayer, the Josephson plasma mode (JPM) is composed by the c axis 
tunneling electric currents and by the polarized electromagnetic field. Due to the 
low damping at the typical plasma frequencies Q,p, « A (A is the magnitude of 
the energy gap), the observed JPM is very sharp [2]. The screening properties of 
the cuprate superconductors in respect to c axis polarized fields are described by 
the dielectric function e (w) that itself depends on the distribution of quasiparticle 
excitations in the atomic Cu02 layers. In this Report we would like to show that 
when the quasiparticles are excited by an intensive external field, the screening 
properties of S are strongly modified, resulting also in the shift of the JPM fre- 
quency. At such the non-equilibrium conditions, the JPM may vanish causing the 
arising of an instability. The system experiences transition to an electronic ferro- 
electric (FE) state characterized by a finite spontaneous bias voltage established 
along the c axis of S electrode.   To determine the non-equilibrium shift of JPM 
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and the FE instability, we implement the kinetic equation that describes how the 
external fields (e.g., quasiparticle tunneling injection, see Fig. 1, electromagnetic 
irradiation, or ultrasound) cause the deviation of their distribution function n£ from 
the equilibrium. 

Taking then into account the Josephson coupling between the Cu02 layers, we 
compute the transverse dielectric function e (u) in the non-equilibrium state. The 
JPM frequency is determined as the solution üvi of equation Re je (u) 1^=«^ } = 0. 
When ne changes its shape, the e (w) may also be strongly modified in the way that 
üpi is shifted and even vanish. Then Re {e (w)} inverses its sign and may diverge 
signifying a transition to the electronic FE state. 

The transverse dielectric function is expressed as e(u) = e«, - 4iri<T±_ (w) /w, e^ 
being the high-frequency dielectric constant, and aL (w) = om_T(u) /W being the 
c axis ac conductivity that is calculated from the microscopic tunneling approach 
[3], ffATi is the average normal state interlayer tunneling conductivity. Here we also 
used the tunneling function l(w) = f de[ue-wue +veve-u] (ne-u - ne), uE = e/fe, 

ve = A/6, & = >/e2-A2. 
The non-equilibrium effect in the above formulas is accounted for the electron 

distribution function ns. This function can significantly change its shape under 
the external influence. The average electron energy is also increased, and then it 
dissipates due to inelastic elementary collision processes. In the cuprate S sample, 

FIGURE 1. The tunneling injection to a cuprate SC single crystal (N is the normal electrode, 

I is the tunneling barrier while S is the cuprate single crystal S). 
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due to the sharp plasma resonance [2], that is positioned presumably below all 
the peaks in the phonon density of states, the probability of the electron-plasma 
collisions is expected to dominate. Then in S, the electron distribution function is 
determined from the kinetic equation 

u,ne <xe-PiJ
e-p' + ae_vhJ

e^h + fie ■ (ne), ph 
(i) 

where Je~p' is the collision integral of electrons with plasmons, us = ReuE, 
cte-pi — (2/3){l]_/T±)(eEpi/£lp[)2 is the electron-plasmon collision rate that must 
be determined self-consistently, /x is the c axis electron mean free path, T± is the 
c axis scattering time, ae_ph is the electron-phonon collision rate, and Epl is the c 
axis polarized electric field amplitude of the elementary Josephson plasma oscilla- 
tions in S. Formally Epl is related to the interlayer phase difference <pn,n-i by the 
Josephson relationship Epl = (ft/2e) (v>„lB-i/cx). The last term in the formula (1) 
describes the pumping by external fields. 

The non-equilibrium shift of the JPM and the conditions of arising the FE insta- 
bility is considered in this report for the non-equilibrium pumping by quasiparticle 
injection, by the electromagnetic field, and by ultrasound. In the tunneling N-I- 
S-setup (see Fig. la), the quasiparticles are injected from the normal electrode N 
into the S electrode creating there a non-equilibrium state.   The diagram in Fig. 

CO 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9   1 
freq./gap 

FIGURE 2. The Ree(w) at different level of external pumping. 
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lb shows that the electron energy relaxation presumes an emission of Josephson 
plasmons $V We compute the dielectric function e(w) that itself depends on the 
distribution function of electrons ne using the normal state parameters being typi- 
cal for a cuprate: ex = 23, aNL = 1.6 ST1 cm.-1. The calculated results for the real 
part ei (w) in conditions of tunneling injection from an adjacent normal electrode N 
to the cuprate S are presented in Fig. 2. The curve A in Fig. 2 belongs to the equi- 
librium case at the temperature T = 0 with no bias voltage applied across the junc- 
tion, V = 0. One can see that ex (w) vanishes at w = 0.74 (the frequency variable w, 
the electron energy e and the temperature all are expressed in the units of energy 
gap magnitude A at T = 0). At u = 0.74, one obtains e2 = Im{e(u> = 0.74)} « 0.5 
that is small enough to provide a sharp resonance (JPM) with üp° - 0.74. The 
electron distribution in the non-equilibrium but stationary case n£ = 0 is found 
numerically from Eq. (1). Implementing the condition of the plasma resonance 
ej (w) = Re{e(w)} \u=apl= 0, one obtains the non-equilibrium value of the plasma 
frequency ftp;. The alternation of Üp! is well illustrated by Fig. 2 where we plot 
£l (w) for different intensity of the quasiparticle injection. At finite bias voltage, the 
quasiparticle tunneling injection from the N-electrode changes the shape of n£ in S, 
causing the shift of JPM down. This tendency is observed already at a relatively 
small intensity of the quasiparticle injection. From curve B of Fig. 2 related to 
V = 4.95 one finds the new value tlpl = 0.53 that is significantly smaller compared 

to ft(°}. If the external influence is increased, the JPM is washed out. Such kind of 
behavior corresponds to a non-equilibrium instability of S in respect to its screening 
properties causing a static homogeneous electronic FE state. 

The FE state can be also excited by other types of the external pumping, i.e., 
by the laser irradiation, or by ultrasound in a similar way. 

In conclusion, the calculation of the JPM frequency in non-equilibrium condition 
of tunneling injection show that fip; is shifted down and may vanish manifesting 
the transition to a homogeneous stationary ferroelectric state characterized by the 
formal divergence of d («) at w -*■ 0. The FE state is accompanied by a finite bias 
voltage on the length ID across the S electrode. 

I would like to thank Tohoku University for its hospitality. 
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The interaction mechanism involving fermions and lochons (local 
charged bosons) located at polarizable dielectric regions in the layered 
cuprate systems is discussed in the context of the pairing symmetry, 
the appearance of the resonance peak and the pseudogap which is seen 
above Tc. It is found that the mechanism allows both s and d waves 
and the dominance of one or the other depends on the relative values 
of the Fermi energy and the nearest neighbor hopping integral. The 
model accounts for the pseudogap and the resonance peak is identified 
with the local pair fluctuation state. The mechanism, along with a 
weak phonon contribution, emerges as an acceptable model for HTSC. 

INTRODUCTION 

The pairing interaction mediated by lochons (local charged bosons, local 
singlet pairs, bipolarons or negative U centers) has a long history. It was first 
suggested, over thirty years ago, for the pairing of fermions in conventional 
superconductors to achieve the enhancement of its superconducting transition 
temperature Tc [1,2]. The model envisages the existence of centers or complexes 
which can harbour lochons and undergo double charge fluctuation in interaction with 
fermions of the metallic matrix of the system. The interaction mechanism involves 
the splitting of a lochon into a pair of fermions (belonging to a wide band) and the 
inverse process in which a fermion pair get localized at such centers. The discovery 
of high temperature cuprate superconductors led to the revival of this mechanism by 
several groups from 1987 onwards [3-7]. This mechanism, along with a weak 
phonon contribution, has been found to explain many of the properties of cuprate 
superconductors [7]. In what follows, its role is discussed in the context of pairing 
symmetry, the appearance of the resonance peak and the pseudogap in these systems 
[o,yj. 

LOCHON (BOSON) - FERMION MODEL 

For this model the Hamiltonian for layered cuprates is given by [3,7] 

H = E £,< („,.ta ) + £ EL b
+

L bL + z & ( k) (C+
ikT C\_ki bL + h.c), (1) 
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where niko = C+
ito C ilHJ with C+ ika (C u«, ) denoting the fermion creation 

(annihilation) operators in the state I ik a); k is the wave vector, a the spin index, i 
denotes the layer and ek is the single particle energy taken independent of the layer 
index i. The lochon creation and annihilation operators are 

b+L=C+
LTC

+a;     bL=CUCLt (2) 

and they are composites of fermions in the singlet spin state and localized in the 
orbital state |L> at site L, EL being its energy. The third term of (1) is the interaction 
between the lochons(L) and the fermions of the i* conduction layer, where gLi(k) is 
the coupling constant. It has been shown that for a two dimensional plane with two- 
dimensional configuration of atoms in Cu02 planes the coupling constant has the 
general form [6,7] 

gLi(k)   =  Ofcg, (3) 

where Oik      =   msO sik + md0> dik (4) 

with   Osik = [cos(M) + cos(kyö)]i,        O dik = [cos(kxa) - cos(kyfl)]i (5) 

and belong to different irreducible representations of the square symmetry. Here a 
is the lattice constant. 

The important point to note is that the lochon-fermion interaction allows both s- 
wave and d-wave pairing symmetry. Further the mixing coefficients satisfy 

|mj2+|nidl2= 1 (6) 

This would be in conformity with the suggestion that in cuprates both s and d-wave 
pairing coexist [10]. 

The relative values of the critical temperature Tcs and Tcd depend on the ratio I eF I /2t, 
where 6 F is the Fermi energy and t the nearest neighbour hopping integral. It is found 
that for 

(i)    |eF|«2t, Tcs«Tcd 

(ii)   |eF|» 2t,        Tcs»  Ted      , 

(iii) |eFl~    2t, Tcs ~     Tcd 

Thus lochon mediated pairing interaction predicts under what condition d-wave or s- 
wave will dominate and when both components will be present with appreciable 

123 



strength. A precise knowledge of the values of the parameters involved is needed to 
avoid the danger of over estimating one symmetry relative to the other. 

The intralayer and interlayer pairing interaction is obtained by the standard canonical 
transformation. The transformed and reduced Hamiltonian is 

H =Z Ekiito +Z E,b+
LbL -I Va (kk') cVt C\.wi CiM Q,kT 

-Z  Vii(kk')C+
ik.tC+

i,.kaCj.kiCjkT, (7) 

where    Va = fej (k)& (k')] /EL, Vi} = [&i(k) gy (k')] /EL (8) 

Both intralayer and interlayer pairing is possible in the model as lochon centers are 
also located in the intervening polarizable dielectric layers. The gap equation at T=0 
and on the Fermi surface will have the form 

A(kF) = <D „ (A0 + X Ou A XI2 ), (9) 

where A0 is a positive quantity involving the intralayer contribution and A, = g2 / EL. 
The second term in (9) comes from the interlayer contribution. 

Some recent work suggests that the lochon (negative U) model will have singularity 
like feature and the density of states peaks near the Fermi level [7,11]. This arises 
from two particle resonance states. There is a strong local pair correlations in the 
normal state which amplify as one goes to the superconducting state as indeed seen 
by experiments[8]. This peak at M(n ,0) point in the Brillouin Zone (BZ) visible at 
about 40 meV in the normal state sharpens in the superconducting state[12]. These 
modes are identified with lochon (local pair fluctuation) states and the effect is 
enhanced below Tc owing to fermion-lochon interaction when more Cooper pairs are 
formed. The calculation of susceptibility parallels that of ref [15]. By solving the 
gap equation for various values of A] and the fermion-lochon coupling constant 
A,L[7,8], the peak is obtained by using the density of states 

N(eF) = (2/7cW)ln|W/eF|, (10) 

where W is the width off the singularity like feature near the Fermi energy (~ 72 
meV). The evolution of the electronic density of states as a function of temperature 
is such that it shows a peak around 40 meV, which sharpens on going to the 
superconducting state.The lochons (local charged bosons) configuration can be 
extended to comprise both charge and lattice degrees of freedom existing together in a 
coherent quantum state [13]. 

The calculated intensity of photoemission spectrum within this model shows a 
broad feature in the high temperature region and a pseudogap when the temperature is 
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lowered. This is accompanied with a broad incoherent region. The temperature 
dependence of the pseudogap is connected with the incoherent part of the 
quasiparticle spectrum. The appearance of the pseudogap happens because of the 
resonant exchanges between otherwise free unpaired fermions and lochons (localized 
fermions in the singlet state). As this is driven by the insulator-metal cross over the 
pseudogap can open above the superconducting phase transition at Tc.. 

CONCLUDING REMARKS 
The experimental observations of the pseudogap and the appearance of a resonance 

peak around 40 meV in cuprate superconductors in underdoped and optimally doped 
systems are among the most important signatures, along with pairing symmetry, of 
high Tc superconductors. There are various theoretical models suggested by different 
research groups to explain these results [8,13-16]. Of these the fermion-lochon (local 
charged boson) model appears capable of explaining all these features and other 
properties of cuprates discussed elsewhere [7]. Thus this model, combined with a 
weak phonon contribution, is emerging as a strong contender for an acceptable 
mechanism for those oxide HTSC materials. 
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Abstract. We test the canonical BCS wave functions for fixed number of electrons 
for the attractive Hubbard model. We present results in one dimension for various 
chain lengths, electron densities, and coupling strengths. The ground-state energy and 
energy gap to the first excited state are compared with the exact solutions obtained by 
the Bethe ansatz as well as with the results from the conventional grand-canonical BCS 
approximations. While the canonical and grand-canonical BCS results are both in very 
good agreement with the exact results for the ground state energies, improvements due 
to conserving the electron number in finite systems are manifest in the energy gap. As 
the system size is increased, the canonical results converge to the grand-canonical ones. 
The "parity" effect that arises from the number parity (even or odd) of electrons are 
studied with our canonical scheme. 

In recent experiments on nanoscale superconducting Al particles (e.g., Ref. [1]), 
the number of electrons in a particle was fixed by charging effects and the excitation 
spectrum has been measured by tunneling of a single electron. They have observed 
the number "parity" effect, the difference in the excitation spectra that arises due 
to the number of electrons in a particle being even or odd. For these systems, the 
validity of the BCS theory that utilizes the grand canonical ensemble is question- 
able. We address this issue by using the attractive Hubbard model, which serves 
as the minimal model to describe s-wave superconductivity. We test the canonical 
BCS wave function that has a fixed number of electrons for this system. While our 
formulation can be applied for larger systems up to three dimensions, we present 
results for one dimension, for various system sizes, electron densities and coupling 
strengths. Exact solutions are available in one dimension via Bethe Ansatz tech- 
niques [2], and the grand canonical BCS solutions have recently been evaluated for 
large system sizes [3]. 

The attractive Hubbard Hamiltonian is given by 
H = ~Y,ts (al+*,<7«i<r + h-c) -\U\J2 nifUii (la) 

a 

Et 1^1   V~*       t        t 
«ka^aua - — 2^ aki-a-k+Li.a-k'+L|ak't, (lb) 

k<7 JV   kk'l 
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where a^ (ai(T) creates (annihilates) an electron with spin a at site i and nia is the 
number operator, ni<T = a^a^ (i is the index for the primitive vector Rj). The ts is 
the hopping rate of electrons from one site to a neighbouring site Rs away. In this 
work, we include the nearest neighbours only, and t = ts- The \U\ is the coupling 
strength between electrons on the same site, and we have explicitly included the 
fact that the interaction is attractive. In Eq.(lb), we have Fourier transformed the 
Hamiltonian with periodic boundary conditions for N sites in each dimension. The 
kinetic energy is given by 

£k = -2 JZ^cosk• R-* , (2) 
s 

where R,$ is the coordinate vector connecting sites i to i + S. 
We perform variational calculations using the component of the BCS wave func- 

tion that has a given number of pairs v and thus conserves the number of electrons 
Ne = 2v. The BCS wave function is a superposition of pair states with all the 
possible numbers of pairs {v}: 

oo 

|BCS)GC = II (w* + v* aUa-U) 1°) = E I*-) . (3) 
k v=0 

where |0) denotes the vacuum state, and |*0> = |0). The iz-pair component !#„) 
can be obtained by rearranging |BCS)GC into a power series of the pair creation 
operator aj^ali^ and can be written as 

i**>=^n(£fe^Ui)io>, (4) 
i=l      kj 

where k( ^ k^- for alH ^ j, and we have defined g^ = (llkuk) v^/u^. An 
alternative way of formulating the problem is to express the above wave function 
as a particle-number projection of |BCS)GC [4-6]- The wave function with an odd 
number of electrons Ne = 2v + 1 is defined by 

l*2l/+1> = 41 n (Eft. «LAJ l°). (5) 
"• i=l      kj 

with k, ^ kj for all i ^ j. We construct the energy gap by the definition 

AJV. = 2^e-i - 2£we + ^yve+i) - (6) 

In Fig. 1 we show the ground state energy as a function of the electron density 
n = Ne/N for N = 16, for \U\/t = 10 and 4. The improvements of the canonical 
over the grand canonical energies can be seen, while the former with even Ne's 
converge to the latter for smaller n and larger \U\, and both results are in very good 
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FIGURE 1. Ground state energy as a function of the electron density for JV = 16. 
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O 0.1       0.2       0.3       0.4       0.5       0.6       0.7       0.8       0.9 1 

FIGURE 2. Energy gap as a function of the electron density for N = 32 and \U\/t = 2. 

agreement with the exact ones for small n. The difference between the energies with 
even and odd Ne's is apparent for large \U\. 

The energy gap (scaled by the kinetic energy parameter t) is shown in Fig. 2 
as a function of the electron density, for N = 32 and \U\/t = 2. The canonical 
method improves the grand canonical one significantly for small system size and 
weak coupling. As the system size or the coupling strength is increased, the canon- 
ical results converge towards the grand canonical ones. For \U\/t = 2, N = 32 is 
large enough that the canonical gaps are closer to the grand canonical ones than 
to the exact solutions, and the canonical and grand canonical gaps are more or less 
converged for small n. The gap for odd Ne is negative. Its magnitude is different 
from the even Ne gap for larger density and weak coupling. Also in this limit, the 
even gap oscillates as a function of the density. Both of these effects result from 
the quantized (unperturbed) energy levels due to finite size, and become negligible 
for strong coupling and for large system size (small density). 
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FIGURE 3. Occupation probability for different k states as a function of the coupling strength 
for N = 64 and v = 32. 

Finally, in Fig. 3, we show the occupation probability of different k states as a 
function of the coupling strength. In the strong coupling limit, all the unperturbed 
states are more or less equally occupied (in Fig. 3, this limit is not reached yet). 
As the coupling strength goes to zero, the distribution function for free electrons is 
recovered. Though the figure shown has been produced by the canonical scheme, 
the grand canonical approximation also yields the same probability distribution for 
such a large system size. 

In conclusion, the canonical method yields improvements in the energy gap for 
small system size and weak coupling. Further study is being made for comparison 
with the grand canonical scheme that conserves the number parity [7]. 
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Abstract. We present our theoretical study of the single-particle spectral function in 
two-dimensional cuprates by using numerically exact diagonalization method on small 
clusters of the extended t-J model containing long-range hopping matrix elements. For 
a set of the parameter values, the calculated spectral function systematically explains 
the angle-resolved photoemission spectroscopy (ARPES) data for Bi2Sr2CaCu208+«. 
For La2-iSr3;Cu04 (LSCO), it is found that slightly smaller values of long-range hop- 
pings are necessary for understanding an observed change of the Fermi surface topology 
with x. In addition, the dramatic suppression of spectral weight along (0,0)-(7r,?r) di- 
rection observed in under-doped LSCO is found to be explained by introducing an 
additional potential for holes which stabilizes vertical charge stripes. 

Knowledge of the electronic structure is a critical first step toward a microscopic 
understanding of high Tc superconductors. The angle-resolved photoemission spec- 
troscopy (ARPES) experiments provide unique information for this problem. Not 
only the dispersion but also the line shape of the ARPES spectrum shows the 
characteristic features. In B^S^CaC^CW (Bi2212), the spectral shape at (TT,0) 

rapidly changes from a broad edge-like feature for underdoped samples to a sharp 
peak for overdoped ones, while the spectrum near (7r/2,7r/2) consists of a single rel- 
atively sharp peak [1]. Recently, Ino et al. [2] have performed ARPES experiment 
on La2_xSrxCu04 (LSCO) and have reported different behaviors from Bi2212: (i) 
The Fermi surface (FS) undergoes a dramatic change from a hole-like shape cen- 
tered at k=(7r,7r) in underdoped and optimally doped samples to an electron-like 
one centered at (0,0) in overdoped ones, and (ii) the spectral weight along (0,0)- 
(7r,7r) direction is very broad and weak in underdoped samples. The differences 
between the two typical families may provide a clue of high Tc superconductivity. 

In this paper, we examine the single-particle spectral function in high Tc cuprates 
by using numerically exact diagonalization method on small clusters of the extended 
t-J model containing long-range hopping matrix elements. For a set of the parame- 
ter values, the calculated spectral function systematically explains the ARPES data 
for Bi2212 from under- to over-doped samples [1].  The result indicates that the 
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carrier density is a unique variable to control the physical properties. For LSCO, it 
is found that slightly smaller values of long-range hoppings are necessary for under- 
standing the change of the FS topology. In addition, the dramatic suppression of 
spectral weight along (0,0)-(7r,7r) direction is found to be explained by introducing 
a "stripe" potential that stabilizes the vertical charge stripes [3]. This suggests a 
crucial role of the stripe in underdoped LSCO. 

The t-J Hamiltonian with long-range hoppings, termed the t-t'-t"-J model, is 

H = J £ Si-Sj-t   £   clcja-H   £   c\acja-H'   £   cUv+ H.c,   (1) 
(»J)l8t Mut* <ij'>2»d" <*.i>3rdCT 

where the summations (i, j)lst, (i, j)2nd and (t, j)3rd run over first, second and third 
nearest-neighbor (NN) pairs, respectively. No double occupancy is allowed, and 
the rest of the notation is standard. 

Recent analysis of ARPES data in Bi2212 has shown that if and if' are necessary 
for understanding not only the dispersion but also the line shape of the spectral 
function [1]. By using a set of the parameter values (i=0.35, t'=-0.12, t"=0.08 and 
J=0.14 in units of eV), the doping dependence of the line shape was systematically 
explained (see Fig. 1(a)). In LSCO, we estimated the ratio t'/t and t"/t to be -0.12 
and 0.08, respectively, by fitting the tight-binding (TB) FS to the experimental one 
in overdoped sample [2] on the assumption that in the overdoped region the FS 
shape of the TB band is the same as that of the t-t'-t"-J model. These numbers are 
slightly smaller than those for B12212, f/t=-0.34 and t"/<=0.23. The contribution 
of apex oxygen to the band dispersion may be the origin of the difference. 

The single-particle spectral function, >l(k,u;), is expressed as 

A(k,w) = >l_(k,a;) + A+(k,a;), (2) 

i4±(k,ü/) = £\{u |ak(T|0)|2S(u±E„TEo) , (3) 
va 

where ak(r = 4* and <*<, for A+ and A- respectively. \v) is the u-th eigenvector 
with eigenvalue Ev. |0) denotes the ground state. 

Figures 1 shows the doping dependence of the electron-removal spectral function 
A-(k,u>) for a V^Ö x v^-site cluster in the t-f-t"-J model, using the parameter 
values for B12212 (Fig. 1(a)) and LSCO (Fig. 1(b)). In B12212, the (TT,0) spec- 
trum is broad at 5=0.1, where S is carrier concentration. The spectrum becomes 
sharp at 5=0.3. On the other hand, the (TT,0) spectrum in LSCO broad at 5=0.3, 
because the position of the quasi-particle peak shifts above the Fermi level. This 
means that the (7r,0) point is outside of the FS, being consistent with the exper- 
iments [2]. In the underdoped region, however, the results for LSCO show sharp 
peaks at k=(27r/5,7r/5) and (ir/5,3ir/5), both of which are near the (0,0)-(7r,7r) 
direction. This seems to be inconsistent with the ARPES data [2] that show the 
broad spectrum, implying the presence of an additional effect that is not included 
in the t-t'-if'-J model. 
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(a) BJ2212 (=0.35 eV, ('=-0.12 eV, ("=0.08 eV, JM1.14 eV    (b) LSCO  t=0.35 eV, f=-0.04 eV, r=0.03 eV, J=0.14 eV 
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Binding Energy (eV) 

FIGURE 1. Electron-removal spectral functions for various dopings (6=0.1, 0.2 and 0.3) in the 
t-f-t"-J model, (a) Bi2212 and (b) LSCO. The calculation was performed on a 20-site cluster, 
and a Lorentzian broading of O.lOeV was used. The binding energy is measured from the energy 
of the first ionization state. 

Several experimental data in LSCO have revealed anomalous behaviors of struc- 
tural [4,5], electronic [6,7] and magnetic properties [8]. In particular, at x=0.12, an 
incomplete phase transition from the low temperature orthorhombic (LTO) phase 
to the low temperature tetragonal (LTT) phase (approximately 10% in volume) has 
been observed [9]. At the same hole density, the incommensurate antiferromagnetic 
(AF) long-range order has been reported [10]. It is interesting that the LTT phase of 
Nd-doped LSCO with x=0.12, Lai^gNdoÄ.iaCuO^ has shown similar long-range 
order accompanied by charge order, which is interpreted as charge/spin stripe order 
that consists of vertical charge stripes and antiphase spin domains [11]. Therefore, 
such stripes are expected to play an important role in the family of LSCO. 

It is controversial whether the t-J model itself has the stripe-type ground 
state [15-17]. For small-size clusters, the stripe state is not stable in the ground 
state (GS) [16]. Furthermore, the long-range hopping matrix elements with proper 
sign weaken the stripe stability [18]. A possible origin of the appearance of sta- 
ble stripe phase is due to the presence of the long-range part of the Coulomb 
interaction [19,20] and/or the coupling to lattice distortions. In LSCO, the LTT 
fluctuation seems to help the latter mechanism [4,5]. As shown below, we introduce 
a stripe potential into the t-J model, which makes the vertical stripes stable. 

In the following, we use a \/l8 x v/18 cluster with two holes as an underdoped 
system. The number of holes in the final state of A(k, cu) is, therefore, one and 
three for electron-addition and removal processes, respectively. Since, in such a 
small cluster, the stripe state is not the ground state [16], we introduce a "stripe" 
potential Vs to make the state stable. Noting that the 18-site cluster forms three 
columns under the periodic boundary condition (BC), the magnitude of Vs is as- 
sumed to depend on the number of holes nh in each column, that is, Vs(nh) with 
Vs(0) = Vs(l) = 0, V.(2) = -2V, and Va(3) = -3V, being V>0.  Examples for 
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V, = -2V. V,=-3V 

FIGURE 2. Illustration of the stripe potential Vs for the 18-site cluster with periodic BC. The 
cluster is divided into three columns represented by the empty, shaded and slash circles. When 
two (three) holes represented by full circles are on single column, V„ = -IV (-3V). 

two configurations are shown in Fig. 2. Vs(nh) behaves like an attractive potential 
for holes independent of distance between holes. We treat the three columns as 
equivalent, so that the translational symmetry is preserved [21] but the symmetry 
with respect to 90 degree rotation is broken. In the following, we assign the x and 
y directions to be perpendicular and parallel to the stripes, respectively. 

Let us start on the GS properties of the 18-site cluster with two holes as functions 
of the potential parameter V. The total momentum of the GS is always (0,0), and 
a level crossing occurs at V/t=0.6. For 0<V/t<0.6 the two holes dominantly 
form a diagonally bounded pair, while for V/i>0.6 both holes are mainly on single 
column with two-lattice spacing. The latter, which becomes stable under the stripe 
potential, corresponds to the charge stripes expected in LSCO. 

Figure 3 shows Afcu) of the t-t'-t"-J model with the stripe potential. When 
there is no potential (Fig. 3(a)), the QP peaks with large weight are clearly seen 
below and above the Fermi level at (7r/3,7r/3) and (27r/3,27r/3), respectively. For 
V/t=l (Fig. 3(b)), however, there is no distinct QP peak and the spectra become 
more incoherent. At (ir/3,ir/3), a peak is seen above the Fermi level. This may be 
due to the fact that the stripe potential behaves like an attractive force between 
holes. Here, we note that the reduction of QP weight originating from the charge 
stripes is more or less seen at all momenta, although its magnitude depends on their 
direction. In the presence of the potential, the coupling between charge-carriers in 
the stripes and neighboring spin domains becomes weak [3]. The spin correlation 
across the stripes is also small. The implication of the results is an increase of the 
number of configurations that participate in the GS. According to the configuration 
interaction picture, such an increase results in the suppression of the QP weight and 
the increase of incoherent structures. Therefore, the stripe has a general tendency 
to make the spectrum broad. For V/t=2 (Fig. 3(c)), split-off states from incoherent 
structures are clearly seen at w/t=0.7 for (irß,vß) and (2TT/3,0). This is due to 
the localization of carriers along the direction perpendicular to the stripes [22]. For 
V/t=l, the tendency to the localization may be involved in the low-energy peaks at 
(2TT/3,0), but can not be recognized at (7r/3,7r/3). The broadness of the spectrum 
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FIGURE 3. Single-particle spectral function A(k,w) of the t-t'-t"-J model with the stripe 
potential on a 18-site 2-hole cluster. J/t=0A, t'/t=-0.12 and t"/t=0.08, corresponding to a set 
of the parameter values for LSCO. (a), (b) and (c) are results for V/t=0, 1, and 2, respectively. 
The delta functions (vertical bars) are broadened by a Lorentzian with a width of 0.2t (solid and 
dashed curves for the electron-removal and addition spectra, respectively). The momentum is 
measured in units of n. 

at (7r/3,7r/3), i.e. along (0,0)-(7r,7r) direction, is thus emphasized in contrast to the 
spectra for other momenta. As a consequence, our results for V/t=l explain the 
ARPES data [2]. We also found that the broadness can not be explained by a 
diagonal stripe potential. 

In summary, we have investigated the photoemision spectral function in Bi2212 
and LSCO by using the t-t'-t"-J model. For Bi2212 and overdoped LSCO, the 
model can explain the spectral line shape as well as the FS topology. For under- 
doped LSCO, however, the model is insufficient to describe the ARPES data. We 
have introduced a microscopic model containing the vertical stripes, and have found 
that the model explains the ARPES data with suppressed weight along (0,0)-(7r,7r) 
direction. This suggests that the vertical stripe is an essential ingredient for the 
explanation of the physical properties of LSCO, although the ef-wave superconduc- 
tivity is suppressed by the stripes [3]. 

Part of this work has been done in collaboration with C. Kim, P. J. White, Z.- 
X. Shen at Stanford University and B. O. Wells, Y. J. Kim, R. J. Birgeneau'and 
M. K. Kastuer at MIT. We would like to thank them for fruitful collaboration. 
We also would like to thank A. Ino, A. Fujimori and S. Uchida for enlightening 
discussions. This work was supported by a Grant-in-Aid for Scientific Research 
from the Ministry of Education, Science, Sports and Culture of Japan, NEDO, 
and CREST. The computation was performed on the supercomputers at ISSP, 
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Surface Roughness, NIS tunneling, and 
the Zero Bias Conductance Peak 
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Abstract. We note that the zero bias conductance peak observed in tunneling into 
the [110] suface of a dX2_yi superconductor has a width that is independent of disorder 
either in the bulk or at the surface. This remarkable property is accounted for qualita- 
tively in terms of the tunneling into surface bound states in the superconductor which 
have widths that depend strongly on the momentum of the surface bound state. 

INTRODUCTION 

One of the new phenomena that is made possible by the sign changes of the gap 
function that occur in the dx2_yi state of the high temperature superconductors is 
the existence, at a [110] surface, of quasiparticle surface bound states [1]. These 
states have zero energy, i.e. an energy equal to the chemical potential for electrons 
in the superconductor. 

It is known that the tunneling conductance measured in tunneling into a super- 
conductor via an NIS (normal to insulating to superconducting) junction is approx- 
imately proportional to the quasiparticle density of states in the superconductor at 
the junction surface (see [2] for a demonstration of this for (/-wave superconductors). 
Thus the surface bound states which occur at zero energy should be observed as a 
peak at zero voltage in a conductance versus voltage graph. This peak, called the 
zero bias conductance peak (ZBCP), has now been observed in many experiments 
(for recent examples of its observation in YBa2Cu306+a;, see [3-5]). In so far as 
we are able to determine from the data on conductance versus voltage presented in 
these three references, the width of the ZBCP is the same in all cases (i.e. a half 
intensity half width of about 2 to 2.5 mV). The width of the ZBCP measured on 
samples that vary widely in defect concentration and surface roughness thus ap- 
pears to be a universal width, independent of disorder in the bulk or at the surface. 
This width is also independent of the junction resistance provided one is in the 
weak transmission limit. This is unexpected in view of existing theories which at- 
tribute the width of the zero bias conductance peak either to impurity scattering or 
surface roughness and which thus predict that the width increases with the amount 
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of the disorder [6-10]; it is also in disagreement with models where the width is 
due to the decay of the superconducting surface bound state quasiparticles due to 
its tunneling across the insulating barrier into the normal metal [2,11,12]. This 
independence of the width of the ZBCP on disorder contrasts sharply with the be- 
havior of its height, which decreases strongly with increasing defect concentration 
[4]. A principle objective of this article is to present a qualitative argument showing 
how this behavior can be understood if one takes account of surface roughness, and 
also assumes that the width of the surface bound states has a strong momentum 
dependence. 

The idea that the tunneling conductance is proportional to the density of quasi- 
particle excitations at the junction surface of the superconductor is embodied in 
the intuitively apparent formula 

G = ^(T(kll)p(klheV)>,   P={eniy<h) ^ 

derived elsewhere [12,13] by solving the Bogoliubov-de Gennes equations in an 
appropriate manner. Here p is the density of states at energy E = eV for a surface 
bound state of wave vector ky parallel to the surface, nominal energy zero, and 
relaxation rate ,. T is related to the transmission coefficient of the barrier and the 
angular brackets indicate an average over k||. It should be emphasized that Eq. 1 
gives only that contribution to the conductance due to tunneling into the surface 
bound states, and neglects tunneling into the continuum states. It usefulness is 
thus limited to a description of the ZBCP, which occurs near zero voltage. Finally, 
we note an interesting study of surface roughness in a discrete lattice model which 
describes the spatial dependence of the local density of states [14], and also remark 
that we make no attempt here to take into account the splitting of the zero bias 
conductance peak at low temperatures in a magnetic field observed in [15] and 
explained in [8]. 

Note that the idea of the "tunneling cone," which is taken into account for 
example in [5,8], is not included in Eq. 1. This is because the insulator to super- 
conducting interface is rough on the scale of the quasiparticle wavelength in all 
experiments of interest. Thus a random component of momentum parallel to the 
average surface will be added to the quasiparticle when it crosses the interface. 

If the surface bound states have a width , whic h is independent of the momentum 
ky, then the ZBCP will also have a width which is proportional to , and will ha ve 
a height inversely proportional to ,. Increasing , (e.g. b y increasing the impurity 
scattering rate) will increase the width while decreasing the height. This is in 
disagreement with the experimental facts cited above. Thus the hypothesis that 
the surface bound states have a width that is independent of momentum is not 
tenable. 

A reason that surface bound states must have a width that depends on mo- 
mentum is that the scattering of quasiparticles from a rough surface is strongly 
momentum dependent. The probability that a quasiparticle is scattered specularly 
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FIGURE 1. The zero bias conductance peak (bold line) can be viewed as a continuous superpo- 
sition of Lorentztian components of different widths. Four representative components are shown 
(lighter lines). 

at a rough surface is given approximately, in the tangent plane approximation, by 
P = exp[-(kLrjf] where n is the root mean square value of the height fluctua- 
tions of the surface [16]. Since the surfaces of interest are never atomically flat, 
and since the wavelength of a quasiparticle is of the order of a lattice constant, it 
is easily seen that only grazing incidence quasiparticles scatter specularly. Hence 
only grazing incidence quasiparticles form surface bound states. Furthermore, the 
surface bound states formed from these grazing incidence quasiparticles will have a 
width due to surface roughness scattering that increases with increasing kL (and is 
zero when kL is zero). A second mechanism limiting the lifetime of surface bound 
states, which has a similar momentum dependence, is surface Umklapp scattering 
[12,13J. 

Fig. 1 shows schematically a ZBCP which is a superposition of Lorentzian peaks 
of different widths as described by Eq. 1. The width ,( k\\) is written ,( lcJ() = 
limp + S,( kj|) where 7,mp is a momentum independent impurity scattering rate, 
and S,( k||) is the momentum dependent part which goes to zero at grazing angles. 
The result of summing the various contributions for the case jimp = 0 is the cusp- 
shaped peak shown in Fig. 1. It is the very narrow states of quasiparticles with k± 

close to zero which contribute all of their weight near V = 0 and give the ZBCP a 
rather high cusp at V = 0. Now consider adding a small momentum independent 
limp to the widths of all of the component parts of the ZBCP. This added width will 
have a strong effect on those surface bound states with original widths less than 
or the order of fimp, reducing their contributions to the height of the ZBCP, and 
hence reducing the overall maximum height of the ZBCP, which is mainly due to 
the narrow surface bound states. The overall width of the ZBCP is however largely 
unaffected by this added impurity scattering since this overall width is largely due 
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FIGURE 2. The zero bias conductance peak as calculated using Eq. 1 for several different 
values of fimp. 

to the very broad surface bound states which will be little affected by a small 
additional contribution 7,mp to their width. 

The above considerations are further illustrated by a detailed calculation of the 
shape of the ZBCP for different impurity scattering rates using Eq. 1, and this 
is shown in Fig. 2. In this case we have used a momentum-dependent width for 
the surface bound states which is due to the surface Umklapp scattering of the 
quasiparticles making up the surface bound state and which has been calculated 
[12] by a detailed solution of the Bogoliubov-de Gennes equations. This momentum- 
dependent width turns out to have a scale determined by the maximum «£-wave gap, 
A0. The overall width of the ZBCP is thus determined by A0 in this model, and 
is universal [i.e. independent of either surface or bulk disorder, or of the junction 
resistance (except that the Giaever limit is assumed)]. 

In the initial suggestion [13] of a momentum-dependent width for the surface 
bound states, the width due to the tunneling of the surface bound state quasiparti- 
cles from the superconductor through a flat insulating barrier into the normal metal 
was evaluated. This could account for the lack of sensitivity of the ZBCP width to 
defect concentration. However, it also gives a width of the ZBCP which depends on 
the transmission coefficient of the barrier, which this is not in agreement with the 
observation that all experiments carried out in the Giaever limit on YBa2Cu306+;!; 
appear to give the same width for the ZBCP. This is why the expression for the 
tunneling conductance given in [2] can not account for the universal width of the 
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Abstract. We review the reasons that make superconductivity unlikely to arise 
in a ferromagnet. Then, in light of the report by Tallon and collaborators that 
RuSr2GdCu208 becomes superconducting at ~35 K which is well below the Curie 
temperature of 132 K, we consider whether the objections really apply to this com- 
pound. Our considerations are supported by local spin density calculations for this 
compound, which indeed indicate a ferromagnetic RuC>2 layer. The Ru moment re- 
sides in t2g orbitals but is characteristic of itinerant magnetism (and is sensitive to 
choice of exchange-correlation potential and to the atomic positions). Based on the 
small exchange splitting that is induced in the Cu-0 layers, the system seems capable 
of supporting singlet superconductivity an FFLO-type order parameter and possibly a 
7r-phase alternation between layers. If instead the pairing is triplet in the RuC>2 layers, 
it can be distinguished by a spin-polarized supercurrent. Either type of superconduc- 
tivity seems to imply a spontaneous vortex phase if the magnetization is rotated out 
of the plane. 

INTRODUCTION 

Tallon and collaborators ( [1,3] report the remarkable observation of supercon- 
ductivity arising up to at least Ts = 35 K in RuSr2GdCu208-,s (Rul212), a com- 
pound reported originally by Bauerfeind et al, [2] in spite of its having become 
ferromagnetic (FM) already at Tm = 132 K. The ferromagnetism is evident from 
the magnetization vs. field curve and also from zero-field muon spin rotation data 
that indicate a uniform field in the sample below Tm. Superconductivity (SC) is 
evident from the loss of resistivity, reversal of the susceptibility, and from specific 
heat measurements that reflect a bulk transtion at Ts. Although Feiner et al. have 
reported related results in i?1.4Ceo.6Sr2GdCu2Oio, R = Eu or Gd, [4], they indicate 
that their system is a canted antiferromagnet, with a saturation field an order of 
magnitude smaller than Rul212. Thus Rul212 appears to be unique as a FM that 
becomes superconducting well within the FM phase. 

Rul212 presents scientific questions on several levels (not to mention the novel 
applications that a superconducting FM might have). There are questions on the 
phenomenological level:  how can SC and FM coexist?   does the magnetic field 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics l-56396-880-0/99/$15.00 

141 



arising from the frozen magnetization lead to supercurrent flow? is the SC pairing 
singlet or triplet? There are also questions on the microscopic level: what is the 
FM like - is it Ru, as interpreted so far? how much does FM affect the carriers 
in the CuC"2 planes? how does c-axis dispersion compare with other cuprates? In 
this paper we begin to address both the phenomenological and the microscopic 
questions. 

QUESTIONS OF COEXISTENCE OF 
SUPERCONDUCTIVITY WITH FERROMAGNETISM 

The first question, and easiest to deal with, is the possibility of paramagnetic 
limiting. The observed saturation magnetization is about 1 /j,g per unit cell, which 
translates into an internal field Bint = 4TTM = 700 G. Spin splitting 2gfj,BBint of 
the two electrons of the pair is negligible compared to the superconducting gap 
2A ~ 4kßTc, so paramagnetic limiting is no problem. 

Since there is a strong tendency for singlet pairing in materials with Cu02 lay- 
ers such as Rul212 has, and substitution of Zn for Cu strongly reduces Ts as in 
cuprates, we examine the possibility of a singlet SC (sSC) state in FM Rul212 
by considering two fundamental problems: (1) how does the SC order parameter 
accommodate itself to the vector potential arising from the intrinsic magnetization, 
and (2) what type of pairing occurs when the exchange field splits majority and 
minority Fermi surfaces? We find that it is primarily the latter item (exchange 
splitting) that presents difficulty for singlet SC in this system, and we consider 
briefly whether the problem can be alleviated by development of a FFLO phase [9] 
or by "ir phase" formation. [10] We note further that triplet pairing in the Ru02 

layer, which appears to occur in Sr2Ru04, should not be forgotten. If Rul212 is 
instead a triplet superconductor (in the Ru plane), it would have several exciting 
characteristics, such as a polarized supercurrent. 

ISSUES OF COEXISTENCE 

Early on, Ginzburg [6] observed that, although constant bulk magnetization M 
does not induce supercurrent flow, the vanishing of M at the boundaries induces 
surface currents that try to shield the exterior from the internal magnetic field 
Bint = 4TTM (inverse Meissner effect). This increase in energy would suppress the 
SC state unless the sample cross secion is not much larger than the penetration 
depth. In type II superconductors, however, it was observed by Krey [7] that a 
spontaneous vortex phase (SVP) can be formed that avoids Ginzburg's difficulty. 
Since that time there have been studies of the competition between FM and SC, 
[8] including suggestions that a SVP may have been observed, but almost always 
for the case where Tm is less than but comparable to Ts. 
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One exception to this regime is the recent work of Feiner and collabora- 
tors, [4,5] who suggest that a SVP may occur in the canted antiferromagnet 
-Ri.4Ce0.6Sr2GdCu20io, R —. Eu and Gd. Rul212 is different in two ways: (1) the 
saturation field is itself a factor of ten larger; however, this is of limited importance 
because Pauli limiting is not a factor in either type of material, and (2) Rul212, 
being FM, has an exchange splitting of the order of 1 eV (we show below) that 
will induce an exchange splitting of the paired electrons in the CuÜ2 planes and 
thereby cause additional difficulty for SC pairing. 

Tallon et al. expect the magnetization M to lie in the plane, based on the 
magnitude of the field at the muon site observed in zero field /JSR studies. [1] If 
this is the case, it reduces some of the coexistence questions, because orbital kinetic 
energy change of the electrons (or pairs) would require the (very small) c axis 
hopping, and thus is expected to be negligible compared to the gap energy. Then 
the remaining effect of the internal field is to lift the degeneracy of the up and down 
spin electrons (Zeeman splitting). This effect makes the up and down Fermi surfaces 
inequivalent and causes singlet pairs to have a net momentum Q = kpf — kFi ^0. 
The result can be a state of the type first discussed by Fulde and Farrel and by 
Larkin and Ovchinnikov [9] (FFLO), in which the SC order parameter becomes 
inhomogeneous to accommodate the non-zero momentum pairs. Another way to 
decrease the competition between SC and FM is to form a it phase in which the 
SC order parameter vanishes in the FM Ru layer. [10] 

Burkhardt and Rainer [11] have made an extensive study of the two dimensional 
superconductor in a magnetic field, and they find that an FFLO phase is preferred 
over a homogeneous SC state above a lower critical field B&, but only well below 
Ts and at relatively high field. To some extent their analysis may be applicable 
to Rul212, with the change that the "magnetic field" is frozen in and arises from 
electronic exchange. The exchange splitting, even if small on an electronic energy 
scale, may correspond to a very large field, and its magnitude is one feature we 
address below. 

MICROSCOPIC ELECTRONIC AND MAGNETIC 
STRUCTURE 

Electronic Structure Methods 

To address the question of magnetism in Rul212 we have applied both the lo- 
cal density approximation (LDA) [15] and the 'semilocal' generalized gradient ap- 
proximation (GGA) [16] to describe the effects of exchange and correlation. The 
predictions actually differ considerably, and we report only the GGA results here. 
Calculations were done using the linearized augmented plane wave (LAPW) method 
[12-14] to find the electronic and magnetic ground state, the band structure and 
projected densities of states (PDOS). 
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Crystal Structure 

The structure of Rul212, of the triple-perovskite type, is comprised of double 
CuC>2 (Ocu site) layers separated by a Gd layer, sandwiched in turn by SrO (O^coi 
site) layers. The unit cell in completed by a R.UO2 (0.R„ site) layer, making it 
structurally related to YBa2Cu307. The difference is that the CuO chain layer 
is replaced by a RuC>2 square planar layer, with resulting tetragonal symmetry. 
The oxygen variability that occurs lies primarily in the Sr layers, and there are 
displacements from the ideal positions [1] for all O ions, with the displacements 
being largest for ORU. 

Discussion of Results 

Gd behaves as a magnetic trivalent ion as expected, with moment very close to 7 
HB- In expectation that the Gd moment has little effect on the electronic and mag- 
netic behavior in the rest of the cell, we have treated only a FM alignment of Gd 
ions. (They actually order antiferromagnetically around 2.6 K, but antiferromag- 
netic order would require doubling of the unit cell with no gain of information or 
insight.) We have found that the electronic and magnetic structure in the cuprate 
and ruthenate layers does not depend on whether the Gd moment is parallel or 
antiparallel to the Ru moment. 

We obtain a FM Ru layer, with the band structure shown in Fig. 1 and the 
relevant projected densities of states presented in Fig. 2. The moment (besides 
that on Gd) is ~ 2.5ßB per cell, about 1.5 ßß of which is directly assignable to the 
Ru ion. The remainder is spread among the six neighboring O ions, all of which are 
strongly polarized (for a nominally 02~ ion). Our total moment is substantially 
more than the 1 ßB reported by Talion et al.   As mentioned above, they have 
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FIGURE 1. Majority (left) and minority (right) bands near EF in tetragonal RuSr2GdCu208 
along high symmetry directions. Note that the distinctive Cu-0 bands that reach their maximum 
at M lie at the same position for both spins, whereas the Ru bands are split by ~1 eV. The flat 
bands near 2 eV are the minority Gd 4/ states. 
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evidence of displacements of the 0 ions in the Ru layer from their ideal positions 
by as much as 0.4 Ä. We have observed in our calculations strong sensitivity of the 
moment to the position of the apical O and to the distance between the Ru and 
Cu atoms, so it is quite possible that a more realistic structure will give a moment 
much closer to the observed value. Stoichiometry will be important as well. 

The Ru moment arises within the Ru t2g subshell. The charge state is difficult to 
specify due to the metallic character of the Ru-0 layer, but it is not close to Ru5+ 

and may be closer to Ru4+. The exchange splitting of the Ru t2g bands is 1 eV, 
but the induced splitting in the CuC>2 layers is close to two orders of magnitude 
smaller. The very small coupling is due to the fact that the Ru t2g states couple 
only to the Oapicai Px,Py orbitals, and these to not couple either to the Cu dx2_y2 
or s orbitals, so the coupling path is more indirect (perhaps ORu-Oapicai-Ocu)- The 
induced moment is roughly 0.01 \XB per CuC-2 layer, which leads to a displacement 
of spin up and spin down barrel Fermi surfaces of only 5UF « O.Olkp. The work 
of Burkhardt and Rainer [11] suggest that a model independent feature of FFLO- 
like solutions is that the wavelength of modulation of the superconducting order 
parameter XQ — 2i:/5kp must be greater than (not necessarily comparable to) 
the coherence length £. Our estimate is XQ ~ 140a, which is much greater than 
representative cuprate values £ ~ 5 — 15a. Hence the exchange splitting we obtain 
is small enough to allow the possibility of an FFLO-like phase in Rul212. 

FIGURE 2. Atom projected densities of states for ORU (top), Ru (middle), and Oapicai (bot- 
tom), clearly indicating spin splitting in all Ru t29 states and all p orbitals of ORU, but in only 

the Px,Py orbitals of Oaricai- 
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SUMMARY AND ACKNOWLEDGMENTS 

With this paper we have begun the study of the superconducting ferromagnet 
Rul212. Although magnetism in the Ru layer is strong, the exchange coupling to 
the Cu layers is quite small. The most likely scenario seems to be an FFLO-like 
inhomogeneous SC order parameter in the cuprate layers. 
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Why Tc is too high when 
antiferromagnetism is underestimated? 

-— An understanding based on the 
phase-string effect 

Z. Y. Weng 

Texas Center for Superconductivity, University of Houston 
Houston, TX 77204-5932 
E-mail: zyweng@uh.edu 

Abstract. It is natural for a Mott antiferromagnetism in RVB description to become 
a superconductor in doped metallic regime. But the issue of superconducting tran- 
sition temperature is highly nontrivial, as the AF fluctuations in the form of RVB 
pair-breaking are crucial in determining the phase coherence of the superconductiv- 
ity. Underestimated AF fluctuations in a fermionic RVB state are the essential reason 
causing an overestimate of Tc in the same system. We point out that by starting with 
a bosonic RVB description where both the long-range and short-range AF correlations 
can be accurately described, the AF fluctuations can effectively reduce Tc to a reason- 
able value through the phase string effect, by controlling the phase coherence of the 
superconducting order parameter. 

It was first conjectured by Anderson [1] that the ground state of the two- 
dimensional (2D) t — J model may be described by some kind of resonating-valence- 
bond (RVB) state. Perhaps the most natural consequence of a RVB description is 
the superconductivity once holes are introduced into the system, which otherwise 
is a Mott insulator, as preformed spin pairs become mobile, i.e., carrying charge 
like Cooper pairs. 

Even though the RVB state was proposed [1] to explain the then-newly-discovered 
high-Tc superconductor in cuprates, the mean-field estimate of Tc turned out to be 
way too high (~ 1000ÜT at doping concentration 5 ~ 0.1 [2]) as compared to the 
experimental ones (~ 100Ä"). Another drawback for the earlier fermionic RVB 
theory (where spins are in fermionic representation) is that the antiferromagnetic 
(AF) correlations are always underestimated, which becomes obvious in low-doping 
limit where long-range AF ordering (LRAFO) cannot be naturally recovered. Even 
at finite-temperature where the LRAFO is absent, the spin-lattice relaxation rate 
calculated based on those RVB theories shows a wrong temperature-dependence as 
compared to that well-known for the Heisenberg model, indicating an absence of 
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AF fluctuations. 
Intuitively, a fermionic RVB state should become superconducting of BCS type 

at finite doping where the RVB pairs are able to move around carrying charge. But 
since the RVB pair-breaking process corresponds to AF fluctuations at insulating 
phase while it also represents Cooper pair-breaking in superconducting state, it is 
not difficult to see why the underestimate of AF fluctuations in the fermionic RVB 
theory would be generally related to an overestimated Tc. 

Of course, the above-mentioned drawback in describing antiferromagnetism does 
not include all RVB theories. There actually exists a RVB state which can describe 
the AF correlations extremely well. As shown by Liang, Douct, and Anderson [3], 
the trial wavefunction of RVB spins in bosonic representation can reproduce almost 
exact ground-state energy at half-filling (which implies a very accurate description 
of short range spin-spin correlations). A simple mean-field theory of bosonic RVB 
studied by Arovas and Auerbach [4] (usually known as the Schwinger-boson theory) 
can easily recover the LRAFO at zero-temperature and reasonable behavior of 
magnetic properties at finite temperature. 

Thus, one may classify two kinds of RVB states based on whether the spins are 
described in fermionic or bosonic representation. In principle, both representations 
should be equivalent mathematically due to the constraint that at each site there 
can be only one spin. But once one tries to do a mean-field calculation by re- 
laxing such a constraint, two representations will result in qualitatively different 
consequences: in fermionic representation, even an exchange of two spins with the 
same quantum number will lead to a sign change of the wavefunction as required 
by the fermionic statistics. At half-filling, this is apparently redundant as the true 
ground-state wavefunction only changes sign when two opposite spins at different 
sublattice sites exchange with each other, known as the Marshall sign [5] which can 
be easily incorporated into the bosonic RVB description. That explains the great 
success of the bosonic RVB mean-field theory over the fermionic ones at half-filling. 

Since the bonsonic RVB description of antiferromagnetism is proven strikingly 
accurate at half-filling, one may wonder why we cannot extend such a formalism to 
the doped case by literally doping the Mott-insulating antiferromagnetism into a 
metal (superconductor). In fact, people have tried this kind of approach based on 
the so-called slave-fermion representation but the mean-field theories always lead 
to the so-called spiral phase [6] which is inherently unstable against the charge fluc- 
tuations [7]. In other words, an instability boundary seems to prevent a continuous 
evolution of the mean-field bosonic RVB description into a short-ranged spin liquid 
state at finite doping. 

It implies that some singular effect must have been introduced by doping which 
was overlooked in those theories. Indeed, it was recently revealed [8] that a hole 
hopping on the antiferromagnetic background always leaves a string of phase mis- 
match (disordered Marshall signs) on the path which is non-repairable at low-energy 
(because the spin-flip term respects the Marshall sign rule). The implication of the 
existence of phase string is straightforward: a hole going through a closed loop will 
acquire a nontrivial Berry phase and a quasiparticle picture no longer holds here. 
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This explains why the mean-field theory in the slave-fermion representation, where 
the topological effect of the phase string is smeared out by mean-field approxima- 
tion, always results in an unphysical spiral-phase instability. 

This barrier can be immediately removed once the nonlocal phase string effect 
is explicitly incorporated into the Schwinger-boson, slave-fermion representation 
through a unitary transformation - resulting in the so-called phase string formu- 
lation [9] where the mean-field treatment generalized from the Schwinger-boson 
mean-field state at half-filling [4] becomes workable at finite doping. A metallic 
phase [10] with short-range spin correlations can be then obtained in which the 
ground state is, not surprisingly, always superconducting. 

What becomes special here is that the phase string effect introduces a phase- 
coherence factor to the superconducting order parameter [10]: 

Af a pPA'efc*^ (1) 

where As denotes the mean-field RVB order parameter for bosonic spinons and 
p°s ~ S is the bare superfluid density determined by holons (both spinon and holon 
are bosonic in this representation), i and j refer to two nearest-neighbor sites. The 
phase-coherence factor e**« is related to the spin degrees of freedom as follows 

*J = £ Im In (Zi - zx) £Q an\a (2) 

with n\a being defined as the spinon number operator at site /. The physical 
interpretation of the phase-coherence factor (2) is that each spinon contributes to 
a phase-vortex (anti-vortex). 

At zero temperature, when all spinons are paired, so are those vortices and anti- 
vortices, such that superconducting order parameter A5C achieves phase-coherence 
[11]. At finite temperature, free excited spinons or dissolved vortices (anti-vortices) 
tend to induce a Kosterlitz-Thouless type transition once the "rigidity" of the con- 
densed holons breaks down which may be estimated as the excited spinon number 
becomes comparable to the holon number [10]. 

The superconducting transition temperature obtained this way is shown in Fig. 
1 versus a spinon characteristic energy scale Eg. The definition of Eg is shown in 
Fig. 2 where the local (q-integrated) dynamic spin susceptibility as a function of 
energy is given at 5 = 0.143 (solid curve) at zero temperature. As compared to the 
undoped case (o curve), a resonance-like peak emerges at low-energy Eg due to the 
phase string effect. The doping-dependence of Eg is illustrated in the insert of Fig. 
2. 

Therefore, in the bosonic RVB state where the AF correlations are well described, 
the superconducting transition temperature is essentially decided by the low-lying 
spin characteristic energy. According to Fig. 2, J ~ 100 meV gives rise to Eg = 
AlmeV at 8 - 0.15 which are consistent with the neutron-scattering data for such 
a compound [12].  Then at the same Eg, one finds Tc ~ 100K according to Fig. 
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FIGURE 1. The relation of Tc with the spin characteristic energy Eg denned in Fig. 2 

5 j 

CO [J] 

FIGURE 2. The local dynamic spin susceptibility function versus energy at 6 = 0 (o curve) and 
6 = 0.143 (solid curve). The insert: Eg versus the doping concentration. 

150 



1 which is very close to the experimental number in the optimal-doped YBCO 
compound. 

The overall picture goes as follows. The bosonic RVB order parameter As con- 
trols the short-range spin correlations which reflects the "rigidity" of the whole 
phase covering both undoped and doped regimes, superconducting and normal 
(strange) metallic states. On the other hand, Tc is basically determined by the 
phase coherence: for those preformed RVB pairs to become true superconducting 
condensate, the extra phase frustration introduced by doping has to be suppressed. 
Here we see how the AF fluctuations and superconductivity interplay: the former 
in a form of RVB pair-breaking fluctuations causes strong frustration on the charge 
part through the phase string effect and its energy scale thus imposes an upper limit 
for the transition temperature of the latter. It is interesting to see that AF fluc- 
tuations and superconducting condensation do compete with each other, although 
the driving force of superconductivity already exists in the Mott antiferromagnet 
in a form of RVB pairing. 

To summarize, even though it is very natural for a RVB pairing description of the 
Mott-insulating antiferromagnetism to develop a superconducting condensation in 
the neighboring metallic regime, the issue of superconducting transition temper- 
ature is highly nontrivial as the AF fluctuations in a form of RVB pair-breaking 
process are the key effect to scramble the phase coherence of the superconductiv- 
ity. The underestimated AF fluctuations in a fermionic RVB state are the essential 
reason causing an overestimate of Tc in the same system. We pointed out that by 
starting with a bosonic RVB description where both the long-range and short-range 
AF correlations can be accurately described, the AF fluctuations can effectively re- 
duce Tc to a reasonable value through the phase string effect controlling the phase 
coherence of the superconducting order parameter. 
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Abstract. An anomalous diamagnetic moment can be observed above Tc and H<.2 in 
inhomogeneous superconductors. Such inhomogeneity can be caused by a non-uniform 
distribution of magnetic impurities. The model describes recent experimental data on 

overdoped cuprates. 

INTRODUCTION. 

Magnetic scattering is a key ingredient of high Tc superconductivity. A number of 
phenomena (unconventional isotope effect, drastic decrease in Tc upon overdoping, a 
sharp upturn in the temperature dependence of the upper critical field, etc.) can be 
explained by the presence of localized magnetic moments. A study of these phenomena 
allows us to evaluate an important parameter, namely an upper limit of Tc for this class 
of materials. The interaction between localized magnetic moments and Cooper pairs 
which are in the singlet state, destroys the pair correlation and is accompanied by spin- 
flip scattering (such scattering provides the conservation of the total spin). 

The influence of magnetic impurities (pair-breaking, appearance of gaplessness 
at some value of the concentration of magnetic impurities, depression in Tc, etc.) was 
described in [1]. We studied this phenomenon for the cuprates in [ 2,3 ]. Here we 
describe a main concept and present some new results. 

RECOVERY EFFECT. CRITICAL FIELD. 

The dependence of Hc2 on T which is drastically different from the conventional 
picture, has been observed in the overdoped high-Tc oxides [4]. As we know, 
conventional bulk superconductors are characterized by linear temperature dependence 
of HC2 near Tc, a quadratic behavior as T-->0 , and by negative curvature over the 
entire temperature region . Contrary to this picture, the layered cuprates are described 
by linear dependence near T=0K and by positive curvature at all temperatures. In 
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addition , the value of Hc2(0) greatly exceeds the value that follows from the 
conventional theory[5]. Similar effect has been observed in the Sm-Ce-Cu-0 and in Y- 
Ba-Zn-Cu-0 [6] systems. 
Let us describe here a qualitative picture (a more detailed description see in [3]). The 

superconducting state of the Cu-0 plane is greatly affected by magnetic impurities. 
Spin-flip scattering leads to a depression of the superconducting state, and this is 
reflected in relatively small values of Tc and Hc2. The magnetic impurities can be 
treated as independent [1], and the spin-flip scattering by the impurities provides the 
conservation of the total spin. However, at low temperatures (in the region T=1K), 
because of the correlation of the magnetic moments, the trend to ordering of the 
moments becomes important, and this trend frustrates the spin-flip scattering. Pairing 
becomes less depressed ("recovery effect"), and this leads to a large increase in the 
value of Hc2 and, correspondingly, to a positive curvature in Hc2 vs T. 

The ordering of the impurities was observed for the Sm-Ce-Cu-0 compound by 
direct measurements of the magnetic susceptibility [6a]. 

The general equation describing a layered superconductor in the presence of 
magnetic impurities and an external field (at H=Hc2) has the form (see [3]): 

ln(2yrcr./jtT )-[\|/(0.5+ (17 2TIT))- y(0.5)] = f(Hc2,T); (1) 

f(H 2,T) = (H 2v2/T) {Pi [x|/(0.5+ (17 2TIT)) - V(0.5+ (17 47tT))]- 

-(47tT)-l\|/(0.5+(I727tT))} 

Here y is the psi-function, lm^C=0.58 is the Euler constant, r=f' is the amplitude of 

the spin-flip scattering, ts is the relaxation time; ^ corresponds to the complete 
supression of superconductivity (Tc=0). 

Pair-breaking leads to a depression in Tc and, eventually, at some value of the 
concentration of magnetic impurities nM =nMci,, to the total supression of 
superconductivity. This suppression is proceeded by the appearance of the gapless 
state. 

There is an interesting question about the nature and location of magnetic 
impurities. First of all, one should note that the oxygen depletion leads to formation of 
the Cu++ ions on the chains. In addition, one can observe the formation of magnetic 
clusters in the Cu-0 planes. Moreover, the additional magnetic moments are localized 
on the Ba-0 layer, which is adjacent the Cu-0 layer for overdoped Tl- and Bi-based 
compounds. Localized magnetic moments can be formed on the apical oxygen site. 
Probably, we are dealing with the formation of the paramagnetic radical 02", and this 
also involves the apical oxygen, as well as an additional oxygen in the Tl-0 (Bi-O) 
layers. 
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DIAMAGNETISM ABOVE Tc. 

The inhomogeneity of a superconducting system gives rise to an interesting 
situation when at T > Tc

res (Tc
res is characterized by a relatively sharp resistive 

transition) one can observe an anomalously large magnetic moment. Inhomogeneity 
leads to the situation when Tc becomes spatially dependent. Let us focus on the case 

when the sample contains regions with local Tc higher than the average value Tc. In 

other words, at T>fc, the superconducting grains are embedded in a normal matrix. 
For example,one can consider the case when the sample contains a non-uniform 
distribution of magnetic impurities. Such case is perfectly realistic.particularly for non- 
stoichometric compounds such as overdoped cuprates. 

The inhomogeneous superconductor containing magnetic impurities is 
described in detail by the equations introduced by Larkin and one of the authors [7]: 

aA-ßto + |[a3_2ß-ß^l = aßr (2a) 

a2+|ßf = l (2b) 

A = 2jtTMXß (2c) 
<D>0 

Here a and ß are the usual and pairing Green's functions averaged over energy, A is 

the order parameter, d_ = (d/d r) -2ie A, A is the vector potential. Because of the 
inhomogeneity, all of these quantities are spatially dependent. We consider the "dirty" 
case, so that D is the diffusion coefficient. 

Assume that the sample contains a sufficient amount of magnetic impurities so 
that Ts Tc° < 1; as a result TC«TC°, where Tc is the average value of the critical 

temperature, and Tc° corresponds to the transition temperature with no magnetic 
impurities. We obtain the following equation for the order parameter: 

A = 2mpLg(r + co-|3_2 y'JA-f fcfcf ^ßo^lßol2}        0) 

Let us focus on the temperature region T>TC(H). Then the order parameter is localized 

near some clusters. In such a region ( r = r°) the operator (T + oo - (IV2)d_ ) has 
discrete eigenvalues. 

One can evaluate the order parameter (at T>TC(H)) for the inhomogeneous 
structure and then the current and the corresponding magnetic moment. The order 
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parameter can be found in the form    A = CA0    , where C is the solution of the 
equation: 

Eq. (4) is the generalization of the equation obtained in [1] for inhomogeneous case 
that was studied. 

For   the  most  interesting   case  when   the  variation   of  the   amplitude 

8r(0 = T - r„ has the form 

«x?,.jf*> ; ^ (5, lo       ; p>Pc 

We obtain the following expression for the magnetic moment 

M2 = -A(B-T2+TC
2)H (6) 

Here 
A = (8jc3e2-uDL/rj(po / z0)4(x^x2 /x4) 

If 8r « r„, = TCTC°, the value of the local critical temperature TC;L greatly 
exceeds its average value. In this case the magnetic moment for T > Tc has a simple 
temperature dependence 

MZ = -A(B-T2)H (7) 

As a result, one can observe a noticeable diamagnetic moment. One can 
consider a more general case when the magnetic scattering amplitude T depends on 
temperature [3]. 

Let us focus on the overdoped cuprates. The authors [8] describe torque 
measurements performed on a TLjBajCuOg overdoped sample (T=14K; this value of 
Tc has been determined by resistive measurements). A diamagnetic moment, 
proportional to an external magnetic field, has been observed at T>TC. This 
observation can be explained by our theory. Indeed, the overdoping is provided by an 
additional oxidation. Since the oxygen distribution is non-uniform, the sample 
becomes inhomogeneous with a non-uniform distribution of magnetic impurities. As a 
result, one can expect (see above) the appearance of a diamagnetic moment at 
T>Tc

ressl5K. The analysis is in good agreement with the data [8] 
Let us note also, that the paper [8] was aimed at the investigation of the 

problem whether the Hc2(T) curves obtained in [4] represents the critical field (then the 
curve separates superconducting and normal regions) or the irreversibility line (in this 
case the line separates vortex lattice and vortex liquid regions). Torque magnetometry 
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is an ideal tool for such a study. The measurements [8] demonstrated the absence of 
vortices above the curve, but, nevertheless, a puzzling diamagnetic response was 
observed in the region H>Hc2. Moreover, a similar response has been observed above 
T=15K, and this observation makes the problem go beyond the nature of the Hc2(T) 
dependence. 

We think that the observed phenomenon is due to an inhomogeneity of the 
sample. The curve Hc2(T) as well as the value Tc

ressl5K separates superconducting 
and "normal" regions, and the "normal" region displays normal transport properties. 
As for the magnetic response, it is determined by the presence of small 
superconducting regions withT^T™5, and this leads to the phenomenon observed 
in [8]. 

Therefore, inhomogeneous superconductivity allows, in principle, to separate 
the resistive and magnetic transitions to the superconducting state. 

The research of YNO was supported by the CRDF under Contract No. RP1- 
194. The research of VZK was supported by the US Office of Naval Research under 
the Contract No. N00014-98-F0006. 
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NMR studies of the original magnetic 
properties of the cuprates: effect of 

impurities and defects 
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Universite Paris-Sud 91405, Orsay, Prance. 

Abstract. Substitutional impurities in the Cu02 planes of the cuprates allow us to 
probe the electronic properties of the host material. The pseudo-gap in the underdoped 
regime is unmodified far from the impurities even though Tc is greatly reduced. The 
spin polarisation induced by magnetic impurities has an oscillatory behaviour reflecting 
the existing AF correlations between the Cu spins. Its influence on the NMR spectra 
opens a way to determine the q dependence of the static spin susceptibility and the T 
dependence of the AF correlation length. NMR measurements demonstrate that non- 
magnetic impurities such as Zn induce a local moment behaviour on the neighbouring 
Cu sites. This magnetism revealed by spin-less sites can be understood on theoretical 
grounds in the case of undoped quantum spin systems, while here the carriers greatly 
complicate the situation. Susceptibility data show that the magnitude of the local 
moment decreases with increasing hole doping. This experimental evidence directly 
reflects the influence of AF correlations and the interference between the carriers and 
the Cu hole spins in the cuprates. The anomalously large scattering of the carriers on 
spinless defects is another indication of the originality of the electronic properties of 
the cuprates, which apparently extends even to the overdoped regime. 

I    INTRODUCTION: MAGNETIC PROPERTIES OF 
PURE MATERIALS 

It is now experimentally well established that the Cu02 planes display anoma- 
lous magnetic properties in the metallic normal state of the cuprates, at least in 
the underdoped and optimally doped states. The occurrence of magnetic correla- 
tions was first shown by the existence of an enhanced non-Korringa nuclear spin 
relaxation rate 1/Tj on 63Cu and not on 170 and 89Y [1,2]. In the recent past, 
considerable interest has been focused on the pseudo-gap in the excitation spec- 
trum of the cuprates. It was detected first in microscopic NMR measurements of 
the susceptibility Xv of the Cu°2 Planes i2l> which exhibit a larSe reduction in 
the homogeneous q = 0 excitations at low T in underdoped materials, as shown 
in Fig.l.  Similar low T reductions of the imaginary part of the susceptibility at 
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FIGURE 1. The 89Y NMR shift data evidence the occurrence of pseudo-gaps from a large 
decrease of the susceptibility xP of the Cu02 planes, in YBC06+x. The temperature at which 
the pseudo-gap begins to open, which corresponds to the Xp maximum, increases markedly with 
decreasing x, that is decreasing hole doping (the original data [2] are less accurate that those 
displayed here). 

the AF wave vector q = (n, ir) were observed in 63Cu \/TxT data and inelastic 
neutron scattering experiments [3]. Presently, the pseudo-gap of the underdoped 
high-Tc superconductors is also studied by many techniques such as transport and 
angle resolved photoemission, which yields its k dependence. Various explanations 
are proposed for the pseudo-gaps which are believed to be essential features of 
the physics of the normal state (and perhaps the superconducting state) of the 
cuprates. 

Atomic substitutions in the planar Cu site have naturally been found the most 
detrimental to superconductivity. This has in parallel triggered a large effort, par- 
ticularly in our research group, to use such impurities to reveal the original normal- 
state magnetic properties of the cuprates. We shall see that NMR, as a local mag- 
netic probe, is an essential tool which lends weight to this approach. In section II we 
present the effect of impurities on the phase diagram and the pseudo-gaps. We will 
distinguish the average effect of impurities on the physical properties far from the 
impurity site from the local magnetic perturbations. The study of the distribution 
of the spin polarisation induced by magnetic impurities is shown in sec. Ill to be a 
direct probe of the non-local magnetic response x'(r) of the pure system, a quantity 
which is hard to access by other experimental approaches. In section IV we consider 
the case of non-magnetic impurities like Zn (3d10) which, upon substitution on the 
Cu site of the Cu02 plane, strongly decreases the superconducting transition tem- 
perature Tc. It has been anticipated [4], and subsequently shown experimentally 
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[5], that, although Zn itself is non-magnetic, it induces a modification of the mag- 
netic properties of the correlated spin system of the Cu02 planes. We shall recall 
how 89Y NMR demonstrated [6] that local magnetic moments are induced on the 
Cu near neighbour (n.n.) of the Zn substituent in the Cu02 plane. Experiments on 
La2_a;SrICu04 have confirmed [7] that the occurrence of local moments induced by 
non-magnetic impurities on the Cu sites is a general property of cuprates. Recent 
measurements of the variation with hole doping of the effective magnetic moment 
associated with non magnetic impurities will be reviewed. Finally, we shall discuss 
briefly in sec.V the influence of impurities on transport properties. 

II    IMPURITIES AND PHASE DIAGRAMS 

The main effect of impurities is to depress superconductivity, usually much faster 
in the underdoped regime than in the optimally doped case. Similarly the increase of 
resistivity is larger for underdoped materials. This results in a shift of the Insulator- 
Metal transition towards higher hole concentration in presence of impurities. So 
what happens then to the crossover pseudo-gap lines? There is a controversy which 
has arisen because of the differences between macroscopic and microscopic mea- 
surements of the pseudo-gap. NMR has the advantage that the sites in the vicinity 
of the impurity usually display well shifted resonance lines. Therefore, the main 
NMR line corresponds to sites far from the impurity. Its broadening, to be studied 
in section III, is associated with the oscillatory induced polarisation of the host. Its 
position measures then the average XP far fr°m tne impurities which reflects their 
influence on the homogeneous magnetic properties. The T dependence of the shifts 
AK(T) of the 89Y or 170 NMR mainlines [5,6,8] are found to be unmodified by 
impurity substitutions, as can be seen in Fig. 2. 

This demonstrates that, contrary to the Metal-Insulator transition, the pseudo- 
gap is unaffected by impurity substitutions at large distance from the impurities. 
Incidentally these data also ensure that the hole doping is not significantly modified. 
Conversely if hole doping is changed, i.e. by Pr substitution on the Y site [9], NMR 
shift data can be used to estimate it's variation by comparison with calibrated curves 
for Xp in the pure material (Fig 1). 

Other experiments, which very often probe the macroscopic behaviour of the 
sample, have sometimes been interpreted differently, as they do not directly distin- 
guish local from large distance properties. For instance, it was initially suggested 
[10] on the basis of neutron scattering experiments, that the pseudo-gap vanishes 
at q = (fl-, 7r) upon Zn substitution. However, the careful neutron data of Sidis 
et al. [11] indicate that the opening of the pseudo-gap still occurs at the same T* 
although new states appear in the pseudo-gap. Such states may be associated with 
local magnetic modifications induced around the Zn, which will be described in sec- 
tion IV. In any case, far from the impurities the pseudo-gap is quite robust upon 
impurity substitution. These results are quite natural if the pseudo-gaps are only 
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FIGURE 2. The spin susceptibility xP and therefore the temperature T* of the 170 NMR 
shift maximum, characteristic of the opening of the pseudo-gap, are not modified upon Zn or Ni 
substitution, while Tc is significantly reduced (from 60K to «20K for 2% Zn) (similar data were 
taken first [5] on 89Y). 

associated with the occurrence of AF correlation effects. However, in the scenario 
in which the pseudo-gaps are associated with the formation of local pairs below 
T*, they indicate that impurities do not prevent the formation of local pairs except 
possibly in their vicinity. 

Ill    EXTENDED RESPONSE TO A LOCAL 

MAGNETIC EXCITATION 

In noble metals hosts, any local charge perturbation is known to induce long 
distance charge density oscillations (also called Friedel oscillations). Similarly a lo- 
cal magnetic moment induces a long distance oscillatory spin polarisation (RKKY) 
which has an amplitude which scales with the magnetization of the local moment 
and with its coupling J^ with the conduction electrons. This oscillatory spin po- 
larisation gives a contribution to the NMR shift of the nuclei which decreases with 
increasing distance from the impurity. In very dilute samples, if the experimental 
sensitivity is sufficient, the resonances of the different shells of neighbours of the 
impurity can be resolved [12]. These resonances merge together if the impurity 
concentration is too large, resulting in a net broadening Avimp of the host nuclear 
resonance. For some impurities, like rare earths substituted on the Y site, the hy- 
bridisation and therefore the exchange coupling J^ are extremely weak. The plane 
nuclear spins only sense the moment through its dipolar field.  But for moments 
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FIGURE 3. The 170 NMR broadening Auimp multiplied by T is plotted versus T for Ni 
substituted YBCO samples [8]. The variation of this quantity is related to that of the susceptibility 
X'(q), which is peaked near the AF wave vector. The dotted lines are guides to the eye. 

located in the planes such as Ni, the induced spin polarisation dominates, espe- 
cially for the 170 and 63Cu nuclei. The large 170 NMR broadening induced by Ni 
has been therefore studied in great detail by Bobroff et al [8].' It has been found 
that in underdoped YBCO, the linewidth increases much faster than 1/T at low 
temperature, contrary to what one might expect in a non-correlated metallic host 
(Fig.3). This fast increase is a signature of the anomalous magnetic response of 
the host which displays a peak in x'(q) near the AF wavevector (ir, ir), which can 
be characterized by a correlation length £. Therefore the T variation of the NMR 
spectra yields a method to study the T dependence of x'(q) and f. The analysis 
of such data depends on the phenomenological shape given to the q dependence 
of x'(q), especially as the O site probes x'(r) on its two neighbours, and therefore 
is governed somewhat by the gradient of |x'(r)|. Assuming a Gaussian shape for 
X'(q), it is found that the linewidth is nearly insensitive to the T dependence of £, in 
contrast to the case of a Lorentzian shape [13]. The experiment on a single nuclear 
site does not by itself allow deduction of £(T). However comparison with spin-spin 
relaxation data, which also measures an integral quantity involving x'(q) yields 
some complementary information. With a Gaussian shape we find that £ increases 
with T while for a Lorentzian, it would decrease with increasing T. Similarly a 
comparison of the respective broadenings of the 170, 89Y and 63Cu spectra, which 
probe differently x'(r), lead us to conclude that the Lorentzian model is somewhat 
better, implying that \ increases at low T as one might expect [14]. More accurate 
studies of the shape of the spectra as well as their concentration dependence are 
required to arrive at quantitative conclusions on the variation of £(T). We should 
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point out here that, for YBC07, the 170 width varies roughly like 1/T, while the 
Ni moment still displays a Curie law. This indicates that the T dependence of x'(q) 
is not as large in optimally doped systems. In such cases the detailed shape of X'(Q) 
could not be analysed up to now. 

IV    LOCAL MAGNETISM INDUCED BY 

NON-MAGNETIC ZN 

Surprisingly it has been found that, as for Ni substitution, a 1/T broadening of 
the 89Y line occurs [5] in YBCOr:Zn, even though Zn is expected to be in a non- 
magnetic 3d10 state. This was the first experimental evidence for the occurrence 
of "local moment like" behaviour induced by Zn. A more refined picture of the 
response of the host to a non-magnetic substituent has been obtained in the case 
of underdoped YBC06.64, as distinct resonances of 89Y were observed and could 
be attributed to Y n.n. sites of the substituted Zn [6]. The measured Curie-like 
contribution to the NMR shift of the first n.n. line (Fig.4), and the shortening of its 
Ti at low-T are striking evidence which justify the denomination "local moment", 
that we have been using throughout 1. 

The Zn induced local moments are quite clearly located in the vicinity of the 
Zn. As is shown by analysis of the n.n. 89Y NMR intensity data, the Zn substi- 
tutes essentially on the plane copper site. Therefore, the Zn contribution Xc to the 
macroscopic susceptibility could be inferred from SQUID data taken on samples 
free of parasitic impurity phases [18,19]. The hyperfine couplings deduced from the 
comparison of the 89Y NMR shift data to Xc have the correct order of magnitude 
to demonstrate that the local moment resides mainly on the Cu n.n. to the Zn. 
Assuming that they are not modified with respect to pure YBCO, the data can 
be analysed consistently with a locally AF state extending over a few lattice sites. 
This might also explain the existence of a line corresponding to Y second n.n to 
the Zn [16]. 

In the superconducting state, 63Cu NQR relaxation [20] and Mossbauer experi- 
ments [21] indicate the existence of states in the gap. In neutron scattering exper- 
iments [11], the local states induced by the Zn, both in the pseudo-gap and in the 
spin-gap detected below Tc, are found at the (ir, n) scattering vector, and corre- 
spond to a real state extension of about 7Ä. These thus constitute direct evidence 
for the persistence of AF correlations in the vicinity of the impurities [22]. 

1} The validity of these observations has been periodically put into question, for instance as 
similar n.n. resonances were not detected [15] in ESR experiments on Gd (substituted on Y). 
Prom the Tt data for 89 Y NMR, we have shown that the large expected relaxation rate for 
Gd corresponds to a significant line broadening of the Gd ESR n.n. lines which prohibits their 
detection [16]. It has also been conjectured that substitution of Zn on Cu and Ca on Y yield 
similar disorder effects on the NMR [17]. This is not true as the line broadening does not exhibit 
a Curie like T variation for Ca substituted samples. 
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FIGURE 4. The n.n. 89Y NMR shift obtained in YBC06.64:Zn displays a paramagnetic Curie 
like component in contrast to the decreasing (pseudo-gap) susceptibility of the host material [6]. 

It is clear that the observed local moment behaviour is original inasmuch as it is 
the magnetic response of the correlated electron system to the presence of a spinless 
site, as has been proposed from various theoretical arguments [4,23-26]. As com- 
plete understanding of the magnetic properties of pure cuprates is far from being 
achieved, it is no surprise that present theoretical descriptions of impurity induced 
magnetism are rather crude, and for example, do not address its microscopic extent. 
Our results also fit well in the context of recent theoretical work on undoped quan- 
tum spin systems. For instance Martins [27] predicts static local moments induced 
by doping S = 1/2 Heisenberg AF chains or ladders with non-magnetic impurities. 
NMR experiments on the S = 1/2 Heisenberg chain system Sr2Cu03 are consistent 
with the prediction of an induced local moment with a large spatial extent along 
the chain [28]. In this undoped insulating quantum liquid, the response is purely 
magnetic. Since AF correlations persist in the metallic cuprates, the appearance of 
a local moment near the Zn might be anticipated, but its properties could depend 
strongly on the density of charge carriers. Magnetisation data by Mendels et al. 
[18,19], shown in Fig. 5, demonstrate that the Curie constant decreases steadily 
from YBCO-6.64:Zn to YBCC^Zn. However existing experiments do not, at present, 
distinguish the respective roles of the AF correlation length and screening by the 
conduction holes in defining the local moment magnitude and spatial extent. 

In the slightly overdoped YBCO7, the occurrence of a local moment was con- 
firmed from 170 NMR linewidth data [29]. The fact that we could not resolve the 
89Y n.n. signal in YBCO7 is consistent with the weak magnitude found for the 
Curie-like contribution to the local susceptibility. Furthermore, Ishida et al [7] 
showed that our observation extends to another cuprate family, as non-magnetic 
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FIGURE 5. The Curie constant for the local moment induced by Zn in YBCOe+z, as measured 
by macroscopic magnetic susceptibility measurements is found to decrease markedly with hole 
doping [19] 

Al exhibits a local moment behaviour in optimally doped La2_xSr:cCu04. A local 
signature of this fact was found in the shift of the 27A1 NMR which exhibits a 
Curie-Weiss T dependence of Xc with a sizable Weiss temperature {6 « 50K). It 
is not very clear from these data whether such a high value of 6 corresponds to 
a genuine single impurity effect or if it varies with Al content, thereby revealing 
a strong coupling between the local moments. By analogy with our results this 
observation is supposed to result from a local moment residing on the n.n. cop- 
per orbitals, which are coupled to the 27A1 nuclear spin via transferred hyperfine 
couplings. 

V    MAGNETISM AND TRANSPORT PROPERTIES 

Let us now consider briefly the influence of impurities on transport properties. 
Most analyses of the resistivity data [30,31] suggest a large magnitude for the Zn 
scattering, not far from the unitary limit. Such results are generally observed for 
most local defects induced in the Cu02 planes, such as irradiation defects [32]. 
It has occasionally been assumed [33] that strong scattering is due to potential 
scattering. In the present case, for which no charge difference occurs between Zn2+ 

and Cu2+, the scattering cannot be associated with charge difference, but rather is 
due indirectly to the fact that Zn is a spin-less defect. So, as for Kondo impurities in 
normal metal hosts, unitary scattering is associated with a magnetic effect. These 
remarks are of course included in most analyses of impurity scattering done in the 
strong correlation approaches [4,23-26]. Different behaviour of spinons and holons 
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is at the root of the anomalous impurity scattering in such theories. However none 
is at present sufficiently advanced to provide quantitative results which could be 
compared to experimental data. 

As for the reduction of Tc induced by "non-magnetic" impurities, the situation 
has evolved since our first report [6], since the d wave symmetry of the order pa- 
rameter is now well established in most cuprates. In this case, any type of impurity 
scattering depresses Tc. This is exemplified by recent resistivity measurements per- 
formed on electron irradiated samples [34]. It it is found that a universal law applies 
between the respective variations ATC and Ap of the superconducting temperature 
and of the resistivity induced by defects. The most remarkable feature detected in 
these experiments is that the universal relation extends to the overdoped regime, 
suggesting that the d wave symmetry of the order parameter is valid for the entire 
phase diagram, even in the doping range for which Fermi liquid behaviour seems 
to apply. 

VI    CONCLUSIONS 

The studies presented above have allowed us to demonstrate that valuable in- 
formation on the magnetic properties of the cuprates are obtained from the local 
study of their response to substitutional impurities in the Cu02 planes. It could 
be anticipated, by analogy with RKKY effects in simple metals, that the large 
distance modifications of the host properties would directly reflect the non-local 
magnetic response of the host. This is indeed apparent in the NMR studies of 
the modifications of the central 89Y or 170 NMR lines, which give us some insight 
on the q and T dependence of the static susceptibility, i.e. of the AF correlation 
length. These studies also show that the pseudo-gap is unaffected by impurities 
and is therefore either a purely magnetic effect associated with AF fluctuations, 
or due to a local pairing which is not disrupted by impurities in contrast with the 
macroscopic superconducting condensate. 

More surprising are the actual properties associated with spin-less impurities. 
The existence of magnetic correlations are responsible for the occurrence of local 
moment behaviour induced by non-magnetic impurities on the neighbouring Cu 
sites. While one might expect that the spin 1/2 moment which is released by such 
a defect in a magnetic quantum spin system should extend on a distance compa- 
rable to the AF correlation length, the measured decrease of the effective moment 
with increasing hole content is more likely to be associated with an interaction with 
charge carriers. As transport properties indicate that isovalent impurities produce a 
large scattering of the carriers, one can anticipate that this is due to the occurrence 
of a resonant state. But the actual Curie dependence of the susceptibility would not 
be expected then to extend to low T. However, the occurrence of superconductivity 
limits somewhat our experimental capability to investigate the magnetic properties 
of the metallic ground state. From SQUID data [19] it was concluded that in un- 
derdoped YBC06.6:Zn4%, for which Tc is reduced to zero, the susceptibility follows 
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a Curie-Weiss law down to 10K, with 6 « AK. Does this correspond to a Kondo 
like energy scale characteristic of the width of the impurity resonant state? Such a 
Kondo-like effect is a candidate mechanism [26] for the reduction of the magnitude 
of the local moment in YBC07:Zn. However in these systems, one does not a priori 
expect the physical properties to mimic those obtained for Kondo effect in noble 
metals in a classical sd exchange model. Such difficulties have already been pointed 
out by Hirschfeld [35] in view of our preliminary data [6]. Obviously further efforts 
are required to complete this approach both experimentally and theoretically in 
the context of a correlated electron system. 

We should like to acknowledge A. MacFarlane for helpful discussions and careful 
reading of the manuscript. 
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Abstract According to the recent neutron scattering data on YBa2Cu3C>6+x, it has been 

concluded that the incommensurability of the spin dynamics is a common feature among oxide 

high-Tc superconductors, which cannot be explainable by Fermi surface anomaly. In this paper, 

we summarize neutron data on the incommensurability and show a strong correlation between it 

and superconductivity, for which spin singlet formation in the spin stripe could play an important 

role. 

INTRODUCTION 

The spin dynamics plays an important role for the pairing mechanism in oxide high-Tc 
superconductivity. Hence, many studies have been devoted to clarifying the magnetic 

correlation between spins at a microscopic level by means of neutron scattering. Since 
the stripe domain structure model was proposed by Tranquada on La2-x-yNdySrxCu04 

[1], it has become a very important task to prove the existence of stripe spin dynamics as 

a common feature among various high-Tc system. Therefore we have studied a typical 
oxide high-Tc material YBa2Cu306+x, hi which incommensurability has not been found 

so far. Recently we have performed inelastic neutron scattering experiments on 
underdoped YBa2Cu306.7 (YBC06, Tc~67K, nh~0.12) [2] and YBa2Cu307 (YBC07 
, Tc~90K, nh~0.25) [3]. Both of the sample showed incommensurate spin correlation 

with the same symmetry as that of LSCO, which could not be explained by Fermi surface 
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anomaly, hence the results prompted possibility of existence of a stripe domain structure 

as a common feature in high-Tc materials.  

YBC06 

(JC7C,0) 

I YBC07 

Aq 

(n,n,0) 

Figure 1 Illustration of S(Q,E) along (h,h,0). for the underdoped YBC06 and the optimally doped 
YBC07. There is two legs below the resonance energy ER. There is a broad dispersive feature 
observed only in YBC06 [2,3] but prominent resonance peak for YBC07. 

SUMMARY OF NEUTRON DATA 

In Fig.l we illustrate observed spin dynamical structure factor S(Q,E) of YBC06 and 
YBC07, which is projected onto the (h,-h,0) direction. S(Q,E) of YBC06 has two legs 

as a function of energy and momentum transfer which characterize the incommensurate 

spin dynamics. Those merge to form an intense single peak, referred to as the resonance 
peak, at the resonance energy ER and split again with broad and dispersive feature above 

ER. On the other hand, YBC07 has a prominent spot only at ER below Tc. However, 
there appears very weak two legs above Tc below ER with a wider separation in the 

incommensurability than that of YBC06. In Table 1 the extracted parameters from 
S(Q,E) are summarized. First of all we note that the incommensurability is very close to 

1/8 and 1/6 for YBC06 and YBC07 respectively. 

TABLE 1 Parameters extracted from S(Q,E) [2,3]. nh is approximate hole concentration, 8 is 
incommensurability, £rNC and £RES are magnetic correlation length estimated from incommensurate 
peak and resonance peak respectively. 

nh 8 [r.l.u] 28 SlNC [Ä] ^RES [Ä] 

YBC06 0.12 -0.12 (1/8) 1/4 11-13Ä 6 

YBC07 0.25 -0.17 (1/6) 1/3 10Ä 6 
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In Fig.2 the transition temperature Tc normalized by the maximum of it Tc(max) is 

plotted as a function of incommensurabihty 8, together with the results of LSCO [4]. It 

seems that there is a universal line in this relation, though Tc of LSCO starts dropping 

above hole concentration of 0.18, and there is a gap between 8-0.12 (-1/8) and 8-0.17 

(1/6), the latter was observed only in YBC07. The peak width as a function of hole 

concentration observed by Regnault et al. [5] is reproduced in Fig. 3. Regnault et al. 

could not resolve the two-peak structure of the incommensurabihty, however, the width 

in Fig. 3 reasonably agrees to the peak separation of two incommensurate peaks along 

the [h,h,0] direction observed in the present work. Here we can recognize that there is a 

step at hole concentration of about 0.17-1/6. Hence, the step in the width could be 

understood as a step from the incommensurabihty of 1/8 r.l.u in the 60K-system to that 
of 1/6 r.l.u. of the 90K-system. This step may come from the existence of the oxygen 
chain site for YBCO, which adjust the hole concentration in the Cu02 plane. 

1.2 

1.0 
:   OYBa2CuQ5+x 
I    •  Ls^rvCuQ! V: 

y=0J5 

=0.12.     * 
_          y=0.18 
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/-*. 0.8 :                      y=o.io O : 
X -                   y=0.08 * x=0.7 ■ 
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incommensurabihty § 
0.20 

Figure 2 A plot of the transition temperature Tc normalized by the maximum Tc(max) is shown as a 
function of the incommensurability 8 together with the results for LSCO[4] 

DISCUSSION 

If the observed incommensurabihty can be explained by a stripe domain structure, 
the incommensurate magnetic intensity comes from the double periodicity of stripe 
structure[l]. Hence, we can understand that the possible stripe structure for YBC06 

and YBC07 has the periodicity of 1/4 r.l.u. and 1/3 r.l.u.(hereafter we refer to these as 

the 1/4-stripe and the 1/3-stripe). For the 1/3-stripe, two spins are sandwiched by two 

charge stripe.  Probably this is a very preferable situation for forming singlet pairs, i.e. 
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RVB states, in the spin stripe. A coherent behaviour of charges in the separated charge 

stripes may create superconductivity. 
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Figure 3 Peak width of magnetic intensity at the commensurate position as a function of oxygen 
concentration reproduced from [5] and peak separation, see in the text. 

For underdoped sample, the 1/4-stripe is dominant, where fluctuating spins exist in 

addition to the RVB states. This may reduce Tc and enhance antiferromagnetic 

fluctuation as observed in the dynamical structure factor in the underdoped sample. 

However, for conclusion we need further intensive experiments. 
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Abstract. We present the results on structure, superconducting Tc, and magnetic ordering 
temperature of Pr moments of several Pr substituted rare earth (RE) oxide systems such as Yi. 
«PrxBaSrCu307 (Y/PrBaSr:123), La^P^BaCaCujO, (La/PrBaCa:123) and Nd^P^BaCaCusO, 
(Nd/PrBaCa:123). We observe that the suppression of superconductivity due to Pr in all these 
systems is less in comparison to that in their RE: 123 counterparts, i.e. in Pr substituted Y:123, 
La: 123 and Nd: 123, respectively. Interestingly with full Pr substitution in RE: 123 compounds, 
the Pr moments order antiferromagnetically at 17K, while in the presently studied three systems, 
the same happens at around 10K only. Antiferromagnetic ordering temperature of the Pr moments 
of the end member of the series, which may be taken to be a measure of the strength of the 
hybridization of Pr-4f orbitals with Cu-0 conduction band, appears to have a direct correlation 
with suppression of superconductivity in the corresponding series. Our results suggest that by 
various on-site substitutions or by modifying the parent unit cell of Pr:123 compound, one may 
be able to isolate the Pr-4f magnetic moments or decrease their interaction with the Cu-0 
conduction band, and achieve superconductivity in the presence of Pr. 

INTRODUCTION 

Since the discovery of high temperature superconductivity in rare earth (RE) 
based cuprate perovskite materials, the unique behavior of Pr has attracted a lot 
of activity in this field [1-5]. Unlike other REBa2Cu307 (RE:123) materials, 
which show superconductivity with Tc of nearly 90K, Pr:123 is not 
superconducting down to very low temperatures. In fact, it is an 
antiferromagnetic insulator with Cu moments ordering above room temperature 
and the Pr moments ordering at an unusually high temperature of about 17K 
[3,4]. Several possible models have been put forward to explain the mysterious 
physical properties of Pr:123 [see ref. 3, and references cited there in]. The most 
widely accepted model is the one which invokes the hybridization and the 
consequent magnetic interaction of the Pr-4f electrons with Cu-0 conduction 
band [6,7,8]. While ref. [6] provided one of the early experimental evidence 
suggesting the above mentioned hybridization and the magnetic interaction of Pr 
moments with Cu-O conduction band based on the studies of REi.xPrxBa2Cu307 

compounds with various RE, ref. 7, and 8 provided the successful theoretical 
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models, based on band structure calculations, which clearly invoke the 
hybridization of Pr-4f with Cu-0 conduction band. It is shown [8] that the Pr- 
4f band touches the fermi surface in Pr:123, unlike in other similar compounds 
such as Nd:123. This makes Pr:123 different from all other RE:123 which are 
superconducting with Tc of about 90K. In the present paper, we provide 
evidence which suggests that the suppression of superconductivity due to Pr in 
RE!.xPrx:123 compounds and its unusually high TN of 17K are inter-linked. Our 
present  results   on Nd^P^BaCaCusO?     along  with   those   on   La!. 
xPrxBaCaCu307 [9], and Y^P^BaSrCu-A [10], compounds suggest that both 
dTc/dx (Tc suppression due to Pr in a given RE,.xPrx:123 system) and the TN of 
the Pr in the same system follow a systematic trend. Lower TN of Pr gives rise to 
a lower dT</dx in that system 

EXPERIMENTAL 

All the samples in the series Ndi.xPrxBaCaCu307, La,.xPrxBaCaCu307, and 
Y^P^BaSrCu-A were synthesized through a solid state reaction route[9,10]. 
Lattice parameters of all the samples were obtained from X-ray diffraction 
studies. Magnetic ordering temperatures were determined using a SQUID 
magnetometer. The superconducting transition temperatures (Tc) were 
determined from AC susceptibility measurements carried out with an applied 
rms field of 0.01 Oe at a frequency of 117Hz. 

RESULTS AND DISCUSSION 

Figure 1 depicts the reduced Tc [Tc(x)/Tc(0)] versus Pr concentration (x) 
behavior for La,.xPrxBaCaCu307 and Lai.xPrxBa2Cu307 systems. Results for Lai_ 
xPrxBa2Cu307 are taken from ref. [11]. All the samples of La!.xPrxBaCaCu307 

series crystallize in tetragonal RE: 123 structure (space group P4/mmm) and show 
sharp superconducting transitions until x = 0.60. The samples with x = 0.75 and 
x= 1.0 are found to be non superconducting [9]. It is clear from this figure that 
Pr destroys superconductivity more effectively in the case of La1.xPrxBa2Cu307 

system compared to that in La!.xPrxBaCaCu307 system. With foil Pr 
substitution, i.e., in PrBaCaCu307, the Pr moments order antiferromagnetically at 
around 10K, while the same happens at 17K in PrBa2Cu307. Lower TN of around 
10K for PrBaCaCu307 is confirmed both from magnetic susceptibility and heat 
capacity measurements, (for details, see ref. 9). The TN of 17K for PrBa2Cu307 is 
well known from neutron diffraction, heat capacity, and magnetic susceptibility 
measurements [3,12]. It may be mentioned that neutron diffraction studies on 
LaBaCaCu307 suggest that there is intermixing of La and Ca at the nominal RE 
site and the Ba site in this compound [13]. The same is expected in La^ 
xPrxBaCaCu307 system with some Pr going to the Ba site. 
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Reduced Tc versus x plots for Y,.xPrxBaSrCu307 and Y!.xPrxBa2Cu307 systems 
are given in figure 2. Results for Y1.xPrxBa2Cu307 are taken from ref.14. Again it 
is clear from this figure that Pr destroy superconductivity more effectively in 
the case of Y,.xPrxBa2Cu307 system than in Yi_xPrxBaSrCu307 system. 
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FIGURES l,2&3.Reduced Tc [Tc(x)/Tc(0)] versus Pr concentration (x) for 
La^P^BaCaCuA and La,.xPrxBa2Cu307, Y,.xPrxBaSrCu307 and 
Y!.xPrxBa2Cu307 and for Nd,.xPrxBaCaCu307 and Nd1.xPrxBa2Cu307    systems 

In PrBaSrCu307, the Pr moments appear to order antiferromagnetically at 
around 12K, which needs to be confirmed by heat capacity measurements. 
Reduced Tc versus x plots for presently studied Ndj.xPrxBaCaCu307 and Ndj. 
xPrxBa2Cu307 systems are given in figure 3. Detailed structural and 
superconductivity measurements on Nd^P^BaCaCu-jOy samples showed them 
to be single phase. Data for Nd!.xPrxBa2Cu307 are taken from ref. [14]. It is 
evident from this figure that Pr destroys superconductivity more effectively in 
the case of Nd!.xPrxBa2Cu307 system than in Nd,.xPrxBaCaCu307. In 
PrBaCaCu307, the Pr moments order antiferromagnetically at around 10K 
compared to the TN of 17K for PrBa2Cu307. 

It is worth mentioning here that the Tc suppression power of Pr in RE,.xPrx:123 
systems, depends on host rare earth also. This was proposed by some of us long 
back [6]. This is the reason that we compare in figures 1, 2 and 3 the results for 
same host RE, i.e. for La in figure 1, Y in figure 2, and Nd in figure 3. This makes 
it clear, that the results of a particular system in any of figures can not be 
compared with the results in other figures. What seems more interesting is that 
as the Tc suppression power of Pr decreases from La!.xPrxBa2Cu307 to 
La,.xPrxBaCaCu307, from Y,.xPrxBa2Cu307 to Y,.xPrxBaSrCu307 and from 
Nd!.xPrxBa2Cu307 to Nd,.xPrxBaCaCu307 systems, the TN of Pr also decreases. 
This indicates that if one could get a RE: 123 system, where Pr does not order 
magnetically with unusually high TN ( > 0.5K), one may observe 
superconductivity with full Pr substitution. One example could be PrSr2MCu208 

(M= Nb, Ga, etc) [Pr:1212] type materials. In these compounds Pr does not 
show high TN, despite sitting between CU-O2 planes, as in RE:123 [15] In our 
opinion  the  high temperature  high  pressure   synthesized   PrSr2Cu307  and 
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PrSr2Cu2NbOg could be the best candidates to become superconducting with 
RE: 123 structure. Finally, we note that there is a recent report on the 
observation of superconductivity in Pr:123 single crystal with Tc = 80K [16]. 
This single crystal has an unusually large c-parameter of about 11.8A. 
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Abstract. Investigations of short range lattice fluctuations and anharmonic lattice 
modulation of the CuC>2 plane, in the Bi2Sr2CaCu208+5 superconductors, with high 
momentum resolution extended x-ray fine structure (EXAFS) and x-ray diffraction (XRD), 
show the coexistence of the polaronic and itinerant charges ordered in lattice-charge stripes' 
with the wavevector qiattice and a strong second harmonic content with 2qiattice. The study 
of momentum distribution of spectral weight around the Fermi level, measured by angle 
resolved photoemission (ARPES), reveals a large suppression of spectral weight due to 
coupling of charge carriers with joint incommensurate charge density wave at q(-0.47t,0.47c) 
" ^lattice in the diagonal direction and the spin density wave at G(7t,Jt) in the direction of 
the stripes. The lattice-charge stripes and their implication on the electronic spectral weight 
are briefly discussed. 

INTRODUCTION 

New theoretical ideas are emerging on the basis of recent experiments and it seems 
that the normal state properties of the high Tc superconductors are difficult to be 
accounted by a homogeneous electronic structure. The key matter is to deal with a 
physical system where the electrons are strongly interacting with collective excitations 
related with lattice, charge and spin degrees of freedom. There are several reports on the 
key role of lattice fluctuations and polarons in the cuprates (1-13). Direct evidences for 
the presence of polarons were given by several isotope effect experiments (6-8), 
however, the key role of polarons is still under scientific debate because of small lattice 
deformations, coexisting itinerant charge carriers (9-13) and their segregation in striped 
domains (1-3). Furthermore the stripes coexist with slow dynamic ID spin fluctuations 
(14) making the normal phase more complex. However, a large isotope effect on the 
lattice fluctuations (15) have suggested that the polaronic carriers are indeed important. 

Bi2Sr2CaCu208+5 (Bi2212) is one of the most suitable system to investigate the 
lattice-charge stripes and explore their implication to the electronic structure. The lattice 
distortions due to i) the mismatch between the CuC>2 layers and the intercalated rocksalt 
layers and; ii) the chemical dopants, that are usually difficult to resolve in other 
superconducting families, they give a one dimensional long range superstructure. In this 
heterogeneous structure, two components of doped charges, namely pseudo Jahn-Teller 
polarons and itinerant electron gas, have been observed in the CuC>2 planes using a fast 
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and local (short range) probe as EXAFS and x-ray diffuse scattering experiments (16- 
19). This charge segregation arises from the instability of a polaron gas near the critical 
density for a polaronic generalized Wigner CDW, at doping 0.125 (20). 

The ordering of polarons gives a particular segregation of the two components in 
alternated parallel stripes. This phase appears to be quite stable in the Bi2212 system 
near the optimum doping since the "short range" lattice-charge modulation, due to 
ordering of polarons in the Q1O2 plane, and the crystalline "long range" superstructure 
due to the dopants and the mismatch have the same incommensurate in plane wave 
vector q~0.21b*. In this striped phase, the dimensionality of the electronic structure lies 
between ID (Luttinger liquid) and a 2D (Fermi liquid) electron gas, due to reduced 
hopping between the stripes and the physics of these materials approaches towards that 
of ID conductor where collective excitations play important role and the dispersing 
quasiparticles are strongly interpolated by lattice, spin and charge excitations. 

This communication is addressed to the lattice-charge stripes and their implication to 
the electronic states near the Fermi level. High k-resolution polarized EXAFS 
measurements were performed to measure instantaneous distortions of the G1O2 lattice 
that was followed by x-ray diffraction to measure the superstructure due to lattice and 
charge modulation. To explore the implication of the stripe structure on the electronic 
structure we have performed ARPES measurements to study the k-distribution of the 
electronic states near the Fermi level (21). 

THE EXPERIMENTS 

The experimental results reported here were obtained on high quality single crystals, 
grown by travelling solvent floating zone (TSFZ) method (16, 19, 21). The crystals 
were well characterized for their transport and structural properties. The samples were 
optimally doped. The polarized Cu K-edge absorption measurements were mainly 
performed on the beam-lines BL-13B of Photon Factory, Tsukuba and BM29 of ESRF, 
Grenoble. The spectra were recorded by detecting the fluorescence yield (FY) using 
solid state x-ray detectors to extract partial cross-section only due to transition from Cu 
Is levels. The details about the absorption measurements are provided in our earlier 
publications (17-19). The x-ray diffraction measurements were performed on the beam- 
line ED-11 of ESRF, Grenoble and 5.2R of Elettra, Trieste. The diffraction patterns were 
collected by image plate detectors providing global information of diffracted photons 
making us to identify and quantify the weaker intensity satellite diffraction peaks. 
Advantage of anomalous diffraction was taken to get selective information on the Cu- 
sublattice due to strong variation of the scattering factor near the Cu K threshold. A part 
of the experimental results are published with the experimental details (16). The 
photoemission experiments were performed on the beamline SU6 of Laboratoire pour 
rUtilisation du Rayonnement Electromagnetique (LURE), Orsay. The map of spectral 
weight were obtained by centering the electron energy window at the Ep and collecting 
the electrons within an energy window of the order of spectrometer resolution (-50 
meV) using a photon energy of 32 eV. The technical details about the experiment are 
given elsewhere (21). 

For the photoemission measurements, the polarization vector of the synchrotron light, 
the direction of the photon beam and the surface normal were kept in the same horizontal 
plane, called "scattering plane". The "mirror plane", defined by the sample normal and 
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FIGURE 1. Cu-O bond distribution derived from in-plane polarized EXAFS. The inset shows a high k- 
resolution polarized Cu K-edge EXAFS spectram. 

the direction of the emitted photoelectron selected by the detector position. The spectral 
weight was measured in the "even" geometry in which the scattering plane and mirror 
plane were coplanar. In this geometry the transition from the initial state of bi symmetry 
(formed by a mixing of Cu 3dx2.y2 and O 2px>y orbitals) states, forming the conduction 
band, is fully allowed for ki in the T-M (0,7t) and equivalent directions (22, 23) and 
hence the spectral weight could be well studied in this direction. The detector was moved 
in the fixed "mirror" plane to select different values of the wave vector in the 
superconducting Cu02 plane (k||). The direction of the initial state k|| is selected by 
rotating the sample around its normal, that is collinear with the crystallographic c-axis. 

RESULTS AND DISCUSSION 

EXAFS is a powerful tool to measure local distortions, however, care should be taken 
to exploit the technique; for example, to study lattice distortions in the Q1O2 plane of 
cuprates, the main limitation is a drastic damping of the Cu-O backscattering at the high 
k-values and the small Cu-O signal could be easily masked by experimental noise. In 
addition, the solution of the lattice displacements is limited by the k-resolution and there 
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FIGURE 2. Anharmonic modulation of the Cu atom along the z-axis (solid line). Strong contribution 
of second harmonic is shown (dotted line) alongwith the first harmonic (dashed line). 

could   be   further   damping   of   signal   because   of   distribution   of   distance 

(ARmin=rc/2kmax)- Considering me limitations we have made the EXAFS 
measurements with high signal to noise ratio and high k-resolution to study the local 
lattice displacements with high precision. The Cu-O bond distribution obtained by the 
analysis of the EXAFS signal due to the Cu-O backscattering shows large distribution, 
in the range of 1.8-2.05 Ä with two peak appearing at -1.88A and -1.98Ä (Fig. 1). The 
large distribution shows distorted nature of the G11O2 square plane (16-19). 

While Cu K-edge EXAFS have provided directly the pair distribution function (PDF), 
the x-ray anomalous diffraction was exploited for selective information on the Cu- 
sublattice. Fig. 2 shows modulation of the z coordinate of the Cu atoms in the Bi2212 
indicating that the Cu position is anharmonically modulated in the out-of-plane direction 
with strong contribution from the second harmonic. The ID anharmonic modulation 
results in stripes offlat Cu lattice (U-stripes or LTO-like) separated by stripes of 
distorted Cu lattice (D stripes or LTT-like) with a period of about 25 Ä in the diagonal 
direction. The U stripes are separated by the D stripes of width W-10Ä. 
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FIGURE 3. Map of the spectral weight near the Fermi surface of the Bi2212 system. The 
photointensity increases from light to dark colors and the maximum corresponds to the black colour. 
The spectral weigh suppression occurs at Pn due to lattice charge stripes in the system. 

The results shown in Fig. 2 represent to the long range superstructure of the type q=p 
b + (1/n) c (p=0.21; n=2). Around the optimum doping, the long range and short 
range superstructure (given by diffuse scattering and wavevector q=d b*) appear with a 
similar wavevector along the b* direction, i.e., p=d (present case). The long range 
modulation shows small change with doping while the short range modulation is 
strongly doping dependent and related with the asymmetric pair distribution of Cu-0 
bonds and found to show similar temperature dependence as the PDF. 

At this point we turn to the implication of the lattice-charge stripes on the electronic 
structure near the Fermi level. The electronic spectral weight near the Fermi surface of 
the Bi2212 superconductor is shown in Fig. 3. The dark regions indicate higher 
intensity of emitted photoelectrons excited from the specified energy window near the Ep 
and with in-plane wavevector (k||) spanned over reciprocal space of the two dimensional 
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CuC>2 plane. The photointensity is absent along the T-Y direction in the first Brillouin 
zone due to matrix element effects (22, 23). 

Looking at the photointensity map we could see a strong suppression of spectral 
weight around the (n, 0) and equivalent locations. We find a large suppression (about 
70%) of spectral weight near the Fermi surface in the first Brillouin zone. After a careful 
analysis we have identified two well defined wave-vectors on the map connecting the 
points where a suppression of the spectral weight occurs. These points in the first 
Brillouin zone are PI(0.27I,0.8JI), P2(0.87C,0.27t), P3(-0.87i;-0.27t) and 
P4(-0.2jt,-0.8jt). They are connected by the vectors q(-0.4rc, 0.4rc) and G(n,n). 
These vectors are the wavevectors of collective excitations that suppress the spectral 
weight of the quasiparticles at Pn. We have found that the wavevector q(-0 An, OAri) is 
the second harmonic of the incommensurate and anharmonic lattice fluctuation and is 
associated with diagonal charge density waves. Therefore the lattice-charge stripes give 
rise to a large suppression of spectral weight on the Fermi surface. It is found that the 
points Pn are located at the lines connecting the M-Ml points. In   addition, the joint 
interaction of electrons with a spin density wave (SDW) of wavevector G(rt,7i) is 
clearly indicated by the fact that the points Pn are connected also by the the G vector. 

In summary, we have presented experimental results showing lattice-charge stripes in 
the Bi2212 superconductor at the optimum doping. The investigation of the short range 
lattice fluctuations shows coexisting polarons and an anharmonic lattice modulation 
revealing lattice charge stripes. A complete k-distribution of spectral weight near the 
Fermi surface shows a non Fermi liquid behavior of an electron gas in the reduced 
dimensionality due to stripes. We have shown that lattice induced charge segregation in 
stripes is responsible for disappearance of electronic states near the M points. The 
spectral weight suppression occurs at specific points connected by a wavevector 
q(-0.4rc, 0.4m) ~ 2qiattice (i.e., the second harmonic of the structural polaronic 
modulation) due to incommensurate charge density wave with the wavevector G(m, it) 
due to spin density wave providing direct evidence for strong interaction of electrons 
with lattice and spin fluctuations. In conclusion, the present work suggests that electrons 
moving in a superlattice of quantum stripes are strongly interacting with spin and charge 
collective excitations and the lattice needs to be considered properly in the models for the 
electronic structure of G1O2 plane alongwith the spin and charge fluctuations. 
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Abstract. An overview is presented of some evidence that the charge-reservoirs, not 
the cuprate-planes, are the loci of the primary superconductivity in high-temperature 
superconductors. 

INTRODUCTION 

One of the most widely believed tenets in the history of science is that the su- 
perconductivity in high-temperature superconductors invariably originates in the 
cuprate-planes thought to be common to all such superconductors. However, the 
primary experimental foundation for this tenet is that the onset of superconduc- 
tivity in YBa2Cu3Ox as a function of x coincides with a jump in the charge on 
the cuprate-plane Cu ions [1], and has since been repudiated experimentally [2] 
— although most researchers still endorse cuprate-plane models nevertheless [3], 
despite a great deal of contrary evidence [4]. 

One especially interesting fact is that Bai-aKaBi03 superconducts with Tc as 
high as 32 K [5] and has many properties shared by the cuprate superconductors, 
yet this material is not classified as a high-temperature superconductor by most 
theorists who favor cuprate-plane models, presumably because it has no Cu and 
no cuprate-planes. (YSr2RuOe doped with «10% Cu is a (not confirmed) super- 
conductor with Tc > 60 K, and lacks cuprate-planes [6].) 

In this paper, we discuss a few of the many experiments which (independently) 
show that the cuprate-plane picture of high-temperature superconductivity is inad- 
equate, and find that the locus of the primary superconductivity is in the charge- 
reservoir layers of high-temperature superconductors. 

PREDICTED SUPERCONDUCTORS 

Using a model that assigns the primary superconductivity to the charge- 
reservoir layers (vicinity of the Cu-0 chains of YBa2Cu307,  interstitial re- 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics l-56396-880-0/99/$15.00 

187 



gions of Nd2-2CezCu04, SrO layers of Nd2-zCezSr2Cu2NbO10), we have suc- 
cessfully predicted [7-9] that three materials which were consensus non-super- 
conductors, must superconduct, which they subsequently did: PrBa2Cu307 

[10-12], Gd2_zCezSr2Cu2TiOw [13], and Pr2-zCezSr2Cu2NbOw [14] (Pr222Nb- 
10). In the cases of PrBa2Cu307 and Pr2_zCezSr2Cu2NbOw the critical temper- 
atures («90 K and «28 K) were also predicted — as were the facts that both of the 
Pr compounds must experience shortened c-axis lattice constants, increased Neel 
temperatures, and high concentrations of Pr on alkaline-earth sites [12]. (Pr on 
an alkaline-earth site breaks Cooper pairs.) 

PAIR-BREAKING 

With data favoring a charge-reservoir model for the superconductivity, we exam- 
ined the observed chemical trends found for pair-breaking by Zn and Ni impurities 
on Cu sites [15]. In the simplest model, the exchange scattering by non-magnetic 
Zn is absent (except for the contribution associated with Cu being replaced), and 
the direct non-magnetic impact of Zn and Ni should have about the same mag- 
nitude — by virtue of the locations of Zn and Ni in the Periodic Table adjacent 
to Cu. For all high-temperature superconductors, the effects on Tc by Zn and Ni 
should have two parts: the short-ranged scattering by Ni should be stronger than 
by Zn for direct magnetic scattering (the opposite for spin-fluctuation pairing), 
and the long-ranged scattering should be of approximately the same magnitude for 
Zn and Ni. 

On the one hand, if the main superconducting condensate is in the cuprate-planes 
(which are virtually the same geometrically for all high-temperature superconduc- 
tors), then the amount of dopant u (of either Zn or Ni) required to drive Tc to 
zero, uc, should be nearly independent of the superconductor. The charge-reservoir 
supplies the charges that form into Cooper pairs. Only when this reservoir becomes 
too distant from the cuprate-planes to efficiently dope them, should uc decline. 

On the other hand, if the main condensate occupies the charge-reservoir layers, 
then the Zn or Ni sites in the cuprate-planes become distant from the charge- 
reservoirs as d, the distance between the cuprate-plane Cu and the nearest charge- 
reservoir oxygen, increases. This implies that, as d increases, the difference between 
scattering by Zn and by Ni will eventually vanish, after which uc will be the same 
for Zn and Ni. 

The data show that the predictions of the charge-reservoir model are obeyed, al- 
though the predictions of a cuprate-plane model are very different: Zn and Ni break 
pairs the same in all high-temperature superconductors except Nd2_zCezCu04 

(Nd21-4) — which is the sole such superconductor whose charge-reservoirs are 
adjacent to its cuprate-planes [15]. The data are consistent with the primary su- 
perconducting condensate being in the charge-reservoir layers, not in the cuprate- 
planes. 
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CHEMICAL TRENDS IN Tc 

The chemical trends in Tc as d changes should reflect the fact that all cuprate- 
planes have almost the same geometry: In a cuprate-plane model Tc should be 
independent of d, until d becomes so large that efficient doping of the cuprate- 
planes becomes impossible; and in a charge-reservoir model, Tc should increase 
with d. The observed trends are Tc «(15 K/k)d, in accord with a charge-reservoir 
model [16]. 

DIFFERENT LAYERS SUPERCONDUCT 

Most workers in the field would assume that the layers that superconduct in 
R2-zCezCu04 (#21-4) and in R2-zCezSr2Cu2NbOw {R222Nb-10) are the same. If 
they are, then the assumed fact that for R = Nd, both the #21-4 and the R222Nb- 
10 compounds superconduct in their cuprate-planes, implies that for all other rare- 
earth ions R (and for R = Gd, in particular) that the #21-4 and the R222Nb-10 
compounds must both superconduct or must both not superconduct [17]. The fact 
is that Gd21-4 does not superconduct and Gd222Nb-lO does. This implies that the 
superconducting layers are different in the two classes of compounds. 

We have proposed that the superconducting condensate involves interstitial oxy- 
gen in #21-4, and occupies the SrO layers in #222^6-10 compounds [17]. The 
facts that 6W21-4 exhibits pair-breaking, but Gd222Nb-lO does not, and that in- 
terstitials are found in the #21-4 compounds, but not in #222iVM0, indicate that 
the primary superconducting layers are different in the two classes of compound. 

SUMMARY 

There are many different independent experiments, all showing that the primary 
superconductivity in the high-temperature superconductors resides in the charge- 
reservoir layers, not in the cuprate-planes. Space limitations prevent us from dis- 
cussing some of the most powerful proofs that the superconductivity resides pri- 
marily in the charge-reservoirs. Many of these involve magnetic and Mössbauer 
studies, and will be reported elsewhere. 
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Abstract. The detection of granular superconductivity in Pr222Nb-10 leads to 
the conclusion that Ri-zCezCuOn (R21-4) compounds and R2-zCezSr2Cu2NbOio 
(R222Nb-10) compounds both superconduct for R=Pr. The fact that Gd21-4 does not 
superconduct, but Gd222Nb-10 does, indicates that the superconducting layers are 
different in the two classes of compounds. Magnetic resonance studies of Gd222Ru-10 
and Gd21-4 indicate either that ordered magnetism and superconductivity co-exist in 
the cuprate-planes or else that the cuprate-planes are not the primary superconducting 
layers in Gd222Ru-10. 

Pr222Nb-10 MUST SUPERCONDUCT, AND DOES 

Pr2-zCezSr2Cu2NbOio (Pr222Nb-10) was predicted to superconduct at «28 K 
[1], despite the fact that most authors who had grown the material had reported 
that it had failed to superconduct at all. But recent microwave measurements 
revealed that Pr222Nb-10 is indeed a (granular) superconductor with Tc w 28 K 

[2]. 
The granular superconductivity in Pr222Nb-10 partially resolves an important 

dilemma: (Rare-earth)222Nb-10 is (Rare — earth)2-zCezCuOi (R21-4) combined 
with the additional I SrO INbOij SrO jCu02j layers in each super-cell to form a 
superlattice (with the doping adjusted to z «0.5, rather than 0.15). Since R21-4 
and R222Nb-10 both superconduct for R=Nd, then both compounds must simul- 
taneously either superconduct or not superconduct, for any choice of the rare-earth 
ion R (in the usual picture of high-temperature superconductivity). If the geomet- 
rical element that superconducts in both compounds is the same, then changing 
both compounds the same way can only result in the same behavior for both com- 
pounds: superconducting or non-superconducting properties for both.  Therefore 
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the failure of Pr222Nb-10 to superconduct when Pr21-4 does superconduct is in- 
compatible with the origin of superconductivity being in the same regions of both 
materials, e.g., in the cuprate-planes. Clearly Pr222Nb-10 (and Gd21-4) must 
superconduct, or else the superconducting layers in the R21-4 and R222Nb-10 su- 
perconductors are not the same layers in general, viz., not in the cuprate-planes. 
Therefore the failure of Pr222Nb-10 (or Gd21-4) to superconduct, when Pr21-4 
(and Gd222Nb-10) do superconduct, would contradict one of the most widely held 
ideas of high-temperature superconductivity: that the cuprate-planes are the loci 
of the primary superconductivity. 

R222Nb-10 is a superlattice of R21-4 and the layers /SrO/Nb02/SrO/Cu02/, 
with only a somewhat different optimum doping: z—0.5 instead of 0.15. (The 
doping, in the conventional viewpoint, affects the optimum value of Tc and how well 
the material superconducts, not whether the material superconducts.) Since R21- 
4 and R222Nb-10 materials superconduct for R=Nd, Sm, and Eu, with roughly 
the same critical temperatures [3,4], and, if (as assumed) the superconductivity 
originates in the cuprate-planes for R=Nd, Sm, and Eu, then for R=Pr (and also 
for R=Gd) either both the R21-4 and the R222Nb-10 materials must superconduct 
or neither must superconduct — which is definitely not the case experimentally. 
The facts that Pr222Nb-10 and Gd21-4 do not superconduct while Pr21-4 and 
Gd222Nb-10 do superconduct must be explained. 

Our explanation of the Pr anomaly was to show that Pr222Nb-10 superconducts, 
much as its homologues do [2]. The observed superconductivity was granular, rather 
than bulk, superconductivity — and so we await fabrication of cleaner Pr222Nb-10 
material which exhibits bulk superconductivity. 

We rather doubt that Gd21-4 will superconduct, because it has been so thor- 
oughly studied (and because our attempts to measure granular superconductivity 
have revealed none). Hence, we believe that the primary superconducting regions 
in the R21-4 and R222Nb-10 compounds are not the same — and hence are not 
both in the cuprate-planes. (We think that the superconducting regions of super- 
conducting R21-4 compounds involve interstitial oxygen, and the corresponding 
regions of R222Nb-10 involve the SrO layers.) 

THE CUPRATE-PLANES ARE WEAKLY 
FERROMAGNETIC IN SUPERCONDUCTING 

Gd222Ru-10 

In an electron spin resonance (ESR) experiment on Gd222Ru-10, when the ap- 
plied magnetic field H is parallel to the rf field Hr/, the ESR absorption is for- 
bidden unless the paramagnetic (Gd) spin system experiences a local field which 
is not precisely parallel to the applied field H. Under such circumstances, a Gd 
spin experiences an rf torque and resonates, because the magnetization vector 
M has a component perpendicular to the rf field. This transverse magnetization 
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FIGURE 1. "Forbidden" power dissipation vs. applied field (parallel to the rf field) for 
GdiACeo.eS^CuiRuOio with rf frequency of 21.15 GHz, at a temperature of 10 K. The line- 
shape is decomposed into a weak ferromagnetic resonance and a Gd ESR line. 

is associated with short-ranged exchange or super-exchange coupling to the ad- 
jacent cuprate-planes (the R11O2 layers are too distant), and the cuprate-planes 
are necessarily magnetically ordered (e.g., weakly ferromagnetic or antiferromag- 
netic). Therefore the transverse magnetization observed at a temperature of 10 K 
in Gd222Ru-10 implies that the cuprate-planes are magnetically ordered [5], as they 
clearly are in non-superconducting Gd21-4 [6]. In the case of Gd222Ru-10, we find 
from the predicted position of the g=2 resonance an internal field of «0.04 T, and 
we conclude that the cuprate-plane magnetic order co-exists with the primary su- 
perconducting condensate, which is either not in the cuprate-planes (our viewpoint) 
or else inhabits the very layers that are magnetically ordered (the cuprate-planes) 
— difficult for many theorists to accept. (See Figure 1.) 

Furthermore, the Gd lineshape of Figure 1 is asymmetric in -superconducting 
Gd222Ru-10, indicating that a Gd spin is coupled to carriers and to the Fermi 
surface — and showing that the assumption that the Gd spins are isolated from 
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the Fermi surface is invalid. The corresponding lineshape of non-superconducting 
Gd21-4 is symmetric. This, of course, means that the Gd, which is a magnetic 
trivalent rare-earth ion with L=0, should break Cooper pairs in the cuprate-planes 
of Gd222Ru-10, and implies again that the primary superconducting condensate is 
not in the cuprate-planes of that material. 

SUMMARY 

Pr222Nb-10 now superconducts (in grains) and probably will soon exhibit bulk 
superconductivity. The one remaining anomaly is that Gd21-4 does not super- 
conduct, but Gd222Nb-10 does — indicating that the superconducting regions in 
the R.21-4 and R222Nb-10 compounds are different, probably involving interstitial 
oxygen in the R21-4 compounds, and involving SrO layers in R222Nb-10. 

The ordered magnetism of the Gd222Ru-10 compounds inhabits the cuprate- 
planes and the RuC>2 layers (which may be ferromagnetic), and leaves open the 
question of where the superconductivity that coexists with it is — perhaps not in 
the cuprate-planes. 
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Abstract. The evidence that PrBa2Cu307 is a bulk superconductor is reviewed, 
together with evidence that the primary superconducting layer involves the charge- 
reservoir CuO layer and its neighboring BaO layers. 

INTRODUCTION 

One of the surprises of the early days of high-temperature superconductivity was 
the realization that PrBa2Cu307 (Prl23-7) did not superconduct. Apparently Pr 
was the only rare-earth R (recognized at the time) that failed to superconduct in an 
Ä123-7 compound [1]. Since then there have been literally more than a thousand 
claims that Prl23-7 does not superconduct, with a variety of explanations for why, 
many of these were reviewed by Radousky [2]. Now two other rare-earth or actimde 
ions lead to non-superconductivity, namely R = Ce and R = Cm — although 
Ce is not 100% soluble on the rare-earth site, and so has been measured only in 
Nd1-xCexBa2Cu307+s (for x <0.35) [3] and in Y1-xCexBa2Cu307+s (for x <0.3) 
[4] These observations suggested that large magnetic rare-earth ions cause the 
breakdown of superconductivity, and led to the prediction that these large ions are 
sufficiently soluble on Ba sites to break Cooper pairs and destroy superconductivity 
[5-7]. Hence Tc for the non-superconducting compounds Ä123-7 can be raised to 
«90 K by keeping Pr, Cm, and Ce off the ßa-sites. 

Early studies of Prl23-7 capable of detecting granular superconductivity, either 
in surface resistance or in electron spin resonance (ESR), showed at first that the 
material is indeed a granular superconductor with Tc w 90 K [8,9]. Then Zou et 
al produced bulk superconducting material to the astonishment of the various 
theorists [2] who by then had "proven" that the material could not superconduct 
[10] There are now eight groups [8-20] which have detected superconductivity m 
Prl23-7 all with Tc approaching 90 K. The highest Tc in a non-granular material 
was 89.9 K, produced by Usagawa et al. in thin films [16,21,22]. Now with some of 
the best crystal-growers in the world having produced superconducting Prl23-7, 
there can be little doubt that Prl23-7 superconducts when grown properly — and 
even less doubt that superconducting material is difficult to grow. 
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The main remaining problem with high-temperature superconductivity in Prl23- 
7 is that many workers in the field now believe that the seat of superconductivity is 
in the cuprate-planes of all high-temperature superconductors — although (i) some 
such superconductors have no cuprate-planes (e.g., Bai_aKaBi03 with Tc as high 
as 32 K [23] or YSr2Ru06 with Te «80 K [24]); (ii) the data purportedly providing 
the evidence of a jump in cuprate-plane charge at the onset of superconductivity 
have been shown to be incorrect [25], casting doubt on the original arguments locat- 
ing the superconducting condensate in the cuprate-planes [26]; and (iii) the facts in 
Prl23-7 are that Pr on a Pr-site has no significant effect on the superconductivity, 
while Pa-site Pr (PrBa) destroys superconductivity — although the cuprate-plane 
is essentially mid-way between the Pr and the PrBa. (Our original prediction that 
clean Prl23-7 would superconduct was based on the idea that the superconducting 
condensate is not in the cuprate-planes of P123-7 compounds, but in the charge- 
reservoirs — namely in the vicinity of the chain-layers [6].) Now, quite incredibly, 
there is an effort to explain the observation of «90 K superconductivity in "clean"' 
Prl23-7 in terms of defects such as BaPr [27]! (It would be truly remarkable if a 
defect restored the superconductivity of Prl23-7 to exactly the Tc of 90 K found 
for all other perfect P123-7 compounds.) 

In this paper we argue (i) that Prl23-7 superconducts, (ii) that the layers 
most responsible for the superconductivity are the charge-reservoir layers (not the 
cuprate-planes), and (iii) that defects such as PrBa are responsible for destroying 
the superconductivity. 

HOLE-FILLING, HYBRIDIZATION, AND Ba Pr 

The three most popular mechanisms for explaining the failure of intrinsic Prl23- 
7 to superconduct have all been shown to be invalid: (i) Soderholm et al. [28] 
have ruled out hole-filling, namely that Pr is Pr+4 and the extra electron from the 
reaction Pr+3 -+ e + Pr+4 annihilates a hole, making Pr 123-7 an insulator, rather 
than a superconductor, (ii) Hybridization of the Pr on the rare-earth site with 
cuprate-plane oxygen has been disproven as a mechanism for reducing Tc to zero, 
by experiments showing that increasing the hybridization increases Tc and does not 
suppress it [12,29,30]. (iii) And the possibility of BaPr defects playing an important 
role [10] is ruled out by common sense: the volume of Ba+2 is approximately twice 
the volume of Pr+3, so the Ba+3 cannot fit without rendering the crystal unstable 
according to Linde's Rule that >10% changes of radii are impermissible [31]. 

PrBa DEFECTS 

Our proposal has been that "clean" Prl23-7 is a «90 K superconductor, and 
that Prl23-7 does not superconduct because it contains too many pair-breaking 
Pr-on-the-Pa-site defects (PrBa). The reason that these defects were not noticed 
before is that Pr and Ba have nearly the same neutron scattering lengths. There 
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FIGURE 1.  Crystal structures of Prl23-7 (left) in the pristine, superconducting form and 

(right) with PrBa defects which cause the Prl23-7 to not superconduct. 

are, however, many indirect indications of the presence of PrBa defects. These 
include: (i) the production of excess BaCu02 (observable in wet chemistry or with 
ESR) to compensate for the extra Pa-site Pr [32], (ii) the formation of oxygen ions 
on the 0(5) or antichain sites between the Cu and adjacent chains [5,6Kone fully 
charged such oxygen is needed to balance charge with two nearby Pr%3

a defects); 
(iii) the occurrence of an anomalously large Neel temperature («17 K in Pr 123-7 [3] 
and «22 K in Cml23-7 [33], compared with «2 K in most superconducting P123-7 
compounds), because the effective lattice constant of the Neel magnets is shortened 
by the PrBa magnetic defects; (iv) the direct observation of PrBa in spin-dependent 
neutron scattering [34], and (v) the presence of PrBa lines in magic-angle spinning 
nuclear magnetic resonance spectra of Pr 123-7 [35]. All have been observed. (See 

Figure 1.) 
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SHORTENED c-AXIS 

One of the noteworthy features of the data is that the c-axis lengths obtained 
from most of the (Rare-earth)12S-7 compounds define a straight line (as a function 
of rare-earth size) and this length, for R = Pr, is shorter for flux-grown Prl23- 
7 than that found for the Prl23-7 compounds grown by Zou et al. [10] using 
the traveling solvent floating zone method. (A similar short c-axis is found for 
non-superconducting Cml23-7.) An obvious interpretation of these data is that 
Prl23-7 grown by the traveling solvent floating zone method produces material 
lacking PrBa defects which bridge between regular Pr sites, and consequently has 
neither the high Neel temperature of order «20 K observed in both Prl23-7 and 
Cml23-7, nor the short c-axis. In this regard, it is noteworthy that the data for 
Prl23-7 crystals grown by the traveling solvent floating zone method reveal neither 
a Neel temperature above 2.2 K [36], nor a short c-axis. 

SUMMARY 

In conclusion, we find that Prl23-7 superconducts when grown carefully by 
the traveling solvent floating zone method. Neither the hybridization models, the 
claims of Pr+4, nor the hole-filling models are valid for this compound. It is rather 
easy to form PrBa however, and that defect is responsible for many of the note- 
worthy properties of Prl23-7. Removal of the defect makes Prl23-7 very similar 
to other (Rare - earth)123-7 compounds. 

Perhaps the most disturbing feature of this entire story is that it requires that 
the primary superconductivity be located, not in the cuprate-planes (as widely 
assumed), but in or near the charge-reservoir layers. No doubt, it will take time 
for this new view of the high-temperature superconductors to be accepted. 
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Abstract. We report transverse-field muon spin rotation studies of the magnetic 
field distribution n(B) in the vortex state of the high temperature superconductor 
Bi2Sr2Ca1Cu208+i (Bi-2212) and present data on three sets of overdoped, nearly 
optimized and underdoped single crystals which to our best knowledge provide the 
first evidence that a two-stage melting transition of the vortex matter occurs under 
equilibrium conditions. In addition, we compare the TF-/xSR results with those from 
DC-magnetization measurements and magneto-optic experiments on the same crystals. 

INTRODUCTION 

The vortex matter in the cuprate high-Tc superconductors exhibits a complex 
(H, T)-phase diagram where thermal fluctuations dominate the vortex state well 
below the upper critical field Hc2(T) [1]. Early on, a melting transition of the 
flux-line lattice (FLL) was proposed [2] and confirmed experimentally [3]. How- 
ever, the details of this melting transition are not yet fully understood. When a 
magnetic field is applied perpendicular to the Cu02 planes the flux-lines can be 
viewed as stacks of pancake vortices [4]. Both the intra-planar vortex order and 
the inter-planar coupling between the pancake vortices can be overcome by thermal 
fluctuations. In principle, these processes may occur independently and at differ- 
ent temperatures. Based on these considerations a two-stage melting transition 
has been proposed [5]. Recently, experimental evidence for this two-stage melting 
scenario has been obtained from non-equilibrium experiments [6]. The equilibrium 
vortex structure, however, can be studied with the technique of transverse-field 
muon spin rotation (TF-^SR) which has already provided valuable information on 
the vortex state, in particular, on the vortex matter transition at the irreversibil- 
ity line (IL) and the so called 'dimensional crossover' from a 3D to a 2D vortex 
structure [7,8]. 
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TF-^SR EXPERIMENTS 

In TF-//SR experiments positive muons come to rest in the bulk of the crystal 
at interstitial locations, r, which are randomly distributed on the length scale of 
the magnetic penetration depth A [9]. An external magnetic field Hext is applied 
perpendicular to the initial muon spins which start to precess in the local magnetic 
field Bint(r) with the Larmor frequency uß = fßBini(r) where fß = 851.4 MHz/T 
is the gyromagnetic ratio of the muon. The time evolution of the muon spin po- 
larization function P(t) is then measured by monitoring the decay positrons which 
are preferentially emitted along the muon spin direction at the instant of decay 
(for details see [10]). The probability distribution of the local magnetic field n(B), 
the so called >SR-lineshape', is extracted from P(t) either via Fast Fourier Trans- 
form or Maximum Entropy techniques and contains detailed information on the 
vortex structure. For a 3D flux line lattice, n(B) is strongly asymmetric [11] with a 
pronounced tail towards high fields due to muons that stop near the vortex cores, 
a cusp which corresponds to the field at the saddle point between adjacent vor- 
tices and a cutoff on the low field side corresponding to the field minimum at the 
point which is most remote from the vortex cores. The asymmetry or 'skewness' 
of the '/zSR-lineshape' can be characterized by the dimensionsless parameter [7] 
a =< AB3 >1/3 / < AB2 >V2, where < Aß" > is the nth central moment of 
n(B). A value of a « 1 is typical for the >SR-lineshape' due to a static 3D FLL 
[7,8]. A reduced value of 1 > a > 0 either indicates a disorder of the static vor- 
tex structure or else vortex dynamics in excess of the typical uSR time scale of 
T < It)"6 s [7,8]. 

With increasing temperature a FLL will be subject to thermal fluctuations and 
a will be continuously reduced towards rather small but still positive a-values. In 
contrast, a has been shown to undergo a sudden and discontinuous change from 
positive to negative values at the IL. This behavior has been attributed to an one- 
stage transition where the intra-planar melting and inter-planar decoupling occur 
simultaneously at Tm [7]. In the following we present TF-/zSR data which indi- 
cate that a second transition occurs in the irreversible regime well below the IL 
[12]. Figure la summarizes the results for a and the shift of the cusp-field with 
respect to the external field (cusp-shift, Bsh). The data have been obtained by 
field cooling in an applied field well below the dimensional crossover field H* [8,12] 
and the signature of a 3D vortex lattice, i.e. a « 1, is observed at low tempera- 
ture. The '/xSR-lineshape' exhibits the most pronounced changes in the vicinity of 
the IL, where a exhibits a sudden drop and changes sign at Tdc. In addition, the 
T-dependence of the VSR-lineshape' exhibits a second anomaly at a temperature 
Tah well below the IL. We argue that the observed transition may be related to the 
intra-planar melting of the flux-line lattice to a flux-line liquid phase. This phase 
persists over a sizable temperature interval for Tab < T < Tdc before the individual 
flux-lines are decoupled at a significantly higher temperature Tdc at the IL [12]. 
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FIGURE 1. (a) Data from field-cooled TF-^SR experiments on overdoped Bi-2212 single crys- 
tals (Te = 64 K) in an applied field of fi0Hext = 100 mT. T-dependence of a (top) and the 
cusp-shift (bottom) of n(B). Tab and Tdc denote the temperature for the intra-planar melting and 
the inter-planar decoupling, respectively, (b) (H, T)-phase diagram constructed from //SR and 
VSM data. Shown are the irreversibility field HiTT, the field for the second peak in M{H), H2p, 
and for the peak in the corresponding derivative dM/dH, H'2p. The lines are guide to the eye. 

For fields H > H* the low-temperature vortex-state is quasi-2D [7,8]. In this 
regime the '/xSR-lineshape' becomes almost symmetric giving rise to strongly re- 
duced values of a and Bsh- Figure 2a shows the T-dependence for a and Bsh which 
has been obtained for the underdoped set for H^t = 100 mT > H* ~ 7.5 mT. The 
most pronounced changes occur again in the vicinity of the IL. Once more a second 
anomaly is apparent in the T-dependence of the '^SR-lineshape' which occurs at 
a temperature well below the IL. In contrast to the behavior in the FLL state at 
H < H* (where a and Bsh decrease with increasing T) the 'skewness' now exhibits 
a small but significant increase and the cusp-shift also becomes somewhat larger. 
Both effects are indicative of a restoration of the flux-lines as the intra-planar order 
of the quasi-2D pancake vortex lattice diminishes at Tab. Especially the increase of 
a signals the formation of vortex-line segments on a length scale along the c-axis 
direction exceeding the in-plane magnetic penetration depth [8]. At low T the ad- 
justment to the pinning sites was achieved by suppressing the inter-planar coupling 
of the individual flux-lines in favor of the persistence of quasi-2D intra-planar order 
of the pancake vortices. At the in-plane melting transition, however, the intra- 
planar order is lost and there is no further need for the decoupling of the individual 
vortex lines in order to obtain a favorable adjustment to the pinning sites. The 
vortex lines therefore become at least partially restored. We note that the same 
trend has been observed at a higher field of Hext = 600 mT and Hext = 1 T for the 
underdoped and the overdoped Bi-2212 single crystals. 
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DC-MAGNETIZATION MEASUREMENTS 

Field fkOe] 
0.0        02        0.4       06        0.8        10 

t = T/T 

FIGURE 3. (a) representative M-H loop at T = 24 K. (b) Rescaled VSM data (scaling factor 
H*) for different doping states of Bi-2212 single crystals. 

The ^SR results support our assumtion that the second-peak effect in the DC- 
magnetization (Figure 3a) is related to the dimensional crossover [8]. The decou- 
pling of the vortex lines and the concomitant enhancement of the pinning of the 
quasi-2D pancake lattice increase progressively as the magnetic field is increased 
above H* until it goes through a maximum right at the in-plane melting point. 
At even higher magnetic fields in the line-liquid phase the pinning properties de- 
cline due to enhanced thermal fluctuations before the magnetic behavior becomes 
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reversible beyond the irreversibility field. A rather interesting question is how our 
observation of a two-stage melting transition fits in with the reports of a one-stage 
melting transition. It seems likely that the key to the answer lies in the c-axis 
coupling strength. In fact, we obtain a rather unique (H, T) phase diagram from 
H$R (Figure lb and 2b) and DC-magnetization (Figure 3b, scaling factor H*) data 
for a wider series of Bi-2212 single crystals. This would imply that a two-stage 
melting process is experimentally observable if H > H* while a seemingly one- 
stage melting process occurs when Tab and Tdc do collapse for H « H*. Such a 
trend is even visible from our data on the Bi-2212 crystals for which the Tab(H)- 
and Tdc(H)-lines seem to merge for H « H*. For the much less anisotropic Y-123 
compound H* should be in excess of 10 T and accordingly most of the experiments 
have been done for H < H* where in fact a single-stage transition is observed. 

MAGNETO-OPTIC EXPERIMENTS 

The magneto optical method is based on the Faraday effect, i.e. the rotation of 
the polarization plane of linearly polarized ligth which passes a magneto-optically 
active layer exposed to the magnetic field of the underlying superconductor. Since 
the rotation angle depends on the magnetic field one can visualize the flux distri- 
bution in a polarization microscope. This technique has already been shown to be 
a powerfull tool to investigate e.g. artificial defects in thin films [13]. In Figure 4 
are displayed pictures of the magnetic field distribution received from underdoped 
Bi-2212 single crystals in an applied field of 10 mT for different temperatures. The 
experiment has been performed in 10 mT after zero field cooling. Shown are the 
pictures taken at (a) 10 K in the strong pinning regime, no flux penetrates the 
sample (sample dark, edges white due to pile up of flux), (b) 34 K in the vicinity of 
the depinning temperature (different gray scales due to inhomogenuous flux distri- 
bution), (c) 36 K in the line-liquid regime above Tab (almost homogenuous contrast 
due to nearly randomly distributed flux) and (d) 60 K, above Tab (no more con- 
trast due to reversible vortex state and high thermal fluctuations). Details will be 
presented in forthcoming publications (spatial resolved [14] and time resolved [15]). 

/  A 
FIGURE 4. Magneto-optical picturing of the magnetic field distribution on a underdoped 
Bi-2212 single crystal in an applied field of 10 mT after zero field cooling (T - 10 K, 34 K, 

36 K and 60 K, from left to right) 
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SUMMARY 

From muon spin rotation measurements on three sets of overdoped (Tc = 64 K), 
nearly optimized (Te = 90 K) and underdoped (Tc = 77 K) Bi2Sr2CaCu208+i single 
crystals, we have obtained evidence for a two-stage melting transition of the vortex 
matter under equilibrium conditions. Two marked changes in the >SR-lineshape' 
have been observed and related to transitions in the vortex state. The well-known 
transition at the higher temperature Tdc coincides with the IL, as determined from 
DC-magnetization measurements, and is related to the decoupling of the individual 
flux-lines which results in a pancake liquid state with reversible magnetic behavior. 
The second transition of the vortex state occurs at a temperature Tab well below 
the IL. For all sets of Bi-2212 single crystals this transition is found to coincide 
with the second-peak effect as seen in the DC-magnetization measurements. We 
interpret this second transition as the intra-planar melting of the vortex structure 
which leads to a line-liquid state with irreversible magnetic behavior. 
The experiments described herein have been performed at the Paul-Scherrer- 
Institute , Villigen, CH and TRIUMF, Vancouver, Canada. We thank these in- 
stitutions and their support stuff for continuing assistance. The financial support 
of the German BMFB and the DFG is gratefully acknowledged. 
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Abstract. Key features of antiferromagnetic dynamical correlations in high-Tc super- 
conductors cuprates are discussed. In underdoped regime, the sharp resonance peak, 
occuring exclusively in the SC state, is accompanied by a broader contribution located 
around ~ 30 meV which remains above Tc- Their interplay may induce incommensu- 
rate structure in the superconducting state. 

INTRODUCTION 

Over the last decade, a great deal of effort has been devoted to show the impor- 
tance of antiferromagnetic (AF) dynamical correlations for the physical properties 
of high-Tc cuprates and consequently for the microscopic mechanism responsible 
for superconductivity [1,2]. To elucidate how these electronic correlations are rele- 
vant, it is then necessary to put the spectral weight of AF fluctuations on a more 
quantitative scale. Inelastic neutron scattering (INS) provides essential information 
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on this matter as it directly probes the full energy and momentum dependences 
of the spin-spin correlation function. Recently, efforts have been made to deter- 
mine them in absolute units by comparison with phonon scattering. The following 
definition, corresponding to | of the total spin susceptibility, is used [3], 

Xaß(Q,u) = -(ffM2^ jT Aexp-4"* < [S%(t),Sß_Q] > (1) 

Our results are then directly comparable with both Nuclear Magnetic Resonance 
(NMR) results and theoretical calculations. Here, some aspects of the spin dynam- 
ics obtained in a bilayer system will be presented in relation with recent results 
reported by other groups [4,5]. However, it is before useful to recall the main fea- 
tures of magnetic correlations in the YBa2Cu306+x (YBCO) system over doping 
and temperature [6-12]. 

ENERGY-DEPENDENCES 

We first emphasize the energy dependence of the spin susceptibility at the AF 
wave vector, QAF = (7r,7r), for x > 0.6 Imx in the normal state is basically well 
described in the underdoped regime by a broad peak centered around ~ 30 meV 
(see Fig. 1) [11]. Upon heating, the AF spin susceptibility spectral weight is 
reduced without noticeable renormalization in energy. Going into the supercon- 
ducting state, a more complex line shape is observed essentially because a strong 
enhancement of the peak susceptibility occurs at some energy. This new feature is 
referred to as the resonance peak, as it is basically resolution-limited in energy (see 
e.g. [6,9,15]). With increasing doping, the resonant peak becomes the major part of 
the spectrum [11,12]. At each doping, the peak intensity at the resonance energy is 
characterized by a striking temperature dependence displaying a pronounced kink 
at Tc [13-15]. Therefore, this mode is a novel signature of the unconventional 
superconducting state of cuprates which has spawned a considerable theoretical 
activity. Most likely, the magnetic resonance peak is due to electron-hole pair 
excitation across the superconducting energy gap [9,11]. 

The resonance peak may or may not be located at the same energy as the normal 
state peak. Fig. 1 displays a case where both occurs at different energies. However, 
at lower doping, these two features are located around similar energies, tuo ~ 30-35 
meV for x ~ 0.6-0.8 [11,12,14]. Indeed, the resonance energy more or less scales 
with the superconducting temperature transition [11-14] whereas the normal state 
maximum does not shift much over the phase diagram for x > 0.6 [11,12]. 

In Fig. 1, the broad contribution, maximum around ~ 30 meV at T=100 K, is 
still discernible in the superconducting state in addition to the sharp resonance peak 
as a shoulder around ~ 35 meV. Below Tc, the energy shape of Imx !°oks indeed 
more complex as the low energy spin excitations are removed below a threshold, 
so-called spin gap [6,7,11,12], likely related to the superconducting gap itself. The 
non-resonant contribution has not received much attention so far.   However, its 
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at Q = {IT, n) in absolute units in YBC06.92 (2T-Saclay). 

spectral weight in the normal state is important and may be crucial for a mechanism 
for the high-Tc superconductivity based on antiferromagnetism [2]. 

With increasing doping, the non-resonant contribution is continuously reduced, 
and becomes too weak to be measured in INS experiments in the overdoped regime 
YBC07 [7,9-11]. Using the same experimental setup and the same sample [7,11], no 
antiferromagnetic fluctuations are discernible in the normal state above the nuclear 
background. Consistently, in the SC state, an isolated excitation around 40 meV 
is observed corresponding to the resonance peak. Above Tc, an upper limit for the 
spectral weight can be given [10] which is about 4 times smaller than in YBCO6.92 
[11]. Assuming the same momentum dependence as in YBC06.92, it would give 
a maximum of the spin susceptibility less than 80 Pß/eV at (w, w) in our units. 
Therefore, even though YBCO7 may be close to a Fermi liquid picture [11] with 
weak magnetic correlations, the spin susceptibility at Q — (IT, TT) can still be ~ 20 
times larger than the uniform susceptibility reported by macroscopic susceptibility 
or deduced from NMR knight shift measurements [2]. 

Therefore, Imx is then naturally characterized in the superconducting state by 
two contributions having opposite doping dependences, the resonance peak becom- 
ing the major part of the spectrum with increasing doping. The discussion of Im% 
in terms of two contributions has not been emphasized by all groups [15]. However, 
we would like to point out that this offers a comprehensive description consistent 
with all neutron data in YBCO published so far. In particular, it provides an helpful 
description of the puzzling modification of the spin susceptibility induced by zinc 
substitution [16,17] by noticing that, on the one hand, zinc reduces the resonant 
part of the spectrum and, on the other hand, it restores AF non-resonant corre- 
lations in the normal state [11]. Interestingly, the incommensurate peaks recently 
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observed below the resonance peak in YBC06.6 [4,5,18] support the idea of two 
distinct contributions as the low energy incommensurate excitations cannot belong 
to the same excitation as the commensurate sharp resonance peak. However, these 
two contributions do not have to be considered as independent and superimposed 
excitations: the occurrence of the sharp resonance peak clearly affects the full en- 
ergy shape of the spin susceptibility [6,11-15]. We shall see below that the q-shape 
of the spin susceptibility is actually also modified below Tc- 

MOMENTUM-DEPENDENCES 

In momentum-space, although both contributions are most generally peaked 
around the commensurate in-plane wavevector (7r,7r), they exhibit different q- 
widths. The resonance peak is systematically related to a doping independent 
q-width, Aqres° = 0.11 ± 0.02 Ä"1 [8] (HWHM), and hence to a larger real space 
distance, £ = l/Aqreso ~ 9 Ä in real space. Recent data [15,14,18] agree with 
that conclusion. In contrast, the non-resonant contribution exhibits a larger and 
doping dependent q-width, so that, the momentum width displays a minimum ver- 
sus energy at the resonance peak energy [8,14,18]. Interestingly, the non-resonant 
q-width scales with the superconducting temperature for a wide doping range [19]. 

Recently, in the underdoped regime x = 0.6, Dai et al [4] reported low tempera- 
ture q-scans at fku= 24 meV which were peaked at an incommensurate wavevector. 
Later, Mook et al [5] have detailed the precise position of these features, display- 
ing a complex structure of the incommensurability with a squared-like shape with 
more intense four corners at Q — (7r,7r(l ± 6)) and Q = (TT(1 ± S),n) with 5= 
0.21. Interestingly, the energy at which this structure is reported is systematically 
located in a small energy range below the resonance energy, Er= 34 meV [15,18]. 
Further, this structure is only clearly observed at temperatures below Tc- In the 
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normal state, its existence remains questionable owing to background subtraction 
difficulties in such unpolarized neutron experiments [5,18]. A broad commensurate 
peak is unambiguously recovered above 75 K in polarized beam measurements [15]. 

To clarify the situation, we have performed a polarized neutron triple-axis exper- 
iment on an underdoped sample YBC06.7 with Tc= 67 K [13]. The experiment was 
carried out on IN20 at the Institut Laue Langevin (Grenoble) with a final wavevec- 
tor kF= 2.662 A-1 (experimental details will be reported elsewhere). Fig. 2 displays 
q-scans at fiw= 24 meV in the spin-flip channel at two temperatures: T=14.5 K and 
T= Tc + 3 K. The polarization analysis, and especially the comparison of the two 
guide field configurations (H // Q and H i. Q), allows unambiguously to remove the 
phonon contributions [10]. Surprisingly, the magnetic intensity is basically found 
commensurate at both temperatures. Tilted goniometer scans have been performed 
to pass through the locus of the reported incommensurate peaks [5]: less magnetic 
intensity is measured there meaning that there is no clear sign of incommensura- 
bility in that sample. However, Fig. 2 shows different momentum shapes at both 
temperatures: a flatter top shape is found at low temperature indicating that the 
momentum dependence of the spin susceptibility evolves with temperature. Fig. 3 
underlines this point as it displays the temperature dependence of the intensity at 
both the commensurate wavevector and at the incommensurate positions (along the 
(130) direction as reported in Ref. [4]). Two complementary behaviors are found: 
at the commensurate position, the peak intensity is reduced at Tc [15] whereas at 
the incommensurate position the intensity increases at a temperature which likely 
corresponds to Tc. As quoted by Dai et al [4], on cooling below Tc, the spectrum 
rearranges itself with a suppression at the commensurate point accompanied by an 
increase in intensity at the incommensurate positions. 

Therefore, even though our YBC06.7 sample does not exhibit well-defined in- 
commensurate peaks, quite similar temperature dependences are observed in both 
samples. Superconductivity likely triggers a redistribution of the magnetic response 
in momentum space, that may marginally result in an incommensurate structure 
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in a narrow energy range. Interestingly, the sharp resonance peak simultaneously 
occurs. Thus, superconductivity affects the spin susceptibility shape in both the 
momentum and the energy spaces. Then, the interplay between the resonant and 
the non-resonant contributions may induce the incommensurate structure. In this 
respect, the magnetic incommensurability found in La2_:I;SrxCu04 would have a 
different origin as the wavevector dependence of Im% in LSCO remains essentially 
the same across the superconducting transition [20]. 

CONCLUDING REMARKS 

Energy and momentum dependences of the antiferromagnetic fluctuations in high 
Tc cuprates YBCO have been discussed. The sharp resonance peak occurs exclu- 
sively below Tc. It is likely an intrinsic feature of the copper oxides as it has been, 
recently, discovered in Bi2Sr2CaCu208+<s [21]. This resonance peak is accompanied 
in underdoped samples by a broader contribution remaining above Tc- 
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Abstract. Measurements of thermal conductivity (re) versus temperature and doping 
for several cuprate superconductors are discussed. Suppressed values of the normal- 
state K and the slope change in K at Tc, observed near 1/8 doping in both YBa2Cu306+x 
and Hg cuprates, are attributed to local lattice distortions and the suppression of 
the superconducting condensate, respectively. Both phenomena are proposed to arise 
from small domains of localized planar holes, presumably a manifestation of phase 
separation. It is suggested that the phase behavior of K reflects stripe dynamics and 
the 1/8 doping anomalies stripe pinning by oxygen-vacancy clusters. 

INTRODUCTION 

There is mounting experimental evidence that novel charge- and spin-ordered 
phases are generic to underdoped cuprates [1]. The doped holes in Nd-doped 
La1_ISrxCu04 segregate into periodic stripes that separate antiferromagnetically 
ordered, hole-poor domains. Lattice distortions pin these stripes, and this pinning 
is most effective for planar hole concentrations near p=l/8 where the stripe mod- 
ulation wavelength is commensurate with the lattice. In the absence of pinning, 
stripe modulations are presumed to be fluctuating and/or disordered, and this is 
the emerging picture for Lai_xSrxCu04 (La-214) and YBa2Cu306+a; (Y-123) [2]. 
We have recently demonstrated, through measurements of thermal conductivity 
(K) [3], that both Y-123 and HgBa2CaTO_iCum02m+2+,5 [Hg-12(m-l)m, m=l, 2, 3] 
exhibit doping anomalies near p=l/8 that can be attributed to the presence of lo- 
calized charge and associated lattice distortions. Here we discuss the oxygen doping 
behavior of the anomalies in Hg cuprates and present new results on vacancy-free 
Ca-doped YBa2Cu408 (Y-124) that suggest elastic properties may reflect stripe 
dynamics and stripe fragments may pin near oxygen-vacancy clusters. 

The p=l/8 features (Fig. 1) are evident in the doping behavior of the normal- 
state thermal resistivity, W = 1/K, and the normalized change in temperature 
derivative of K that occurs at Tc, T = -d(Ks/K,n)/dt\t=i [t = T/Tc and K

S
(K") is the 

thermal conductivity in the superconducting (normal) state]. For Y-123, there is 
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FIGURE 1. (a) Thermal resistivity at T=100K relative to that at popt = 0.16 for Y-123 poly- 
crystals and the ab-plane of single crystals [4] [Wopt = 0.21 mK/W (0.08mK/W) for the polycrys- 
tal (crystals)]. The hole concentration per planar Cu atom, p, was determined from thermopower 
measurements and the empirical relations with bond valence sums 59 established by Tallon et al. 
[5]. Also plotted (x's) is the relative intensity of anomalous 63Cu NQR signals [6]. The dashed 
curve is a guide to the eye. (b) The normalized slope change in K(T) at Tc vs doping for each of the 
Y-123 specimens in (a), for the a-axis of single-crystal Y-124 [7], and for polycrystal Yi_a;Caj;-124 
[8]. The Y1_ICax-124 data are multiplied by 2.3 so that they coincide with the Y-124 crystal 
data at x=0. Solid (open) symbols are referred to the left (right) ordinate. Also shown (x's) are 
the normalized electronic specific heat jump [9], A7/7, and (solid curve) the /xSR depolarization 
rate [10] (in fis'1), divided by 1.4 and 2.7, respectively, and referred to the right ordinate. (c) 
Thermal resistivity for Hg-1201 and Hg-1212 polycrystals relative to that of Hg-1223 [3]. Dashed 
curves are guides, (d) The normalized slope change in K{T) at Tc vs doping for Hg cuprates. The 
solid line is 1.71 - 250(p - 0.157)2. Dashed curves are guides. 

a compelling correlation of W{p) and T(jp) with the doping behavior of anomalous 
63Cu NQR spectral weight [6], attributed to localized holes, and the electronic 
specific heat jump [9], A7/7, respectively [crosses in Fig.'s 1 (a) and (b)]. Thus 
W probes lattice distortions associated with localized holes, and V the change in 
low-energy spectral weight induced by superconductivity. 

Since both T and A7/7 provide bulk measures of the superfluid volume, it is 
significant that the muon spin rotation (/xSR) depolarization rate [a0 in Fig.   1 
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(b)], proportional to the superfluid density, exhibits no anomalous behavior near 
1/8 doping. The //SR signal originates in regions of the specimen where there is a 
flux lattice. The apparent discrepancy between cr0 and T or A7/7 is resolved if the 
material is inhomogeneous, composed of non-superconducting clusters embedded 
in a superconducting network. The suppression of T and A7/7 below the scaled a0 

curve in Fig. 1 (a) are then measures of the non-superconducting volume fraction. 
Taken together, the W and T data imply that the non-superconducting regions are 
comprised of localized holes and associated lattice distortions, i.e. polarons. It is 
plausible that these hole-localized regions are stripe domains akin to those inferred 
from neutron scattering [1]. That they produce lattice thermal resistance implies 
they are static on the timescale of the average phonon lifetime, estimated as a few 
ps in the ab-plane of Y-123 [3]. Given that Tc is not substantially suppressed near 
p=l/8 implies that these regions do not percolate, and thus the picture is one of 
small clusters of localized holes and their associated lattice distortions, perhaps no 
larger than the stripe unit cell (2a x 8a where a is the lattice constant [1]), separated 
by a distance comparable to the phonon mean free path (about 100A ~ 25a at 
100K). 

For the Hg materials the p=l/8 enhancement of W and suppression of T is most 
prominent in single-layer Hg-1201, less so in double-layer Hg-1212, and absent or 
negligible in three-layer Hg-1223. This trend follows that of the oxygen vacancy 
concentration: a single HgOa layer per unit cell contributes charge to m planes 
in Hg-12(m-l)m so that the oxygen vacancy concentration, 1-6, increases with 
decreasing m [11]. The absence of suppression in T near 1/8 doping for Hg-1223 
[Fig. 1 (d)] suggests that this material has sufficiently few localized-hole domains 
that their effects in W and Y are unobservable. Thus we employ the Hg-1223 W(p) 
data as a reference and plot the differences for the other two compounds in Fig. 1 
(c). Comparing Fig.'s 1 (c) and (d) we see that for both Hg-1201 and Hg-1212 W 
is enhanced and T is suppressed relative to values for Hg-1223 in common ranges 
of p, with maximal differences near p=l/8. 

STRIPES ALTER THE PHONON DISPERSION? 

That 1/8 doping anomalies are observed in both Y-123 and Hg cuprates sug- 
gests they are a generic feature of underdoped Cu02 planes. In this context the 
doping behavior of K for Hg-1223 [Fig. 2 (a)] is of interest since it presumably 
approximates the phase behavior in the absence of localized holes. We expect the 
electronic contribution, Ke, to increase smoothly with increasing p. The upturn in 
K above optimal doping (p=0.16) is presumably attributable to this rising Ke. The 
most reliable estimate of Ke in the cuprates comes from thermal Hall conductivity 
measurements [12] on Y-123 which imply K6/K ~ 0.1 for in-plane heat conduction 
near optimal doping. The data in Fig. 1 (a), (b) suggest that this ratio is roughly 
the same in polycrystals, thus motivating the dotted and dashed curves in Fig. 2 (a) 
as an educated guess for the electronic and lattice terms, respectively, in Hg-1223. 
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FIGURE 2. (a) Thermal conductivity of Hg-1223 polycrystal versus doping. The dotted and 
dashed curves are proposed electronic (right Ordinate) and lattice thermal conductivities, respec- 
tively. The solid line is a guide to the eye. (b) sound velocity data for single-crystal La-214 from 
Ref. [13]. 

The lattice conductivity, KL = K - Ke, predominates in the underdoped regime and 
is peaked near p=l/8. 

There is experimental support for the proposal that this peak in K is associated 
with doping-dependent changes in the phonon dispersion which are generic to un- 
derdoped cuprates. Figure 2 (b) shows the behavior of the normal-state, transverse 
shear elastic constant (proportional to the square of the sound velocity) for single- 
crystal La-214 [13], the only material for which doping-dependent measurements 
for all the main symmetry directions have been reported to our knowledge. A sub- 
stantial hardening of the lattice in the underdoped regime, with a maximum near 
p = x =±1/8, was observed for all symmetries, indicating that the changes with 
doping are systemic. 

It is possible that the phase behavior of the elastic constants for La-214 and KL for 
Hg-1223 reflect a renormalization of the lattice dispersion due to changes in stripe 
dynamics with doping. At p=l/8 the stripes are maximally commensurate with 
the lattice, and their fluctuations should be minimal. Enhanced fluctuations are to 
be expected at higher doping, due to the destabilizing role of repulsive interactions 
in stripes that neutron scattering results (Yamada et al. [2]) suggest, are charge 
compressed. For p <l/8, the cluster spin-glass state observed by fiSR studies [14] 
is characterized by increasing magnetic disorder with decreasing p in the range 
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0.08 < p < 0.12, possibly associated with increasing disorder [15] in the stripe 
period. It is plausible that disorder in the stripe system at both higher and lower 
doping about p=l/S induces a softening of the lattice that is reflected in Fig. 2. 
Theoretical investigations of elastic coupling to the stripe system would certainly 
be of interest. 

OXYGEN VACANCIES AND 1/8 ANOMALIES 

Returning now to the enhancement of W and suppression of T near p=l/8, our 
measurements suggest these phenomena reflect stripe pinning (or reduced stripe 
fluctuations) associated with oxygen vacancy clusters. Raman studies of defect 
modes in the Hg materials [16] provide a measure of the density of vacancy clus- 
ters. The 590 cm-1 Raman mode in Hg cuprates is attributed to c-axis vibrations 
of apical oxygen in the presence of oxygen vacancies on each of the four nearest- 
neighbor sites in the HgOj layers. The amount by which the thermal resistivity and 
T values of Hg-1201 and Hg-1212 differ from those of Hg-1223 at p=l/8 both corre- 
late well with the integrated oscillator strength of this vibrational mode normalized 
by that of the 570 cm"1 mode (Fig. 3), the latter attributed to apical vibrations 
in the presence of fewer than four vacancies, and common in the spectra [16] of all 
three Hg materials. We infer that oxygen-vacancy clusters, of size four or more in 
the Hg cuprates, can pin a stripe fragment. 
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FIGURE 3. (a) The enhancement in thermal resistivity and suppression in T for the Hg com- 
pounds at p=l/8, relative to values for Hg-1223, plotted versus the oscillator strength ratio of 

Raman-scattering defect modes (Ref. [16]). 
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Supporting the role of oxygen vacancies in the observed 1/8 features for Y-123 are 
our recent measurements on oxygen-stoichiometric Yi_xCax-124 [8]. The V values 
for x=0, 0.10, 0.15 are plotted in Fig. 1 (b). There is no evidence for suppression of 
T near 1/8 doping, and the data follow the scaled /zSR curve quite well. Within the 
context of the interpretation we have outlined, we conclude that Ca substitution 
for Y (at the level of < 15%) is not as effective in stripe pinning as are oxygen 
vacancy clusters. It remains to be determined by what mechanism these clusters 
induce pinning. 
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Abstract. Time-resolved optical measurements give information on the quasiparticle 
relaxation dynamics in YBCO, from which the evolution of the gap with doping and 
temperature can be systematically deduced. In this paper these optical charge-channel 
"pseudogap" data are compared with the "pseudogap" obtained from the NMR Knight 
shift K3, spin polarized neutron scattering (SPNS) and single particle tunneling mea- 
surements. A simple energy level diagram is proposed to explain the different "gap" 
magnitudes observed by different spectroscopies in YBa2Cu307-«, whereby the spin 
gap As in NMR and SPNS corresponds to a triplet local pair state, while Ap in the 
charge excitation spectrum corresponds to the pair dissociation energy. At optimum 
doping and in the overdoped state, an additional T-dependent gap becomes evident, 
which closes at Tc, suggesting a cross-over to a more conventional BCS-like supercon- 
ductivity scenario. 

I    INTRODUCTION 

Spectroscopic studies of cuprates over the years have shown that at low energies 
these materials exhibit quite a complex spectral structure, which changes with tem- 
perature and doping in a complicated way. Often there appears to be reasonable 
agreement regarding some of the main features between various experimental tech- 
niques. For example, optical femtosecond quasiparticle relaxation measurements 
and single-particle (Giever) tunneling show a similar size pseudogap in the spec- 
trum over a large portion of the phase diagram, and the latter is remarkably similar 
to the spectral features measured by angle-resolved photoemission. However, the 
pseudogap As as observed by spectroscopies like NMR and spin-polarized neutron 
scattering appears to be smaller than the optical and tunneling pseudogap Ap by 
approximately a factor of 2, for which there is as yet no accepted theoretical ex- 
planation. Thus in spite of the availability of spectral data over a large range of 
doping in many materials, the interpretatation of the low-energy excitation spec- 
trum is still highly controversial. In this paper we summarize some of the results of 
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time-resolved quasiparticle recombination spectroscopy as a function of doping and 
temperature in YBa2Cu307_j, which appear to give qualitative new insight into the 
origin of the low-energy spectral features of this material and its phase diagram. 
We compare the doping-evolution of the pseudogap Ap obtained from time-resolved 
spectroscopy with a quantitative analysis of the "spin-gap" from the NMR knight 
shift Ks in the underdoped state using the same type of T-independent gap as 
deduced from the quasiparticle relaxation data. We find that the time-resolved 
QP relaxation data are quite consistent with Giever tunneling and ARPES data 
and suggest that all the observations together can be explained by the existence 
of a pair-breaking pseudogap Ap and a triplet-state local pair excitation A. at 
E « Ap/2. 

II    TIME-RESOLVED SPECTROSCOPY RESULTS 

The time-resolved optical spectroscopy applied to superconductors and other 
materials with a gap has been given in detail elsewhere [1,2], so here we shall 
discuss only the results. The equations describing the temperature dependence of 
photoexcited QP density and their lifetime as a function of temperature are given 
by Kabanov et al [1]. Using these equations, the properties of the gap can be 
investigated as a function of doping and temperature. Systematic experiments on 

100 - 

time [ps] 

FIGURE 1. The photoinduced reflectivity in YBa2Cu306.95 showing the two-component relax- 
ation below Tc attributed to the two gaps Ap and ABCS- 

YBaCuO as a function of O concentration over a wide range of 6 have shown very 
clear and systematic behavior of the QP dynamics [1]. Particularly important is 
that the results are quite insensitive to surface quality and have been repeated after 
a period of a year with the same results. Single crystals were also studied and no 
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significant differences were found in comparison with the thin film data. These 
measurements have recently been extended to the overdoped state using calcium- 
doped (Y,Ca)Ba2Cu307-* crystals by Demsar et al [2], giving data on the whole 
phase diagram from insulating and underdoped to overdoped YBCO. A typical 
time-resolved signal in the optimally doped phase is shown in Figure 1. Above Tc, 
one exponential short-lived decay is observed whose amplitude is decreasing as T is 
increased (Figure 2), while below Tc, two exponentials are clearly seen, one of which 
has a longer lifetime which is temperature- dependent and diverges as T ->• Tc. Such 
behaviour is typical also for overdoped samples, but not for underdoped samples, 
where only a single exponential decay is observed, with a T-indendent time constant 
TP ~ 0.4 ps showing no anomaly at Tc. From these experiments we can deduce that 
in underdoped state the evolution of the QP dynamics with temperature and doping 
is dominated by a temperature-independent pseudogap Ap. Near optimum doping 
an additional BCS-like temperature-dependent gap ABcs appears below Tc, which 
is present also in all the overdoped samples [2] and gives rise to the additional 
temperature-dependent relaxation process below Tc. 
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FIGURE 2. The amplitude of the photoinduced absorption (PIA) as a function of temperature 
for optimally doped YBa2Cu307-« (6 ~ 0.05). Overdoped samples with substituted Ca for Y show 
similar 2-component T-dependence for all Ca concentrations, b) The temperature dependence of 
the PIA for underdoped YBa2Cu307-« (6 > 0.15). The lines are the theoretical fits to the data 
[Ref. 1] with Ap or ABcs(T = OK) as the only fitting parameter. 

The fact the r diverges near Tc unambiguously signifies that ABcs -> 0 at Tc. 
Thus close to optimum doping and in the overdoped state two gaps appear to 
be present simultaneously, a feature consistent with the spatially inhomogeneous 
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ground state [3] in which the pair-breaking excitation is represented by Ap, while 
the ABCS is a gap associated with the collective behaviour of high-carrier density 
stripes or clusters which start to form near optimum doping. The values of the 
gaps Ap and ABCs as a function of doping obtained by fitting the temperature 
dependence of the photoinduced signal amplitude as shown in Fig. 2 with the 
model calculation of Kabanov et al [1] are plotted in Figure 4. 

Ill    COMPARISON WITH OTHER SPECTROSCOPIES 

From the time-resolved data on the underdoped YBCO we have deduced that the 
low-energy spectrum can be described by a single temperature-independent gap Ap. 
Starting from this observation we decided to analyse the temperature dependence of 
the NMR Knight shift Ks available from the literature using the same T-indepedent 
Ap. The aim is a) to see if the simple model can describe the T-dependence of Ks 

and b) to see if the values of the pseudogap obtained for the NMR Ks agree with 
the optical values. The NMR knight shift for such a case can be written as [4] 
Ks = K0 + AT~ßexp[-As/kBT], where K0 is the value of K„ at zero temperature, 
ß is an exponent which depends on the shape of the singularity of the DOS at the 
gap and A is a constant depending on the NMR nucleus. 

100 200 

T[K| 
200 400      600 

T[K] 
800 

FIGURE 3. The 89Y NMR Knight shift Ks as a function of temperature in YBa2Cu307_A for 
different S [5]. b) Ks as a function of temperature in YBa2Cu408 (Tc=81 K). The solid squares 
data are for 63Cu from Curro et al [6] and the open circles for 170 from Williams et al [7]. 

The results of fits to published data in YBCO 123 and 124 on 89Y [5], 63Cu [6] 
and 170 [7] are shown in Figure 3 using ß = 1/2. In spite of its simplicity, the 
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model appears to describe the data very well. The gap values As with ß = 1/2 
obtained for YBa2Cu307_« are shown in Figure 4. As appears consistently lower 
than the Ap by approximately a factor of 2. 

Apart from NMR Ks, spin-polarized neutron scattering (SPNS) also shows a 
spin-excitation peak at 34 meV (~390 K) in underdoped YBa2Cu306.6, which is 
smaller than Ap by approximately a factor of 2. However, the anomalies in the 
phonons signifying the presence of charge excitations occur near 70 meV (~810K), 
also approximately twice the spin excitation energy and very close to the Ap in 
Fig. 4. (see Mook et al, this volume). 

O content      Ca doping 

FIGURE 4. The energy gap(s) Ap and As and ABcs as a function of doping. The open 
squares are from time-resolved QP relaxation [1,2]. The full circles are from NMR [5]. The open 
diamonds are the neutron data (H.Mook this volume), while the full diamonds are the tunneling 
data (G.Deutscher, this volume). The solid squares represent ABcs from time-resolved data. 

To explain the two different gaps Ap and As, we propose a rather straightforward 
electronic structure in YBCO. A schematic diagram is shown in the insert to Fig. 4. 
The ground state is composed of local S=0 singlet Cooper pairs. Since Ap is a QP 
charge excitation it is clearly associated with pair breaking. However, if J < Ap, 
the triplet local pair state also exists and lies within the gap. It should be visible 
by spin-flip spectroscopies like NMR and SPNS, but not by optical spectroscopy 
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or SP tunneling which axe charge excitations. We therefore propose that the As 

observed by NMR and SPNS is the S=l local pair triplet excited state. From the 
experimental data in Fig. 4, both Ap and As decrease with increasing doping, 
more or less as 1/x, where x is the hole density. For low doping, at S ~ 0.6, J as 
800K, consistent with Raman and neutron measurements. We note that possibly 
the situation might be different in La2_a;SrxCu04, where the optical gap and the 
NMR gap appear to have the same energy scale [8], suggesting that either J > Ap 

in this material or that the triplet pair state is not a bound state in this material. 
In underdoped YBCO, at Tc there is no anomaly in either the QP relaxation [1] 

or the NMR Ks [5,6]. Similarly the SPNS intensity at 34 meV shows no anomaly at 
Tc itself, but only a gradual drop with increasing T. From this we can deduce that 
there is no change in the DOS at Tc in the underdoped state, and that all changes of 
the DOS are gradual with T. This is equivalent to there being no condensation en- 
ergy associated with the superconducting transition itself which is consistent with 
the Bose condensation of local pairs scenario, where at Tc macrosopic phase coher- 
ence is established with no change in pairing amplitude. A 3D superconducting 
state forms when phase coherence percolates through the entire sample resulting in 
a transition to a coherent macroscopic state at Tc. In contrast, in optimally doped 
and overdoped YBCO as the carrier density increases, the pairs begin to overlap, 
collective effects become important and a transition to a more conventional BCS- 
like scenario takes place [1]. QP relaxation, NMR Ks, SPNS and tunneling data all 
show an abrupt anomaly at Tc signifying that pairing and phase cohrence occur at 
the same (or nearly the same) temperature. 

The most important feature of the QP relaxation data not available from other 
spectroscopies is the simultaneous unambiguous observation of 2 gaps in optimally 
doped and overdoped samples, one 1"-independent Ap and the other T-dependent 
&BCS , with a BCS-like T dependence. 
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Abstract. A brief review is given of the advantages of Andreev scattering in the study of 
unconventional superconductors such as the cuprates. The use of clean interfaces is made 
possible by the Point Contact method. Andreev scattering is sensitive to the presence of nodes 
in the order parameter, which has allowed for an easy check of its symmetry in a large number 
of cuprates. NdCeCuO and LaSrCuO near optimum doping are two interesting exceptions to a 
d-wave symmetry. Andreev scattering probes the coherence energy scale in the superconducting 
state, which has been found to be smaller than the single particle excitation energy gap in the 
underdoped regime. The implications of this result for current models of the pseudogap are 
discussed. 

INTRODUCTION 

The properties of Superconducting/Normal metal (S/N) contacts include two rather 
different phenomena: the proximity effect for clean and transparent interfaces, and 
tunneling for interfaces comprising strong dielectric barriers. The proximity effect may 
be conceived as the leakage of Cooper pairs from S to N, while tunneling describes the 
transfer of single particles from N into S. For an arbitrary interface, both phenomena 
coexist, the first one dominating below the gap, and the second one above the gap. 
Excitations from N having an energy (measured from the Fermi level) smaller than 

.cannot propagate in S. Such a particle, upon hitting the interface, is reflected along the 
incoming trajectory as a particle of opposite charge, while a Cooper pair flows in the S 
side. This is known as the Andreev reflection, described in detail by Saint James (1). If 
N is in the form of a thin film of thickness d„, these reflections lead to the formation of 
bound states having a finite energy above the Fermi level, roughly proportional to (l/dn). 
For ideally clean interfaces, Andreev reflections lead to an enhancement of the 
conductance of Point Contacts (PC) by a factor of two: for each incoming electron, a 
hole is reflected. This enhancement may also be understood as a reduction of the normal 
state resistance of the contact when one side is superconducting. Although somewhat 
naive, this explanation of the Andreev effect underlines that it is a macroscopic coherent 
quantum phenomenon. In the presence of an interface barrier, Andreev reflections 
produce a small subgap conductance. 

Above the gap, the current returns for all interfaces to a single particle current. Hence, 
for a clean interface, the conductance at > is smaller than at < . In the presence of a 
barrier, it is smaller. The character of the S/N interface is then easily established by a 
measurement of its I(V) characteristic. Blonder, Tinkham and Klapwijk (BTK, 2) have 
calculated this characteristic for an arbitrary interface, characterized by a parameter Z, 
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which includes the effect of a dielectric barrier as well as that of a mismatch of the Fermi 
velocities in N and S. When Z < 1, the characteristic is Andreev like, for Z > 1, it is 
Giaever like. The gap edge is identified in the first case by a decrease of the conductance, 
and in the second case by an increase. 
Before presenting and discussing our results,  we briefly review the respective 

properties of Andreev and tunneling contacts. 

EXPERIMENTAL CONSIDERATIONS 

Experimentally, each type of contact presents its own difficulties and advantages. At 
biases of the order of the gap, a large current density flows through an Andreev contact. 
It is in fact of the order of the depairing current. In order to avoid heating effects, the 
contact must be ballistic, namely its area must be smaller than the mean free path. It 
should therefore be in the submicron range. This can be achieved by the Point Contact 
method, as first shown by Sharvin (3). This method consists in driving carefully, with a 
micrometer screw, a sharpened point (Au for instance) into the superconductor, until a 
metallic contact is achieved. The practical advantage of the PC method is that it can be 
applied to all superconducting materials. Its main disadvantage is that the contacts are not 
very reproducible, and that they are not stable upon changing the temperature. 
Tunneling, on the other hand, requires a pinhole free dielectric barrier, to avoid large 

subgap leakage currents. At the same time, the barrier must be thin enough to allow a 
significant tunneling current. In practice, very few materials are suitable to make such 
barriers. One of them is aluminium oxide. In the specific case of the HTS, oxide barriers 
are formed in fact by oxidizing the normal metal electrode through oxygen diffusion from 
the HTS material itself (4), whose probed surface is then necessarily underdoped. 
Because of the high sensitivity of the HTS properties to the oxygen content, and because 
of the fact that the superconductor is being probed over the depth of the coherence 
length, which is very short, this method is not suitable for the study of optimally doped 
(or a fortiori overdoped) samples. The use of PC is then the only one that can be used. 

This is in contrast with the LTS metal superconductors, for which the tunneling 
method was the preferred one. In their case, the oxide barrier does not affect the 
properties of the metal, and furthermore the coherence length is so large that any surface 
deterioration does not affect the tunneling measurement. 

ANDREEV REFLECTIONS IN THE HTS: INITIAL 
MOTIVATION AND RESULTS 

Our inital motivation to use the PC spectroscopic method was twofold. The first one was 
to determine the gap value, as explained above, without modifying the oxygen content by 
the formation of a barrier. Secondly, the normal state conductance of the contact is by itself 
an excellent indication of one of the fundamental properties of the normal state of the HTS, 
namely the existence of a large Fermi surface. As already mentioned, a mismatch of the 
Fermi velocities between N and S is equivalent to an interface barrier. Furthermore, as 
shown by Deutscher and Nozieres (5), the effective velocities that determine this mismatch 
are not affected by the mass enhancement effects due to many body interactions.   If the 
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HTS had no Fermi surface, or only a small one, the effective interface barrier would be so 
large as to put it in the large Z limit, even for a metallurgical^ clean interface. In other 
terms, the observation of an Andreev like characteristic is by itself sufficient proof of the 
existence of a large Fermi surface in the HTS (or other exotic superconductor) under 
investigation. 

> 
•a 

H 

(S 25 

Fig.l. Andreev conductance for an in-plane 
Point Contact with optimally doped YBCO. 
The surface of the sample is perpendicular 
to the [100] direction. The data is in good 
agreement with a d-wave order parameter 
and a gap value of about 20 meV (ref.6) 

Fig.2. Conductance of a Point Contact 
with same sample as in Fig.l, but the 
surface being perpendicular to the 
[001] direction. There are basically 

no Andreev reflections, due to the 
mismatch of the Fermi velocities. 

Our first PC results, obtained on single crystal quality, optimally doped YBCO, showed 
that for interfaces perpendicular to the CuO planes, contacts were definitely in the Andreev 
limit (6). The ratio of the small to large bias conductances was repeatedly found to be close 
to 1.5. For a clean interface, this corresponds to a ratio of the Fermi velocities between the 
YBCO sample and the Au point of about 2, a modest mismatch. It must be outlined that this 
conclusion is reached based on a conductance ratio, and is independent of the effective 
contact area, generally not known. A rather sharp decrease of the conductance was 
observed at a bias value close to 20 meV, which was interpreted as the gap value (Fig. 1). 
For interfaces parallel to the CuO planes, no Andreev like characteristic was observed, 
confirming the quasi two-dimensional character of the cuprate (Fig.2). 

Yet, the interpretation of the detailed shape of the conductance characteristic presented two 
problems. BTK predict that for any finite barrier, the conductance should show a peak at 
the gap edge. Instead, the measured conductance is practically flat up to the gap edge. Also 
unexplained was a small conductance peak at small bias. We understand to day that these 
two features are due to the unconventional symmetry of the order parameter in YBCO 
which is predominantly d-wave, while the calculations of BTK applied to an s-wave order 
parameter. 
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ANDREEV REFLECTIONS AND ORDER PARAMETER 
SYMMETRY 

It turns out that one of the main advantages of Andreev spectroscopy is that it gives us 
information on the anisotropy of the order parameter, including on its symmetry. The data 
shown Fig.l was taken at a surface perpendicular to the [100] direction. For a clean contact 
(Z<1) with a d-wave superconductor, the conductance peak at the gap edge is then 
suppressed (7). An even more spectacular effect of the d-wave symmetry occurs for the 
[110] orientation. As first shown by Hu (8), changes of sign of the order parameter around 
the Fermi surface give rise in that case to a sharp conductance maximum at zero bias. 
. Let us follow Hu (8) and consider the case of an order parameter having the dx2 
symmetry, with the surface of the sample perpendicular to the [110] direction, covered by a 
normal layer of thickness dn. An electron coming in from N at a 45° angle will be Andreev 
reflected as a hole by, say, a positive order parameter, This hole, after undergoing a normal 
reflection at the outer surface of N, will be Andreev reflected as an electron by a negative 
order parameter, and after a second normal reflection, the cycle will start again. During 
each cycle, the incoming normal excitation has seen opposite signs of the order parameter. 
They add up algebraically to a nul value: the cycle can take place for an incoming particle 
having an energy arbitrarily close to the Fermi surface, irrespective of the value of dn, 
which can be arbitrarily small. For a vanishing value of dn we have a surface bound state 
of zero energy. 
When probed through a tunnel junction at the surface of the sample, surface bound states 

give rise to a zero bias conductance peak (ZBCP). This peak should not be observed for a 
surface perpendicular to the [100] direction, because in that case there is no sign reversal of 
the order parameter upon successive Andreev reflections. This is the geometry used in the 
measurement shown Fig.l. In practice, surface roughness effects cannot be ignored (9), 
and often gives rise to a small ZBCP for orientations where it should not occur, as seen 
Fig.l and Fig.2. Large ZBCPs have indeed been reported in YBCO for the [110] 
orientation (10). 
The study of Andreev reflections is a useful and practical way to test the universality of 

the d-wave symmetry in the cuprates. Besides YBCO, a ZBCP has also been reported in 
the Bi (1 l)and Hg(12) compounds. One notable exception is NdCeCuO (10). Another one 
is LaSrCuO (13) near optimum doping and at low temperatures, though underdoped 
(Tc=24K) Grain boundary Junctions of this cuprate do show a ZBCP (14) No tri-junction 
interference experiment has been reported so far for these two cuprates. 

ANDREEV AND GIAEVER ENERGY SCALES 

The pseudo gap observed above Tc has been considered by some authors as a precursor 
of the superconducting gap below Tc. It is indeed a striking feature of photoemission (15) 
and tunneling (16) spectra that in the underdoped regime they do not show any significant 
change at Tc. If one accepts that experiments at T « Tc do measure the superconducting 
gap, it follows that the pseudogap seen at T » Tc must be a precursor effect. The 
pseudogap would then be the energy required to break local, uncondensed pairs (per 
particle), or more generally to destroy a pairing amplitude without phase coherence. 
The assumption that the tunneling (or photoemission) gap seen below Tc is the 

superconducting gap can be tested by performing Andreev scattering experiments. If this 
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assumption is correct, the Andreev gap should be equal to the tunneling gap..We have 
found that this is in fact not the case in the underdoped regime (17). The Andreev gap then 
follows the doping dependence of Tc, not that of the pseudogap. In YBCO, BSCCO and 
LaSrCuO, for an underdoping such that Tc is reduced by about one third, the tunneling gap 
is about three to four times larger than the energy scale up to which Andreev scattering is 
observed. We have called this energy scale c (the "Andreev gap"). Whatever the doping 
level is, the strong coupling ration (2,/kT^ remains in the range of 4 to 6 for all cuprates 
investigated so far (Table 1). Hence the tunneling gap is not the BCS, coherent, 
superconducting gap. Rather, it is the Andreev gap that behaves like the BCS gap, with a 
reasonable strong coupling ratio (the strong coupling ratio calculated for the tunneling gap 
reaches values in excess of 20 in the underdoped range, see ref.17). 

Table 1. The Andreev strong coupling ratio (2c/kTc) for different cuprates. 

LSCO30K(ref.l3)  LSC0 24K(ref.l4)  LSCO 16K (ref.17)  YBCO 90K (ref.6) 
6 6 4.5 5.3 

YBCO 70K (ref.17) YBCO 60K(ref.l4) BSCCO 90K(ref. 14) BSCCO70K(ref.ll 
4.5 6 6.6 4.5 

What is then the nature of the pseudogap? The Andreev experiments tell us that in the 
underdoped regime there exists an energy scale, chaacteristic of the condensed state, that is 
smaller than the single particle excitation energy gap (measured by tunneling and 
photoemission experiments).. The question is whether this last gap measures a pairing 
amplitude, already finite above Tc, or whether it is unrelated to superconductivity (it could 
be some form of insulating gap). 

Kostyn et al. (18) have caculated an order parameter for the case of a BCS to Bose 
Einstein condensation crossover. They have found that, in the underdoped regime, it is 
substantially smaller than the excitation gap at temperatures slightly below Tc. However it 
converges to it at low temperatures. The predictions of this theory thus seem to be m 
contradiction with the Andreev scattering experiments, although the authors have not made 
any specific prediction regarding Andreev scattering. The stripe model is another case 
where a pairing amplitude subsists well above Tc (19), but theoretical predictions for the 
Andreev effect in the framework of this model have not yet been worked out either. 

The possibility that the pseudogap is basically an insulating gap has also been suggested. 
In fact, the expression pseudogap was first coined by Mott to describe a case where an 
insulating gap is "smeared" by disorder effects (20). If, for instance, the AF phase was a 
band insulator, as has been proposed by Friedel (21), the pseudogap would be an energy 
scale related to the properties of the AF phase, and not to those of the superconducting one. 
Instead of being a precursor of superconductivity, as has often been claimed (16), the 
pseudogap would be at the origin of the depression of superconductivity in the underdoped 
regime, through the decrease of the density of states in the pseudogap range. It is the 
Andreev gap that would be the true superconducting energy scale, characteristic of the 
condensate, and varying of course as Tc as a function of doping, as observed. But here 
also, a more specific comparison with experiments requires a theory of Andreev scattering 
in the superconducting state of a "pseudo-insulator". 
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Abstract. Inelastic neutron scattering measurements of Lai.gsSro.isCuC^ and 
YBa2Cu307 show that the dispersion of the high energy LO phonon mode along the 
(1,0,0) direction is strongly temperature dependent, and at low temperatures devel- 
ops an anomalous feature indicative of dynamic cell-doubling. The anomaly does not 
change through superconducting transition and gradually disappears between 50 and 
250 K in LSCO. Possible implications are discussed. 

INTRODUCTION 

It has long been assumed that the phonons play little or no role in the high 
temperature superconductivity of cuprates, since the isotope effect is small and the 
normal state properties show no evidence of strong electron-phonon coupling [1,2]. 
However, a large number of experimental observations suggest significant lattice 
involvement [3], including our recent inelastic neutron scattering measurements 
of the LO phonons in LSCO [4]. We found that the normal continuous dispersion 
observed at room temperature was replaced, at low temperatures, with a dispersion 
that was discontinuous at the half-way point of the Brillouin zone in the [1,0,0] 
direction. More recently we observed basically the same behavior in the optimally 
doped YBCO. In this paper we review these results and discuss their implications. 

EXPERIMENTAL RESULTS 

Inelastic neutron scattering measurements were carried out with the triple-axis 
spectrometer at the High Flux Isotope Reactor at Oak Ridge National Laboratory 
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on single crystals of Lai.85Sro.i5Cu04 (Tc = 37 K) and YBa2Cu306.93 (Tc = 95 
K). We used a beryllium crystal (002) as the monochromator and pyrolitic graphite 
(002) as the analyzer which was set to give a final energy of 14.87 meV. In order 
to achieve the energy transfer up to 90 meV we had to use the incident neutron 
spectrum far in the epithermal region. Thus the flux was low, resulting in low 
counting rates of only 1-5 counts/minute. Also we had to identify and stay away 
from numerous spurious peaks, for instance those involving Bragg scattering from 
the sample and inelastic scattering from the analyzer. 

Figure 1 describes the phonon dispersion for the highest energy LO mode in 
the [Qx, 0, 0] direction in the tetragonal index (parallel to the Cu-0 bond in the 
Cu02 plane) for LSCO at T = 10 K and room temperature [4]. These LO modes 
involve almost exclusively the displacements of in-plane oxygen ions within the 
Cu02 plane. The dispersion at 300 K is largely in agreement with the previous 
room temperature measurements on Lai.9Sro.1Cu04 [5]. The dispersion is strongly 
dependent upon temperature, and at 10 K it splits into two parts. The low-energy 
branch is well defined and nearly dispersionless down to (3.25, 0, 0), but then 
becomes very wide and diffuse. The high-energy portion is close to the dispersion in 
the undoped sample. Thus in the range from Qx = 3.1 - 3.4, two peaks are observed 
in the constant Q energy scan, one strong and the other weak. The temperature 
dependence apparently is not related to superconducting transition at T^: No 
appreciable change was observed between 10 K and 50 K. Similar results were 
obtained for YBCO as shown in Fig. 2 as intensity contour plots. The temperature 
dependence in YBCO appears to be weaker than in LSCO, but is much stronger 
than anticipated for the normal thermal effect due to anharmonicity. 

DISCUSSION 

The dispersion of the oxygen LO mode presented here shows two remarkable 
features. One is the apparent large discontinuity of dispersion around (0.25, 0, 0) 
at 10 K, and the other is the strong temperature dependence. The apparent dis- 
continuity in dispersion was observed also for Bao.6Ko.4Bi03 [6], nickelate [7] and 
more recently in doped CMR manganite [8]. Since the softening of the oxygen 
LO phonons at the zone edge is clearly related to the presence of the doped holes 
[5,9,10], it may be argued that the discontinuity at (0.25, 0, 0) must also be inti- 
mately connected with the presence of charges. Note that this mode, through the 
change in the Cu-0 bond distance, induces charge transfer between Cu and O. We 
will first consider the possibility that this discontinuity is related to the spin/charge 
stripes, and discuss other possibilities. 

A. Relation with the spin/charge stripes 

While initially the behavior of cuprates has been discussed assuming perfect 
periodicity in the lattice, a large number of observations point to the possibility 
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of spatially inhomogeneous lattice and electronic structure including some sort 
of spin/charge phase separation [3,11-15] . More recently the observation of the 
spin/lattice stripes in the non-superconducting cuprates with the charge density of 
x = 1/8 [16] strengthened this view. While static stripes were observed for non- 
superconducting cuprates, it has been assumed that similar stripes exist even in 
the superconducting phase but they are dynamic, since similar incommensurate 
magnetic scattering has been observed only by inelastic neutron scattering [17]. 

The magnetic periodicity of our LSCO sample as determined by inelastic mag- 
netic scattering is approximately 8a [18]. This would result in the charge periodicity 
of 4a in the stripe model, with the corresponding superlattice periodicity of (0.25, 
0, 0). However, such a charge density modulation would create a new Brillouin 
zone boundary and a gap in the phonon dispersion at (0.125, 0, 0), and indeed a 
simple spring model suggests that should be the outcome, which does not agree 
with the observation. 

A more plausible scenario is that the Kohn anomaly is responsible to the ob- 
served anomaly. For instance if the stripe periodicity of 4a is related to the Fermi 
momentum [19,20] by 2kF = 0.25, the screening function will have a singularity at 
q = 0.25. This could result in sharp decline in the dispersion. However, it does not 
explain why two modes are seen at the same Q at low temperatures. 

0.25 0.5 
(qx,0,0) (rlu) 

FIGURE 1. The dispersion relation of the high energy longitudinal optic branches of 
Lai.8sSro.i5Cu04 along (Q*, 0, 0) at T = 10 K (circles) and room temperature (squares). The 
shadowed circles indicate the energy of the weak extra branches. The shade at (3.25, 0, 0) indi- 
cates a broad peak in the intensity [4]. The low energy branch (57 - 60 meV) is shown just as a 
reference, and is not related to the discussion in this paper. 
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B. 2nd CDW scenario 

The discontinuity of dispersion at (0.25, 0, 0) is indicative of cell-doubling that 
creates a new Brillouin zone boundary at (0.25, 0, 0). Indeed a simple spring model 
with the periodicity of 2a reproduces the observed dispersion remarkably well [4]. 
Such cell-doubling can result from charge ordering (CDW) on oxygen in the Cu02 

plane with the periodicity of 2a [4]. A similar model with the charges on Cu does 
not reproduce the observed dispersion at all. It should be noted, however, that this 
charge ordering, if it exists, is most likely dynamic, since a superlattice diffraction 
at (0.5, 0, 0) corresponding to such ordering has never been reported, including 
our own search, in the elastic or quasi-elastic scattering. The charge ordering 
also is most probably short range, since the absence of dispersion of the 70 meV 
mode suggest localization. The flat dispersion extends over the range, 0.25 < qx 

< 0.75 and -0.1 < qy < 0.1, suggesting that the coherence lengths of the localized 
phonon to be 5a x 2a, or 20 x 8 in the a-b plane. It is interesting to note that 
the same coherence lengths were detected in YBa2Cu408 by the pulsed neutron 
pair-density function (PDF) study [21]. The possibility of a charge density wave 
(CDW) being involved in high-temperature superconductivity has been suggested 
by several authors [22-24].  The conflict between this CDW and the stripe state 

T=10K T=300K 

3.00       3.25       3.50 
(h,0,0) (r.l.u.) 

3.00       3.25       3.50 
(h.0,0) (r.l.u.) 

FIGURE 2. Intensity contour plot for the LO phonon branches of YBa2Cu306.93 at T = 10 K 
(left) and at room temperature (right). 
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may be preventing either from developing into static long range order. It is possible 
that the LO phonons are resonantly coupling the two CDW states, producing the 
vibronic ground state [23]. 

A possible origin of the dynamic charge density modulation the Hubbard-Peierls 
instability [10,25]. Since the Cu band is nearly half-full, the Peierls instability can 
soften the zone-edge mode. Note that the q = 0 (zone-center) LO mode results 
in modulation of charges (CDW) on Cu, while the q = 0.5 (zone-edge) LO mode 
produces ferroelectric polarization. Charge transfer in the former case (Cu to Cu) 
is easier than in the latter (Cu to 0), since the latter involves a large charge transfer 
gap (~2 eV). In this scenario the wavevector of the phonon anomaly remains nearly 
0.5 regardless of the amount of doping, however, there are indications that it may 
change with doping [26]. It is important to study the composition dependence of the 
phonon anomaly. Within a few months we plan to study the phonon dispersion of 
an underdoped YBCO with Tc of 60 K. It is equally important to confirm dynamic 
charge ordering more directly. In addition to the inelastic neutron scattering study 
at low energy transfer range, we are planning to carry out high-resolution electron- 
energy-loss-spectroscopy (EELS) measurements to study the charge dynamics in 
the system. 

C. Pair-scattering scenario 

Another possibility is that the anomaly is caused by the phonon scattering involv- 
ing electron pairs. While the backscattering of phonons by a single electron (hole) 
in the stripe state will result in momentum transfer of 0.25, the backscattering by a 
pair of electrons can create momentum transfer of 0.5 and a pseudo-Brillouin zone 
boundary at 0.25. In the BCS theory a Cooper pair is made of carriers with the 
opposite momenta, k and -k, resulting in zero total momentum. However, the elec- 
trons that form the stripe state with the momentum of 0.125 are heavy carriers in 
the extended saddle point (M point) [19,20], and their ground state is the standing 
wave. Thus the pair can have 0 or 2k total momentum. Such a pair-scattering 
is obtained from the Frölich Hamiltonian through the usual canonical transfor- 
mation by preserving the pair creation and annihilation terms, for instance, in the 
Hartree-Fock approximation. If this is the case our observation will provide a direct 
evidence of the strong phonon involvement in pairing. 

The observation of similar discontinuity in nickelates and manganites may appear 
to weaken the argument on direct connection to superconductivity, but their cases 
involve samples with twice the charge density and half the stripe periodicity [7,8], 
and thus may be due to single carrier scattering. It should be noted that the 
energy of the carriers in the extended saddle point is of the order of 100 meV 
or less. Thus electrons and phonons are likely to be resonantly coupled also to 
form vibronic states [23,27]. For such a system the adiabatic approximation would 
not be valid, making the theoretical treatment difficult [28]. It may be argued 
that such a strong electron-phonon coupling is incompatible with the high normal 
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State conductivity, but the conductivity is dominated by the light carriers in the 
vicinity of the X ([0.25, 0.25]) point, and the contribution from the M point may 
be totally masked. Regardless of the exact origin of the anomaly, the observed 
phonon dispersion strongly suggests that LO phonons may be intimately involved 
in the high-temperature superconductivity. 
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Abstract. In this work we present the results of the application, in a novel way, 
of an automatic proportional-integral-derivative controller to the measurements of the 
irreversibility line in high temperature superconductors. The system operates by ap- 
plying to the sample a controlled dc field that maximizes the imaginary (out-of-phase) 
component of the ac susceptibility, commonly used as a criterion for the determination 
of such dependencies. Through this technique, for the first time, direct and continuos 
determination of irreversibility lines are possible, allowing the measurement of a whole 
curve in only one temperature sweep, such in a typical resistivity versus temperature 
curve. 

I    INTRODUCTION 

Prom a practical point of view one important parameter in superconductors is 
the critical current density (Jc), the highest current that can be applied to the 
sample without dissipation. Depending on the temperature and the magnetic field 
applied on a superconductor, this parameter can be zero or have a finite value. In 
the H-T plane, two regions are separated by a line called "irreversibility line" [1,2] 
below which Jc has a finite value and it turns to zero by crossing this boundary. 

In order to measure the irreversibility line in superconductors several techniques 
have been used [2-7], which are based in the magnetic response of the material un- 
der study to an external excitation of a magnetic field either constant or periodic 
in time. Although these methods differ in several ways, they all have one thing in 
common it takes a long time and several thermal and magnetic cycles to obtain an 
irreversibility line curve with few points. In this work we present a technique that 
allows, using a proportional-integral-derivative (PID) controller [8], the determina- 
tion of the irreversibility line continuously and fast. Our method needs only one 
thermal cycle, with an automatic control of the dc field to adjust it to the value 
that provokes a maximum in the out of phase component of the ac susceptibility. 
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This is done by superimposing a low frequency field to the ac field commonly used 
in the ac susceptibility measurements. This field modulates the ac susceptibility 
signal and allows, using a double lock-in detection scheme, the measurement of the 
magnetic field derivative of the out of phase component of the susceptibility as a dc 
voltage. This voltage is used as an error signal fed into the PID controller, whose 
output drives a programmable current source used to apply the dc magnetic field. 
As the controller tends to null the error signal at its input, the loop will lock in 
a state where the applied field matches the irreversibility one. This system allows 
the measurement of the irreversibility line by sweeping only the temperature in the 
range of interest, while the controller adjust continuously the irreversibility field. 

II    SYSTEM DESCRIPTION 

Figure 1 shows a general block diagram of the system described in this work; 
it is based on a standard three coils ac susceptometer setup [9], where a fourth 
coil is added. The pick-up coils are wound in opposite directions to null the signal 
induced when no sample is placed inside them. One of the outer coils is used to 
generate the ac excitation field, from which the ac susceptibility is obtained. The 
other one is used to generate a low frequency field (about 0.2 mT at 10Hz) for 
modulation purposes, as explained below. Another coil placed outside the cryostat 
is used to generate dc fields up to 100 mT (1000 Oe). The signal of the pick-up 
coils is differentially measured by the first lock-in amplifier with the phase adjusted 
for the measurement of the out of phase component of the susceptibility. 

FIGURE 1. Schematic diagram of the experimental 
setup. The excitation, modulation, and pick-up coils are 
wounded coaxially inside the cryostat. The dc coil is im- 
mersed in liquid nitrogen surrounding the cryostat. 

ÜAAA 
Z          A 

A1 ^ 

:f\f /     B\ 

W A / 

W X* 

HCC 

FIGURE 2. Illustration of the 
working principle for the deter- 
mination  of the  peak  position 

(Hpeak)- 

Although the low frequency field applied to the sample generates an ac suscep- 
tibility signal at its frequency (effect that we will ignore in this work), it also can 
be understood in terms of a small modulation (AH) of the dc applied field (11^). 
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Figure 2 shows the effect of such modulation in a x" versus H^ curve; where three 
regions are observed. In each case the ac low frequency field provokes some mod- 
ulation of the x" signal. For H& < Hpeak (case A) the x" modulation is in phase 
with the field oscillation, for H^ > Hpeak (case B) it is dephased 180 degrees, and 
when Hdc = Hpeak (case C) the signal at the modulation frequency disappear, and 
a signal at twice this frequency is obtained. 

It is obvious that if we synchronously rectify this signal with the second lock-in 
amplifier, (using as a reference a voltage proportional to the low frequency ac field) 
at this lock-in output will exist a dc voltage: positive for H^ < Hpeak, negative 
for Hdc > Hpeak, and zero in the peak position, and, in general proportional to the 
magnetic field derivative of x". If we use this voltage as an error signal in a PID 
controller that adjust the current applied to the dc solenoid, and with the proper 
settings of the PID and circuit parameters, we obtain a control loop that will try 
to adjust the dc field to guarantee that this error signal equals zero. 

In our system, a C++ program running in a personal computer (PC) performs 
the PID control action. The computer handles all the measurement process: it 
adjusts the phase settings of both lock-in amplifiers, sweeps the temperature in the 
range of interest, and controls the dc magnetic field through the PID controller 
program. The algorithm implemented dynamically adjusts the PID coefficients to 
improve the controller response [8]. 

The whole system works as follows: the temperature is stabilized for a while at 
the highest value desired, then the PID controller starts to adjust the dc field until 
the peak position, at that temperature, is reached. At this point the temperature 
is swept down, at a fixed rate, while the controller follows the variations of the 
peak position. This process ensures that the magnetic field will be continuously 
increasing, avoiding hysteretic phenomena in the measurement. 

Ill    RESULTS 

In order to test our system intergranular irreversibility lines of several BSCCO 
ceramic samples were measured. The result, for one sample, (Fig. 3, line) shows 
excellent agreement with the curve measured point-by-point (circles), i.e., the one 
obtained by measuring several x"(#<fc) curves at different temperatures. In the 
inset of the figure we can see the voltage at the second lock-in output, i.e., the 
error signal at the PID input. This voltage gives a criterion of the controller 
performance. Its value must be as close to zero as possible, and, more importantly, 
it must remain as constant as possible, during the measurement. Its deviation from 
zero is small and constant enough to ensure that the peak position was maintained 
during the whole measurement. 

Finally figure 4 shows size dependencies of the irreversibility line for one of the 
samples under study, and the inset shows the irreversibility field at several temper- 
atures versus sample width. 
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FIGURE 3. Intergranular irreversibility 
line for a BSCCO ceramic sample measured 
by our system (continuous line) and by the 
standard point-by-point method. 

FIGURE 4. Size dependencies of the irre- 
versibility line for a BSCCO ceramic sample, 
the inset shows the irreversibility field, at 
several temperatures, versus sample width 

IV    CONCLUSIONS 

In this work a novel technique for fast and reliable measurement of the irreversibil- 
ity line is presented. Its main advantage relies in the celerity of the measurement. 
A whole irreversibility line can be measured in the same time used to obtain a 
resistivity versus temperature curve, which is several times faster than the time 
required by other methods. 

The results presented above belong to high-Tc superconductor intergranular ir- 
reversibility lines. This method could be useful not only for these polycrystalline 
materials, but for the determination of irreversibility lines of samples that exhibit 
loss peaks in the out of phase component of the susceptibility, such as single-crystals 
or thin-films. 
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Abstract. 
Polarized x-ray absorption fine structure (XAFS) measurements at the La and Sr 

sites in La2_j,Srj,Cu04 (0.075 < x < 0.35) indicate that doped holes introduced with 
Sr are not uniformly distributed in the Cu02 planes but reside in impurity states 
with the majority of charge located on CUOö octahedra coupled to the Sr dopants by 
an apical oxygen (denoted as Sr octahedra). A model based on doped hole-induced 
Jahn Teller (JT) distortions of these Sr octahedra indicates the impurity states are 
overlapping singlet and triplet ones resulting from pairings of intrinsic and extrinsic 
holes. The more mobile singlet pairs reside in the CuC>2 planes, are bound by more 
than 0.1 eV and could Bose-condense into a superconducting state. The predominant 
appearance of (mostly) out-of plane triplet states at high x is intimately related to the 
2D-3D crossover in transport properties and could relate to the observed loss of high 
Tc in the overdoped regime, as confinement of carriers to the CuC>2 planes is reduced. 

INTRODUCTION 

La2Cu04 is a strongly correlated electron system with one intrinsic hole per 
molecular unit. The Coulombic repulsion between neighboring holes (Ud) being 
larger than the overlap bandwidth at half filling results in a Mott-Hubbard (M- 
H) insulator with full (empty) lower (upper) Hubbard bands. Substituting Sr+2 

for La+3 adds extrinsic (or doped) holes which are localized at low x but become 
itinerant for x > 0.06 where a 2D insulator-metal (I-M) transition is observed 
together with high Tc superconductivity. The lack of a complete understanding of 
the anomalous normal state properties [1] is partly due to the lack of information 
on the character of the doped holes: Are they periodic in the Cu02 planes as in a 
Zhang Rice singlet band? Do all the doped holes contribute to metallic transport 
above the I-M transition? Is there doped charge density outside the Cu02 layers? 

Polarized x-ray absorption near-edge structure (XANES) [2] measurements have 
been instrumental in providing insight into the orbital character of intrinsic and 
extrinsic holes. These measurements, however, cannot distinguish between the in- 
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equivalent oxygen sites (0(1) in the Cu02 planes and 0(2) in the rock-salt La-0 
layers) or those nearby Sr or La atoms, as they average over all 0 atoms. XAFS 
measures the local environment about the La and Sr atoms separately despite their 
residing in the same crystallographic site with a majority of La atoms. This is of ad- 
vantage over other techniques for average and local structure determination which 
measure a weighted average of La and Sr sites, dominated by the La sites. Diffrac- 
tion techniques assume periodicity, while the randomly doped system is inherently 
non-periodic and local structural distortions around the dopants will therefore go 
undetected by diffraction. 

How can XAFS give information on the electronic states of the doped holes? 
Only if the electronic and structural degrees of freedom are coupled which is the 
case here as evident in the Jahn-Teller (JT) [9] deformation of Cu06 octahedra in 
La2Cu04. 

EXPERIMENTAL 

Quite complete information on the local structures about both La and Sr atoms 
was obtained from our data and, together with experimental details and analysis 
methods, can be found in refs. 4,5. Here we present results of new measurements at 
the Sr K-edge extending the arrange far beyond the values previously reported [5]. 
We concentrate on the results for the apical oxygens. 

The apical oxygens about La atoms have a similar distribution as in the pure 
material, i.e., a single site located at a distance of 2.36(1) Ä from the La atom 
(2.41(1) Ä from the almost collinear Cu atom). We denote the Cu06 octahedra 
with only La atoms bonded to its two apical oxygens as La-octahedra. The apical 
oxygens about the Sr impurity atoms, however, have a double-site distribution 
peaked at distances of 2.55(2) A and 2.25(3) Ä from Sr (2.22(2) A and 2.52(3) Ä 
from the Cu atom, respectively), with the sum of occupation of the two sites being 
one oxygen [5]. No significant change in both the occupation and disorder of each 
site is found up to room temperature (RT). The improvement of the two site model 
over the one site model decreases with x (Fig. 1) due to changes in the relative 
occupation of the two sites, the long Sr-0(2) distance becoming more occupied at 
the expense of the short distance (Fig. 2a). No measurable variation of the Sr-0(2) 
apical distances occurs with x (Fig. 2b). 

DISCUSSION 

Whereas a different local environment around Sr could be expected due to a 
different charge/ionic radius of Sr+2 compared to La+3, a double site distribution 
is inconsistent with charge/size effects. It is, however, an indication of both strong 
lattice-hole interaction occurring around the Sr atoms and the dopant-induced holes 
being peaked on the Cu06 octahedra bonded to a Sr atom, i.e., the Sr-octahedra. 
This result is different from the splitting in the apical oxygen reported in other 
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FIGURE 1. Fits to isolated Sr-0(2) XAFS for x = 0.075,0.2 at T=10K using both single and 
double site models. Difference spectra (Fit - Data) shown in the lower panel for both models. 

Statistical noise {la) is about 0.003. 

investigations of high Tc superconductors [6], where the splitting occurs periodically 
throughout the solid. Here, the double site occurs only near the dopant Sr atoms. 

In this scenario, the La-octahedra have only an intrinsic hole while the Sr- 
octahedra have two holes, one intrinsic and one extrinsic. Contrary to the periodic 
distribution of intrinsic holes, the extrinsic holes produce an impurity wave func- 
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tion distribution. Since L^-^Sr^CuC^ remains insulating up to a critical value of 
xc ~ 0.06, it follows that in the dilute limit the doped holes are localized in the 
Sr-octahedra until the impurity band broadening is sufficient to overcome the local- 
ization energy. Since overlap is small a tight-binding approximation can describe 
the impurity states of doped holes residing in Sr-octahedra. 

The La-octahedra, also in the undoped material, have the electron energy levels 
shown in Fig. 3a. The x2 - y2 and z2 orbitals are non-degenerate due to both 
the tetragonal crystal field and the JT nature of the Cu 3d? ions, resulting in an 
elongated Cu06 octahedra with distances Cu-0(2)ft* 2.41 Ä and Cu-O(l) « 1.90 Ä. 

Figures 3(b,c) show the impurity energy levels for Sr-octahedra with intrinsic 
and extrinsic holes. Even though these states have the symmetry of Cu 3d-orbitals, 
the extrinsic holes reside not only on the Cu atoms but on the octahedron with a 
majority of the hole charge on the oxygen atoms [7,8]. The singlet 1Aig state (3b) 
has both holes in the x2 - y2 state and is analogous to the Zhang-Rice singlet [7] 
(two important differences are discussed below). The triplet zBig state (3c) has 
holes in each of x2 - y2 and z2 orbitals with parallel spins. Here the exchange 
interaction lowers the triplet state energy to near that of the singlet state. In the 
triplet state no JT force is present since equal populations of x2 — y2 and z2 orbitals 
result in no energy gain induced by a tetragonal distortion. This results in hole- 
induced contraction of the Sr-octahedra, the anti-JT effect [10,11]. In the singlet 
state, however, the JT energy gain is twice that of the La-octahedra resulting in 
an enhanced JT elongation of the Sr-octahedra. 

The JT distortions of Sr-octahedra explain the double site observed by XAFS 
for the apical oxygen bridging Cu and Sr atoms. In the enhanced JT case (singlet) 

(a) 
L^Cu04 

(b) 
La2_x SrxCuC>4 

(c) 
La2-x SrxCuC>4 

FIGURE 3.  Energy levels and resultant octahedral distortions due to intrinsic and extrinsic 
holes: (a) Intrinsic hole; La-octahedra (b) Spin-singlet, enhanced JT case (c) Spin-triplet, anti-JT 
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the apical oxygens are shifted away from Cu towards the Sr, producing the short 
Sr-0(2) distance. In the anti-JT case (triplet) the apical oxygen shifts towards Cu 
away from the Sr atom, producing the long Sr-0(2) distance. The two sites detected 
by XAFS thus give evidence for two kinds of spin-differentiated JT distortions 
induced by the donated holes. It is interesting to note that the contraction of the 
Sr-octahedra in the anti-JT case (0.2 Ä) results in a Cu-0(2) distance nearly the 
same as Ni-0(2) in La2Ni04, where Ni+2 is in its high spin, non-JT state. 

No temperature dependence in the occupation of singlet and triplet states is 
found by XAFS, up to RT, indicating their binding energies are larger than 300 
KB « 25 meV and that there is significant overlap between these states. This is in 
agreement with LDA + U first principles calculations [11] which find that doped 
holes occupy impurity states with x2 - y2 symmetry located inside the M-H gap 
with an ionization energy of ~ 0.1 eV. The same paper calculates, neglecting the 
impurity potential, the triplet state to lie only « 54 meV above the ground state. 
Including the Sr impurity potential could reasonably lower the triplet to overlap 
the singlet band, resulting in both being populated by doped holes. Fractional 
hole occupancy of both states is essential for impurity band conduction, as full 
occupancy of either would result in a full x2 - y2 insulating singlet band (Fig. 3b) 
or half filled x2 - y2 and z2 triplet bands with an insulating Hubbard gap. 

The binding interaction between the Sr-impurity and its extrinsic hole is essential 
for producing the impurity states. At a concentration xc « 0.06 the impurity local 
energy levels transform into impurity bands and metallic conduction occurs. The 
singlet state, having a greater overlap integral (at least by a factor of three) than 
the triplet [13] at any given x, dominates the conductivity above xc and probably 
does so throughout the range where high Tc exists. 

The 2D nature of conductivity observed at the I-M transition [1] is expected since 
singlet states have mostly in-plane orbital character. At higher x triplet states with 
mostly out-of-plane character increase their fraction of the doped holes (Fig. 2a). 
This increased occupation, together with increased overlap, explain the reduction 
in resistivity anisotropy ratio pc/pab with x that brings about the 2D-3D crossover 
in transport properties at x ~ 0.25 - 0.3 [1]. We note that the anisotropy ratio 
predicted by band theory (~ 30, an order of magnitude smaller than observed) is 
not very dependent on a;, in contrast with experiment. 

We note that the doped charge distribution in the singlet impurity band dif- 
fers from that of the Zhang-Rice singlet band [7], where doped holes are periodic 
over all of the Cu06 octahedra. Also both singlet and triplet impurity states are 
accompanied by a distortion of the Sr-octahedra from the undoped configuration. 

The self-binding of singlet JT pairs together with the small overlap between pairs 
resulting from their wavefunctions being peaked about the Sr sites suggest that they 
may be treated as an entity and could Bose-Einstein condense at low temperature. 
Therefore, high Tc of La^Sr-cCuC^ would be explained as superfluidity of charged 
bosons [14] where disappearance of superconductivity above Tc is not due to a 
dissociation of pairs but to loss of coherence between pairs. 

Two inequivalent copper sites are found in NMR and NQR measurements [15,16], 
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one of them appearing and increasing with doping. These sites can be explained 
by the presence of La-and Sr-octahedra. Coupling of singlet and triplet states 
via perturbations such as spin-orbit and electron-electron interactions mixes these 
states at a rate much faster than the inverse linewidth of the NMR/NQR lines 
(~ lfisec), giving an average signal for the Sr-octahedra. Recent improved NMR 
measurements [17] found that both inequivalent Cu sites sit in axially symmetric 
environments, consistent with the enhanced JT and anti-JT distortions preserving 
the axial symmetry of the Sr-octahedra. 

The large binding energy (> 0.1 eV) of the impurity states pairs is consistent with 
RT polarized XANES measurements at the 0 K-edge of La^Sr^CuC^ [2]. These 
show a large spectral weight transfer of the oxygen 2p hole states, with doping, 
from those in the upper Hubbard band (intrinsic holes) to the doped impurity hole 
states. This spectral weight transfer shows the impurity states are an intimate 
mixture of intrinsic and extrinsic holes due to the strong interaction between them, 
consistent with their strong pairing in our model. 
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A. W. Mitchell and J. D. Jorgensen for providing samples. The support of DOE 
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Abstract. We have used a scanning SQUID microscope to image vortices emerging 
parallel to the planes in the high-Tc cuprate superconductor I^-iSraCuCU. These im- 
ages provide a value for the c-axis penetration depth, Ac ~5^m, which is in reasonable 
agreement with previous measurements using optical techniques. 

INTRODUCTION 

Recently, scanning SQUID microscope magnetic imaging of interlayer vortices 
trapped between the planes of layered superconductors has been used to make 
direct measurements of the interlayer penetration depth in several layered super- 
conductors [1-4]. These experiments provide local measurements of the interlayer 
supercurrent density, which have implications for the validity of the interlayer tun- 
neling model [5] as a candidate mechanism for superconductivity in the high critical 
temperature cuprate superconductors. Quantitative values for the in-plane pene- 
tration depth are derived by fitting these images to an exact solution of London's 
equations for a straight vortex approaching a superconductor-vacuum interface nor- 
mal to the interface, in an anisotropic superconductor [6]. This treament takes into 
account the spreading of the vortex magnetic fields at the superconductor surface 

[7]- 
Although SQUID imaging is a direct method for measuring the penetration 

depth, there are uncertainties that must be considered. For example, the SQUID 
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microscope images the magnetic fields at the superconducting surface. It is possi- 
ble that the penetration depth at the surface is different from that in the bulk, or 
that vortex spreading at the surface is not well modelled by an anisotropic London 
model. In addition, the vortex trapping is often spatially inhomogeneous. It is 
possible that the vortices trap where the interplane screening is locally reduced, so 
that our measurements overestimate the in-plane penetration depth. It is there- 
fore of interest to compare our measurements with results from other techniques. 
Some comparisons have already been made. For example, the results from optical 
measurements are in good agreement with those obtained from SQUID microscope 
measurements in the single-layer cuprate superconductor Tl2Ba2Cu06+i (Tl-2201) 
[2]. However, it is still of interest to measure LSCO, which is the material for which 
the c-axis supercurrent properties have been studied most extensively using other 
techniques [8-10]. Measurement of the c-axis penetration depth in LSCO using the 
scanning SQUID microscope is a particularly stingent test of the technique, because 
this length is relatively short, of the same size as the smallest SQUID pickup loops 
currently available. 

The sample for this study was a large, high quality single crystal of La2_xSrx 

Cu04 with a nominal Sr concentration x=0.17, a Tc (center of the magnetic sus- 
ceptibility transition) of 36K, and a spread in the magnetic susceptibility transition 
(10% to 90%) of 1.6K. The crystal was cut into a disk with the c-axis parallel to 
the disk faces, and then polished to a mirror finish for scanning. 

The sample magnetic fields were imaged with a scanning SQUID microscope [11] 
with an octagonal pickup loop 4/mi in diameter. The LSCO crystal was cooled in a 
small field (typically about lmG) through the superconducting critical temperature, 
and imaged at 4.2K, with both sample and SQUID directly immersed in liquid 
helium. 

Some results of the SQUID imaging are shown in Figure 1. The total variation 
of magnetic flux through the pickup loop represented by the grey-scaling in these 
images, in units of <j>0 = hc/2e, are labelled in Figures 1(a) and 1(c). Note that 
in these images there are vortices with z- component of the field going into the 
superconductor (black), as well as emerging from the superconductor (white). This 
often happens when we image interlayer vortices. Note also that the vortex images 
are elongated: the vortices are resolution limited perpendicular to the planes (since 
Xab is much smaller than the size of the pickup loop), but their length parallel to 
the planes (set by Ac) is longer than the instrumental broadening. The interlayer 
vortices are relatively uniform in shape in this sample: A survey of 29 well seperated 
vortices gave a full width at half maximum (FWHM) for cross-sections through 
the center of the vortex image, parallel to the planes, of 11.9±0.9/an. In the 
ideal case the FWHM should be 1.87AC [6], giving the estimate Ac = 6.3 ± 0.5/»». 
This is an overestimate, because the 4/j.m diameter pickup loop introduces finite 
broadening, and because we are measuring the fields slightly above, rather than at, 
the superconductor surface. Detailed modelling is required to get a quantitative 
estimate of Ac from scanning SQUID images. 

Fig. la was taken with the sample oriented so that the ab planes were aligned 
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approximately vertical in the image, while Fig. lb was taken with the sample 
rotated about its polished face so that the ab planes were approximately horizontal. 
The effective pickup area of the loop, shown schematically as white overlays in 
Figures 1(a) and 1(c), is slightly asymmetric, since it includes some contribution 
from the leads, as well as the loop itself. We model the loop as an octagon 3.9 
microns in diameter. We add to the calculated flux through this octagon one third 
of the flux through a square 4 microns on a side, with one side of the square 
congruent to a side of the octagon. This additional square pickup area accounts for 
flux focussing effects from the shielded superconducting leads to the pickup loop. 
Repeating our measurements for two different orientations of the cuprate planes 
relative to the pickup loop leads is a good test of how well we account for these 
effects. Figures 1(b) and 1(d) show modelling to determine the c-axis penetration 
depth from the images of Figures 1(a) and 1(c) as follows: 

We model the interlayer vortex as an anisotropic Ginzburg-Landau vortex, 
matching the boundary value conditions for the solution of London's equation 
inside the superconductor to the solution of Laplace's equation outside the su- 
perconductor. The z-component of the magnetic field of an interlayer vortex above 
the superconducting surface is given by [6]: 

FIGURE 1. Scanning SQUID images of the edge of a Laa-ÄCuC^ single crystal with the ab 
planes oriented approximately vertical (a), or horizontal (c), in the image. A scaled schematic 
of the SQUID pickup loop is superimposed on the images, as well as a dashed line showing the 
track along which a cross-section through a particular vortex was taken for modelling. The open 
circles in Fig.s (b) and (d) are the data; the lines are fits as described in the text. 

249 



<?k 
*>fr«>~/s£*W ikr—kz 

where 

<m = M1 + "»!*£) 
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((1 + mi#)lm1yi\ a3 = ((1 + mik
2
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> fc = (Ag + j^)1/2j 

Aa6/A , m3 = A2/A2, A = (A^A,.)1/3, Aa6 is the in-plane penetration depth, 
<Po = Äc/2e is the superconducting flux quantum, h is Planck's constant, c is 
the speed of light in vacuum, e is the charge on the electron, x is the distance 
perpendicular to the planes, and y is the distance parallel to the planes. The 
fields are summed over the geometry of the pickup loop. Assuming \ab = 0.25/xm 
[12], this model has two free parameters: Ac, which determines the length of the 
vortex, and z0, the distance between the sample surface and the pickup loop, which 
determines the magnetic amplitude of the vortex image. Fits to the two cross- 
sections in Figure 1 yield values for the interlayer penetration depth Ac = 5.6 and 
5.3 [im. The difference between these two values is consistent with the ~10% 
differences in shape we observed from vortex to vortex. Combining the results 
from our detailed fitting of several vortices, as well as measuring the FWHM of 
many others, we estimate Ac = 5±l/xm. The values obtained for z0 are consistent 
with what we know of the tip geometry in contact with the surface. 

The vortices imaged in Figure 1 are resolution limited in the c-axis direction 
To get a better idea of the real vortex shape, the instrumental broadening can be 
convoluted out. For this paper we use the simplest possible deconvolution scheme- 

FIGURE 2. Magnified view of one vortex, (a) Raw data, (b) Image deconvoluted as described 
in the text to minimize the effects of instrumental broadening 
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If we denote the i, jth element of the finite 2-d Fourier transform of the image 
as Uj, and that of the pickup loop flux acceptance function as Ly, then the 2-d 
transform of the deconvoluted image is given by JyLy/(LyLy- + c), where * denotes 
the complex conjugate, and c is a constant that reduces the effects of noise at high 
spatial frequencies. In practice we use the smallest c that produces images with 
acceptable spurious noise. Figure 2 shows the results from such a deconvolution for 
the vortex of Figure 1(d). The deconvolution significantly decreases the apparent 
width of the vortex, but has little effect on its length: The FWHM of the vortex 
image in the c-direction in Figure 2(a) is 6/mi, that of the deconvoluted image 
Figure 2(b) is 2.7/xm. Our modelling [6] predicts that this width should be 1.6/xm. 
(This is larger than Xab ~ 0.25^m because of vortex spreading both below and 
above the superconducting surface.) We have found that it is difficult in practice 
to deconvolute instrumental broadening to reveal features smaller than a factor of 
two less than the size of the SQUID pickup loop. 

On the other hand, the length of the vortex along the planes, which is the quantity 
of interest in determining Ac, is relatively unnaffected by instrumental broadening: 
The FWHM of Figure 2(a) along the planes (horizontally) is 13.3/tm; that of the 
deconvoluted image, Figure 2(b), is 13.2/im. Figure 3 shows a comparison of a 
cross-section through the deconvoluted image, integrated over the c-axis direction, 
with the predictions of our modelling. The agreement is good. 

We are aware of two reports of measurements of the c-axis penetration depth 
in LSCO as a function of Sr concentration x. In neither case was a sample with 
x=0.17 measured. However, in both cases an interpolation of data with x values 
above and below this value can be made. From the work of Uchida et al. [8], the 
interpolated value is about 4.1//m. From the work of Shibauchi et al. [9], we obtain 
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FIGURE 3. The dots are a cross-section through the center of the deconvoluted vortex image 
of Fig. 2b parallel to the planes, numerically integrated along the c-axis direction. The solid line 

is theory as described in the text. 
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a value between 2.9 and 4.6/mi, depending on how our interpolation of their data 
is made. This is to be compared with our value of 5±l/mi. It appears that our 
values are slightly longer than those obtained using optical techniques, but this 
discrepancy could be due to the fact that we are not studying exactly the same 
samples: Ac is strongly dependent on the Sr concentration x. 

In conclusion, values for Ac for LSCO obtained from scanning SQUID microscope 
measurements are in reasonable agreement with those obtained using optical tech- 
niques. This increases our confidence in measurements of Ac in Hg-1201 [3] and 
Tl-2201 [1], in which disagreement with the predictions of the interlayer tunneling 
theory were found. 

We would like to thank M. B. Ketchen for the design, and M. Bhushan for 
the fabrication, of the SQUIDs used in our microscope. K.A. Moler would like 
to acknowledge the support of an R H. Dicke post-doctoral fellowship, and NSF 
funding through the MRSEC award to Princeton University (DMR97-000362). 
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Abstract. This paper discusses the electronic structure in the vortex core in relation to 
the pinning potential under the influence of the pseudo-gap which opens in the normal 
state in the high-temperature superconductor (HTS). It is argued that the condensation 
energy may be significantly reduced in the under-doped regime where the pseudo-gap 
becomes pronounced and hence it should be deeply related with the small pinning 
force in this regime. The empirical scaling laws observed for the vortex behaviors in 
the mixed state phase diagram are also discussed in terms of the condensation energy 
and the anisotropy factor. 

CONDENSATION ENERGY AS THE ORIGIN OF 
PINNING FORCE 

When one considers the energy of the vortex, the penalty energy it pays in order 
to destroy the superconductivity becomes important, i.e.; the condensation energy 
as frequently expressed by 

Ec = \N(0)A
2

SC (1) 

per volume in the conventional superconducting phenomenology where N(0) is the 
density of states at the Fermi level and ASc is the energy gap of superconductivity. 
Hence the minimum energy associated with the excitation of vortex from a point- 
like pinning center AEmin is taken as the product of Ec and the minimum possible 
volume of change £f c as 

AEmin = EcClc = \N(0)A2
scesc- (2) 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
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where £Sc is the coherence length of superconductivity. The energy AEmin is of 
the order of 1 eV in a typical metallic superconductor, adopting for example £Sc = 
40 nm in Nb, which is much larger than the thermal energy in the temperature range 
of interest, hence minimizing the thermal fluctuation. However, in the cuprate 
HTS, £sc is known to be much shorter, a few nm in the layer and only a fraction 
of a nm perpendicular to it. Although Ec is comparable in the conventional and 
HTS superconductors, AEmin in the HTS becomes much smaller, of the order of 
10 meV which is comparable with the thermal energy; e.g., kBT = 7 meV at 77 K. 
Therefore a serious thermal fluctuation may give rise to various different properties 
in the HTS. 

PSEUDO-GAP AND CONDENSATION ENERGY 

As shown in Fig. 1, a pseudo-gap develops in the HTS even above Tc, differing 
from the conventional superconductors. 

The gap appears to continuously grow across Tc into the superconducting state. 
Because the distribution of the density of states is no more flat near the Fermi level, 
it seems that one has to equate Ec more rigorously as 

Ec = J (NNS(E) - Nsc(E))EdE (3) 

where NSC(E) and NNS(E) are the density of states in the superconducting 
and normal states, respectively. It has been known that the "pseudo-gap" be- 
comes more pronounced as the carrier density reduces from over- to under-doped 
regimes. Consequently, one should expect Ec to decrease towards the under-doping. 

BCS SUPERCONDUCTORS 
T>T0 

V^4.Tc>T 

HIGH TEMPERATURE SUPERCONDUCTORS 

FIGURE 1. Difference in the density of states in a BCS superconductor and a HTS. 
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On the other hand, the superconducting gap does not decrease towards under- 
doping in spite of the fact that Tc goes down, violating the simple BCS relationship 
2Asc/fcßTc = 3.53. This seems to be very unique to the HTS, implying that the 
condensation energy Ec could be the more fundamental parameter that scales Tc 

rather than the superconducting gap Asc- 

ANISOTROPY FACTOR, CONDENSATION ENERGY 
AND PSEUDO-GAP 

The anisotropy factor 7 defined from the resistivity anisotropy just above Tc is an- 
other parameter that changes with carrier density, increasing significantly towards 
under-doping. To our surprise, it is the anisotropy factor that solely determines 
the vortex phase diagram. In considering the vortex phase diagram, there are three 
important energy scales i.e. the thermal energy, the elastic energy of vortices and 
the pinning energy. Firstly, the competition between the thermal energy and the 
elastic energy determines the first order phase transition boundary, so-called vortex 
lattice melting or sublimation. The phase transition field Bpt can be universally 
scaled by the anisotropy factor 7 as 

Bpt(Gauss) = -LQ - 1) (4) 

among the typical HTS [1], where d (in cm) is the distance between the supercon- 
ducting layers. 

Secondly, the competition between the thermal energy and the pinning energy 
determines the irreversibility field Birr, a good indication of the pinning strength. 
In single crystals which contain rather dense pinning centers, Bpt is almost van- 
ishes and Birr is the only characteristic field at high temperatures. Although Birr 

depends on the nature of the pinning centers, it is also empirically scaled [2] es- 
sentially by the anisotropy factor in a universal manner among many HTS single 
crystals as shown in Fig. 2. 

2^(Gau») = i^(l-£)1J5. (5) 
7 Jc 

In the lower temperature region, it is also scaled by 7 as 

Birr(Gauss) oc (1 - ^V°\ (6) 

Lastly, the peak field Bp in the magnetization curve interpreted as the disordering 
of the vortex lattice, namely the competition between the elastic energy of vortices 
and the pinning energy, is also scaled roughly by the anisotropy factor as 

„,„       .      2 x IO-7 ,_. 
Bp(Gauss) = —J3- (7) 

7 ö 
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FIGURE 2. Scaling of the irreversibility field Birr by the anisotropy factor -y for various HTS 
systems at high temperatures. 

where s is the inter-layer spacing of Cu02. Therefore once the crystal structure 
of a cuprate superconductor is known, the whole magnetic phase diagram can be 
roughly predicted as shown in Fig. 3 as far as the anisotropy factor 7 is given [3]. 
Small deviations are observed for the systems in which strong pinning centers are 
introduced by heavy particle irradiation, second phase precipitation, etc. or for 
the system in which pinning centers are deficient such as in the over-doped YBCO. 
But in the other cases, the empirical scaling laws proposed above universally hold 
in spite of the great difference in the anisotropy factor 7 from ca. 5 of YBCO to 
104 of Bi2212. The fact that vortex behaviors are essentially determined solely 
by the anisotropy factor indicates that the decrease in Ec should be understood 
as included in the increase in the anisotropy factor or vice versa. This leads one 
to think that the anisotropy must be related with the pseudo-gap. The mutual 
dependence among the pseudo-gap, condensation energy and anisotropy is hence a 
very interesting problem. 

VORTEX CORE STATE: NORMAL CORE VS. 
LOCALIZED STATE 

The eq. (3) would hold to the bulk condensation energy. Then the question is 
whether one can consider the vortex core state to be the same as the bulk normal 
state. If it is so, the vortex core must exhibit the "pseudo-gap". Renner et al. has 
observed a pseudo-gap like structure by STM/STS in a vortex core on Bi2212 [4]. 
Because Ec in eq. (3) decreases towards under-doping, the pinning potential would 
decrease accordingly. This is at least qualitatively in accord with the experimental 
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FIGURE 3. A schematic phase diagram of the HTS: the first order phase transition line Bpt, 

the irreversibility field Birr, and the magnetization peak field Bp. 

observations. On the other hand, when the vortex core is small enough, one ex- 
pects a formation of the quantized state of the quasi-particle. Maggio-Aprile et cd. 
observed a double peak tunneling structure in a vortex core on Y123 and claimed 
that this is the quantized state [5]. Since there have not been any further con- 
firmation experiments made of this kind it is not yet clear why the two materials 
show such remarkable differences. In the latter case, eq. (3) should not directly give 
the condensation energy. In this regard, another question has been raised whether 
the quasi-particles can be confined in a vortex core in a d-wave superconductor. 
Although we do not go into details here, whether a localized state is formed would 
give influence when to consider the vortex pinning potential. 

PSEUDO-GAP AT THE LOW TEMPERATURE 

In order to evaluate the pinning potential by eq. (3) the two quantities NNs(E) 
and Nsc(E) must be compared at the same temperature. It has been claimed 
that the pseudo-gap has the same symmetry dx2_^ as the superconducting gap. It 
suggests that the pseudo-gap would develop as temperature is lowered in a similar 
manner as the superconducting gap. It is not yet well discriminated experimentally 
how the pseudo-gap differs from superconducting gap in the low temperature region. 
In the tunneling experiments, at lowering the temperature, the pseudo-gap seems to 
grow gradually and continuously switches to the superconducting gap at Tc, growing 
further continuously. During this process it is quite strange that the gap size does 
not seem to change significantly but the gap only becomes more pronounced with 
the growth of the edge peaks below Tc. If the two gaps are exactly the same, the 
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Ec value estimated from eq. (3) would be zero. Of course this is not likely but it 
is possible that the condensation energy and hence the pinning potential may be 
greatly reduced because of this reason especially in the under-doped regime. 

CORE STATE DIFFERING FROM THE NORMAL 
STATE 

In the HTS there have been many possible electronic states proposed that might 
occur under some conditions of the doping state: anti-ferromagnetically (AF) or- 
dered state, charge ordered state, CDW, SDW, spin singlet state, stripes, etc. 
Because of the extremely small core size, charging of this length scale would not 
cost much energy. For example, formation of an AF ordered state in a vortex 
core would prefer an expulsion of holes from the core to make the core negatively 
charged surrounded by the positive charge cloud. There has been some indication 
by Hall coefficient measurements in the mixed state to suggest the charged vortex 
core [6]. If this is the case, eq. (3) would under-estimate the condensation energy 
in relation with the pinning potential. The vortex state in the HTS still seems to 
be quite mysterious. 

CONCLUSIONS 

It has been discussed that the superconductivity phenomenology in the HTS is 
much complex and a due consideration must be paid to the presence of the pseudo- 
gap in the normal state. This can explain why the pinning strength becomes very 
small in the under-doped regime. But it is argued further that the core state may 
not be necessarily the same as the pseudo-gapped normal state in the bulk due to 
the extremely short coherence length. 

The third phase may appear in the vortex core. 
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Abstract. Li et al. found that the critical current density J/ across atomically clean 
c-axis twist junctions of Bi2Sr2Ca Cu208+« is the same as that of the constituent single 
crystal, J;f, independent of the twist angle <j>0, even at Tc. We investigated theoretically 
if a dx2_yj-wave order parameter might twist by mixing in dxy components, but find 
that such twisting cannot possibly explain the data near to Tc. Hence, the order 
parameter contains an s-wave component, but not any dx2_„2-wave component. In 
addition, the c-axis Josephson tunneling is completely incoherent. We also propose a 
c-axis junction tricrystal experiment which does not rely upon expensive substrates. 

EXPERIMENTAL INTRODUCTION 

It has recently become possible to prepare extraordinarily perfect bicrystal 
Josephson junctions with Bi2Sr2CaCu208+« (Bi2212). [1,2] These junctions are pre- 
pared by cleaving a very high quality single crystal of Bi2212 in the afc-plane, quickly 
examining the cleaved parts under a microscope, rotating one part an arbitrary an- 
gle 0o about the c-axis with respect to the other, placing them back together, and 
fusing them by heating just below the melting point for 30 h. [1,2] A schematic view 
of the resulting c-axis bicrystal is shown in Fig. 1. By examining these bicrystals 
with high resolution transmission electron microscopy (HRTEM), electron energy- 
loss spectroscopy, and energy dispersive x-ray spectroscopy, they were found to be 
atomically clean over the entire areas studied (« lO^m2), and the periodic lattice 
distortion was atomically intact on each side of the twist junction. [1] 
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To each of the 12 bicrystals measured, six electrical leads were attached using Ag 
epoxy, two on opposite sides of each of the two constituent single crystals, and two 
across the bicrystal. By applying the current I across the central leads straddling 
the bicrystal, and a voltage V across two of the other leads, it was possible to 
measure the I/V characteristics of the c-axis transport across each constituent 
single crystal, and across the twisted bicrystal junction in the same run. The 
critical current Ic was easily identified, as V dropped by 5-8 orders of magnitude at 
a well-defined I value, provided that the temperature T was less than the transition 
temperature Tc. [1,2] For each bicrystal junction, they measured the critical current 
-f/(r) and tne junction area AJ. Similarly, for each consituent single crystal, they 
measured the critical current Jf (T) and the area As. Ic was often unmeasureable 
at low T, so comparisons of all 12 samples were made at 0.9TC. [2] 

Of the 12 bicrystal junctions, 7 were prepared with 40° < <j>0 < 50°, and one 
each at 0° and 90°. Although // and 7/ at T = 0.9TC varied from sample to 
sample, and the critical current densities Jc

s = 7f /As and J^/AJ also varied from 
sample to sample, with only one exception (probably due to a sample that had 
weakly attached leads), the ratio J^/Jc of critical current densities was the same 
(1.00 ± 0.06) for each sample! In a sample with <f>0 - 50°, J/(T)/7C

S(T) = 1.0 over 
the entire range 10 K< T < Tc, and Ic(T)/Ic(0) fit the Ambegaokar-Baratoff curve. 
[2,3] As discussed in the following, these results comprise very strong evidence for 
an s-wave component of the superconducting order parameter (OP) at and below 
Tc, and cannot be explained within a dominant eL2_„2-wave scenario. 

GROUP THEORY 

Although the crystal structure of Bi2212 is orthorhombic, the orthorhombic dis- 
tortion is different from that of YBa2Cu307_i, with different unit cell lengths a 
and b along the diagonals between the Cu-0 bond directions in the Cu02 planes. 
In addition, there is an incommensurate lattice disortion Q = (0,0.212,1) along 
one of these diagonals, the fc-axis, which is clearly seen in the HRTEM pictures of 

sCi||c2 

FIGURE 1. Illustration of a c-axis twist junction with twist angle <f>o- 
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TABLE 1. Singlet superconducting OP eigenfunctions in the angular mo- 
mentum (£) and lattice (n, m) representations, their group theoretic (GT) no- 
tations, and character table for the orthorhombic point group C2v in the form 
appropriate for BJ2212. ab represents the strict fee-mirror plane reflection. 

GT    OP Eigenfunction E     aa     crb    C2 

A1      \s + dxy) +1    +1    +1    +1 

7 öo + V2 E~=i an cos[2n(<t>k - TT/4)] 

~*    ESTm=o {cos(nkxa) cos(mkya) [änm + ämn] 

+ sin(nfca;a) sin(TOfc2,a)[c„m + Cmn]} 

A2        \dxl-yl + gXy{x<>-y*)) +1        "1        "1      +1 

1   V2T,n=i~bnMM<t>*-vß)} 
■n~m    £"m=0 { COs(nkxO) COS(mkya) [Önm ~ ämn] 

+ sm(nkxa) sin(mfcya)[c„m — Cm„]} 

the twist junctions. [1] Since Q contains a c-axis component, only the 6c-plane is a 
strict crystallographic mirror plane. [1] Group theory and Bloch's theorem dictate 
that the superconducting OP must reflect the crystal symmetry. In Table 1, we 
have presented the allowable forms of the OP eigenfunctions for Bi2212. [4] We 
presented both the angular momentum (fixed kF, variable fa, with quantum num- 
bers £) and the nearly tetragonal lattice (variable kx,ky, with quantum numbers 
n, m) representations of the OP eigenfunction forms. As indicated, the two OP 
eigenfunction forms are respectively even and odd with respect to reflections about 
the fcc-plane (the ab operation). [5] Thus, in Bi2212, s-wave and c^^-wave OP 
components are completely incompatible, and do not mix except possibly below a 
second (as yet unobserved) thermodynamic phase transition. [4] 

LAWRENCE-DONIACH MODEL 

Previously, we investigated whether it might be possible to explain the lack of 
any ^-dependence of the c-axis critical current from a purely d-wave scenario. [6] 
We assumed that in the nth layer, the dominant OP component was dx2_y2, the 
amplitude An of which became non-vanishing below Tc = TCA. By choosing the 
sub-dominant OP component to be dxy with amplitude Bn and bare transition 
temperature TcB < TcA, we considered whether the overall OP could "twist" by 
mixing dx2_y2- and dxy-wa.ve components, to accommodate for the physical twist in 
the Josephson junction between the adjacent layers n = 1 and n = -1. 

There are basically two distinct, relevant energy scales in this problem. One is 
the relative amount of the two incompatible d-wave components. This is determined 
mainly by the different bare Tc values, TcA and TcB, arising from the pairing inter- 
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FIGURE 2. Plot of Ic((l>o)/Ic(0) for the case of a dominant d^^-wave and subdominant 
<4y-wave OP, the relative amoimts varying with layer index away from the twist junction. [6] In 
these curves, TcB/TcA = 0.2, T<B/TcA = 0.1304, e/6ßA = 0.5, S/6ßA = 0.1, and the r, = r,' = 1 
curves are solid. At t = T/TcA = 0.7, curves for r) = 1 and various r?' values are shown. 

actions. Assuming there is only one observable zero-field superconducting phase 
transition at Tc = TcA, then TcB « 7^, the correspondingly suppressed bulk 
T<B < TCB, below which the OP is nodeless, and \Bn\ « \An\ for n -> ±oo. This 
results in a strong locking of an anisotropic OP onto the lattice, with the anti-nodes 
of the purported d^^-wave OP component locking onto the Cu-0 bond directions 
on each side of the twist junction. For <fo = 45°, these OP eigenfunctions are thus 
orthogonal, and 7C(45°) = 0. 

The second energy scale is the strength of the Josephson coupling r\ (and rf across 
the twist junction) of the OP components between adjacent layers. This gives rise 
to a finite c-axis coherence length, which diverges as T -» Tc, allowing some real 
OP mixing (or twisting), suppressing Ic(<j>0) for fa ^ 0, as shown in Figs. 2 and 3. 
For strong interlayer coupling, r\ w 1, it is possible that Jc(45°) ^ 0 for T ss 0.5TC, 
as pictured in Figs. 2 and 3. However, Bi2212 is extremely anisotropic, and we thus 
expect r, « 77' <« 1. In Fig. 3, we recalculated Ic(<f>0,T) for this case. Clearly, 
for r, = rf = 0.001, 7C(45°) « 0 for T > 0.5TC. Thus, it is extremely difficult, if not 
impossible to explain the data of Li et al. by assuming a dominant dx2_y2-wa.ve OP 
component with nodes at low T. [2,4,6] 

CONCLUSIONS 

We thus conclude that the superconducting OP in Bi2212 is the the group Au 

which contains the s-wave component, but does not contain any purported dx2_y2- 
wave component near to Tc. However, these experiments also provide information 
about the nature of the interlayer tunneling processes. If there were a substantial 
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FIGURE 3. Plot of /c(</>o)/ic(0) for the case considered in [6] of a dominant dx2_y2-wave and 
subdominant dI!rwave OP, the relative amounts varying with layer index away from the twist 
junction. Curves for r\ = i = 0.1 and r? = rf = 0.001 with t = T/TcA = 0.99,0.9,0.5 are 
presented. The other parameters are the same as in Fig. 2. 

amount of coherent interlayer tunneling, then the OP would be entirely isotropic 
s-wave in form. For free-particle Fermi surfaces, this scenario is possible, as rotated 
Fermi surfaces on opposite sides of the twist are degenerate. However, Bi2212 is 
generally thought to have a tight-binding Fermi surface. In this case, intertwist 
coherent tunneling is only possible for <t>0 « 0,90°, for which a finite fraction of the 
rotated Fermi surfaces are degenerate. Thus coherent tunneling would result in a 
larger Ic{<t>a) for </>0 = 0°, 90° than for any other <fo value, contrary to experiment. 
[2] Hence, we conclude that the interlayer tunneling is entirely incoherent, without 
any discernible interlayer forward scattering, even between adjacent layers on the 
same side of the twist junction. [6] 

Thus, the OP eigenfunction is \s + dxy) with GT notation Ai (Table 1), which 
contains the s-wave component. This OP eigenfunction could exhibit nodes, but 
it is even about reflections in the 6c-mirror plane, and thus does not contain any 
amount of the odd d^^-wave OP component. This conclusion is further supported 
by new e-axis Josephson junction experiments betweeen Bi2212 and Pb, which 
showed strong evidence for an s-wave component at low T. [7] 

NEW TRICRYSTAL EXPERIMENT PROPOSAL 

Since the c-axis junctions are qualitatively superior to the afe-plane thin film 
junctions, we propose a new tricrystal (or tetracrystal) experiment using c-axis 
junctions, as pictured in Fig. 4. This experiment does not require any expensive 
substrates, and the grain boundaries are intrinsically far superior to those of the 
planar junctions. [1,8] In addition, since Ic for the c-axis junctions is ordinarily 
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FIGURE 4. Proposed configuration of a c-axis version of the tricrystal ring experiment. Dark 
crystal: bottom. Light crystal: top. Intermediate shading: equal thickness crystals. Arrows 
indicate the direction of a given single crystal axis. 

much larger than for the a6-plane due to larger junction areas, it is much easier to 
satisfy the experimental requirement IcL/$0 »1, where L is the induction of the 
ring and $0 is the flux quantum. [4] 
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Abstract. High pressure X ray diffraction studies up to 15GPa were performed on the 
Y doped Bi2212 compound with the rare earth concentration x = 0.1 at the calcium 
site. Prom the studies it has been found that the system remains in the orthorhombic 
structure up to 15GPa. The relative volume is found to decrease around 15GPa. This 
may be a positive indication for a pressure induced structural transition in the system 
beyond 15GPa. 

I    INTRODUCTION 

The bismuth cuprate Bi2212 has drawn much attention in recent years as it 
provides several important information about the metal - insulator transition (MIT) 
when a rare earth ion is doped at the calcium site [1,2]. Earlier it was beleived 
that the change in the carrier concentration induces a MIT. The change in the 
carrier concentration was either acheived by doping or by changing the oxygen 
stoichiometry[3,4]. To reveal the pressure effect on the structure of the system high 
pressure X ray diffraction studies were performed up to 15GPa. The results show 
the structural stability of the system up to 15GP. 

II    EXPERIMENT 

The Bi2Sr2Cao.9Yo.iCu208+y crystals were grown by spontaneous nucleation tech- 
nique as described elsewhere [5]. The crystals were crushed in to powder and loaded 
in to the 200 micron hole of a stainless steel gasket. The gasket is fixed in the Mao - 
Bell diamond anvil cell with 4:1 pressure transmitting medium. The powder X-ray 
diffraction experiments were performed employing a rotating anode X-ray gener- 
ator operating at 50kV and 100mA. A high purity Ge detector has been used for 
the data collection. The pressure calibration is made by using the Ag sample.The 
experiments were performed up to 15GPa. 
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Ill    RESULTS AND DISCUSSION 

The cell parameters calculated at ambient conditions for the compound are 
o=5.33(3)Ä, 6=5.46(2)Ä and c=30.50Ä. The volume has been calculated to be 
F=890.565Ä3. The experimental data on the pressure dependence of the relative 
volume were fitted using the Birch equation [6] as given below, 

P=fßo((t)2-333-(f)1.666) (1) 

where P is pressure at the sample site and Vo is the original volume V is the reduced 
volume and B0 is the bulk modulus. 

The bulk modulus value was calculated to be 164(5) GPa. The cell parameters 
calculated at 12.5GPa are a=5.43(l)Ä, 6=5.31(1)1 and c=28.94Ä. and the volume 
is obtained to be V=835.227Ä3. When compared with the equation of state of other 
high Tc compounds the BiaS^Cao.gYo.iCuaOg+y system is found to be more com- 
pressible. There exist no discontinuities in the reduced volume calculated for the 
compound. There is a large volume reduction observed in this system near 15GPa 
which may be a positive indication for a pressure induced structural transition be- 
yond 15GPa, as there exist reports for the pressure induced structural transitions 
observed in the Y based high Tc compounds [7]. 

The orthorhombic structure of the compound is found to be stable up to 15 
GPa and this result is similar to the high pressure reports for the undoped Bi2212 
compound where a tetragonal structure has been found stable up to 50GPa[8]. 

IV    CONCLUSION 

High pressure energy dispersive X ray diffraction experiments were performed 
for the Bi2Sr2Cao.9Yo.iCu208+j, system up to 15GPa. Prom the experiments, the 
compound is found to be in the orthorhombic structure up to 15GPa. A con- 
siderable reduction in the relative volume has been observed for the compound 
near 15GPa which may be an strong indication of a pressure induced structural 
transition beyond 15GPa. 
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Abstract. We studied the c-axis transport in the high quality Bi-2212 stacked junc- 
tions fabricated by the double-sided focused ion beam (FIB) processing of the single 
crystal whiskers. We found the value of the critical current to be considerably (by fac- 
tor 30) below the value given by the Ambegaokar-Baratoff (AB) relation in the BCS 
model at low temperatures. The results are discussed as a possibility of the rf-wave 
partially coherent interlayer tunneling. 

INTRODUCTION 

The symmetry of the order parameter in the layered high- Tc cuprates has been 
the subject of the numerous experimental and theoretical studies of the last time. 
Some evidence of the d-wave type symmetry has been obtained from the photoe- 
mission experiments with the high angular resolution (APRES) [1] and from the 
in-plane tunneling experiments along different crystallographic directions [2]. The 
valuable information about the order parameter symmetry can also be found from 
the c-axis transport studies, in particular analyzing intrinsic Josephson effect (IJE) 
[3] originating from the Josephson tunneling between elementary Cu-0 layers. One 
of the problem in studies of the IJE is related with the selfheating and the quasipar- 
ticle injection effects [4] masking tunneling characteristics at the high bias voltage. 
Here we report on the fabrication of high quality stacked junctions in which both 
parasitic effects are substantially eliminated. By direct measurements of the gap 
voltage Vg and the normal state resistance Äjv at V> V g we found that the value 
of the Josephson tunneling current is about 30 times smaller the value expected 
from the conventional AB relation [5]. 
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TABLE 1. Parameters of the stacked Bi-2212 junctions. 

No     S (/mi2)     KN (kO)    Ic (M)     JQ (A/cm2)    Tc (K)    Va (V)     N     V„/N (mV) 

#1 6.0 2.1 36 600 76 1.1 69 16 

#2 2.0 6.5 12 600 76 1.3 65 20 

#3 1.5 4.6 6 400 78 1.1 38 29 

#4 0.6 10 0.24 40 76 1.7 34 50 
#5 <1 13 0.30 30-60 - - - - 
#6 0.3 30 0.07 23 78 2.2 50 44 

RESULTS AND DISCUSSION 

We used the BisSnCaCugOg+d (Bi-2212) whiskers as the base material for the 
stacks fabrication. Whiskers have been grown by the Pi-free method [6] and have 
been characterized by TEM as a very perfect crystalline object [6]. We developed 
the FIB and the ion milling techniques for a fabrication of the Bi-2212 stacked 
junctions with in-plane size from several microns down to the submicron scale 
without degradation of Tc (see Table). The stages of the fabrication are shown at 
Fig. 1. We used for fabrication a conventional FIB machine of Seiko Instruments 
Corp., SMI-900 (SP) operating with the Ga+-ion beam with the energy ranging 
from 15 to 30 keV and the beam current from 8 pA to 50 nA. For the smallest 
current the beam diameter can be focused down to 10 nm. The overlap geometry 
of the stack let us to avoid the effect of the quasiparticle injection usually occurs 
in the junctios of the "mesa" type with the normal metal top electrode [3,4]. 

a) 

FIGURE 1. Stages of the stack fabrication with FIB (a), FIB combined with the ion milling 
(b), a schematic view (c) of the submicron Bi-S212 stacked junction. 
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The pc (T) dependences of the stacks were typical to the slightly overdoped Bi- 
2212 case, with Tc m 77 K and />c(300) «10-12 Ü cm. The critical current density 
along the c-axis for the junctions with in-plane area S > 2 fim2 was typically Jc « 
6-102 A/cm2at 4.2 K. The dependences of Jc on the parallel magnetic field for bigger 
stacks demonstrate guite good Fraunhoffer patterns [7] which proved the presence 
of the DC intrinsic Josephson effect in our stacks. 

Fig.2 shows the large current and voltage scale IV characteristics of two stacks 
with a decrease of S down to 0.6 /mi2. The gap voltage at V = K9and the normal 
state resistance RNat V> Vg are well defined. The RN was practically tempera- 
ture independent and corresponds to the resistivity value pc (V> V9)f» 12 ficm. It 
gives a possibility to estimate the number of the elementary junctions, N, using 
a simple formula: N = RN S/ pc (V> Vg) t with t the spacing between elemen- 
tary superconducting layers. For the submicron junctions (Fig. 2b) we have not 
observed the S-shaped IV characteristics. It implies that the self-heating and the 
non-equilibrium injection effects [4] are essentially eliminated. As a result we found 
that the superconducting gap of the elementary junction 2 A0 = e Vg / N reaches 
in submicron junctions a value 2 A0 «50 meV (see Table), which is consistent 
with the value found recently from the surface tunneling measurements [8]. The 
extended scale IV characteristic for a bigger junction # 2 is shown in the Fig. 2c. 
The multibranched structure [3] is clearly seen. A variation of the critical current 
along the stack is not big, indicating a good uniformity of our structures. 

One of the main purpose of the work was to check up the AB relation directly 
from the tunneling measurements at the possibly reliable conditions. For the ele- 
mentary junction at low temperatures the AB relation at low temperatures can be 

/ 

/                    X-Ü SVric- X-1V/d:V 
v  o ITIA.'CIIV 

^H 
FIGURE 2. The large current and voltage scale (a,b) and the extended scale (c) /- V character- 
istics of the Bi-2212 stacks: (a,c) #2, S = 2 fim2; (b) #4, S = 0.6 //m2. T = 4.2 K. 
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expressed as follows Jcpc(V > Vg)t = (w/4)(2A/e) . We use for Jc the value 6-102 

A/cm2, found for bigger junctions, since for the submicron junctions the value of 
Jc is suppressed (see Table) as we consider [9] due to the Coulomb blockade effect. 
Using for pc the value 12 Q cm, and s=1.5 nm, we find for the left hand of expres- 
sion the value 1.1 mV which is by factor 30 less than (Tr/4)(2A/e). It indicates 
that the observed critical current density is much less than the value predicted by 
the BCS model for the s-wave Josephson tunneling. The AB relation has been 
derived for the incoherent pair tunneling between the s-wave superconductors, i.e. 
in assumtion that the momentum of the pair is not conserved in the process of 
tunneling. For the case of the rf-wave symmetry the incoherent tunneling leads to 
the zero critical current [10]. Hence to explain the violation of the A-B relation 
in terms of the rf-wave tunneling we should admit the «/-wave tunneling to be par- 
tially coherent. Unfortunately the lack of the relevant theory do not let us do more 
certain conclusions concerning the degree of coherency in our case. 

Another possibility to explain our result is to admit the mixed d + s symmetry 
with a small contribution of the s-wave part, providing the critical current even in 
the case of the incoherent tunneling. That possibility appears to be less probable. 
Our preliminary studies of the c-axis transport on 7r/£-twisted S/N/S junctions, 
formed by the crossed Bi-2212 whiskers, show very sharp zero bias conductance 
peak [11]. The result can be adequately explained by the zero energy Andreev 
bound state appearing in the TV-layer due to the rf-wave type of symmetry in the 
superconducting electrodes [11]. 
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Abstract. We report on the c-axis-polarized electronic Raman scattering of 
Bi2Sr2CaCu208+« single crystals with various oxygen concentrations. Below Tc, there 
is a low-energy redistribution of the electronic continuum and the presence of a 2A 
peak-like feature for all doping levels studied. The superconductivity-induced effect is 
also accumulated from frequencies as high as 40A. 

INTRODUCTION 

The unusual aspects of the c-axis charge dynamics in the high-Tc cuprates con- 
tinue to attract much attention. A.J. Leggett and P.W. Anderson discussed this 
subject in their articles in "Science" [1]. Recent experiments have provided new 
insights about the c-axis electrodynamics of cuprates. Analysis of the interlayer 
infrared conductivity of Tl2Ba2Cu06+i, La2_xSrxCu04 and YBa2Cu306.6 reveals 
an anomalously large energy scale extending up to mid-infrared frequencies that 
contributes to the spectral weight in the superconducting condensate [2]. New 
measurements of surface impedance in YBa^CusOr-f show that the c-axis penetra- 
tion depth never has the linear temperature dependence seen in the ab plane [3]. 
Images of interlayer vortices in Tl2Ba2Cu06+* and HgBa2Cu04+j give a value of 
c-axis penetration depth of a factor 10-20 longer than that predicted by the inter- 
layer tunneling model, indicating the condensation energy available through this 
mechanism is much smaller than is required for superconductivity [4]. 

In this paper, we study the c-axis-polarized electronic Raman scattering in the 
Bi2Sr2CaCu208+ä (Bi-2212) cuprates. Raman scattering has been proved to be a 
valuable technique for understanding the quasiparticle dynamics on different regions 
of the Fermi surface in the cuprate systems by orienting incoming and outgoing 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics 1-56396-880-0/99/$ 15.00 

272 



photon polarizations [5]. The electronic Raman spectra polarized in the afr-plane 
of Bi-2212 have been extensively studied [6]. In contrast, Raman data on the 
electronic scattering of Bi-2212 for photons polarized along the c-axis are rare [7]. 
This is primarily due to the fact that Bi-2212 grows easily as thin sheets along the 
aft-plane - it is very difficult to grow "thick" single crystals of this material. 

EXPERIMENTAL 

Single crystals of Bi-2212 were grown near-stoichiometric using a solvent-free 
floating zone process in a double-mirror image furnace modified for very slow 
growth. We have repeatedly studied the same single crystal of dimensions 5 x 1 x0.5 
mm3 after successive annealing steps under controlled oxygen partial pressure. The 
superconducting transition determined by a dc magnetization measurement showed 
the sample to be successively overdoped (onset Tc = 84 K, ATC = 4 K), slightly 
overdoped (Tc = 92 K, ATC = 2 K), optimally doped (Tc = 95 K, ATC = 1 K), and 
underdoped (Tc = 87 K, ATC = 4 K). 

The low-frequency Raman spectra were taken in pseudobackscattering geometry 
with Tküi = 1.92 eV photons from a Kr+ laser. The laser excitation of less than 
10 W/cm2 was focused into a 50 /un diameter spot on the sample surface. The 
temperatures referred to in this paper are the nominal temperatures inside the 
cryostat. The spectra were analyzed by a triple grating spectrometer with a liquid- 
nitrogen cooled charge-coupled device detector. We have also measured the high- 
energy Raman spectra excited with hui = 3.05 eV. All spectra were corrected for 
the spectral response of the spectrometer and detector, the optical absorption of 
the sample as well as the refraction at the sample-gas interface [8]. 

RESULTS AND DISCUSSION 

The imaginary parts of the c-axis-polarized Raman response functions, obtained 
by dividing the original spectrum by the Bose-Einstein thermal factor, are shown 
in Fig. 1 as a function of doping and for two different temperatures, 100 K (T > Tc) 
and 5K(T<TC). In the normal state, the most prominent features of the spectra 
are the electronic continuum and several q « 0 Raman allowed phonon modes, 
whose overall character is in good agreement with that reported previously [9]. We 
focus on the temperature behavior of the electronic Raman scattering response. 
Well below Tc, it can be seen in Fig. 1 that for the zz continuum there is a loss of 
scattering strength at low frequencies which redistributes into the weak and broad 
peak at higher frequencies for all doping levels studied, similar to the data (so-called 
coherent "2A peak") observed in the afr-plane. We notice that the frequency scale 
associated with the characteristic loss of the c-axis electronic scattering intensity 
in the superconducting state does change with doping. For the overdoped Bi-2212 
with Tc = 84 K, the suppression of the electronic continuum occurs at u < 300 
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cm *. As the doping level is decreased towards the underdoped with Tc = 87 K, 
the onset frequency related to the changes of zz continuum is about 600 cm-1. 

We have estimated the c-axis 2A peak energy in a different manner, where the 5 
K spectrum is normalized by (1) dividing by the 100 K spectrum, (2) subtracting 
the 100 K spectrum, and (3) the difference of Raman spectra, as in (2), after first 
subtracting the phonon contributions. The 2A peak position for the overdoped Bi- 
2212 crystal (Tc = M K) occurs near 400 cm-1 (50 meV). With decreasing doping, 
the peak shifts monotonically upward in energy despite a decrease in Tc. 2A/kBTc 

changes from a value ~ 7 for overdoped Bi-2212 to value approaching ~ 10 in the 
underdoped region. It is interesting to notice that this c-axis 2A feature, which 
has Aig symmetry, is found at a higher frequency than that seen in the planar 
symmetries, but it has a smaller intensity than its in-plane counterparts [10]. 
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FIGURE 1. The low-energy portion of the c-axis Raman scattering spectra taken with red (1.92 
eV) excitation as a function of doping (a) for overdoped sample with Tc = 84 K, (b) for slightly 
overdoped sample with Tc = 92 K, (c) for optimal doped sample with Tc = 95 K, and (d) for 
underdoped sample with Tc = 87 K. Thick line denotes the spectra taken at 5 K, and thin line 
at 100 K. 
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Why is the energy scale of the 2A peak associated with the out-of-plane and 
the in-plane response different? We can say with some certainty that the low- 
energy Raman scattering process in both cases creates two quasiparticles. With 
in-plane polarization they are most likely on the same Cu02 plane, whereas with zz 
polarization they are most likely on adjacent planes. The two kinds of pairs could 
be expected to undergo different final state interactions and screening corrections. 
The c-axis Raman measurements on single-layer Bi2Sr2CuOx would augment this 
study nicely. 

The effect of superconductivity on the high-energy parts of the c-axis electronic 
Raman scattering is shown in Fig. 2. Note that the room-temperature c-axis elec- 
tronic continuum extends past 1.5 eV. Its intensity dramatically increases using 
near ultraviolet (UV) photon excitation, suggesting that the scattering process in 
zz geometry is dominated by a resonance Raman vertex.  As the temperature is 

12000 
Raman Shift (cm") 

FIGURE 2. The high-energy portion of the c-axis Raman scattering spectra taken with UV 
(3.05 eV) excitation at three different temperatures (a) for slightly overdoped sample with Tc = 
92 K, and (b) for underdoped sample with Tc = 87 K. The low-frequency rise is part of a phonon 

contribution. 
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lowered from 300 K to 100 K, we observe only small changes in the electronic 
Raman response. Below Tc, the rearrangement of the high-energy electronic Ra- 
man response occurs over an energy range between 1500 and 9000 cm-1, in a 
manner reminiscent of its low-frequency redistribution of the electronic continuum. 
Furthermore, the fractional change in the integrated electronic scattering inten- 
sity, [/(5K) - 7(100K)]//(100K) between 1500 and 12000 cm"1, is about 3% for 
slightly overdoped Bi-2212 and less than 1 % in the underdoped sample. It is worth 
mentioning that a similar superconductivity-induced effect on the aft-plane high- 
energy electronic continuum was observed in optimally doped Bi-2212 and in the 
YBa2Cu307_Ä family of the high-Tc superconductors [11], but that effect is much 
stronger than the effect shown here. 

In summary, c-axis electronic Raman scattering spectra have been investigated 
for Bi-2212 single crystals. Below Tc, there is a low-frequency redistribution of the 
electronic continuum and the formation of a 2A peak in the superconducting state. 
The monotonic increase of 2A and 2A/kBTc with decreasing doping is unusual. In 
particular, this 2A feature, which has Alg symmetry, is found at higher frequencies 
than those seen in the planar symmetries for all doping levels studied. We also 
find that the superconductivity-induced effect extends to the frequencies as high as 
40A. The data presented in this study pose a new challenge to those attempting to 
understand the important mechanisms contributing to c-axis excitations in high-Tc 
superconductors. 
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Abstract. The inelastic neutron scattering spectra were measured for several Sr con- 
centrations of polycrystalline La2_J!SrxNi04. We find that the generalized phonon 
density-of-states is identical for x - 0 and x = 1/8. For x = 1/3 and x - 1/2, the 
band of phonons corresponding to the in-plane oxygen vibrations (> 65 meV) splits 
into two subbands centered at 75 meV and 85 meV. The lower frequency band increases 
in amplitude for the x = 1/2 sample, indicating that it is directly related to the hole 
concentration. These changes are associated with the coupling of oxygen vibrations to 
doped holes which reside in the Ni02 planes and are a signature of strong electron- 
lattice coupling. Comparison of Lai.9Sro.iCu04 and Lai.875Sro.i25Ni04 demonstrates 
that much stronger electron-lattice coupling occurs for particular modes in the cuprate 
for modest doping and is likely related to the metallic nature of the cuprate. 

INTRODUCTION 

It has been known for some time that strong phonon anomalies occur in the 
superconducting cuprates as a function of hole concentration. These anomalies 
were originally observed by inelastic neutron measurements of the phonon density- 
of-states of several superconducting cuprates and manifested themselves as strong 
softening of in-plane polarized oxygen modes within the Cu02 plane [1]. This soft- 
ening behavior was confimed by neutron scattering measurements of the phonon 
dispersion and was found to occur only for the longitudinal oxygen bond-stretching 
branch along the (1,0,0) direction (along the Cu-0 bond) and near the Brillouin 
zone boundary [2]. This effect appears to be universal, and has been observed in 
all cuprate systems for which the measurement has been made. More recently, 
careful phonon peakshape measurements in Lai.85Sro.i5Cu04 have revealed anoma- 
lous splittings of this branch midway to the zone boundary at low temperatures 
[3]. This manifestation of strong and unique electron-lattice coupling for specific 
phonon polarizations and wavevectors in the cuprates brings several questions to 
mind: Are the phonon anomalies related to the inhomogeneous, or topological, dis- 
tribution of doped holes, such as stripes ? What is the origin of the temperature 
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effect? And finally, is the dynamic (or metallic) nature of the hole states important 
in the electron-lattice coupling? 

To address these questions, we have undertaken measurements of the phonon 
density-of-states in the nickelate system, I^-xSr^NiO,,, as a function of Sr (hole) 
concentration. The nickelates are isostructural to the 214-cuprates and are known 
to have similar phonon spectra in the undoped parent compounds [1]. For rather 
large Sr concentrations (a; > ~0.1) [4,5], the nickelates form charge/spin ordered 
states similar to those proposed for the cuprates. However, in the nickelates the 
stripes are static and the system remains in insulator up to very large hole con- 
centrations. Consequently, we can address several of the questions posed above. 
Additionally, the relevance of the electron-lattice coupling in the nickelate stripe 
ordering is an interesting question, and these measurements can help to address 
how the electron-lattice coupling enters in the stripe formation. 

EXPERIMENTAL 

In the present experiment, the inelastic neutron scattering spectra are mea- 
sured for polycrystalline L^-rSr^NiC^ (x = 0, 1/8, 1/4, 1/3, 1/2) and also for 
Lai.gSro.iCu04. The purpose is to obtain the dependence of the generalized phonon 
density of states (GDOS) on hole concentration, and also to determine the variation 
of the GDOS with temperature. This is the first systematic study of the doping 
and temperature dependence of the lattice dynamics of La2_xSTa;Ni04 by neutron 
scattering. We pay particular attention to the contribution from in-plane polarized 
oxygen vibrations. This is made simple because the in-plane oxygen modes are 
well-separated in frequency from the other kinds of vibrations, as determined from 
model fits to phonon dispersion measurements. The features above 65 meV are 
associated entirely with planar oxygen vibrations. 

La2-xSra;Ni04+i powder samples were prepared by solid state reaction of stoi- 
chiometric ratios of La203, SrCOß and NiO [6]. The x = 0 and x — 1/8 samples 
were subsequently annealed in flowing argon at 1100 °C for 20 hours to ensure that 
8 =. 0 [5]. X-ray powder diffraction measurements at room temperature yielded 
lattice constant values consistent with previous reports [7] and indicated predom- 
inantly single phase material, with only a small ^-independent La2C>3 impurity 
phase. Magnetic susceptibility measurements yielded data essentially equivalent to 
that of Cheong et al. [6], including the reported signal of stripe order for x — 1/3. 
The samples weighed about 40 grams each. 

Time-of-flight inelastic neutron scattering measurements were performed on the 
Low Resolution Medium Energy Chopper Spectrometer at Argonne National Labo- 
ratory's Intense Pulsed Neutron Source. For all measurements, an incident neutron 
energy of 120 meV was chosen. Data were taken at T = 10K and 300K for many 
different samples, some with the same Sr concentration but differing mass. Data 
were summed over all scattering angles from 2 —120° and corrected for background, 
absorption, sample mass, multiple scattering, and multiphonon processes.  Excel- 
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lent agreement was achieved for different masses of the same stoichiometry. The 
data were then converted into the GDOS by accounting for the phonon amplitude 
factor. 

RESULTS AND DISCUSSION 

The GDOS of La2_a;SrxNi04 are shown for several Sr concentrations at T = 10K 
in Figure 1. The GDOS for the x = 0 and x = 1/8 samples are identical, thus 
hole doping has little effect on the phonon spectrum at this level. This is in strong 
contrast to the cuprates. Figure 2 shows the GDOS obtained for Lai.875Sro.i2sNi04 
and Lai.9Sr0.iCu04 at T = 10K. While the GDOS of the undoped parent com- 
pounds are virtually identical, at ~10% doping the spectra differ greatly above 
65 meV. In particular, the subband forming near 70 meV in the cuprate, which 
is associated with the anomalous bond-stretching modes, has not formed in the 
nickelate. Thus, simple mechanisms related to substitutional disorder or Madelung 
terms in the interatomic potential cannot possibly be responsible for the softening. 
Rather, the phonon softening in the cuprate must require hole mobility in addition 
to strong electron-lattice coupling. The formation of this subband may be related 
to the metal-insulator transition near the 5% doping level, although this has not 
been measured to date. 

However, this does not preclude the presence of electron-lattice coupling in the 
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FIGURE 1. The generalized phonon density-of-states of La2_a;Sra;Ni04 for x = 0, 1/8, 1/4, 1/3 
and 1/2 at T — 10K. Data for each concentration is separated by 0.01 units for clarity. 
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FIGURE 2. The generalized phonon density-of-states Lai.875Sr0.i25NiC>4 and Lai.gSro.iCuCU 
at T - 10K. The cuprate GDOS is offset by 0.01 for clarity. 

nickelates themselves. For the higher doping compounds, strong deviations are seen 
in the in-plane polarized oxygen modes above 65 meV. This is especially apparent in 
the x = 1/2 compound. Here, a subband of phonon modes is formed near 75 meV, 
quite similar to the cuprates although at a much higher doping level. This subband 
can also be seen very weakly in the x = 1/3 compound. Other changes, such as the 
narrowing and slight hardening of the band near 85 meV can be observed for the 
x = 1/4, 1/3 and 1/2 systems. Additionally, smaller changes are observed at the 
higher Sr concentrations, such as the changes near 45 meV. Unfortunately, many 
kinds of phonon modes involving different atomic species are involved below 50 
meV, and it is not possible to discuss these changes with the present data alone. 

It is tempting to associate the renormalization of the oxygen phonon modes in the 
nickelates with stripe formation. With the localization of holes and their real-space 
ordered arrangement, one might expect the interatomic potentials for the strongly 
covalent Ni-0 bonds to be affected. For La3/2Sr1/2Ni04 below 350K, the holes form 
a checkerboard pattern on the Ni02 plane. Thus, the 75 meV and 85 meV bands 
could be related to vibrations of Ni04 squares with or without a hole, respectively. 
An extension [8] of the recent theoretical work by Yi, et al. [9] has calculated the 
expected phonon spectrum of the Ni02 plane in the presence of strong electron- 
lattice coupling in addition to the strong 2-orbital electron-electron interactions and 
in the background of stripe order using an inhomogeneous Hartree-Fock numerical 
method. The results show a quantitative agreement with the measured doping 
dependence shown here and relate the 75 meV subband to local lattice vibrations 
in the vicinity of the stripes (or phonon modes localized on the stripe). The level of 
electron-lattice coupling required for agreement with the GDOS within Yi's model 

3. According to Yi's results, the strength of the electron-lattice coupling can is a 
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dictate stripe position and this value is close to the transition from Ni-centered to 
O-centered stripes for x = 1/3. It has been shown experimentally that the stability 
of Ni-centered or O-centered stripes is quite sensitive to temperature. 

Further connection of the stripe order and phonon subband formation in the 
nickelates can be obtained from the temperature dependence. For La5/3Sri/3Ni04, 
the stripe order is lost above ~ 240K. Figure 3 shows a comparison of the GDOS 
for the nickelate compounds with x = 0, 1/3, and 1/2 at T = 10K and 300K. 
The x — 0 and 1/2 GDOS are very similar for the two temperatures, including 
the 75 meV subband for x - 1/2 which still retains hole order. For x = 1/3, the 
GDOS appears more like x = 0 and may be related to the loss of hole order. For 
such complicated crystal structures, it is difficult to compare different temperatures 
since the contributions of each chemical species vary with the Debye-Waller factor 
and multiphonon corrections are more significant. While these data do give the 
inference of the phonon renormalizations being sensitive to hole order, it is only 
suggestive. 

Other observations such as mode splitting through the stripe ordering transition 
by Raman [10,11] and Infra-red [12] absorption; and the fact that charge order 
occurs before spin order in these systems [13] point to the importance of the lattice 
degrees of freedom in the nickelates. Considering our results in conjunction with 
these others, electron-lattice coupling may be crucial in the stabilization of charge- 
ordered states. Additionally, in the cuprates, phonon induced charge transfer ex- 
citations and the large and anomalous electron-lattice coupling may be relevant 
to the electronic transport properties. In short, both the nickelates and cuprates 
show strong electron-lattice coupling effects for oxygen modes in the transition 
metal-oxide plane. 
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Abstract. A photoinduced IR absorption peak centered at ~ 5000 cm-1 was observed 
in (Lai-^Sr^MnJi-jOs at low hole doping. The peak diminishes and softens as hole 
doping is increased. The peak is atributted to absorption due to the anti-Jahn-Teller 
polaron. 

I    INTRODUCTION 

It has been shown in high Tc cuprates that measurements of the photoinduced 
(PI) absorption are extremely useful tool to understand a nature of electronic 
states [1], especially in the range of weak hole doping. We expect that simi- 
lar holds for giant-magnetoresistance (GMR) manganites [2] since as in cuprates 
interplay between lattice and electronic degrees of freedom is essential for their 
low energy physics. [3] In this paper we present PI absorption measurements in 
(Lai_ISrxMn)i_i03 at various hole doping levels concentrating mostly on weak 
hole-doping levels. 

II    EXPERIMENTAL 

The method of preparation and characterization of ceramic samples with nominal 
composition (Lai-ÄMn^Os (a: = 0, 0.1, 0.2) is published elsewhere [4]. Their 
Curie temperatures were determined from AC susceptibility measurements. The 
Sr doped samples had Tc « 210K and Tc « 340K for x = 0.1 and 0.2 respectively. 
A part of the ferromagnetic (FM) x = 0 sample with Tc « 170K was consequently 
treated at 900° C in Ar flow to obtain another x = 0 sample with smaller 5 which 
is an antiferromagnetic (AFM) insulator below TN = 140K. 
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FIGURE 1. Low temperature (T = 25K) PI transmittance a) and TD transmittance b) spectra 
as a function of doping. The spectra are verticaly shiftted for clarity and thin lines represent zero 
for each spectrum. The thick line is the small polaron absorption [9] fit to the data. 

Photoinduced IR transmittance measurements were performed with Bomem MB 
series Fourier transform spectrometers using standard KBr powder technique. A 
special care was taken that the KBr pallets were in a good thermal contact with 
the sample holder. The maximum excitation Ar+ laser (A = 514.5 nm) light fluence 
$ was ~ 500 mW/cm2. 

At each temperature the thermal-difference (TD) transmittance change was also 
measured in absence of the laser light excitation by first measuring the reference 
spectrum and then increasing the sample holder temperature by 2K and measuring 
the sample spectrum. 

In the x = 0 AFM sample a strong broad PI midinfrared (MIR) absorption 
(negative PI transmittance) centered at ~ 5000 cm"1 (~ 0.62 eV) is observed (Fig. 
la). Comparison with the virtually flat TD spectrum in Fig. lb confirms that 
the PI absorption is not due to laser heating effects. In the frequency range of 
the phonon bands we observe PI phonon bleaching in the range of the 585-cm 1 

phonon band and a slight PI absorption below 580 cm-1. The PI phonon bleaching 
consists of two peaks at 600 and 660 cm-1 respectively with a dip in-between at 
630 cm-1. These two PI transmission peaks are reproducible among different runs, 
while the structure of the PI absorption below 580 cm-1 is not. 

In the x = 0 FM sample there is much weaker PI absorption centered around 
~ 3000 cm-1 (~ 0.37 eV) and comparison with the TD spectrum, which shows a 
relatively strong TD transmission below 4000 cm-1, indicates that the signal is not 
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FIGURE 2. The Pi-absorption peak intensity in the x = 0 AFM sample as a function of the 
laser fluence * panel a) and its temperature dependence panel b). The solid line in panel a) is 
V* fit to the data. 

thermally induced. There is no PI signal in the spectra of the x = 0.1 and x = 0.2 
samples. 

In the x = 0 AFM sample the intensity of the PI absorption peak was measured 
as a function of the laser fluence and is shown in Fig. 2a. It can clearly be seen 
that the intensity of the peak is not proportional to the laser fluence $, but it 
is better fit with a square root of the laser fluence \/$, suggesting a bimolecular 
recombination process. This is also additional proof that the observed PI signal is 
not thermal in origin. 

Temperature dependence of the PI-absorption-peak in the x = 0 AFM sample 
is shown in Fig. 2b. The intensity of the peak quickly diminishes with increasing 
temperature disappearing between 80 and 100K. There is no significant shift of the 
Pi-absorption peak observed with increasing temperature and no changes in the 
Pi-spectra are observed around TN- 

III    DISCUSSION 

Similar to high Tc cuprates, in (Lai_xSrxMn)i_jOs a PI absorption of significant 
magnitude is observed at weak hole doping only. We attribute absence of the PI 
signal at higher doping levels to a much shorter photoexcitation lifetimes which 
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prevent their detection in a pseudo CW experiment. We therefore mainly focus to 
the x = 0 AFM sample in the rest of discussion. 

It is instructive to compare the PI absorption spectrum peaked at 0.6 eV with 
IR conductivity spectra of chemically doped compounds to see whether the PI 
carriers show any similarity to the carriers introduced by chemical means. Indeed, 
Okimoto et al. [7] observe in the x = 0.1 Lai_j;SrxMn03 a broad absorption peaked 
around 0.5 eV which is absent at room temperature and increases in intensity 
with decreasing temperature. They attribute it to localization of Jahn-Teller (JT) 
polarons at low temperatures. They also relate the peak energy of 0.5 eV to a JT 
polaron binding energy [5] EPJT- The absorption shifts to lower energies as doping 
is increased [7]. Similar value of the polaron binding energy of 0.4 eV has also been 
inferred from transport measurements by De Teresa et al. [8]. They also find that 
the binding energy decreases with the increasing hole doping. 

In our experiment the PI absorption peak energy of 0.6 eV is very similar to 
the above mentioned polaron binding energies. The peak energy decreases with 
increased doping as seen from the position of the PI absorption peak in the cation 
deficient x = 0 FM sample. We are therefore tempted to assign the PI absorption 
peak to an anti-JT-polaron absorption. In Fig. la a fit of absorption due to a 
small polaron given by Emin [9] for x = 0 (AFM) sample is shown. The theory 
fits well to the data with the small polaron binding energy Eb — 350 ± 8 meV and 
the phonon frequency ujph = 300 ± 40 cm-1. The small polaron binding energy 
obtained from the fit is very similar to the one determined by De Teresa et. al [8] 
and the frequency of the phonon is in the region of the oxygen related modes, as 
expected. 
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Abstract. The longitudinal ultrasonic attenuation coefficient for a clean d-wave su- 
perconductor has been calculated for the case of a dx2_y? order parameter and a simple 
two-dimensional tight-binding Fermi surface. We find that the attenuation coefficient 
exhibits a linear temperature dependence at low temperatures for all directions of the 
ultrasound wavevector and, in the nodal direction, a peak in the coefficient as a function 
of temperature occurs away from half filling. 

INTRODUCTION 

With the advent of crystals of the high temperature superconductors with mean 
free path of the order of 4-5 microns [1], the possibility arises of performing mea- 
surements of the ultrasonic attenuation coefficient in the clean, rather than the 
hydrodynamic limit. Such measurements with the ultrasound wave vector varied 
through several angles in the a-b plane could be used to confirm and examine in 
detail the nature of the the superconducting state and determine important param- 
eters in the existing theories [2]. Recently several calculations have been presented 
in the literature [3,4] for a d-wave energy gap, which implicitly assume that the gap 
amplitude, A0, is small relative to the Fermi energy Ej. In the high Tc cuprates 
A/Ef can be of order 0.1 or more, and we have recently found for a cylindrical 
Fermi surface that there are important effects due to A/Ef being relatively large 
and that the curvature of the Fermi surface plays an important role [2]. In this 
paper, we examine these effects for a tight-binding Fermi surface. Kostur et al. [4] 
have looked at the case of a d-wave order parameter with a tight-binding Fermi 
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surface, however, due to their approximation of A/Ej <C 1, their results are quali- 
tatively different from what we present here. 

FORMALISM 

We examine a d-wave order parameter of the form Aj = A(T)[cos(kxa) — 
cos(kya)], which has nodes along the diagonal of the Brillouin zone, kx — ±ky 

in a two-dimensional tight-binding band structure given by 

-2t[cos(kxa) + cos(kya)} — fi, (1) 

where t is the hopping parameter and \i is the chemical potential. For our calcula- 
tions, a sum over the Brillouin zone is performed on a 2D lattice indexed by kx and 
kv and with lattice spacing a [5]. The results of a tight-binding band structure are 
shown in Figure 1 for reference. The left frame relates the dimensionless parameter 
n/(2t) to the filling and the right frame illustrates the shape of the Fermi surface 
for various values of fi/{2t). 

For a particular direction of the ultrasound wave vector q, the ultrasonic atten- 
uation coefficient in the superconducting state is given by the phase space where q 
is perpendicular to the group velocity of the quasiparticles, VgJ?j : 

«(T)«~E T N t? cogtf %L E. 

el5(e^.q + A^-q), 
2T 

dk 
(2) 

FIGURE 1. Left: Band filling as a function of fi/2t. Right: Several Fermi surfaces corresponding 
to different n/2t. The half-filled case of fi/2t = 0 is the square surface. The surfaces moving from 
the half-filled case inwards are for [t/2t = -0.5, -1.0, -1.5, -1.9 and for the surfaces moving 
outwards from half-filling \ij2t — 0.5, 1.0, 1.5, and 1.9. 
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where E% = we| + A| and we have used a BCS-like temperature dependence for 

the gap given by [6] A(T) = Ao(0.9963 + 0.7733T/Tc)^/l - T/Tc. 

RESULTS 

In agreement with our previous discussion [2] (see also [7]) there are two major 
changes brought about by accounting for the terms of order A0/Ef in unconven- 
tional superconductors. First, as a consequence of the lines E% = const crossing 
the Fermi surface, in contrast to an s-wave material, the attenuation coefficient is 
linear in T at low temperatures for all orientations of the polarization q in the ab 
plane. The slope of the linear T term and, consequently, the attenuation coeffi- 
cient at a fixed temperature, exhibits a fourfold pattern as a function of the angle 
between q and the crystalline axes, with a maximal attenuation for the ultrasound 
propagating along the nodal direction, as shown in Fig.2. This linear dependence 
was not found by Kostur et al. [4]. 

Second, we found that for a cylindrical Fermi surface and for q in a near-nodal 
direction, the competition between the anisotropic gap and the curvature of the 
underlying Fermi surface gives rise to a maximum in the attenuation coefficient, 
a(T), below the transition temperature Tc. This increase, first predicted in Ref. [7], 
occurs as additional phase space becomes available for scattering near the nodal 
points of the order parameter. As the curvature of the Fermi surface depends 
strongly on the ratio fi/2t as seen in Fig.2, in the following we concentrate on 
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FIGURE 2. Left: The angular dependence of the ultrasonic attenuation for T/Tc — 0.3, 
A0 = 3.5TC, t - 15TC, and /i/2t = -1.1. Right: The ultrasonic attenuation coefficient, 
with q in the nodal direction, normalized to that at Tc for several values of the filling. Here, 
t = 10TC, A0 = ATC and fi/2t = -f.75 (solid curve), -1 (dotted), -0.5 (short-dashed) and -0.05 
(long-dashed). 
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the effect of the tight-binding Fermi surface on the attenuation in the near-nodal 
directions, the directions along the diagonals of the Brillouin zone in Fig.l. 

As is clear from that figure for large values of the parameter n/2t the Fermi 
surface is nearly circular, and the regions contributing to the attenuation in the 
normal state, where q is perpendicular to the Fermi surface are also on a diagonal of 
the Brillouin zone. The additional phase space for scattering below Tc opens up in 
this region, resulting in a maximum in a, as for a circular Fermi surface. For cases 
near half-filling there are large regions of the Fermi surface parallel to the diagonals 
of the Brillouin zone which contribute to the attenuation in the normal state. Below 
the superconducting transition additional scattering processes become important 
near the gap nodes. However, they cannot compensate for the loss of scattering 
phase space over the entire "side" of the Fermi surface where a full energy gap 
opens up. As seen in Fig.2, for the situation where the nodal directions coincide 
with the flat regions on the Fermi surface the peak below Tc disappears completely. 

We also note that the antinodal directions largely sample the effect of the local 
gap in that direction and hence the attenuation drops rapidly below Tc but retains 
the linear T dependence with a small slope at low T as discussed previously [2j. 

There is a dependence on A/t similar to the dependence of A/Ej from our 
cylindrical Fermi surface calculations [2]. Hence for large A/t, the peak appears in 
the nodal direction and moves to higher temperature and for smaller A/t, the peak 
reduces in size, shifts to lower T and eventually disappears in the limit of A/t < 1. 

CONCLUSIONS 

We have calculated the ultrasonic attenuation coefficient for a clean d-wave su- 
perconductor in a model with a tight-binding Fermi surface. While we recover 
many of the results from our previous work with a cylindrical Fermi surface, we 
note here that having large flat pieces of Fermi surface reduces and eventually elim- 
inates the attenuation peak below Tc. Finally, our results are quite different from 
those presented by Kostur et al. [4] whose approximation of A/E} <C 1 neglected 
some of the important physics associated with the order parameter and the Fermi 

surface. 
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Abstract. By zero field muon spin rotation we studied the antiferromagnetic 
correlations in the single layer system La^Sr^CuC^ and the bilayer compound 
Yi-sCa^BaaCusOe. We observe a common phase diagram as a function of hole dop- 
ing per plane with two distinct transitions of the magnetic ground state. The first 
transition marks the border between the 3D antiferromagnetic state and a disordered 
state with short ranged correlations. The second transition coincides with the onset 
of superconductivity and marks a distinct change in the magnetic correlations that 
coexist with superconductivity. The data are discussed on the basis of a microscopic 
phase segregation of the doped holes into hole-rich and hole-poor regions. 

Whenever the insulating composition of a given class of high Tc superconductors 
is chemically stable, it generally exhibits long-range antiferromagnetic (AF) order 
that is rapidly destroyed by small amounts of doped carriers. Short-range 2D AF 
correlations, however, persist into the superconducting regime. It is therefore of 
great importance to study the evolution of magnetism as more holes are doped into 
the Cu02 planes and to explore the interplay between short-range magnetic order 
and superconductivity. The zero-field (ZF) /uSR technique is especially suited for 
such studies since the positive muon is an extremely sensitive local probe able to 
detect internal magnetic fields as small as 0.1 mT and covering a time window from 
10 s to about 10 10 s. Another advantage is the sensitivity of the muon probe 
to extremely short ranged magnetic correlations. For details on the »SR technique 
see e.g. [1]. 

Systematic/zSR studies so far focused on the La-214 [2,3] and Y-123 [4,5] systems. 
In Y-123 the phase diagram has to be drawn versus oxygen content and a reliable 
determination of p, the fraction of doped holes per Cu atom in the Cu02 plane 
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is difficult due to the rather complicated charge transfer from the CuO chains to 
the Cu02 planes. The Yi_äBCa.Ba2Cu306 system, i.e. with 6=1.0, avoids this 
complication, because hole doping is achieved by the substitution of Y by Ga . 
This allows one to directly control the hole concentration in the Cu02 planes in a 
quantitative manner and p = x/2. 

Representative ZF-ftSR time spectra are shown in Fig. 1. The damped oscilla- 
tions in the time spectrum of the Yi-ÄBaaCusOe sample with x = 0.06 together 
with the high transition temperature of TN ~ 180 K implies that this sample ex- 
hibits 3D long range antiferromagnetic order. A strongly overdamped frequency is 
observed at low temperatures for x = 0.15 (p=0.075), a superconducting sample 
with Tc = 13 K. Even for Y0.8Cao.2Ba2Cu3O6 (Tc = 37 K) a fast relaxing signal is 
observed, indicating the presence of strong magnetic correlations coexisting with 
superconductivity. The dotted curves in Fig. 1 are the fit to the data using the 
following Ansatz for the time evolution of the muon spin polarization: 

Gz(t) = \cos{lßBßt)exp{-l-{1^Bllt)f + lexP(~Xt) (1) 

where 7M = 851.4 MHZ/T is the gyromagnetic ratio of the muon, Bß the average 
internal magnetic field at the muon site and AB its rms deviation. The two terms 
arise from the random orientation of the local magnetic field in a polycrystallme 
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FIGURE 1. ZF-//SR spectra obtained at low temperatures (T < 1 K) for various degrees of hole 
doping in Y1_ICaIBa2Cu306 and La2_rSr*Cu04. Dotted curves are the fit to the data using 

equation 1. 
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sample, which on average points parallel (perpendicular) to the muon spin direction 
with probability 1/3 (2/3) [1]. 

In analogy to NMR a slowing down of magnetic fluctuations typically causes 
a maximum of 1/Ti at wßTc « 1 , where w„ is the ft+ Zeeman frequency, and 
TC the average correlation time of the fluctuating transverse field components. A 
precessing 2/3 component indicates static magnetic order on the time scale of the 
fiSR technique (rc < 10"6 s). For p > 0.08 no oscillations were observed and the 
2/3 part of Gz(t) was better represented by an exponential relaxation exp(-At), 
which may indicate either a very strongly disordered static field distribution or 
rapid fluctuations. 

As an example for the behaviour of an only lightly doped system we discuss the 
data on Yo.gsCao.osBazCusOe which are displayed in Fig. 2. Well below the 3D Neel 
temperature of TN ~ 225 K a second magnetic transition occurs at a temperature 
T/ ~ 20 K. This is evident from the peak in the longitudinal relaxation rate 1/Tx 
and the upturn of the muon spin precession frequency. A corresponding transition 
withm the AF state has been reported recently from La-NQR [6] and /zSR studies 
17] on La,Sr-214 where Tf = (815 K) p has been obtained for p < 0.02    This 
transition was ascribed to a freezing of the spins of the doped holes into a spin 
glass state which is superimposed on the preexisting 3D AF long-range order of the 
Cu     spins. Interestingly, we find that the spin freezing temperature Tf exhibits 
the same linear dependence on the planar hole content for Y,Ca-123 and La,Sr-214 
(see Fig. 3). According to the model of Gooding et al. [8], in which Je// p w KBT/ 
this implies that the effective in plane exchange coupling constant, Je//, is identical 
tor both systems and that the freezing of the spin degrees of freedom is a property 
of the hole dynamics within a single plane.   The Neel-state, however, persists to 
higher hole content in Y,Ca-123 as compared to La,Sr-214. This suggests that the 
bilayer coupling makes the 3D AF-state more robust to the presence of doped holes 
A similar result was reported from a 89Y NMR study of Tjv in Y,Ca-123 [9]. 

Only a single magnetic transition into a short range AF correlated spin-glass 
like state is observed for p > 0.02 in La,Sr-214 and p > 0.035 in Y,Ca-123 This 
transition is characterized by a slowing down of the AF fluctuations towards a 
glass transition which is defined by the maximum in 1/Tx (corresponding to a 
correlation time of the spin fluctuations of about 10~7 s). The spin-glass character 
of this magnetic state has been demonstrated recently for Lai «Sro 04CuO4 where 
the susceptibility exhibits irreversible and remanent behavior and' obeys scaling 
laws [10]. Tg is significantly higher due to bilayer interactions in Y,Ca-123 than in 
La,Sr-214. 

It is remarkable that the average internal field at the muon site is only modestly 
reduced while the transition temperature is lowered by about one order of magni- 
tude. This is illustrated in Fig. 3b, where we display the zero temperature limit 
of the internal field at the muon site normalized to its value at zero doping. The 
width of the field distribution, DB, which is a measure of the degree of disorder 
of the magnetic state, increases linearly with hole doping in this regime as can be 
seen m Fig. 3c. The modest reduction of the average internal field and the strong 
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FIGURE 2. ZF-/JSR results on Yo.95Cao.o5Ba2Cu306 plotted as a function of temperature. 
Prom top to bottom: Muon spin precession frequency and transverse relaxation rate 1/T2 and 
the longitudinal relaxation rate 1/Ti. 

FIGURE 3. Magnetic phase diagram as a function of the hole concentration per Cu02 sheet 
for La2-rSrl:Cu04 (open symbols) and Yi_xCaIBa2Cu306 (full symbols), a) In regime I two 
transitions are observed. The Neel temperatures TN (squares), at which the Cu2+ spins order 
into a 3D AF state and a freezing transition of the spins of the doped holes at T/=815K p (circles, 
including data from Borsa et al.). T9 indicates a transition into a spin-glass like state (up triangles, 
regime II) with strong magnetic correlations which coexist with superconductivity in regime III. 
Diamonds represent the superconducting transition temperatures, b) Doping dependence of the 
normalized average internal magnetic field at the muon site. The star at p = 0.12 represents the 
data for Lai.58Ndo.3Sro.i2CuC>4. c) rms deviation AB. Data in b) and c) are for T<1K. 
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increase of ßB with hole doping can be understood in terms of a phase separated 
electronic state where the holes segregate into metallic domains leaving mesoscopic 
hole poor regions with AF strongly correlated Cu2+ spins [11]. 

The spin glass regime extends far into the superconducting state. For strongly 
underdoped superconducting samples with 0.06 < p < 0.10 we still observe a freez- 
ing of the spin degrees of freedom. Except for the somewhat smaller ordering tem- 
perature the signature of the transition is the same as for the non-supercondcuting 
samples. From the amplitude of the rapidly damped muon spin polarization in Fig.l 
we can obtain information about the volume fraction of the magnetically correlated 
regions. We find that all the muons stopped inside the sample experience a non 
zero local magnetic field, which implies that the magnetic order persists throughout 
the entire volume of the sample. The magnetic ground state may still be inhomo- 
geneous but the size of the non magnetic hole rich regions must be smaller than the 
typical length scale (about 2 nm) of the /J.SR experiment. By decoupling experi- 
ments in a longitudinal field we have confirmed the static nature of the magnetic 
ground state. From transverse field measurements we find that the flux line lattice 
which is formed below Tc > Ts extends throughout the entire volume of the sample 
[12]. 

The consistency of our results suggests that the coexistence of SC and AF order 
is an intrinsic property of the Cu02 planes and not an artifact of chemical or 
structural impurities. Our data show that the strength of the AF correlation is 
determined solely by the hole content of the Cu02 planes and does not depend on 
the concentration of dopant atoms. For a given hole content the number of dopant 
atoms (Ca2+ or Sr2+) is twice the number in Y,Ca-123 compared to La,Sr-214. 

In contrast to Ts which evolves rather smoothly, the internal magnetic field at 
the muon site exhibits a strong change for p « 0.06-0.08 as one enters the SC 
regime. The change in slope is rather significant and indicates a distinct change in 
the ground state properties of the Cu02 planes. From the fj.SR experiment alone 
we can not decide whether it is the competition between the AF and the SC order 
parameter or an underlying change of the electronic properties of the Cu02 planes 
which causes the suppression of the internal field. Further experiments will be 
required in order to clarify if the SC order parameter is affected by the static AF 
correlation. 

Notably, the AF correlation is fully restored at p « 1/8. A depression of Tc at this 
hole concentration at first appeared to be uniquely present in L^-^Ba^CuC^ [13], 
but recent studies on La2_rSr3;Cu04 [14] have shown the presence of a shallow cusp 
at the same doping level and this behavior may also be related to the 60K plateau 
in Y-123 [15]. Detailed fiSR studies [16] by Luke et al. and Kumagai et al. show 
that at this doping level static magnetic order is restored at temperatures below 35 
K. Tranquada et al. [17] showed that the static order in La1.6_o.i25Ndo.4Bao.i25Cu04 
comprised a spatial separation of the spin and charge into AF/stripes three lattice 
spacings wide (hole poor) separated by antiphase domain boundaries of one lattice 
dimension where the doped holes reside on every second site. If we consider a 
picture in which a stripe phase were to be established through connectivity of the 
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hole doped regions already existing in region II, the averaged internal magnetic 
field is expected to be 3/4 of the value of the undoped compound. Interestingly, 
this value is observed for both the SC compound Lai.93Sr0.o7Cu04 and the non-SC 
static stripe phase compound Lai.58Nd0.3Sro.i2Cu04. 

In summary we have presented a magnetic phase diagram for the single layer 
system La^Sr^CuC^ and the bilayer compound Y^Ca^BajCusOg. We observe 
a common phase diagram which is characterized by two distinct transitions of the 
magnetic ground state. In the 3D AF regime we observe a freezing of the spin 
degrees of freedom of the doped holes at a temperature T/, which increases linearly 
with the number of doped holes in both systems suggesting that the hole dynamics 
in a single plane is responsible for the observed behavior.For higher doping levels we 
observe a single magnetic transition into a spin glass like state which extends well 
into the superconducting regime. The evolution of the internal magnetic field with 
doping is understood on the basis of a microscopic phase segregation of the doped 
holes into hole rich and hole poor regions. We observe a microscopic coexistence 
of superconductivity and frozen antiferromagnetic correlations at low temperatures 
for underdoped samples. 
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Abstract. A defining property of metals is the existence of a Fermi surface: for 
two dimensions, a continuous contour in momentum space which separates occupied 
from unoccupied states. In this paper, I discuss angle resolved photoemission data 
on the cuprate superconductor BSCCO and argue that it is not best thought of in 
this conventional picture. Rather, the data are consistent with "patches" of finite 
area connected by more conventional "arcs". Novel physics is associated with the 
patches, in that the states contained in a patch are dispersionless and thus interaction 
dominated. In the pseudogap phase, the patches are gapped out, leaving the Fermi arcs 
disconnected. This unusual situation may be the key to understanding the microscopic 
physics of the high temperature superconductors, in that the pairing correlations are 
strongest in the patches, yet the superfluid density lives only on the arcs. 

Perhaps no problem in recent history has captured the attention of the condensed 
matter physics community as much as that of the high temperature cuprate super- 
conductors. After over a decade of work, it has become clear that conventional 
metal physics alone is not capable in describing all of their properties. In fact, it 
is strongly felt in a section of the community that new physics needs to be devel- 
oped to fully solve the problem [1]. One difficulty has been to properly define what 
the problem to be solved exactly is. For instance, it is now generally accepted by 
the community that conventional metal physics should not break down for a two 
dimensional metal which exhibits a free electron dispersion [2]. This can be con- 
trasted with the unusual excitations associated with the fractional quantum hall 
effect, including that of the still debated half integral case, which arise due to the 
degeneracy of states in an applied magnetic field (Landau levels). This points to 
the reasonable hypothesis that the novel physics associated with the high temper- 
ature cuprate superconductors has something to do with a dramatic departure of 
their dispersion from that of free electron metals. 

The experimental tool to employ in this regard is angle resolved photoemission 
spectroscopy (ARPES). For two dimensional materials, if the impulse approxima- 
tion is valid, then the ARPES intensity should be proportional to the product of 
the single particle spectral function and the Fermi function [3]. The 2D condition is 
almost certainly satisfied in the cuprates, in that there is no-evidence, particularly 
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in BSCCO, for any c-axis dispersion in the data. For the photon energies typically 
employed there is also evidence that the impulse approximation is satisfied. This 
is a result of the large number of available final states (due to the complexity of 
the crystal structure) coupled with the short escape depth of the photoelectrons 
(which limits the time for the photoelectron to interact with the photohole). As 
a consequence, the probe is surface sensitive, which has limited much of the most 
useful data to BSCCO, given its strongly two dimensional nature, with resulting 
cleaved surfaces characteristic of the bulk. 

The importance of the single particle spectral function is self evident. It is the 
most fundamental quantity predicted by a many-body theory. Being proportional 
to the imaginary part of the Greens function, it can in principle be Kramers-Kromg 
transformed to yield the entire Greens function, which in turn defines the electron 
self-energy, the function that encapsulates the many-body physics of the material. 
The self-energy implicitly contains the energy dispersion, which as argued above, 
has strong relevance to the nature of the ground and excited states of the system. 

Although ARPES only reveals the occupied part of the spectral function, we are 
fortunate in the cuprates in that scanning tunneling microscope (S™) measure- 
ments in BSCCO yield spectra which strongly resemble that from ARPEb tor the 
appropriate bias sign despite the fact that STM is a momentum averaged probe. 
This indicates that the tunneling matrix elements weight the spectra to certain 
regions of the Brillouin zone (to be identified later as the patches). Thus, not only 
do these data provide a useful complement to ARPES data, with the additional 
advantage of spatial resolution and much higher energy resolution, they can be ad- 
ditionally exploited to obtain crucial information concerning the unoccupied part 
of the spectral function. 

With this introduction, we now turn to some general observations concerning 
ARPES data in Bi2212. The identification of what the actual Fermi surface is in 
this material is still of some controversy. This is easy to understand from early 
measurements of the Stanford group [4]. In a very illuminating figure of a paper by 
that group (Fig. 2), they show those regions of the Brillouin zone where spectral 
weight is seen within 50 meV of the Fermi energy, which was comparable to their 
energy resolution. They then interpreted this in terms of two conventional Fermi 
surfaces, an electron-like surface centered at the (0,0) point of the zone, and a 
hole-like surface centered at the (TT, TT) point of the zone. This was conjectured 
to be due to the predicted bilayer splitting of the electronic structure due to the 
two CuO planes per bilayer unit. Subsequent measurements by the UIC-Argonne 
group [5] were able to attribute the Fermi crossing of the presumed electron-like 
sheet along (0,0) - (TT, 0) to actually be that of a ghost image of the Fermi surface 
due to diffraction of the outgoing photoelectrons by the superstructure associated 
with the BiO surface layer. This led to what is now the mostly accepted picture 
of just a single hole-like surface centered around (7r,7r), with the surprising result 
that somehow, the c-axis kinetic energy associated with bilayer splitting is missing 
in the dispersion of the spectral function. 

I will now argue that this more or less conventional picture has been accepted 
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a bit too readily. As stated above, what the authors of Ref. [4] actually show is 
a plot of the near Fermi energy spectral weight in the zone. This plot is highly 
instructive. What is seen is a mass of states in the vicinity of the (TT, 0) points of the 
zone connected by more typical Fermi surface segments. That is, the most natural 
interpretation of the data is not that one has a Fermi surface that represents a 
continuous contour in momentum space. Rather, it appears that one has "Fermi 
patches" which occupy a finite area in momentum space, connected by "Fermi arcs" 
which resemble more typical behavior. This observation is reinforced by directly 
looking at the raw spectra. There, one sees that states in the "patch" region in 
the normal state are characterized by very broad linewidths which exhibit little 
dispersion. In fact, the often quoted "Fermi crossing" along the (TT, 0) - (TT, TT) 

direction is based not on dispersion, but rather on the drop in intensity of the 
spectra along this direction as would be expected from such a crossing. 

This behavior becomes even more unusual in the superconducting state. Along 
the traditionally accepted hole-like Fermi contour, one sees a dispersion consistent 
with a superconducting order parameter of the dxi_y2 form [6,7]. But in the "patch" 
region, one finds a narrow quasiparticle peak with little if any observable dispersion 
at an energy location given by the maximum of the d-wave gap [8]. This is separated 
by a spectral dip from a higher binding energy feature, the "hump", which does in 
fact have strong dispersion in the "patch". This dispersion becomes quite obvious 
in underdoped materials [9] where it begins to take on qualities reminiscent of the 
undoped magnetic insulator [10]. 

It is of interest to note that the quasiparticle peak only forms below Tc; that is, 
the Fermi liquid superconducting state appears to arise from a non Fermi liquid 
normal state. This is most dramatic in the underdoped case, where a spectral gap 
already exists in the normal state in the patches [11-13]. In this case, one finds 
a strongly incoherent spectrum above Tc, which loses any resemblance to even a 
very broad peak as the doping is reduced. Yet, despite this, one finds the rather 
surprising presence of a sharp leading edge gap. This is a non-trivial finding which 
has yet to be reproduced by any theory which purports to explain the pseudogap. 
Below Tc, a quasiparticle peak forms at this gap edge. This is somewhat reminiscent 
of the formation of a bound state inside of a gap, which has suggested a composite 
nature for the incoherent weight beyond the gap edge [14]. Above Tc, the spectral 
gap "fills in", leading to a more or less flat spectrum at a characteristic temperature 
T* [15]. This filling in effect is also infered from specific heat data [16], and directly 
observed as well by STM [17] and c-axis optical conductivity [18]. 

The filling in seen in the patch region can be modeled by a very simple self-energy 
of the form S = -i^+A^iu+iTo) [19]. rx is a crude (i.e., frequency independent) 
approximation to the single particle scattering rate, which is extremely large in the 
normal state, and collapses precipitously in the superconducting state, strongly 
suggesting that electron-electron interactions determine the spectral lineshape. T0 

describes the filling in effect, and is found to be proportional to T - Tc, as would 
be expected if it represented an inverse pair lifetime. A, the gap parameter, is 
found to be essentially temperature independent for underdoped samples, as was 
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infered earlier from specific heat data [16] and also observed in STM [17]. T is 
then simply the temperature at which T0 becomes comparable to A, and thus does 
not represent a mean field transition temperature, despite its correlation with A 
[20]. Similar modeling has been found to describe STM [21] and c-axis optical 
conductivity [22] data. This indicates that these probes are weighted towards the 
patch regions of the Brillouin zone. (      n 

The above behavior can be contrasted with what occurs on the Fermi arcs , 
which are the Fermi contour segments which connect the patches. On the arcs, A 
closes in a more or less BCS like fashion [19], and this occurs somewhat above Tc for 
underdoped samples. This behavior is found in the patch region only for overdoped 
samples. It is still an unresolved question experimentally whether A collapses at 
the same temperature along the entire arc, though this is a distinct possibility. It 
is interesting to note that the temperature at which this collapse occurs is similar 
to the temperature at which the high frequency superfluid response vanishes for 
an underdoped sample with a similar Tc [23]. This is consistent with the fact that 
the low energy states in the patch region are dispersionless; that is, the patches 
probably do not contribute to the superfluid density. Therefore, once A collapses 
on the arcs, the system no longer exhibits a superfluid response, even at high 
frequencies. The available ARPES data also point to an increase of the size of the 
patch region as the doping is reduced, with a consequent decrease in the length of 
the arcs. Once the patches "grab up" the entire zone, the metal collapses into the 

Mott insulating phase. 
The novelty of these findings cannot be overemphasized. If one looks at the 

anisotropy of the gap at low temperatures, it traces out a d-wave form. This 
occurs even for underdoped samples [24]. That is, it appears as if there is only 
a single gap in the problem. Above Tc, though, there appears as if there are two 
gaps in underdoped samples, a more or less conventional superconducting gap along 
the Fermi arcs, and a temperature independent one in the patch regions. Yet, at 
any given k point, the gap smoothly evolves with temperature, even through Tc. 
This behavior is impossible to understand from a mean field viewpoint, and simply 
cannot be fixed up by attributing the gap in the patch region to some other effect 
(SDW, CDW, etc.). This is reinforced by the fact that once the gap collapses on 
the arcs, the'resulting Fermi surface is just a set of disconnected segments, and 
therefore not derivable from a mean field description which would have implied a 
continuous Fermi contour in momentum space. 

This brings up the important question of what theoretical implications these 
findings have. A phenomenological model based on the arc-patch picture has been 
developed by Geshkenbein, Ioffe, and Larkin [25]. The results differ significantly in 
the pseudogap phase above Tc from standard models of superconducting fluctua- 
tions, since the patch regions, because of their dispersionless nature, do not support 
classical fluctuations. Their model provides a good framework for addressing vari- 
ous data in the underdoped regime. Another phenomenological approach has been 
advocated by Lee and Wen [26]. They observe that the superfluid density can be 
written in the form ps(T) = ps(0) - aT, with the second term due to quasiparti- 
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cle excitations about the d-wave nodes. As a is proportional to the inverse of A, 
and />,(0) is proportional to x (the number of doped holes), then assuming that 
A is roughly independent of doping, one gets the result that Tc is equal to xA in 
the underdoped regime. As a consequence, k points where Ak is larger than Tc 

have spectral gaps which survive above Tc. That is, one has gapless Fermi arcs 
with gapped patch regions. It is interesting that this argument, though completely 
consistent with ARPES data, is made independent of such data. 

On a microscopic level, the Lee-Wen picture can be motivated by a gauge theory 
approach to the t-J model [27]. This picture implies a d-wave gap at low T, but a 
collapse of the gap along the arc above Tc, very similar to what is seen by ARPES. 
The disconnected Fermi arcs are a consequence of strong fluctuations given the 
near degeneracy such a model predicts between the d-wave and flux phase states 
The doping dependence of the arcs has been calculated in a related gauge theory 
approach [28] and are consistent with the ARPES doping trend discussed above 
A different approach for describing the arc-patch behavior based on the t-J model 
has been offered by Furukawa, Rice, and Salmhofer [29].   Their results, utilizing 
a renormahzation group treatment of interactions in the patches, suggest a phase 
separation in momentum space, with an insulating spin liquid phase in the patch 
regions connected by Fermi arcs, and is motivated by studies of three leg ladders 
Finally, there has been a recent sutdy by Putikka, Luchini, and Singh [30] where 
the momentum distribution, nk, for the t-J model has been obtained by high tem- 
perature expansion. The resulting contour plots show that the sharp drop in nk 

which defines Fermi crossings, is only well defined on the arcs, very reminiscent of 
the ARPES data. 

In this connection, the work of Khodel and Shaginyan deserves mention [31] 
These authors discovered another solution besides the classic Landau Fermi liquid 
one. This solution is characterized by a flat band which is pinned to the chemical 
potential, either along a line, or in an entire region of the zone.   This Fermion 
condensate tends to be realized by interactions which are long range in real space 
and attractive [32], and as a consequence is unstable to superconductivity at low 
temperatures. In the resulting superconducting state, dispersionless quasiparticle 
peaks are found, much like what is seen by ARPES in the region of the zone 
surrounding (TT,0) [8]. Above Te, one expects very broad spectral lineshapes [321 
again consistent with ARPES results. In addition, nk is predicted to have a ramp- 
fike behavior for states inside of the Fermion condensate (patch). This behavior is 
descriptive of that observed for the frequency integrated ARPES weight along the 
(7T, 0) - (7T, TT) direction. Therefore, the Khodel state may indeed be the appropriate 
non Fermi liquid reference state for the patch regions of the zone. 

The author thanks his collaborators, Juan Carlos Campuzano, Hong Ding, and 
Monit Randena, for the many discussions which led to the ideas presented here 
Also the author thanks Victor Khodel and Grisha Volovik for discussions concern- 
ing the Khodel state. This work was supported by the U. S. Dept. of Energy Basic 
Energy Sciences, under contract W-31-109-ENG-38. ' 
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Abstract 

We report on angle-resolved photoemission and superconductor-insulator-superconductor tunneling 
measurements of the normal and superconducting states of Bi2Sr2CaCu208+x single crystal samples and 
Bi2Sr2CaCu208+x - native oxide- lead (S-I-S) tunnel junctions.(l-7) 

I. Introduction 

The nature of the cuprate normal state, and how the cuprate electronic structure changes with 
carrier concentration, remains an important and complicated question.(l-l 1) The purpose of this 
report is to present experimental evidence on three points. Due to space limitations, we refer the 
reader to our previously published reports (6,12,13) for the details of equipment facilities, sample 
preparation, measurement methods and data analysis. 

II. Results 
A. Is the normal state a Fermi liquid? 

In studying a Fermi liquid system with photoemission, there are two analytical results arising 
from the Green's function and independent of the strength of interactions in the system.(14) One 
is that the single-particle spectral function is cut off by the Fermi-Dirac distribution function. The 
other is that on the Fermi surface, the high binding energy side of any quasiparticle peak exhibits 
a Lorentzian lineshape. Some of us have studied both of these issues. As shown below and in 
Refs. 1-2, for samples where there is a sufficiently strong quasiparticle state to analyze, we find a 
systematic change with doping. For the part of the Fermi surface around the (0,7t) point, the 
lineshape changes from Lorentzian (Fermi-liquid) for overdoped samples to a non-Lorentzian 
shape for underdoped samples, the latter consistent with a particular non-Fermi liquid state 
reported by A. Chubukov.(l,15) We have also investigated the cutoff in the spectral function; 
these results are reported elsewhere.(16) 

Figure One illustrates angle-resolved photoemission spectra for (a) overdoped and (b) 
underdoped Bi2Sr2CaCu208+x single crystal samples. The overdoped samples exhibit a Fermi- 
liquid (Lorentzian) lineshape, while the underdoped samples do not exhibit such a lineshape. In 
addition to the Fermi liquid Green's function, Chubukov has recently (15) calculated a Green's 
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Figure 1. Angle-resolved photoemisslon spectra, including overdoped (left) and underdoped (right). The 
solid line shows a fit using a Fermi-liquid spectral function, while the dotted line shows a fit using the non- 
Fermi liquid spectral function of equation (1). 

function based on the interaction between electrons and overdamped spin fluctuations. For the 
part of the Fermi surface near the (0,TC) point, this interaction leads to a qualitatively different 
Green's function, viz: 

(1) G (<») = - 
2(0 

Z l + Vl-iH'G), 
The samples were also compared to the Green's function of equation (1). The results indicate 
that underdoped samples are fit much better by this non-Fermi liquid Green's function, while the 
overdoped samples are fit much better by a Fermi-liquid Green's function. Altogether, we used 
seven different methods to analyze the photoemission data.(2) The qualitative results of these 
various methods is the same: near the (0,Jt) point, overdoped samples exhibit spectra consistent 
with a Fermi-liquid state, while underdoped samples exhibit spectra consistent with the non- 
Fermi liquid state of equation (1).(1,2) 

(wxna)   (0,0)   :tmm 
Figure 2. Dispersion relation (left) and Fermi surface (right) of overdoped BSCCO-2212 samples with 
Tc ~ 60K. Open and closed circles on right are data points, closed circles are measured Fermi surface 
crossings, and open squares are Fermi surface locations obtained by assuming symmetric surface. 
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B. Fermi surface topology 

The Bi2Sr2CaCu208+x system exhibits an extended, saddle-point van Hove singularity.(12,17-20) 
The significance of this band structure feature remains in some dispute.(21,22) Does the binding 
energy of the van Hove singularity affect, let along control, the value of Tc ? One way to 
understand how Tc and the van Hove singularity are related is to measure the normal state Fermi 
surface for overdoped samples. Figure Two illustrates (a) the dispersion relation along the high- 
symmetry directions, and (b) the measured Fermi surface for overdoped samples with Tc -50- 
60K. These results indicate that the Fermi surface of the overdoped samples is ~ 6% larger than 
for optimally doped samples, but that the topology is qualitatively the same. Specifically, the van 
Hove singularity remains below the chemical potential, and both main and shadow Fermi surface 
features are clearly visible and can be distinguished from each other along the T-Y direction.(3) 

C. C-axis S-I-S Tunneling 

The phase sensitive measurements provide very strong evidence that there is a sign change in the 
superconducting order parameter- the gap.(23-26) Such measurements include a limit in how 
small a s-wave component can be measured. Earlier reports (27,28) indicate a small s-wave 
component in YBa2Cu307.x that have been attributed to the presence of chains- an orthorhombic 
rather than a tetragonal system in which planes containing neither <7t,7t> nor <JC,-70 are planes of 
reflection symmetry. 

Recently, M. Möale, R. Kleiner, P. Müller and colleagues have reported measuring a supercurrent 
in c-axis S-I-S tunnel junction structures fabricated with Bi2Sr2CaCu208+x - native oxide- 
lead.(6,7) The data in Refs. 6-7 were obtained from their own Bi2Sr2CaCu208+x single crystal 
Samples. 

Quite recently, some of us established a collaboration to further investigate this system. Single 
crystal Bi2Sr2CaCu208+x samples were grown and characterized at the University of Wisconsin 
Angle-resolved photoemission measurements of these samples were performed at UW and at 
EPFL in Switzerland. S-I-S tunnel junction structures were fabricated in Erlangen, Germany and 
measured, using the same methodologies reported in Refs. 6-7. In Refs. 6-7 between 40-50 
samples were measured with consistent results. In the more recent collaboration, 17 samples 
have been measured to date with consistent results. 

Figure 3. Current (I) versus voltage (U) for Pb-native oxide- BSCC02212 (S-I-S) structure at a 
temperature of 4.2K. Note supercurrent (vertical line). 

Figure Three illustrates the supercurrent observed (a) in Refs. 6-7 and (b) in our more recent 
collaboration. Note particularly the presence of a supercurrent below the Tc of lead. 
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Figure Four illustrates a Fraunhofer pattern obtained (a) in our more recent collaboration, and (b) 
in Ref. 7. In Fig. 4(b), the sample was repeatedly heated and slowly cooled to remove as much 
trapped flux as possible. In Fig. 4(a), there was more trapped flux in the sample, which distorted 
the Fraunhofer pattern compared to the better results obtained in Fig. 4(b). In both cases, 
however, there is a Fraunhofer pattern present. 
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Figure 4. Critical current (Ic) versus applied magnetic field (B) in gauss for S-I-S structures at 4.2K. (a) 
present work, (b) Ref. 7. Note Fraunhofer pattern. 
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Figure 5. Current (I) versus voltage (U) for S-I-S structure at 4.2K, using 6.1 GHz microwaves.(7) 

Figure Five illustrates current versus voltage measurements, using 6.1 GHz microwaves. Fig. 5 
indicates that the tunneling is first-order tunneling (e/2h), not second order tunneling.(6,7) 
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The data in Refs. (6,7) and Figs. 3-5 are surprising. We investigated why the data are so 
consistently reproducible. Ref. 7 reports on the result of atomic force microscopy study of the 
Erlangen samples. The result indicates that the step density- which would lead to ab-plane 
tunneling- is very low, below 10"5 unit cells. The same study has not been performed on the 
Wisconsin samples; however, since the tunneling data is of comparable quality, it seems that 
having flat surfaces is essential for obtaining the results of Refs. (6,7) and Figs. 3-5. 

The data in Refs. (6,7) and in Figs. 3-5 indicate that the Bi2Sr2CaCu208+x samples possess a s- 
wave component to the order parameter even when underdoped. Such a conclusion is further 
supported by existing reports (29) that overdoped Bi2Sr2CaCu208+x samples do not exhibit a gap 
node. 

Our results indicate that there is a chemical reaction between the cuprate and the lead at the 
interface. The chemical reaction removes enough oxygen to alter the Tc of the last Cu02 bilayer, 
and it is this bilayer that leads to the supercurrent and other data we obtained. Thus, for both the 
earlier work, Refs. 6-7 and the present work, the measurements are taken on underdoped 
Bi2Sr2CaCu208+x. At this time, we do not have a way to suppress this interface chemistry; work 
is in progress on this point. 

m. Discussion and Conclusions 

The normal state changes qualitatively, from a Fermi liquid metal toward some type of non-Fermi 
liquid ground state, as the carrier concentration decreases. The exact nature of this non-Fermi 
liquid ground state remains to be determined. The reduction in Tc value for overdoped samples 
does not seem due to any qualitative change in the Fermi surface topology. Our data do not 
establish what changes to the normal state electronic structure- if any- account for the reduction 
in Tc value. 

The S-I-S tunneling results indicate a supercurrent, which means that the cuprate, although 
underdoped at the interface, exhibits a non-zero s-wave order parameter component. The IcR, 
produce is always lower than 15 microvolt, so the s-wave component is ~ 10"3 of the d-wave 
order parameter component. At this time, we have no data for which the interface is overdoped. 
This is a small component, but the important point is that it is not zero, as expected for a pure d- 
wave order parameter. The extrapolated value of this s-wave component Tc is 12-20K, above the 
Tc of lead.(6,7) Thus, the supercurrent is not due to proximity effect coupling from the lead. 
There is no zero bias anomaly, which indicates that the supercurrent is not due to ab-plane 
tunneling. The Fraunhofer diffraction pattern indicates a homogeneous interface, no ab-plane 
tunneling, and the minima and maxima fit to the dimensions of the junction. The microwave data 
indicate first order tunneling, while tunneling from a purely d-wave cuprate would be second 
order tunneling or higher order. Said another way, the microwave data indicate a second order 
tunneling component below what can be detected, which if present would be too small to explain 
the tunneling data. 

In the superconducting state, our data, both published (6,7) and in progress, (4,29) are in direct 
disagreement with the idea that the order parameter is purely d-wave. Instead, both 
photoemission and tunneling data indicate that there is a s-wave component to the order 
parameter. The results of Refs. 5-7 and Figs. 3-5 indicate that for underdoped samples with Tc = 
30-60K, the s-wave component is - 103 smaller than the d-wave component. The photoemission 
data indicate that for overdoped samples with Tc ~ 60K, the s-wave component is smaller than, 
but of the same order of magnitude as, the d-wave component.(4,29) We suggest the possibility 
that the size of the s-wave component grows rapidly as the carrier concentration increases. 
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The Specific Heat of (1^ 85Sr015)Cu04: 
Evidence for d-Wave Pairing 

N. E. Phillips1, R. A. Fisher1, A. Schilling1, 
B. Buffeteau2, T. E. Hargreaves2, C. Marcenat2, R. Calemczuk2, 

A. S. O'Connor3, K. W. Dennis3, R. W. McCallum3 

'MSD, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA 
}CENG/CEA, Grenoble, France 

3Ames Laboratory, Iowa State University, Ames I A 50011, USA 

Measurements of the specific heat of two samples of (La1J5Sr0,5)Cu04 in the superconducting and 
vortex states show evidence of the line nodes in the energy gap associated with d-wave pairing. 

For YBa2Cu307.s (YBCO), measurements of the specific heat (C) as a function of 
magnetic field (H) have shown the presence of an aT2 term for H = 0 and a ßH1/2T term 
for H * 0 (1 - 3). The HI/2T term was predicted (4,5), and the T2 term is expected on quite 
general grounds (6,7), for the line nodes in the energy gap associated with a d-wave order 
parameter. The analyses of the data for YBCO that identified these terms required 
substantial corrections to C(H) for the contribution of the paramagnetic centers (PC's). (An 
approach based on the anisotropy of the H dependence of C(H) avoided that complication, 
but gave no information on the T2 term and a different H dependence (8).) It remains of" 
interest to look for these effects in other cuprate superconductors, for which, unlike YBCO, 
there is relatively little evidence bearing on the symmetry of the order parameter. The 
obvious candidate is (La2.xSrx)Cu04 (LSCO) for which samples can be prepared with low 
concentrations of PC's. We report here measurements on two samples of (La, g5Sr015)Cu04 

for which evidence of these effects can be recognized in the raw data. 
The analysis of the data was limited to T > 2.5K for one sample and T > 3.0K for 

the other, where the small, but not negligible, contribution of PC's can be represented by 
a spin-1/2 Schottky anomaly. C(H) is the sum of five terms: CD0S(H), the electron- 
density-of-states contribution; Cmag(H), the contribution of PC's; Chyp = D(H)/T2, the 
hyperfine contribution, which is small in this region; C|at, the phonon contribution; Y*(0)T, 
the ubiquitous zero-field "linear term". 

Figure 1 shows C/T2 vs H1/2T for representative temperatures. One set of points 
(+'s) represents the raw data; a second (o's) represents the data corrected for C™ and Chyp. 
For each temperature there are eight points in each set corresponding to H = 0, 0.5,1,2, 
3,5,7, and 9T. For H > 0.5T the corrected data points for each temperature, which include 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
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Fig. 1. Specific-heat data for representative temperatures. See text for discussion. 

no other H-dependent contribution, have been fitted with a straight line that corresponds 
to CDOS(H) = ßH1/2T. In the figure, the lines all have the same slope, the average value of 
p, but lines with the individual values of ß (see Fig. 2) would not be perceptibly different. 
The conformity of the fitted points to the lines and the negligibly small deviations of the 
0.5-T points, which were not included in the fit, show the H1/2T dependence of CDos 
predicted for H * 0. With that interpretation, the intercepts of the lines at H1/2T = 0 are 
[Clat+Y*(0)T]/T2, and the deviations of the points on that axis from the intercepts are 
CDOS(0)/T2. Those deviations would be the same for all temperatures if Crx^O) were 
proportional to T2. It is apparent in Fig. 1 that they are not the same, and this is 
demonstrated more clearly in Fig. 3, where they are plotted as a = Cu^O/T2 vs T. A test 
of the scaling relation (9), CuoS(H)/HiaT = F(H-1/2T), is shown in Fig. 4. The data in Figs. 
1- 4 are for a sample for which Y*(0) = 0.44 mJ K"2 mol"1 and the concentration of PC's 
is 0.96 x 10"4 mol (mol LSCO)"1; for the second sample those quantities are, respectively, 
1.23 mJ IC2 mol-1 and 1.67 x 10"4 mol (mol LSCO)"1. In all other respects, the results for 
the second sample are essentially identical to those for the first. 

With respect to the H1/2T term, the results reported here are very similar to those 
for YBCO.  However, the T-dependence of a is different.  This difference may arise, 
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in part, because the T2 term is a low-T approximation and Tc is lower for LSCO than 
YBCO, and, in part, because the data at the lower limit of the temperature interval of the 
analysis are affected by uncertainty in Cma_. 

Recent measurements on LSCO,x = 0.16, gave ß = 0.39mJK-2TI/2mor' and no 
detectable T2 term (10). Other measurements (11) gave a substantially higher value of a 
than that reported here. They are also inconsistent with earlier data (3). 
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Fig. 3. Values of a determined for different temperatures. 
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Abstract. 
One of the important problems of high-temperature superconductivity is to under- 

stand and ultimately to control fluxoid motion. We will describe a new technique for 
measuring the pressure dependence of Tc in a diamond anvil cell by the third harmonic 
of the ac susceptibility. It requires no background subtraction and allows the use of 
gasket materials made from hardened steels. More significantly, the third harmonic in- 
dicates the onset of irreversible (with respect to changes in applied magnetic field) flux 
motion. Thus we are able to simultaneously apply high (up to 10 GPa) pressures and 
high (up to 10 T) magnetic fields to study the effect of changes in interplanar coupling 
on the motion of flux. In other reported studies, the interplanar coupling has been ad- 
justed by chemical doping which introduces defects (or pinning sites). By contrast, we 
can directly change the interplanar spacing without introducing defects. Thus, the ef- 
fects of coupling can be separated from those of pinning. We will present results which 
show significant pressure induced shifts in the irreversibility line in YBa2Cu307_f and 
Bi2Sr2CaCu208 

INTRODUCTION 

Since the discovery of high temperature superconductivity, the dynamics of flux 
motion has posed a major challenge to the application of these materials for use 
in high magnetic fields. [1] Early on, Nelson realized the important role played 
by reduced dimensionality in the crystal structure. [2] Further theoretical work 
by Fisher has revealed the possibility of a rich structure of phases in the H-T 
plane, encompassing the phenomena of flux lattice melting from a lattice or glass 
to a gas or liquid. [3] These developments have shifted the focus of research to 
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the physics of the properties of the fluxoids as a model system for a 2-d gas of 
bosons. [4-6] In this view, the weaker the coupling of fluxoids between planes, the 
more 2-d and Bose-gas-like will be the observed properties. Thus, of all the HTS 
materials studied, the most interesting is Bi2Sr2CaCu208+« with its extraordinarily 
high anisotropy. [7] Recent experimental work on Bi2Sr2CaCu208 has revealed the 
distinction between surface and bulk effects, indicating the ranges of field and 
temperature over which 2-d rather than 3-d dynamics dominates. [8] This has been 
essential for illuminating the complex nature of the mixed-state phase diagram in 
this material. The importance of anisotropy underscores the need to quantify the 
effect of changes in the crystal structure (e.g. c -axis lattice spacing) with the 
observed properties of the flux motion. Several studies have shown shifts of the 
irreversibility and melting lines in Bi2Sr2CaCu208+(5 by oxygen-reduction-induced 
changes in the c -axis lattice spacing. [9,10] In these and similar experiments, it 
has been shown that increasing the interplanar spacing strongly affects the flux 
motion by reducing the dimensionality of the system of fluxoids from 3-d to 2- 
d. However, in all experiments where atoms are added to or removed from the 
crystal structure, the defect density and hence the number of pinning sites must 
necessarily change. This effect cannot be discounted when analyzing the results 
of these experiments. Also, doping experiments change the anisotropy ratio by 
modifying properties of the superconducting condensate. A more direct means of 
determining the effect of lattice spacing on the anisotropy is desired, which, at the 
same time, maintains the underlying pinning structure in the superconductor. This 
would allow the separation of the effects of pinning on defect sites from those of 
anisotropy, and hence provide needed input to theoretical models for predicting the 
melting temperature of the flux matter. [11] 

The experiment which we will describe addresses this question by the applica- 
tion of quasi-hydrostatic pressure to change the lattice spacing. We simultaneously 
monitor the flux motion by measurements of the third harmonic of the ac suscepti- 
bility. In the case of YBasCusOr-Ä and even more so in Bi2Sr2CaCu208 , the c -axis 
shows the largest compression. The results show that the irreversibility line in both 
materials shifts to higher temperatures as the lattice is compressed. In the case 
of Bi2Sr2CaCu208, this corresponds to an elevation in the temperature at which 
the interplanar coupling between the fluxoids ceases to be significant. Thus, the 
thermal energy required to effect flux motion is shown to depend very sensitively 
on the interplanar spacing. 

EXPERIMENT 

In our technique, quasi-hydrostatic pressure is applied to the sample using a di- 
amond anvil cell. Primary and secondary coils, wound around the diamond facets, 
are used for the ac-susceptibility measurement with both the ac- and dc-magnetic 
fields applied parallel to the c -axis. Typical ac-field amplitudes of 0.5-1.0 mT are 
used at a frequency between 3 and 5 kHz. The pressure is applied and measured 
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at room temperature and a calibration is used to determine the pressure at low- 
temperatures to within an uncertainty of ±0.3 GPa. Details of this technique and 
of the diamond anvil cell are given in references [12] and [13]. The Bi2Sr2CaCu208 
single crystal used in this study was grown by a self flux technique using a stoichio- 
metric ratio ([Bi]:[Sr]:[Ca]:[Cu]=2:2:l:2) of cations. [14] The YBaaCusOr-* sample 
was grown using the a self-decanting flux method as described in reference [15]. The 
YBa2Cu307_« sample has a Tc of 92.0 K and the Bi2Sr2CaCu208 sample has a Tc 

of 86.3 K. Figure 1 shows a V3/ vs T scan for a YBazCusOr-* sample of a typical 
size, 200 x 200 x 50 ß m3. Despite the small sample size, the signal to noise ratio 
is excellent and there is no background subtraction necessary. [12] Upon cooling, 
irreversible flux motion gives rise to a nonlinear response in the superconductor at 
an onset temperature, Ti (see Figure 1). The irreversibility line is defined to be 
the locus of points determined by H and Tj. As the temperature is lowered further, 
the energies associated with pinning and the formation of a flux lattice begin to 
dominate the dynamics and the nonlinear response diminishes. In Bi2Sr2CaCu208 

, it has been shown that over a large portion of the phase diagram the vortex 
dynamics is dominated by surface barriers. The surface barrier energy increases 
abrubtly as the sample is cooled and the 2-d vortices begin to couple between the 
planes. This gives rise to the sharp onset of the V3/ signal that we observe. In 
addition, surface barriers also give rise to a peak in the second harmonic of the ac 
susceptibilty, which we observe for dc fields less the 500 mT. [8] 

83    84    85    86    87    88    89    90    91 
T(K) 

FIGURE 1. Third harmonic peak of a YBa2Cu307_Ä sample at 4 GPa and with an applied 
field of 2.5 Tesla. 
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FIGURE 2. YBa2Cu307_« irreversibility lines at various pressures scaled by TC(P). 

RESULTS AND DISCUSSION 

Figure 2 shows the scaled irreversibility lines of the YBa2Cu307-A sample at 
various pressures. Each line is scaled by TC(P) (see inset) so that the relative 
changes are more easily identified. The largest change in the irreversibility line 
occurs at 5 GPa where it moves up significantly in field. At 7 GPa it moves back 
down, even below the 0 GPa data for most fields. Surface barriers in YBa2Cu307-* 
appear to be strongly influenced by twinning and oxygen content. [16,17] However, 
the observation of these effects is at fields well below 1 Tesla, so that pinning is 
expected to be the dominant cause of the nonlinear response for the field ranges 

shown in Figure 2. 
The situation is quite different in Bi2Sr2CaCu208 , for which Burlachkov et al. 

have considered the case in which the irreversibility line is governed by surface 
barriers. [18] For fields much greater than the penetration field, Hp, they derive an 
exponential form for the irreversibility field, 

Hi, 
H, c2 

ln(rjHc2/Hirr) 
exp(-2T/T0) (1) 

To 
tfd 

(4-K\)Hn(t/t0) 
(2) 

where r/ is on the order of one, <j>0 is the fluxon, X is the penetration depth, 
d is the interlayer spacing, and t and t0 are time scales related to the rate of 
flux creep through the surface barrier. [19] In the high field regime {H > IT) 
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we are able to determine T0 by fitting our data to equation (1) using reason- 
able values for Hc2 (50T < H& < 250T) or equally well by the approximation 
Hirr « ^c2(ro/2T)e^(-2r/ro), valid for T > T0. Fits using the latter equation 
are shown in Figure 3. For 0 GPa, 1.5 GPa, and 2.5 GPa we obtain for T0 values 
of 20.6 K, 23.5 K, and 22.9 K, respectively (± 2 K). The 0 GPa and the 1.5 GPa 
data merge while Hirr at 2.5 GPa is shifted to slightly higher fields. 

At about 1 Tesla there is a crossover to a low field regime where the irreversibility 
line becomes strongly pressure dependent. While this crossover has been previously 
observed [20], these measurements are the first to show that the two regimes have 
very different dependencies on the interlayer coupling. We note that our low field 
data resemble the Tx line measured in reference [8] which separates more ordered 
vortex phases from that of the pancake gas. The correspondence between the two 
lines indicates that the increased coupling caused by pressure serves to aid in the 
transition to a 3-d phase. We note that our results at low fields are consistent 
with the observed shift in the irreversibility and melting lines caused by changes 
in oxygen content. [9,10,21] However, the changes in the c -axis parameter that 
we achieve with pressure are much greater than those caused by oxygen doping. 
In addition, oxygen doping significantly alters the superconducting condensate, 
changing Tc from 60K to 90K. On the other hand, by applying a pressure of 2.5 
GPa to Bi2Sr2CaCu208, the c -axis parameter is changed by 0.05 nm (versus 0.01 
nm in a typical doping experiment) with only a 4 K increase in Tc. [10,22,23] 

10 
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FIGURE 3. Bi2Sr2CaCu208 irreversibility lines at various pressures.  The data are fit by an 
exponential function at high fields. The inset shows Tc as a function of pressure. 
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CONCLUSIONS 

By measuring the third harmonic of the ac susceptibility, we have shown that 
pressure affects the irreversibility line significantly. The results for YBa2Cu307-« 
demonstrate that an increase in the interplanar coupling causes a shift in the depin- 
ning line to higher temperatures. In Bi2Sr2CaCu208 , the results at high fields are 
consistent with surface barriers dominating the vortex dynamics. In this material 
too, the effect of decreasing the interplanar spacing is to shift the irreversibility line 
to higher temperatures. 

REFERENCES 

1. Y. Yeshurun and A.P. Malozemoff, Phys. Rev. Lett. 60, 2202 (1988). 
2. David R. Nelson, Phys. Rev. Lett. 60, 1973 (1988). 
3. M.P.A. Fisher, Phys. Rev. Lett. 62, 1415 (1989). 
4. D.R. Nelson and H.S. Seung, Phys. Rev. B 39, 9153 (1989). 
5. M.RA. Fisher, et al, Phys. Rev. B 40, 546 (1989). 
6. G. Blatter, et al, Rev. Mod. Phys. 66, 1125 (1994). 
7. D.A. Farrell et al., Phys. Rev. Lett. 63, 782 (1989). 
8. D.T. Fuchs, Phys. Rev. Lett. 80, 4971 (1998). 
9. B. Khaykovich, Phys. Rev. Lett. 76, 2555 (1996). 

10. K. Kishio, et al, Proceedings of the 7th International Workshop on Critical Currents 
in Superconductors edited by H.W. Weber (World Scientific, Singapore, 1994), p.339. 

11. Zhi-Xiong Cai, et al., Physica C299, 91 (1998). 
12. M.R Raphael, M.E. Reeves, E.F. Skelton, Rev. Sei. Inst. 80, 4971 (1998). 
13. C.C. Kim, et al, Rev. Sei. Inst. 65, 992 (1994). 
14. C. Kendziora, et al. Phys. Rev. B 45, 13025 (1992). 
15. T. A. Vanderah, et al., Journal of Crystal Growth 118, 385 (1992). 
16. R Liang, et al, Phys. Rev. B 50, 4212 (1994). 
17. M. Konczykowski, et al, Phys. Rev. B 43, 13707 (1991). 
18. L. Burlachkov et al., et al, Phys. Rev. B 50, 16770 (1994). 
19. V. N. Kopylov, et al., Physica C170, 291 (1990). 
20. A. Schilling, et al., Phys. Rev. Lett. 71, 1899 (1993). 
21. C. Bernhard, et al., Phys. Rev. B 52, R7050 (1995). 
22. J. S. Olsen, et al, Physica Scripta 44, 211 (1991). 
23. C. Kendziora, et al, Physica C 257, 74 (1996). 

319 



Phaseseparation in overdoped 
Y1_0.8Ca0_0.2Ba2Cu3O6.96-6.98 

J. Röhler*1, C. Friedrich*, T. Granzow*, E. Kaldis*, and G. Böttger* 

* Universität zu Köln, D-50937 Köln, Germany 
^ETH Zürich, CH-8093 Zürich, Switzerland 

Abstract. The dimpling in the Cu02 planes of overdoped Y1_yCayBa2Cu306.96-6.98, 
(y = 0.02-0.2) has been measured by x-ray absorption-fine-structure spectroscopy (Y- 
K EXAFS). A step-like decrease around 12% Ca indicates a percolation threshold for 
distorted sites of 5 cells, and thus phase segregation. We conclude the charge carriers 
added by substitution of Y3+ by Ca2+ to be trapped at the Ca sites and their nn 
environment. 

INTRODUCTION 

The unusual metallic properties of the high Tc cuprate superconductors are diffi- 
cult to reconcile with a homogenous electronic state. Since inhomogeneities in the 
electronic structure may lift the translational invariance of the underlying lattice, 
it is suggesting to measure both, the atomic structure using short-range (or local) 
structural probes, and the average crystallographs structure using diffraction tech- 
niques [1]. Anomalous atomic displacements may be then extracted from careful 
comparisons between the local and the crystallographic structure. 

The anomalous electronic structure of the cuprate supercoductors is frequently 
discussed in terms of dynamic inhomogenieties, for instance a mixture of micro- 
scopically segregated phases. The notorious nonstoichiometry of all known su- 
perconducting cuprates, even their optimum doped phases, causes many static 
inhomogeneities thus adding a constraint to the analysis of anomalous atomic dis- 
placements. 

Advantageously the metallic Cu02-planes of the cuprate superconductors are 
the structurally most perfect blocks. Thus significant structural anomalies in the 
planes can be safely related to nontrivial electronic inhomogeneities. We have re- 
cently shown that upon oxygen doping of YBazCugO* the locally measured spacing 
between the Cu2 and 02,3 layers ("dimpling") in the Cu02-planes keeps track of 
the planar hole concentration [1]. The data from Y K-edge EXAFS comprise the 
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atomic structure of the 8 next neighboured Cu02-plaquettes, and thus the effective 
charge in only 32 Cu2-023 bonds. Oxygen doping for x -> a;opt=6.92 has been 
found to increase the dimpling, in other words: the increasing number of oxygen 
holes bends the Cu2-023 bonds out-of-plane towards the Ba-layer. At the onset 
of the overdoped regime, x ~ 6.95, the dimpling and thus also the number of holes 
exhibits a sharp maximum [3]. A concomitant displacive transformation of the 
crystallographic structure however seems to block a further increase of the dim- 
pling. Although further doping from x ~ 6.95 -> 7 increases the nomimal hole 
concentration, the dimpling starts to decrease. 

In this contribution we report on Y #-EXAFS measurements of the dimpling 
in a series of overdoped compounds, YBa2Cu306.96-6.98, additionally overdoped by 
substitution of Y3+ with 2-20% Ca2+. 
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FIGURE 1. Dimpling of the Cu02-planes in Yi_yCaj,Ba2Cu306.96-6.98 as a function of Ca 
concentration. Large full circles (thick drawn out line): data from Y-EXAFS at 25 K. Thin open 
circles (thin dashed line): data from neutron diffraction at 5 K [2]. For convenience the latter are 
offset by +0.01 Ä. 

EXPERIMENTAL DETAILS 

The polycrystalline samples were from the same batches studied previously by 
diffraction with x-rays and neutrons, and by magnetometry [2]. Up to 20% Ca 
could be homogenously solved in YBa2Cu3Ox while the oxygen content was kept at 
the highest numbers possible: x = 6.96 - 6.98, i.e. surprisingly always < 7.00. Ca 
EXAFS of the same samples confirmed that calcium has replaced yttrium (> 97%), 
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and not barium. The EXAFS spectra (T = 20 - 60K) were recorded at the Euro- 
pean Synchrotron Radation Facility (ESRF) using the double crystal spectrometer 
at BM29. Details of the spectroscopic technique and of the data analysis are given 
in [1]. 

RESULTS 

Fig.l exhibits the dimpling of the Cu02-planes in Y1_j,CayBa2Cu306.96-6 98 
(T = 25 K) for y = 0.02 - 0.2 as extracted from the Y EXAFS (large full circles, 
drawn out line). Comparison is made with the results from neutron diffraction 
(small circles, dashed line) by Böttger et al. [2]. From the Y EXAFS the dim- 
pling is found independent on the Ca concentration up to 9% (0.281(2) Ä), then 
undergoes a step-like decrease by about 0.015 Ä, and flatens around 0.265(4) Ä 
for 14-20 % Ca. The position of the step may be located around 12% Ca (dotted 
vertical line). The discontinous behaviour of the dimpling from the Y EXAFS is at 
variance with the continous behaviour obtained from the refinement of the average 
crystallographic structure [2]. For better comparison the diffraction data are offset 
by +0.01 A showing that both methods yield the same overall variations, and that 
the discontinuity from the EXAFS work is clearly outside the scatter of the data 
points from the diffraction work. 

4% 9% 16% 25% 

FIGURE 2. Square lattices of Cu2 with Y/Ca (dots) in their centers. Increasing concentrations 
(from left to right) of ordered Ca substitute Y. The divalent Ca impurities are assumed to be 
screened only by the tin Y3+. The thus locally distorted areas appear as white crosses starting to 
percolate somewhere between 9% and 16%Ca. The remaining undistorted Y-cells are hatched. 

DISCUSSION 

The step-like variation of the dimpling with increasing Ca concentration points 
to a percolative transition induced by Ca doping. Fig. 2 exhibits a plausible scheme 
demonstrating the occurence of percolative paths for concentrations around 16% 
Ca. Here it is assumed that the holes doped by Ca2+ are predominantly screened by 
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the nn Y cells thus creating a cross-like cluster of 5 distorted cells. It is suggesting 
that these holes are trapped and do not contribute to the density of the mobile 
carriers. 

Considering the Ca impurities as percolating sites in a random process, the exact 
theory for a square 2-D lattice [4] predicts the critical percolation to occur for 
59.2746%. Then straightforwardly the critical percolation for the cross-like clusters, 
each centered at a Ca impurity, is expected for 59.2746%/5 ~ 12% Ca. We conclude 
that the observed step-like decrease of the dimpling around 12% Ca is connected 
to this percolation threshold. 

The other way around: the observation of a percolation threshold at 12% Ca 
indicates the percolating sites to be 5 cells large. The solid solution thus segregates 
into two phases: i. the matrix of undistorted Y cells, and ii. distorted clusters at 
the Ca sites. 

CONCLUDING REMARKS 

We conclude that doping of YBa2Cu30:c with heterovalent cations substituting Y 
is electronically nonequivalent with oxygen doping in the chain layer. Thus gener- 
alized phase diagrams treating Ca+2 and O-2 dopants in Y1_yCaj,Ba2Cu30;r on an 
equal footing are questionable. In particular the superconducting transition tem- 
perature of dually doped Yi_yCayBa2Cu30:i; is not expected to match a parabolic 
behaviour Tc vs. hole concentration. 

ACKNOWLEDGMENTS 

Beamtime at the ESRF was under the proposals HS376 and HS 533. We thank 
S. Thienhaus for help during the data acquisition. 

REFERENCES 

1. Röhler, J., Loeffen, P. W., Miillender, S., Conder, K., and Kaldis, E., in Work- 
shop on High-Tc Superconductivity 1996: Ten Years after the Discovery, Kaldis, E., 
Liarokapis, E., and Müller, K. A., eds., NATO ASI Series E343, Dordrecht, Kluwer, 
1997, pp. 469-502. 

2. Böttger, G., Mangelshots, I., Kaldis, E., Fischer, P., Krüger, Ch., and Fauth, F., J. 
Phys: Cond. Matter 8, 8889 (1996). 

3. Kaldis, E., Röhler, J., Liarokapis, E., Poulakis, N., Conder, K., and Loeffen, P. W., 
Phys. Rev. Lett. 79, 4894-4897 (1997). 

4. Stauffer, D., and Aharony A., Perkolationstheorie: eine Einführung, Weinheim, VCH, 
1995, ch. 2, p. 18. 

323 



Vortex Motion in YBCO Thin Films 

V. Shapiro, A. Verdyan, I. Lapsker, J. Azoulay 

Center for Technological Education, 
Holon Institute of Technology Arts and Science, 

P.O. Box 305, Holon 58102, Israel 

Abstract Hall resistivity measurements as function of temperature in the vicinity of Tc were 
carried out on a thin films YBCO superconductors. A sign reversal of Hall voltage with 
external magnetic field applied along c axis have been observed upon crossing Tc Hall voltage 
in the mixed state was found to be insensitive to the external magnetic field inversion. These 
effects are discussed and explained in terms of vortex motion under the influence of Magnus 
force balanced by large damping force. It is argued that in this model the flux-line velocity has 
component opposite to the superfluid current direction thus yielding a negative Hall voltage. 

INTRODUCTION 

The motion of vortices in high-temperature copper-oxide superconductors is 
responsible for a large variety of electrical and physical properties [1]. However the 
driving transverse force on the moving vortex and its direction of motion are 
intriguing issues [1]. Hall effect is one of the key tools through which it is used to 
understand and analyze the mixed state in high-r<; superconductors. 

Hall voltage may be caused by charge carriers deflection due to Lorentz force thus 
being antisymmetric in the applied magnetic field, or by vortex motion, particularly in 
the mixed state of type II superconductors. In the second case any component of the 
vortex velocity \L along the transport current will produce a transverse electric field 
E according to Josephson relation E=BxVL, thus being symmetric [2] in the applied 
magnetic field B. Early experiments [3] on high-T^ superconductors have shown an 
unexpected sign reversal of the Hall resistivity near Te. The same anomalous behavior 
observed in low Tc elemental superconductors [4] whose electronic system are very 
different, strongly indicates that this phenomenon is a general feature of the vortex 
state. Therefore it has attracted much theoretical attention [5]. 

EXPERIMENTAL 

All the films in this work were synthesized in a vacuum system by evaporation of 
pulverized stoichiometric mixture of Y, BaF2 and Cu powder from a resistively heated 
tungsten boat onto a c oriented well polished MgO substrate. The deposited thin film 
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with typical thickness of 5-10"5 cm was subsequently annealed in situ in oxygen 
atmosphere[6]. The films thus obtained were characterized by X-ray diffraction for c- 
axis orientation and those highly oriented with c-axis perpendicular to the surface 
were selected for measurements. 

The longitudinal resistivity p« versus temperature shown for different values of 
magnetic fields B in fig. 1 displays the expected transition broadening (about 30 K) as 
compared to the one with zero magnetic field. Fig. 2 depicts a typical field cooled 
( f.c.) lateral experimental measured voltage Vxy vs. temperature in which the well 
known sign reversal anomaly near Tc is observed for both direct and reverse magnetic 
field direction. Note that there is almost no change when the magnetic field is 
reversed. Measurements were carried out for 0.5T 0.75T and IT (see fig.2 ). 

70 80        90        100      110 

TEMPERATURE, K 

FIGURE 1. The longitudinal resistivity p,« vs. temperature for different values of magnetic fields all 
of which are along C direction. Inset: multicontact configuration sample. 
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FIGURE 2. A typical lateral voltage vs. temperature for 0.5T and -0.5T. 

Clearly the longitudinal voltage Vxx is insensitive to the inversion of the magnetic 
field direction, whereas the lateral voltage U^ above Tc is expected to behave as a 
normal Hall voltage. However our lateral voltage U^ measurements above Tc have 
shown clear insensitivity to the inversion of the magnetic field direction namely 
Uxy(B) is very closed to Uxy(-B) for T>TC (fig. 2) and also U^T^U^T) for T>Te, it 
is therefore suggested that the experimental measured values UxyCD above Tc are 
mainly the residual U^ values caused by misalignment in the Hall contacts 
equipotentiality. We have therefore used the correction equation UdTfcUxJJ)- 
k-UjaiT) to eliminate this spurious signal where k assumed to be a temperature 
independent constant was found from the condition Un=0 at T=Tc. 
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RESULTS AND DISCUSSION 

The Hall coefficient as a function of temperature was conventionally obtained by 
subtracting the Hall voltage values UH for both magnetic field direction. The results 
summarized in fig. 3 showing the well known sign reversal are similar to those 
obtained by Hagen et al. [7]. Conventionally the symmetrical part is obtained by 

84       86       88 
TEMPERATURE, K 

90 92 

FIGURE 3. Hall coefficient as a function of temperature obtained by subtracting the Hall voltage 
values UH for both magnetic field directions. This is an asymmetrical part in the magnetic field. 

[UH(R)+UH(-B)\/2, however since Uxy(B)=Uxy(-B) in the mixed state, the correction 
equation yields it directly. The results are shown in fig. 4. The motion of the flux 

82 84 86 
TEMPERATURE, K 

88 90 

FIGURE 4. The symmetrical part of the resistivity pxy vs. temperature. Inset: a schematic draw 
showing the symmetrical behavior of the electric produced by a vortex motion under Magnus force and 

a large drag force. Doted lines depicts the reversal case. 

vortices at a velocity VL in superconductor through which flows a transport current 
density J and which is under a magnetic field B induces an electric field E according 
to Josephson relations E=BxVL in which B and J are along z and x axes respectively. 
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Thus any V/. component perpendicular to the superfluid velocity Vs will induce a 
longitudinal voltage. Similarly a VL component parallel or antiparallel to \s will 
produce a transverse electric field positive or negative respectively (see insert in fig. 
4). It is therefore argued that the flux motion in the mixed state has a nonzero 
component of its velocity in the antiparallel direction of Vs. In order to explain the 
normal Hall anomaly, Hagen et al. [8] have modified the Nozieres-Vinnen model by 
introducing a drag force the to balance the Magnus force through which they were 
able to show that the equation of motion thus obtained for VL is given by VL= 
CiVsxZ+C2Vs, where Ci and C2 are friction factors. For large damping one gets C2<0 
and VL will have an antiparallel component to Vs and therefore the Hall voltage will 
have its sign opposite to the one in the normal state. However it is quite clear that as 
long as VL has antiparallel component to Vs no sign change in Hall voltage will be 
sensed when the magnetic field is inverted. In the Andreev reflection mechanism 
electrons are reflected at the grain boundaries interface between the normal core of the 
vortex and the superconducting environment of the vortex and a momentum of the 
order of twice the electron momentum is transferred to the lattice and the vortex 
acquire a momentum in the opposite direction of superfluid velocity Vs. 

SUMMARY 

The anomalous Hall effect and its insensitivity to the external magnetic field 
inversion for small fields were discussed in terms of directed motion vortices along 
certain channels. It was shown that in this model the flux-line will always have an 
antiparallel velocity component to the superfluid velocity thus yielding a negative 
Hall voltage and insensitivity to the magnetic field inversion. 
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Abstract. We discuss some results of electronic Raman scattering in superconduct- 
ing cuprates concerning the position of the superconductivity-induced pair-breaking 
peaks. In addition, the low-frequency behavior predicted by theory is compared to 
experimental results. 

Theory of electronic Raman scattering. Raman scattering can be de- 
scribed by a process of second order in the vector potential of the radiation. The 
transitions leading to Raman scattering involve the destruction of an incoming 
photon of wavevector k/, and polarization er,, followed by the creation of a scat- 
tered photon (ks, es). The relevant states for the description of the electronic 
scattering process are composed of the state of the photon field and the state of 
the electron system in the crystal, \i) = \iph)\iel) and |/) = \fph)\fei) are the ini- 
tial and final state describing the transition. The states of the (non-equilibrium) 
photon field are \iph) = \nL,Qs) and \fph) = |nL-l,ls). The electron system 
for T = 0 is in its ground state |je/) = \GS) while its final state |/e,) is arbi- 
trary. The translational symmetry of the crystal allows the labeling of the single- 
particle wave functions as irreducible representations of the translation group, i.e. 
Bloch waves ^>nk(r) = e,krunk(r), where unk(r) is a lattice-periodic function for the 
wavevector k. 

The Hamiltonian that describes the coupling of the electrons to the photon field, 
H = (p — (e/c)A(r))2/2m0, can be written as 

2 

H = H0 + HAp + HA2 ,    HAp = ——Ap ,    HA2 = T-^A
2
 . (1) 

m0c 2m0c* 

The vector potential is A(r) = Az,(r) + A5(r); for Stokes scattering we have 

Ai(r) = A-LeLe+i^r ,    As(r) = A+e*se~iksr , (2) 

and Al and A^ are proportional to the annihilation operator for the incoming 
and the creation operator of the scattered photon, respectively.   The terms HA2 
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and HAp are of different order in A and, in principle, must be treated separately: 
HA* in first order and HAp in second order perturbation theory. We shall introduce 
an effective Hamiltonian which includes both terms and has to be treated in first 
order perturbation theory only. 

The transition amplitude given by the operator HA2 is r0(AsAl)e*s ■ 
ei,(n/k:/|eiqr|n;ki) where q = k^ - ks is the wavevector transferred to the electron 
system and r0 is Thomson's electron radius. Since vp < c, the optical transitions 
are nearly vertical, and the expectation value leads to the selection rule that only 
intraband transitions are induced by HA?. 

The operator HAp produces Raman transitions in second order perturbation the- 
ory via virtual transitions to an intermediate state \m), and introduces resonance 
effects. Assuming \mph) = \nL - 1,0s) (at T = 0 the other option, \mph) - \nL,ls), 
is far off-resonance), the transition amplitude is given by the expression (we take 
mo = 1, fi = 1) 

, .± ,_>(wfk + qle*9-p|nmk + kL)(nmk + k£|ez,-p[nik) .. 
r0{ATAr) — —TT  ■ \ö) 

The states |rak) are Bloch states. Considering that k; xs km « k/ we conclude that 
even-parity virtual transition \i) -* \m) are forbidden. This is especially true for the 
virtual intraband transition. The transition \i) -)■ |/), though, may be an intraband 
transition involving two virtual interband transitions. The two contributions from 
first and second order perturbation theory can be lumped together into an effective 
Raman Hamiltonian that has the form 

HR = r0(2AtAl)e*s-%-eL (4) 

and yields the total transition amplitude for Raman scattering by first order per- 
turbation theory. The second rank tensor 7k is the dimensionless Raman vertex. 

At this point we introduce the effective mass approximation [1]. The essential 
step in this approximation is to neglect the laser frequency uL in the denominator 
of (3). Using k • p-theory we express the Raman vertex in terms of the inverse 
effective mass: 

es-7k-eL = Ees,i^^-eL,. (5) 

The accuracy of the off-resonance assumption implicit in the effective mass ap- 
proximation is hard to verify. Calculations of scattering efficiencies without this 
approximation suggest that it is semiquantitatively correct for high-Tc supercon- 
ductors when using ordinary laser frequencies [2]. The experiments described below 
also suggest that resonances, if any, are weak. 

Using Fermi's Golden Rule, the transition rate for \GS) -> \fei) is found to be 
, hl = 2*\{GS\HR\fel)\28{5Ehl - w) ~ 27r\(GS\lk\fe})\

26(6Eh, - w), where 7k - 
es ■ 7k ■ ez, and 8EJel is the energy of the excitation \fet), and w = u>L - u>S- For the 
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determination of the Raman efficiency, we sum over all final states with k$ € dil 
and u>s € CLJ, normalize to the incoming laser power, and obtain 

<PS US ,,      ,2 
= »■2—(fokWck-<«;)> (6) 

dildu; LJL 

where {•) represents a Brillouin zone (BZ) average per unit crystal volume and <£ek 

is the energy of an electronic excitation with wavevector k. This result is valid for a 
clean metal and does not take into account Coulomb screening. When considering 
the effect of impurities or the superconducting state, the equation above has to 
be generalized. The BZ average then becomes the imaginary part of the so-called 
Raman susceptibility, a quantity represented in diagrammatic perturbation theory 
by a polarization loop with the Raman vertex playing the role of the vertex in the 
diagram [3,1]. The BZ-average in (6) can often be replaced by a simpler Fermi 
surface (FS) average because the J-function is only nonzero near the FS [1]. 

The extension to the non-clean or the superconducting case can be formally easily 
performed using diagrammatic perturbation theory. As a result, the BZ average 
in (6) must be replaced by (|7k|

2Ak(u>)), where the kernel Ak(w) is the imaginary 
part of the Tsuneto-function Ak(w) [3,1] in the superconducting state, and may be 
modeled by the function -8(ek){u>, /(a;2 + , 2)) in the non-clean metal [4]. 

Thus far the effect of Coulomb screening has not been considered. Using the 
RPA and the limit q -> 0, it can be seen [5] that the inclusion of screening involves 
the replacement of the BZ average in (6) by the expression 

«*M"»-I^t. (7, 
The screening has two important consequences. The kernel Ak(u;) has the full sym- 
metry of the crystal point group. Therefore the screening term vanishes identically 
for non-fully symmetric components of the Raman vertex, such as Blg and B2g in 
a crystal of D4h symmetry. For the Aig component, it does not. In this case, a 
k-independent component of the AXg vertex is screened completely. 

The numerical calculation. For the superconducting state, calculations of 
the Raman efficiency have been performed for the compounds YBa2Cu307 (Y-123) 
and YBa2Cu408 (Y-124) [1]. They use a full BZ integration with the effective 
mass Raman vertex obtained from the LDA-LMTO band structure [6]. The gap 
function was assumed to have dx2_y2 symmetry, the same for all electronic bands. 
A Fermi surface (FS) integration was shown to yield results similar to those of the 
BZ integration. 

In the discussion of the results for the Y-123 system, we use the irreducible rep- 
resentations of the tetragonal D4h point group (Fig. 1). Then, Blg corresponds to 
the (xy) scattering configuration. The definition of the Big and Alg components of 
the Raman efficiency is more delicate in the presence of a chain-related orthorhom- 
bic distortion: both components transform in the same way under the operations 
of the D2h point group.  We will use the approximate relations IBlg = I(x,yl) and 
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FIGURE 1. Scattering efficiencies calculated for Y-123 using BZ integration and an 
LMTO-LDA band structure. Each of the six panels contains the total absolute efficiency for 
electronic scattering and its two constituents, the unscreened and the screening part that follow 
fromEq. (7). 

IA .... /(«v) - hxy) = ('(-) + hm))/2 ~ h*'yy The A^ component vanishes for the 
non-resonant case because, in the effective mass approximation, the Raman tensor 
is symmetric. 

Figure 1 shows that the Aig component is screened by a factor of 0.3. This reduc- 
tion may be larger if only one Cu02 plane is present [4,7]. The screening preserves 
the shape of the spectrum. In particular, the position of the Alg peak remains 
nearly the same. The BXg component (D4h notation), which is not orthogonal to 
the fully symmetric representation in this orthorhombic case, is also screened, but 
only weakly. Since the B2g (D4h) component does not contain fully symmetric 
parts, it is not screened even in the orthorhombic case. 

The calculated peak positions are nearly the same (w 2A0) for the A\g and B\g 

Raman components, the one for the B2g component is « 35% lower (RS 1.3A0). The 
fact that the BXg component peaks at 2A0 is expected, because the Big component 
of the Raman vertex is large in ,X directions where the gap is 2A 0- For the 
unscreened Aig component this argument also holds, especially for two or more 
CuC>2 planes per primitive cell. However, the result that the screening does not 
alter the peak position is nontrivial. The lower peak position of B2g is due to the 
vanishing of the B2g Raman vertex along the ,X and ,Y directions. 

The Aig problem. The experimental results [4] are shown in Fig. 2 in terms of 
the absolute Raman efficiencies. Care has been taken to use the correct prefactor 
in (6), so as to be able to compare the absolute values of the peak intensities for the 
different components of the Raman efficiency. They are given for Aig : Big : B2g by 
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li (x+y.x+y) 

FIGURE 2. (a) Experimental Raman scattering efficiencies for Y-123. The vertical scales rep- 
resent absolute Raman efficiencies, measured at T = 10 K and with an exciting laser wavelength 
of A = 488 nm. (b) The Aig component is plotted together with the quasitetragonal Big and 
B2g components corresponding to Dih symmetry, obtained from linear combinations of the D2h 

components in (a) [4]. 

3 : 11 : 3 in the calculation, and by 18 : 12 : 4 (the units are 10~8cmcm_1sr-1) in 
the experiment. With the exception of the Aig component, the matching is striking. 

Concerning the measured peak positions, Y-123 gives 700 cm-1 : 400 cm-1 for 
the upeak{Big) : u)peak{B2g) ratio, which agrees with the calculated ratio 2A0 : 
1.3A0. But the Alg components differ with respect to both, the peak height and 
the peak position. Another difference between calculated and measured spectra 
is the behavior for Raman shifts much larger than 2A0. The calculated spectra 
vanish due to the fact that the density of pair breaking excitations vanishes for 
w » 2A0, where the density of electronic excitations resembles that of the normal 
state, which is zero in the clean limit. The experimental results show a constant 
Raman efficiency for u » 2A0, the same as in the normal state. Our description 
of the superconducting state, however, does not include "dirty limit" scattering as 
does that of the normal state [8]. 

Attempts to solve the Alg problem. Krantz et al. [4] suggested that the 
screening may be lowered considerably in systems with multiple Fermi surface 
sheets [7]. Devereaux et al. [9], however, argue that this effect should be weak. 
Another suggestion [4] involves different gaps on two main FS sheets, e.g. a con- 
stant s-wave gap on the odd sheet and a rf-wave gap on the even sheet. Another 
proposal by Devereaux et al. [3] suggests that the screening is responsible for shift- 
ing the Aig peak down to lower frequencies. This idea was underpinned by a 
calculation that turned out to be numerically incorrect [10]. We have calculated 
the screened Alg Raman efficiency in a 2D model with cylindrical Fermi surface 

and using the Raman vertex jv = ^2/(1 + a2) ■ (cos4y? + acos8(^). The results 
are shown in Fig. 3: there is almost no shift of the Alg peak position except for 
large values of |a|. It can be also shown [11] that even the Big peak position shifts 
when using large values of |ot|: the conjecture depends critically on the value of a 
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The   screened   A\g   Raman  efficiency   for  the   Raman  vertex 

7,. = v/2/(l + a2) • (cos 4<p + a cos 8<p) in units of u/A0. The solid line corresponds to a = +0.1, 
the others to a = 0,..., -0.5. Right panel: The Raman vertex jv as function of <p illustrating 
the origin of the peak shift. The solid line corresponds to a = -0.5, the dashed one to a = 0. 

which in our ab initio calculations cannot be changed. Reference [12] suggests 
that the calculated Blg peak shifts to slightly higher frequencies because of vertex 
corrections to the Blg Raman vertex. However the calculations also contained an 

error [13] which invalidates their conclusions. 
Doping dependence. More recent work sheds some light on the Mi/ problem 

by measuring the peak positions as a function of doping for different compounds. 

It has been suggested that 

1. for underdoped systems, only the B2g seems to be related to pair breaking 
excitations. The Big component looses weight at low frequencies already at 
temperatures much higher than Tc [14-16]. The Alg peak becomes very weak. 

2. for overdoped systems, the ,4^, Big, and B2g components all show a clear spec- 
tral redistribution at Tc, and peak at approximately the same frequency [15,17]. 

These facts suggest that the "Ala-problem" may be instead a "Bls-problem", the 
latter component being unrelated to pair breaking excitations except for materi- 
als more doped than optimally. At this meeting, M. Klein has suggested that in 
the latter case the Raman spectra peak slightly below 2A0 because of final state 

interactions. 
Low-frequency behavior and orthorhombicity. General asymptotic power 

laws govern the low-frequency behavior of the Raman efficiency near T = 0 [3,18]. 
For components of the efficiency with different symmetry than the gap function, the 
Raman efficiency is linear in the Raman shift. For the component with the same 
symmetry, the additional zeroes of the mass vertex at the zeroes of the gap imply 
two additional powers of the frequency and makes it cubic in the Raman shift. 
Hence, for tetragonal 42^2-wave superconductors, the Aig and B2g components 
show a linear low-frequency behavior, and the Big Raman efficiency becomes cubic 

for low w. 
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Y-123: Bi-2212: 

FIGURE 4. The two possibilities of deforming a tetragonal crystal (D4h point group) into an 
orthorhombic one (D2h point group) in the case of high-T; cuprates. 
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FIGURE 5. Low-frequency Blff behavior of Y-123 (left panel, [19]) and Bi-2212 (right panel, 
[20]) and fits with C + aw + ßu3. For Bi-2212 (but not for Y-123), a « 0. 

The orthorhombic distortion of the tetragonal Cu02 cell can happen in the two 
different ways (Fig. 4) found for the Y-123 and Bi2Sr2CaCu208 (Bi-2212) systems, 
respectively. The distortion alters the symmetry of the dx2_y2-\ike gap function in 
Y-123, but not in Bi-2212. Thus, we expect the low-y> Raman efficiency of Y-123 
to show a linear component that should be absent for Bi-2212. This is indeed the 
case as shown in Fig. 5 through a fit of C + au + ßu3 to the Raman efficiency. 

The orthorhombic distortion allows for an s-wave component of the gap func- 
tion in addition to the c^.^-wave component. Using the results of the aw -f ßu? 
fit, and the mass vertex obtained from the LDA-LMTO band structure, the re- 
spective strength of the s- and 42_y2-wave components can be estimated. This 
estimate [18] yields a value of r = -0.31 for the parameter r in the gap function 
Av = A0 • \cos(2<p) + r]. For Bi-2212 (Fig. 5), and also for tetragonal Hg-1223 [11], 
we found r ss 0. 

The linear term in the £ls-like response need not arise from a (Y-123)-like or- 
thorhombic component. It can also arise from impurity scattering [21]. The fact 
that it is absent for Bi-2212 but not for Y-123 in Fig. 5 suggests that for these opti- 
mally doped crystals impurity scattering does not play an important role. We show 
in Fig. 6 the Blg spectrum of an overdoped (through Y3+ -» Ca2+ substitution) 
Y-123 sample. The presence of a strong linear term for UJ -+ 0 is also observed in 
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Raman Shift (cm'1) 

FIGURE 6. The low-frequency part of the Raman efficiency in quasitetragonal Big configura- 

tion for optimally doped and overdoped Yo.8Ca0.2Ba2Cu307_j at T = 10 K. 

overdoped Bi-2212 [22]. 
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Abstract. Some recent experiments that provide support for the concept of topological 
doping in cuprate superconductors are discussed. Consistent with the idea of charge 
segregation, it is argued that the scattering associated with the "resonance" peak found 
in YBa2Cu306+x and Bi2Sr2CaCu208+« comes from the Cu spins and not from the 
doped holes. 

INTRODUCTION 

One of the striking features of the layered cuprates is the coexistence of local 
antiferromagnetism with homogeneous superconductivity. After recognizing that 
the superconductivity is obtained by doping holes into an antiferromagnetic (AF) 
insulator, the simplest way to understand the survival of the correlations is in terms 
of spatial segregation of the doped holes [1]. If the segregated holes form periodic 
stripes, then time-reversal symmetry requires that the phases of the intervening 
AF domains shift by -K on crossing a charge stripe [2-4]. This topological effect 
is quite efficient at destroying commensurate AF order without eliminating local 
antiferromagnetism [5]. 

The clearest evidence for stripe correlations has been provided by neutron and 
x-ray scattering studies of Nd-doped La2_xSrxCu04. Much of this work, together 
with related phenomena in hole-doped nickelates, has been reviewed recently [6,7] 
and some further details are given in [8-10]. In the Nd-doped system, the maxi- 
mum magnetic stripe ordering temperature corresponds to an anomalous minimum 
in the superconducting Tc. This fact has caused some people to argue that stripes 
are a special type of order, unique to certain cuprates, that competes with super- 
conductivity. However, there has been a significant number of recent papers that 
provide experimental evidence for stripe correlations in other cuprates. Some of 
these are briefly discussed in the next section. 

One corollary of the stripe picture is that the dynamic spin susceptibility mea- 
sured by neutron scattering and nuclear magnetic resonance (NMR) comes domi- 
nantly from the Cu spins in instantaneously-defined AF domains and not directly 
from the doped holes. This has implications for the interpretation of features such 
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as the "resonance" peak found in YBa^usOe+x- Some discussion of this issue is 
presented in the last section. 

EVIDENCE SUPPORTING STRIPES 

In La2_xSrxCu04, long-range AF order is destroyed at x > 0.02; however, a 
recent muon-spin-rotation (juSR) study by Niedermayer et al. [11] (presented at this 
conference) shows that the change in local magnetic order is much more gradual. 
At T < 1 K, the average local hyperfine field remains unchanged even as LRO 
disappears, and it decreases only gradually as x increases to ~ 0.07. In particular, 
local magnetic order is observed to coexist with bulk superconductivity. 

In contrast, Wakimoto et al. [12] have shown, using neutron scattering, that 
the static spatial correlations change dramatically as x passes through 0.05. The 
magnetic scattering near the AF wave vector is commensurate for x < 0.04, and 
incommensurate for x > 0.06, consistent with stripes running parallel to the Cu- 
O-Cu bonds. The scattering is also incommensurate at x=0.05, but with the peaks 
rotated by 45° compared to the case for x > 0.06, suggesting the presence of 
diagonal stripes, as in L^-xSrsNiCU [6]. 

Local magnetic inhomogeneity at x = 0.06, consistent with a stripe glass, is con- 
firmed by a 63Cu and 139La NMR/NQR study by Julien et al. [13]. One particularly 
striking observation is a splitting of the 139La NMR peak for T < 100 K, in a man- 
ner very similar to that observed below the charge-stripe-ordering temperature in 
Lai.67Sro.33Ni04 [14]. Another feature noticed by Julien et al. [13] is a loss of 63Cu 
NQR intensity at low temperature. Independently, Hunt et al. [15] have investi- 
gated this intensity anomaly in a number of systems, including Nd- and Eu-doped 
La2_xSrxCu04, and shown that the intensity loss correlates with the charge-stripe 
order parameter observed by neutron and x-ray diffraction [6]. Their results im- 
ply that static charge-stripe order occurs in La2_xSrxCu04 for x < 0.12. This 
result is quite compatible with recent neutron-scattering work that shows static 
incommesurate magnetic order at x = 0.12 (T < 31 K) and x = 0.10 (T < 17 K), 
but not at x = 0.14 [16]. 

Static stripes are not restricted to Sr-doped La2Cu04. Lee et al. [17] have demon- 
strated that incommensurate magnetic order occurs, with an onset very close to 
Tc (42 K), in an oxygen-doped sample with a net hole concentration of ~ 0.15. 
Furthermore, the Q dependence of the magnetically-scattered neutron intensity in- 
dicates interlayer spin correlations very similar to those found in undoped La2Cu04, 
thus showing a clear connection with the AF insulator state. 

Stripe spacing, which is inversely proportional to the incommensurability, varies 
with doping. Yamada et al. [18] have shown that, for a number of doped La2Cu04 

systems with hole concentrations up to ~ 0.15, Tc is proportional to the incommen- 
surability. Recently, Balatsky and Bourges [19] have found a similar relationship 
in YBa2Cu306+x, in which the incommensurability is replaced by the Q width of 
the magnetic scattering about the AF wave vector. Indications that the magnetic 
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scattering might be incommensurate were noted some time ago [20,21]; however, it 
is only recently that Mook and collaborators [22,23] have definitively demonstrated 
that there is a truly incommensurate component to the magnetic scattering in un- 
derdoped YBa2Cu306+x. They have also shown that the modulation wave vector 
is essentially the same as in La2_xSrxCu04 with the same hole concentration. 

As discussed by Mook [24] and by Bourges [25], there is also a commensurate 
component to the magnetic scattering in YBa2Cu306+x. This component, which 
sharpens in energy below Tc, is commonly referred to as the "resonance" peak. 
It has now been observed in an optimally doped crystal of Bi2Sr2CaCu208+,5 by 
Fong et al. [26]. This observation demonstrates a commonality, at least among the 
double-layer cuprates studied so far. Of course, the significance of the resonance 
peak itself depends on the microscopic source of the signal, and this is the topic of 
the next section. 

MAGNETIC SCATTERING COMES FROM 
COPPER SPINS 

Comparisons of the spin-fluctuation spectra in un- and optimally-doped 
La2_xSrxCu04 [27] and in un- and under-doped YBa2Cu306+x [28-30] show that, 
although doping causes substantial redistributions of spectral weight as a function 
of frequency, the integrated spectral weight (over the measured energy range of 0 
to ~ 200 meV) changes relatively little. The limited change in spectral weight is 
most easily understood if the magnetic scattering in the doped samples comes from 
the Cu spins in magnetic domains defined by the spatially segregated holes. 

The spin fluctuations in YBa2Cu306.5 look very similar to overdamped spin waves 
[29]. With increasing x, the spin fluctuations measured at low temperature grad- 
ually evolve into a peak that is sharp in energy [24,31]. The intensity of this 
resonance peak has a well defined dependence on the component of the scattering 
wave vector perpendicular to the Cu02 planes, Qz. If d± is the spacing between 
Cu atoms in nearest-neighbor layers, then 

I{QZ) ~ sin2(iQzdx). (1) 

(It should be noted that the spacing between oxygen atoms in neighboring planes is 
significantly different from the Cu spacing, and is incompatible with the observed 
modulation [20].) It so happens that this response is precisely what one would get 
for Cu spin singlets formed between the layers [32]. Thus, both the evolution of the 
resonance peak with doping and the Qz dependence of its intensity suggest that 
the scattering is coming from antiferromagnetically coupled Cu spins. 

Is commensurate scattering compatible with stripe correlations? In order to 
observe incommensurate peaks, it is necessary that there be interference in the 
scattered beam between contributions from neighboring antiphase magnetic do- 
mains. If the spin-spin correlation length along the modulation direction becomes 
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smaller than the width of two domains, then the scattering from the neighboring 
domains becomes incoherent, and one observes a broad, commensurate scattering 
peak. To the extent that singlet correlations form within an individual magnetic 
domain, the coupling between domains will be frustrated. If the charge stripes 
in nearest neighbor layers align with each other, then the magnetic domains will 
also be aligned, and the magnetic coupling between them should enhance singlet 
correlations. Thus, the weak interlayer magnetic coupling in bilayer systems may 
enhance commensurate scattering and the spin gap relative to the incommensurate 
scattering that dominates at low energies in La2-a;SrxCu04. 

If the resonance peak is associated with the spin fluctuations in itinerant magnetic 
domains, then it is not directly associated with the superconducting holes. Instead, 
it corresponds to the response of the magnetic domains to the hole pairing. The 
temperature and doping dependence of the resonance peak indicates that the Cu 
spin correlations are quite sensitive to the hole pairing. 
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Abstract. We review recent progress in the understanding of the quasiparticle proper- 
ties of d-wave superconductors in a magnetic field within a semiclassical treatment. We 
demonstrate that there exists quantitative agreement between theory and experimen- 
tal data on YBa2Cu307-< (YBCO) for the field applied along the c-axis. We suggest 
that the field dependence of the NMR magnetization in the regime where the single 
relaxation time approximation breaks down can be used as a probe of the quasiparticle 
properties. We also show that for the field applied in the a-b plane the density of states 
and thermodynamic properties depend on the angle between the applied field and the 
order parameter nodes, resulting in fourfold oscillations of the electronic specific heat 
and anisotropy of the thermodynamic coefficients. We argue that this anisotropy can 
serve as a test of gap symmetry in the bulk, and as a further probe of the nodal 
quasiparticles. 

INTRODUCTION 

Soon after the discovery of the high temperature superconductors it was estab- 
lished that their thermal and transport properties in the normal state cannot be 
understood in the framework of the conventional Fermi liquid picture. On the 
other hand the experimental data in the superconducting state of these materials 
lend support to a BCS-like approach, and indicate the existence of a condensate 
with a highly anisotropic order parameter, commonly believed to have a rf-wave 
symmetry, and well-defined quasiparticle excitations above it. This suggests that 
it is important to understand whether all aspects of the low temperature behavior 
of the cuprates can be explained by "conventional" physics, or whether some of the 
non-Fermi liquid properties survive deep in the superconducting state. 

Some of the most revealing information about the quasiparticle excitations at 
low energies can be obtained from the analysis of the vortex state properties. The- 
oretical approaches to the vortex state are largely based on a result by Volovik [1] 
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who has showed that in a superconductor with lines of nodes in the energy gap the 
thermodynamic and transport properties are dominated by the extended quasipar- 
ticle states, rather than states in the vortex cores. These extended states exist 
in the bulk for quasiparticles with momenta nearly aligned with the nodal direc- 
tions. Simon and Lee [2] showed that as a consequence of the Dirac-like spectrum 
of the nodal quasiparticles the thermal and transport coefficients exhibit scaling 
with a variable T/y/H. The scaling implies that the quasiparticles can be probed 
either with temperature or with the applied field. Consequently the analysis of the 
properties of the mixed state provides a testing ground for the separation of qualita- 
tively new physics from the not yet fully explored effects arising from the interplay 
between well-defined quasiparticles and an unconventional order parameter. 

FORMALISM 

In the semiclassical approach the energy of a quasiparticle with momentum k 
is shifted due to circulating supercurrents. For experimentally accessible magnetic 
fields the superflow is well approximated by the velocity field around a single vortex, 
vs(r) = hß/2mr, where r is the distance from the center of the vortex, and ß is a 
unit vector along the current. Kübert and Hirschfeld [3] proposed to incorporate 
the Doppler shift, ^(r) = vs • k, into the BCS Green's function with a d-wave 
gap, A = A0cos2(?i>, to compute physical quantities (see also Ref. [4]). These 
quantities now depend on the real space coordinate r, and have to be averaged over 
a unit cell of the vortex lattice, which can be approximated by a circle of radius 
R 7 a_1 V®o/nH, where $0 is the flux quantum, and a ~ 1 is a geometric constant. 
This method provides a simple one parameter description of the vortex state. 

RESULTS 

Magnetic field perpendicular to the layers 

Within this approach the effect of a magnetic field H||c is described by a new 
energy scale, the typical Doppler shift 

EH
 
= 9V'\ «r- (i) 

This energy can be estimated by taking vf ~ 1.2 • 107 cm/s [5,61, which yields 
E„ «18aKV#,Tesla. 

The low temperature behavior of the thermal and transport coefficients is deter- 
mined by the competition between EH, temperature T, and the impurity bandwidth 
7. In the clean limit, 7 < EH, T, the ratio T/EH plays the role of the scaling vari- 
able, and when either T or EH becomes smaller than 7, scaling is obeyed only 
approximately or breaks down altogether [3].   The "dirty Doppler shift" theory 
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[3,7], in which the scatterers are assumed to be in the unitarity limit, and in which 
the physical nature of the impurity scattering is assumed to be the same in the 
vortex state as with no applied field, has been successful in analyzing the exper- 
imental data on the field dependence of the specific heat. [3,8,9] It also agreed 
quantitatively with recent experiments on the field dependence of the electronic 
thermal conductivity K(H) in YBCO [6,7]. At the same the time the existence of 
a plateau in K(H) [10] does not find a natural explanation within this approach, 
and may hint at qualitatively new physics (although it has been suggested that the 
phenomenon can be explained by including the scattering of quasiparticles from a 
disordered vortex lattice into a semiclassical analysis [11]). 

It is therefore important to compare the results of other experiments with the 
predictions of the theory. In the clean limit such comparison allows for an estimate 
of EH- Recently, the field dependence of the penetration depth at T = 0 obtained 
from the /xSR measurements on YBCO [12] have been compared with the predicted 
change in superfluid density, 6ns/ns = 4EH/(TTA0). [13] In that analysis a BCS-like 
relationship between A0, the upper critical field, Hc2, and the coherence length £0 

was used, leading to Hc2 ~ 88a2 Tesla. Without these assumptions, taking A0 ^ 
200K [6], we obtain EH ^ 27Ky/H, Tesla. The magnitude of EH can also be inferred 
from the critical value of the scaling variable z — T/\/H at which a crossover from 
the low-T, high-field regime to the temperature dominated behavior occurs. In the 
scaling of the specific heat it has been found that zc = 6.5 K/T_1/2, [14] yielding 
EH — 30KV#, Tesla, close to the value obtained from the fiSR experiments, and 
in agreement with our estimates. 

Among further experimental possibilities the analysis of the NMR magnetization 
can be especially instructive since such measurements are always done in a magnetic 
field. It has been pointed out that since the spin-lattice relaxation rate depends on 
the density of states and becomes a local quantity in the presence of a magnetic 
field, [13,15] the decay of the average magnetization, M(t) oc fceuexp(-t/Ti(r)), 
cannot be described by a single relaxation rate [13], and it is the decay of M(t) that 
has to be analysed [15]. As we show in Fig.l for a spin-1/2 system, while for strong 
fields M(t) is clearly not exponential, it is possible to describe the magnetization 
decay in a fixed field by an effective relaxation time, which would provide a fit to 
the experimental data over about two decades in M(t). For EH <T 

1 
Ti - TH=O 

where 

'+SI" 'A    T 

tiH 
(2) 

1    T3 

(3) 
TH=O      3 T{TCA

2
0' 

T{ is the relaxation rate at Tc, and 7/ ~ 1 is weakly time dependent. As we 
show in Fig.l, Eq.(2) describes the decay quite well even for EH = T. The field 
dependent part of the effective relaxation rate varies linearly in TH in this regime, 
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1.00 0.10 

FIGURE 1. Left: NMR magnetization for T = 0.03A0 and (top to bottom) EH = 0, 0.03Ao, 
0.1 A0. Dashed line: approximate expression of Eq.(2) for EH = 0.03A0. Right: Density of states 
N0(a) = N(0, a)/N0 for H||a6 and E$ = 0.1A0. 

and it still describes the short-time (t < T{*=°) relaxation for higher fields, when 
EH » T, and the decay is manifestly non-exponential. At longer times, t > T1

ff=0, 
a full numerical evaluation is needed. We note that at higher temperatures there 
are additional contributions to the relaxation rate due to, for example, thermal 
vibrations of the vortices, which have to be included in the analysis. [15] 

Magnetic field parallel to the layers 

We have recently extended the same approach to the case when the applied 
field is parallel to the ab plane in not too anisotropic high-Tc materials, such as 
YBCO [16,17]. The energy scale associated with the Doppler shift for such an 

arrangement is given by Eg = ^Xab/\CEH, where Xab (Ac) is the in-plane (c-axis) 
penetration depth. Then for YBCO near optimal doping E$ « 6 - 8aKy/H, Tesla. 
While no experimental data exist which allow a direct determination of this scale, 
its magnitude can be inferred from the scaling of the specific heat anisotropy, 
8C = C(H||c) - C(H\\ab) [18], which gives Eg < 4K^H, Tesla [17]. The T < £# 
regime has not been achieved in Ref. [18], and the data can only indicate the upper 
limit for Eff, which is within a factor of 2 of our estimate. 

For high fields, T <T EH, the thermal and transport properties depend sensitively 
on the angle a between H and the crystalline axis. [16,17] The anisotropy is related 
to the vanishing Doppler shift for the quasiparticles moving parallel to the field, 
so that for the field along the nodal direction, a - TT/4, only two of the four gap 
nodes contribute to the residual density of states(DOS) N(0,a). Consequently the 
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FIGURE 2. NMR magnetization for H||a6 (left); NMR magnetization anisotropy SM(t) (right). 

DOS has a minimum for K\\node(n), and a maximum for H\\antinode(an), 

N(0,a)      2y/2Etf 
max(|sina|, |cosa|), (4) 

No A07T 

where N0 is the normal state DOS. [16,19] For the same reason the dependence of 
N(u,a) is linear, in w, for H||n with a slope of one half its value in the zero field 
DOS. In contrast, for H||an, N(u) is quadratic in w [16]. 

The anisotropy in the DOS is accessible via measurements of the specific heat, 
which exhibits fourfold oscillations, see Fig.l. The amplitude of these oscillations in 
YBCO at low temperature is estimated to be SC/T ~ 0.11-0.19>/#,Tesla mJ/mol 
K2, and therefore within experimental resolution for fields H ~ 8-20Tesla. Because 
of the linear growth of the DOS in the nodal direction, the amplitude is reduced 
sharply with increased T, and in moderate fields it can disappear for T > 2 — 3K 
[17]. The anisotropy in the DOS leads to the anisotropy of other properties. The 
change in the superfluid density at T < E$ is given by 

6n. 
for a — 0; 
for a = 7r/4, 

(5) 

where r?i, »72, and rj'2 are coefficients, and the linear, in T, term is field indepen- 
dent with rf'2 = r)(H = 0). This quantity can be inferred from the change in the 
penetration depth as measured by the /zSR or from the optical conductivity mea- 
surements, although in both these cases a better understanding of the role played 
by the non-local effects is needed [20]. The NMR relaxation rate would provide 
another sensitive test of our predictions: for H|| an the effective relaxation rate 
is greater than for H||n, see Fig.2, left, although in both cases the decay is non- 
exponential, as for H||c.  Experimentally it is easier to detect the magnetization 
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anisotropy, SM(t) = M(a = 0,t) - M(a = n/4,t) which we show in Fig. 2, right. 
The anisotropy in most prominent in the field dominated regime, T <C EH, where 
at present we do not have analytic results. The peak occurs in the region where 
M(t) is non-exponential and broadens as the deviations from the exponential be- 
havior become less significant. We expect to be able to report on this behavior in 
more detail in the near future. 

SUMMARY 

A one parameter description of the vortex state in the semiclassical approach 
captures the essential physics and provides a description of unconventional super- 
conductors in the vortex state. We find a semi-quantitative agreement between 
theoretical predictions and experimental results for H||c. We also find anisotropy 
in the properties of the vortex state for the field H||a& and suggest that it can be 
used to map out the position of the gap nodes in the bulk and to further probe the 
nodal quasiparticles. 
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Abstract. Microscopic analyses have been performed on YBCO 
superconductors with Ca-doping and Gd-doping as a function of temperature 
by employing a low-temperature scanning electron microscope (LTSEM). 
On lowering temperature of the sample from 300 K to 90 K, the brightness 
of the SEM image changes due to the change in resistance of the sample. For 
the underdoped cuprates Yi.xCaxBa2Cu307-8, with x = 0.2, the pseudo gap in 
the normal state is opened at a temperature T* which far below the ciritical 
temperature Tc of the superconductor. The opening of the pseudo gap has 
directly been observed under LTSEM (temperature fluctuating in the range 
of ± 5 K). At temperature T* the formation of quasi-particles takes place, 
thus a sudden brightness change in the SEM image is observed. The results 
of these measurements are compared with the four-point probe 
measurement. It is proved that the data of these two measurements are quite 
in agreement with each other. 

INTRODUCTION 

It is well known that the brightness of the morphological image of a specimen 
observed under scanning electron microscope (SEM) depends on the secondary electron 
yield (SET) scattered off that material [1-2]. Considering a primary electron beam in the 
SEM perpendicular to the surface of the superconductor, the SEY of the superconductor 
should vary when it changes from normal to superconducting state. We expect that such 
a variation in the SEY will reflect in the brightness of SEM image as mentioned above. 
Therefore, when the morphological image of a YBCO superconductor is observed under 
LTSEM from room temperature to its critical state, we can expect that there should be 
variation in the brightness of the material. Such experiment is performed to study 
carefully the following points: (1) a "brightness change" phenomenon exists in our 
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sample due to the resistance change on lowering the temperature; and (2) there is a 
significant "brightness change" in the SEM image at temperature T*. In other words the 
brightness of the SEM image should vary at T* due to the formation of quasi-particles. 

EXPERIMENT 

The LTSEM observation was carried out with a model: Polaron LT 4700. The 
LTSEM for this investgation has been proved to be efficient for studying the 
microcharacterization of YBCO superconductors [3-5]. A freshly fractured YBCO 
sample was observed at temperatures from 300 K to 90 K. On reducing the temperature 
from 300 K to a temperature slightly higher than T*. the brightness of the SEM image 
changed very slightly. Across the temperature T*, we observed the morphological image 
for particle of the superconducting phase. A sudden drop in the brightness of such 
particle occured. From the result of the resistance vs temperature we can plot a 

relationship between In —--_L_   vs. I, as shown in fig. 1. From this figure, we 

can see the temperature which corresponds to T* is the temperature at which the 
resistivity begins to deviate from the linear relationship with the temperature. This 
temperature can be explained as the starting temperature for the formation of quasi 
particles that take place during the lower temperature. As the temperature is further 
reduced, the more quasi-particles are formed. The formed quasi-particles seem to 
contribute less resistivity to the ceramic material. Owing to this reason, therefore the 
SEY is reduced. In other words, the brightness of the morphological image for the 
particles of the superconducting phase, which reflects the scattering events are 
significantly reduced. This phenomenon can be seen from figs. 2(a) to 2(d). This 
formation of quasi-particles indicates that a pseudo-gap is being opened at the 
temperature T*. 

Similar phenomenon is also observed in the Gd-doped YBCO samples under 
LTSEM. For this system, we have measured the intensity for SEY. Results are shown in 
fig. 3. Again, these results show that at the temperature T*, there is a significant 
reduction in the secondary electron yield intensity. 
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1/T(K") 

FIGURE 1. Relationship between ln[l/p(T) - l/pN(T)] vs 1/T. 

FIGURE 2. SEM micrograph of the Ca(x=0.2) doped YBCO a) T=300K, b) T=195K, c) T=183K, 

d) T=175K 
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FIGURE 3. Variation in the brightness percentage versus temperature for Cu and Gd doped YBCO 
samples 

CONCLUSION 

We have investigated the quasi-particles formation effect during the lowering 
temperature from 300 K to the critical temperature of the ceramic superconductors of 
Ca-doped and Gd-doped YBCO. The reduction in the SEY was observed significantly at 
T*. This reduction in the SEY indicates that there is reduction in the resistivity for the 
normal state materials. This phenomenon, namely the reduction in the intensity of the 
SEY, can related to the formation of some quasi-particles, which is started from T* The 
data of T* observed under LTSEM are in agreement with the resistivity versus T 
measurement. This investigation will be useful in understanding the mechanism of the 
high temperature superconductivity. 
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Abstract We report on two tunneling experiments studying the pairing symmetry in YBa2Cu307.8 
(7>90K) at 4.2K. First, directional tunneling and point-contact spectroscopy measurements were 
made on the {100}, {110} and {001} faces of single crystal samples. The conductance spectra 
showed either quasiparticle tunneling, Andreev-reflection or zero-bias peak characteristics, 
depending on the junction orientation and impedence. Quantitative spectral analysis using the 
generalized Blonder, Tinkham and Klapwijk theory indicated a predominantly d£_y2 pairing 
symmetry, with less than 5% s-wave component in either the d+s or d+is scenario. Second, 
scanning tunneling spectroscopy was performed on epitaxial superconductor/ferromagnet 
heterostructures comprising YBa2Cu307.5 and LaojCawMnOs. Quasiparticle tunneling and zero- 
bias peak characteristics observed on the cuprate were consistent with d-wave pairing symmetry, 
which appeared to be invariant under a spin-polarized quasiparticle current injected from the 
manganite, up to at least 7xl03A/cm2. 

DIRECTIONAL TUNNELING & POINT-CONTACT 
SPECTROSCOPY ON YBa2Cu307-8 SINGLE CRYSTALS 

The issue of pairing symmetry has remained central in the field of high-temperature 
superconductivity (1). For YBa2Cu307-8 (YBCO), phase-sensitive experiments 
involving pair tunneling in the Cu02 plane have demonstrated dg.yi symmetry (2,3), 
while Josephson-junction experiments perpendicular to the Cu02 plane have indicated 
the presence of an s-wave order parameter (4). A more recent Josephson-junction 
experiment has shown evidence for a mixed d+s symmetry in YBCO (5), while 
another study involving planar-junction quasiparticle tunneling has suggested broken 
time-reversal symmetry, such as in the d+is or d+id' scenario (6,7). 
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Although qualitatively addressing the issue of pairing symmetry, these results have 
provided little information on the magnitudes of the component order parameters. In 
principle, quasiparticle tunneling and Andreev reflection could be used to map out the 
order parameter anisotropy, by directionally measuring the superconducting density of 
states (DOS). In the conventional picture involving s-wave pairing, the tunneling 
conductance dl/dV for a high-impedence junction is proportional to E/(E2-A2)1/2, where 
E is the quasiparticle energy and A is the gap function representing the order parameter 
(8). A low-impedence point-contact junction, on the other hand, is known to exhibit 
enhanced (ideally double) subgap dl/dV as a result of the time-reversed retroreflection 
(Andreev reflection) of incident quasiparticles upon combining into Cooper pairs (9). 
Both types of spectral behavior can be described by the standard theory of Blonder, 
Tinkham and Klapwijk (BTK), using a single parameter Z to represent the junction 
impedence (10). In each case, however, the dl/dV spectrum is sensitive only to the 
magnitude and not the phase of A. 

Generalization of the BTK formalism for d-wave pairing indicates a complex 
spectral dependence on both junction orientiation and impedence, as a direct result of 
the order parameter phase. Recent theoretical studies (11,12) have shown that the d- 
wave phase sign change about its nodal axes (k^=±ky) allows constructive interference 
between Andreev-reflected electrons and holes at the junction, and thus the formation 
of resonant surface states which could prevent direct tunneling into the bulk states. 
For a model {110} tunnel junction, these Andreev-bound surface states are nearly 
degenerate at E=0, giving rise to a zero-bias conductance peak (ZBCP). The ZBCP is 
expected to diminish for either large junction misorientation from the nodal axes or 
high junction transmission, as the surface states become less robust, suggesting that the 
bulk rf-wave quasiparticle DOS may nonetheless be probed by either reducing the 
junction impedence or orienting the junction normal to either the (100) or (001) axis. 
A detailed spectral analysis could then be made to assess the purity of the rf-wave order 
parameter, in particular the amount of s-wave component present. 

To study these issues quantitatively, we have performed directional tunneling and 
point-contact spectroscopy on the {100}, {110} and {001} faces of YBCO single 
crystals. The twinned crystals were grown by a crystal-pulling technique followed by 
extensive oxygen annealing, showing 7>90K with ~1K transition in both electrical 
resistivity and magnetic susceptibility (13). Samples with {100}, {110} and {001} 
faces were oriented, cut, polished, reannealed and bromine-etched before being 
measured (14). The tunneling and point-contact spectroscopy measurements were 
performed with a cryogenic scanning tunneling microsope (STM) at 4.2K in 1 //Torr 
ultrapure helium, with the sample biased relative to a Pt-Ir tip. Details of the 
experimental setup and technique are given elsewhere (14,15). The tunneling and 
point-contact junctions were -10MQ and -100Q respectively, the latter being larger 
than typical point-contact impedences, but well in the Knudsen regime (contact radius 
< mean free path) to assure ballistic transmission with negligible local heating (16). 
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The dl/dV data are plotted after background normalization as circles in the figures. 
Figure 1(a) is for a {110} STM junction, showing a pronounced ZBCP; the left inset is 
for a {100} point-contact junction, showing an Andreev-reflection plateau with an 
asymmetric inflection near zero-bias. Figure 1(b) is for a {001} STM junction, 
showing a distinct quasiparticle tunneling gap with broadened and asymmetric edges. 
Very similar gap structures have been seen by STM on Bi2Sr2CaCu20g+5 (17) and 
HgBa2Can.1Cun02n+2+8 (15). Also noteworthy are the spectral kinks at ~±38mV, 
which have been seen by STM on as-grown YBCO crystals (18). 
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FIGURE 1. Normalized conductance spectra taken on YBCO at 4.2K. (a) is for a {110} STM junction, 
showing a zero-bias peak; left inset is for a {100} point-contact, showing an Andreev-reflection plateau, 
(b) is for a {001} STM junction, showing a quasiparticle tunneling gap. The data are given as open 
circles and the rf-wave fits by solid curves. The right insets give the d+s and d+is simulations. 

To explain the spectral data, we use the generalized BTK theory (11,12) to express 
the normal/superconductor (NS) junction conductance: 

"AS — " AW 
^e-ß-2kU2k,\dEk[l + A{Ek^k,Z)-B(Ek,Ak,Z)\df{Ek -eV)/deV  (1) 

where A and B are the phase-dependent Andreev-reflection and normal-reflection 
probabilities from Ref.(12), /is the Fermi-Dirac function and GNN is the normal-state 
junction conductance. Anisotropies in both A* and Ek are incorporated by the 
integration over transverse momenta k, (19), weighted by a Gaussian cone of width ß 
with the proviso that the band structure implicit in Ek affect only B and not A, since the 
latter entails the formation of Cooper-pairs and not quasiparticles (20). The d-wave 
gap-function Ak = A0(cosfc; -cos*;)/2 « Aocos(20') is used, with 6' defined 

relative to (100). The quasi two-dimensional (2D) band structure of YBCO is modelled 
by the tight-binding dispersion ^ =-2t(cosk'x +Ycosk'y) + 4t'(cosk'xcosk'y)-ß, with 
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/=185meV, /'=30meV, ^1.02 and ^=0.51eV (21), through the relation 
Ek

2 = 42 + At
2. The tunneling cone width is approximated by J8=TC/8 and ß=2n for 

the STM tunnel and point-contact junctions respectively (14), except for the {001} 
STM case which has only transverse final states because of the quasi-2D band 
structure and thus a flat tunneling cone (fi=2n) (15). 

Spectral fits of the rf-wave BTK model to our data are shown as solid curves in the 
figures. In Fig.l(a), the ZBCP for the {110} STM junction is successfully fitted with 
Z=3.3 and Ao=27meV, as a clear manifestation of the Andreev-bound surface states 
induced by the d-wave. In the left inset of Fig. 1(a), the plateau behavior for the {100} 
point-contact junction is well reproduced, apart from the asymmetric zero-bias 
inflection, by using Z=0.4 and Ao=28meV in a d-wave averaging (ß=2ri) of ordinary 
Andreev reflection. In Fig. 1(b), the enhanced peak structure for the {001} STM 
junction can be interpreted as a spectral convolution of the rf-wave quasiparticle DOS, 
which gives a V-shaped gap broadening, and the quasi-2D normal-state DOS, which 
has a logarithmic singularity near the Fermi level (15). In this latter fit, Z=4.5 and 
Ao=19meV were used, and the Fermi level was doped lOmeV away from the DOS 
singularity to account for the peak-height asymmetry. 

To assess the amount of s-wave present in YBCO, we analyzed the mixed symmetry 
d+s and d+is scenarios represented respectively by the gap functions Ak=AoCos(20')+A| 
and Ak=Aacos(2Ö')+iA,. The corresponding spectral simulations are shown in the right 
insets of Fig.l, using Ai/Ao=0.25 and the same Z parameter as in each main panel for 
comparison, and neglecting band-structure effects for simplicity. For the {110} STM 
junction in Fig. 1(a), d+is splits the ZBCP into broken time-reversal symmetry pairs 
separated by 2Ai, while d+s has little effect. For the {001} STM junction in Fig.l(b), 
d+is flattens out the gap-bottom while d+s splits the gap-edges by 2Ai, neither feature 
being apparent in our data. From our measurement resolution (lmeV) and our fitting 
results for Ao, we estimate an upper bound of 5% s-wave relative to the predominant d- 
wave in either the d+s or d+is scenario. 

SCANNING TUNNELING SPECTROSCOPY ON EPITAXIAL 
YBa2Cu307-8FILM UNDER QUASIPARTICLE SPIN-INJECTION 

Recent transport experiments on epitaxial cuprate/manganite heterostructures have 
shown that the superconducting critical current Ic in the high-rc cuprate can be 
suppressed by a current injected from the lattice-matched ferromagnetic manganite 
(22-24). The effect is believed to be due to dynamic magnetic pair-breaking in the 
superconducting cuprate by a non-equilibrium distribution of spin-polarized 
quasiparticles injected from the half-metallic manganite. More recently, Yeh et al. 
have carried out a pulsed-current study of this phenomenon to minimize the spurious 
effects of Joule heating, verifying the /c-attenuation near Tc for spin-polarized injection 
and the absence of this attenuation for unpolarized injection (25). 
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To see how the high-Tc order parameter is affected by quasiparticle spin-injection, 
we have performed scanning tunneling spectroscopy on heterostructures of 
YBa2Cu307.8/yttria-stabmzed-zirconia^ao.7Cao.3Mn03 (YBCO/YSZ/LCMO) at 4.2K. 
The samples were 100nm/2nm/100nm in thickness and 6x6mm (YBCO=6x2mm ) in 
size, and grown by pulsed laser deposition on (100) LaA103 substrates. The surface 
morphology indicated predominantly c-axis epitaxy, with some ab-plane outgrowth. 
Resistivity measurements showed the LCMO layer to have a colossal 
magnetoresistivity peak near its Curie temperature r^^oOK and the YBCO layer to 
have 7c«87K with =1K transition (25). Critical current density of the YBCO layer was 
determined by pulsed-current measurement to be 7-5x104A/cm2 (25). Details of the 
experimental setup and technique are published elsewhere (26). 
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FIGURE 2. STM tunneling spectra taken on an epitaxial YBCO/YSZ/LCMO heterostructure at 4.2K. 
(a) is the predominant type, showing a distinct gap structure, (b) shows the type with a zero-bias peak. 
The spectra taken under quasiparticle spin-injection are given as solid curves, and data taken without 
injection as dashed curves. The insets show the rf-wave simulations for various junction orientations. 

Two types of tunneling dl/dV spectra were observed on the YBCO layer at 4.2K. 
Figure 2(a) plots the predominant type, showing a distinct gap structure with finite 
midgap conductance, asymmetric peaks, linear spectral background and a kink 
structure at ~±38mV (c.f. Fig. 1(b)). The dashed curve is for 0mA and the solid curve 
for 35mA (7xl03A/cm2) injection. Considerable spectral broadening was seen at 
higher injections (up to 70mA) although negligible sample heating was detected, 
suggesting a non-equilibrium quasiparticle distribution (26). The observed gap 
structure can be attributed to c-axis tunneling, as shown in the inset by the rf-wave 
BTK simulation (Eqn.l) using Z=4 and Ao=19meV with optimal doping. Figure 2(b) 
shows the other type of tunneling spectra observed, with a pronounced^ ZBCP 
structure. The dashed curve is for 0mA and the solid curve for 15mA (3x10 A/cm ) 
injection. Little spectral variation was seen, even at higher injections (up to 35mA), 
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apart from some minor broadening. The ZBCP can be compared with the {110} 
single-crystal data (Fig. 1(a)) and attributed to tunneling in the aft-plane, as illustrated 
in the inset by the d*-wave BTK simulations (Eqn.l) using Z=2 and Ao=19meV for the 
various junction orientations. Note that a split ZBCP would be expected for broken 
time-reversal symmetry of the «"-wave pairing, such as with a complex d+id' order 
parameter (7), or by the exchange scattering which introduces finite pair-lifetime 
(Ak->Ak+irez) in a magnetic pair-breaking scenario (27). The absence of such ZBCP 
splitting in our tunneling data indicates the rf-wave pairing symmetry in YBCO to be 
invariant under a spin-polarized quasiparticle current, up to at least 7xlCpA/cm2. 
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Abstract Some preliminary discussion is presented concerning predicting superconductivity 
in general and the properties of existing fullerene superconductors. This is followed by a 
consideration of the likelihood of superconductivity in C36 solids. Our present knowledge 
about C36 and the similar molecule C24N12 is reviewed along with the relevant arguments used 
as a basis for suggesting that these systems are good candidates for superconductivity at 
relatively high temperatures. 

INTRODUCTION 

It took 46 years to achieve a successful theory of superconductivity (1) after the 
discovery (2) of the phenomenon. Now it is generally accepted that the so-called 
conventional superconductors such as Pb, Hg, or Al are well understood using this 
BCS theory. In contrast, the high temperature superconducting oxides (HTSO) have 
been around (3) since 1986, and there is still no consensus regarding the underlying 
theory. At this point, only the HTSO systems are superconducting above liquid 
nitrogen temperatures, while the so-called conventional superconductors have much 
lower transition temperatures. 

The purpose of this work is to consider the possibility of superconductivity in 
fullerene systems at high temperatures assuming the BCS theory based on overlapping 
pairs of electrons where the pair binding is caused by electron-lattice interactions. 
Although this goal appears to be a straight-forward application of proven theory, even 
when the BCS theory is an appropriate description of a superconductor, a calculation of 
the transition temperature Tc is still difficult. In fact, an early criticism of the BCS 
theory itself was the fact that predicting Tc was very difficult because of the exponential 
dependence of Tc on the pairing interaction. If calculating Tc or predicting new 
superconductors using BCS theory had been the only criteria for establishing its 
validity, it would have taken much longer to demonstrate the correctness of the BCS 
description of the superconducting state and the mechanism responsible for 
superconductivity. 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
1999 American Institute of Physics 1-56396-880-0 

359 



PREDICTING SUPERCONDUCTING TRANSITION 
TEMPERATURES 

In principle, it was not the theory of superconductivity itself which needed refinement 
to compute accurate Tc's, although extensions of the theory were important. The 
problem in evaluating Tc was principally limited by not having a sufficiently precise 
theoretical description of the normal state properties of solids. Now, the so-called 
"standard model of solids" (4) which is applicable to a wide variety of metals, 
semiconductors, and insulators allows calculations of electronic properties and electron- 
lattice interactions. A popular form of this approach (4) involves pseudopotentials and 
density functional theory, the pseudopotential density functional method (PDFM). 
Although the Coulomb repulsion parameter, (i or u*, is normally left as a scaling 
parameter, in recent years even it has been evaluated from first principles for special 
cases (5). 

Calculating Tc requires good descriptions of the phonon spectrum, electron-phonon 
spectral function a2F((o), and the electronic band structure. The outputs of the full 
calculations can be characterized by the electron-phonon coupling parameter X, |i*, and 
an appropriate average phonon frequency «D>. These parameters can then be used in a 
BCS, McMillan (6), or Kresin-Barbee-Cohen (7,8) type expression for Tc, or 
Eliashberg (9) theory can be used directly. In early predictions of Tc, experimental 
input was used to make the estimates. Superconducting degenerate semiconductors (10) 
were particularly useful systems to study in this way because the band parameters had 
been measured. Examples (11,12) include GeTe, SnTe, and SrTiC>3. Here, BCS 
theory could be employed with good estimates of normal state parameters. Later, 
theoretical work on high pressure phases of Si not only correctly predicted (13) 
superconductivity in ph and hep metallic Si, it could predict the existence of high 
pressure phases and their electronic and vibrational properties. Successful results for 
GaAs (14), NbßNb (15), and S (16) at high pressures are further examples. There were 
also several "after the fact" calculations for known superconductors which gave 
excellent agreement with experiment using first principles theory. However, these 
calculations tend to be less effective in convincing skeptics about the robustness of the 
theory than the ones above where theory preceded experiment. 

After the discovery (17) of superconductivity in COO systems, there was concern 
about whether BCS theory was appropriate for these materials. In fact, there was 
concern about whether the "standard model" could be applied to these systems and 
whether band theory was appropriate. It was argued that strong electron correlation 
would not only invalidate the band model, but it might also lead to an electronic 
mechanism for pairing and superconductivity. The consensus now appears to be that 
both band theory and the usual BCS approach are sufficiently robust to account for the 
observed properties of M3C60 (where M represents an alkali metal). Band calculations 
(18) including quasiparticle "GW" corrections give results consistent with optical and 
photoemission experiments. And superconducting and normal state transport properties 
(19) such as resistivity are consistent with an electron-phonon mechanism both for 
scattering and for electron-electron pairing even for Tc in the 20-40 K range. 
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CALCULATIONS FOR FULLERENES 

The contrast between the Tc of intercalated graphite and M3C6O immediately attracted 
the attention of theorists because of the two orders of magnitude increase in Tc for the 
C60 systems. Analysis of the characteristic parameters X, |i*, and <co> led to the 
conclusion that of the three it was an increase in X that was primarily responsible for the 
increase in Tc. Specifically, it has been proposed (20) that the increase in the electron- 
phonon matrix element Ven results from the curvature change in going from graphite to 
C60- The expression for Vep has the form 

a M<öa g2 
i.j=l 

where £a is the polarization vector, V is the electron-ion potential, i and j label electronic 
states, <Ba is the phonon frequency, and g is the degeneracy of the electronic states. For 
a phonon with polarization which causes distortions perpendicular to the graphite sheet, 
the matrix elements between even or odd states vanish because the VV term is odd 
under reflection. The curvature allows the a and 7t (or a* and rt*) electronic states to 
mix and allows even terms in the change in the potential resulting in non-zero values for 
Vep. Calculations of Vep by various authors (21,22) yield consistent results for K3C6Q. 

Hence, the general picture for superconductivity in the M3C6O systems is one in 
which the outermost valence electrons donated by the metal atoms form a nearly free 
electron sea of charge which interacts with the vibrations of the CQO molecule. Although 
intermolecular vibrations contribute to the electron-phonon induced pairing, it is the 
intramolecular vibrations which dominate. Clearly, the Coulomb parameter u* which 
has the form 

u* = - £  (2) ^        , .   <(D> 
1 + H.ln  

EF 

will differ from its value in common metals because of the small ratio of <(0> to the 
Fermi energy Ep and the more localized nature of the bands. Arguments related to 
strong peaks in the density of states causing enhancement of A, or jl are usually weak 
because the same peaks arise in the screening functions and cancel out the 
enhancements. Other characteristics which add credence to the electron-intramolecular 
phonon model for pairing is the near constancy of the pressure dependence of Tc (23) 
and the absence of an isotope effect for the alkali metal atom (24). At first, a range of 
isotope effect parameters were measured for the carbon atom, but now the results appear 
consistent with the standard theoretical model. 

Moving from C«) to tubes, one can again state that currently the "standard model" is 
generally accepted as appropriate for describing the electronic and structure properties of 
carbon nanotubes. In fact, it has been used successfully to predict (25,26,27) the 
existence of BxCyNz compound nanotubes. At present, however, superconductivity in 
tubes has not been observed. Theoretical investigations (28) based on models for tubes 
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suggest modest Tc's. For example, these studies argue that if a generic electron-phonon 
pairing potential U is broken into a flat component Uflat appropriate for graphite and a 
curved contribution, then the total U should scale approximately with the radius of 
curvature for balls and tubes as follows: 

and 

Uball=Uflat+Ucurve^j (3) 

Utube = Uflat+Iucurve^ (4) 

where Ucurve is the curvature contribution corresponding to a ball of radius R0. Using 
Eq. (4) and arguments about appropriate densities of states and phonon frequencies, Tc 
(R) can be computed (28) for tubes. The curve asymptotically goes to the Tc value for 
intercalated graphite at large R and increases to modest Tc's below R ~ 10 Ä. 

An interesting variation on the idea of starting with a graphite sheet and investigating 
the effects of curvature is to begin with a monolayer sheet of carbon atoms with the 
graphite hexagons replaced by five-fold and seven-fold rings. The proposal (29) that a 
system of this type could be made predicts that this pure carbon planar system is a 
metal. This is the case even though it might be expected that the reduction in symmetry 
going from an all hexagon arrangement to a plane of heptagons and pentagons would 
change the graphite sheet band structure from semimetal to insulating since, in a graphite 
sheet, the n and K* bands touch at the Fermi surface at a point in the Brillouin zone. 
The finite density of states at Ep and the fact that one expects comparable parameters to 
the fullerene superconductor suggests that this system would be a superconductor, but 
no enhancement in Tc is expected from bending the "5-7" sheets into tubes because of 
the (T-7C mixing arguments. However, deviations from sp2 bond angles in the plane 
increase the electron-phonon interaction compared to graphite, and doping effects may 
be interesting leading to an MC4 type system for alkali metals. 

C36 AND C24N12 

Studies of mass spectra of carbon clusters have demonstrated the sensitivity of the 
results to experimental conditions. It is possible to have varying ratios of abundance. 
The large C60 and C70 peaks initially focused research on these systems. However, 
motivated by the arguments above regarding curvature, it is reasonable to search for 
smaller molecules in this class since roughly speaking they will have higher curvature 
when forming a solid and then doped. Two interesting candidates are C32 and C36. 
Here, we focus on C36 and also briefly consider the analogous compound molecule 
C24N12. 

Using Euler's arguments, C36 will have 12 pentagons. Since the regions of the 
molecules near the pentagons are more chemically reactive than those near the hexagons, 
C36 will be proportionally more reactive than C60. In fact, it is suggested that while C«) 
is van der Waals-like, C36 may be a more covalent-like molecule when thought of as a 
component in forming clusters or solids. 

There are many choices for the structural arrangement of the atoms in C36. An 
energetically favorable arrangement is the Ö6h structure which is also conducive for 
forming crystals. In this arrangement, there is a hexagon on the "top" (and "bottom") 
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caps of the molecule with 6 pentagons forming below (and above) the caps yielding the 
12 required by Euler. These caps fit together with an additional 6 hexagons around the 
"belly" of the molecule. The result is a "football" shaped molecule which would be 
expected to stack differently when forming a solid than the more spherical C6o 
molecule The pseudopotential density functional method (PDFM) was used (30) to 
calculate equilibrium geometries, total energies, electronic charge densities, and electron 
affinities for C36 and N-substitutional doping. For the N-doped cases, the changes in 
bond lengths and in particular the substantial shortening of the sp2 c-c bond when it is 
trapped between four nitrogens is explained in terms of an inhibition of the carbon 7C 
bonds to forming sp2 networks. ,      ,_   _ ,    f    .. 

Relying on the results of the PDFM, which suggest that the D6h symmetry for the 
C36 molecule is a good candidate structure, various stacking sequences become 
possible. Unlike the C6o case, where the more spherical molecules are expected and 
found to stack in ABC close packing of van der Waals spheres (leading to an fee lattice), 
the C36 molecules stacked this way would lead to a rhombohedral arrangement. 
Another similar stacking sequence (ABAB) leads to a crystal with hexagonal symmetry 
which appears to have lower energy than the rhombohedral case. However studies or 
the differences in the ease of dimerization of C36 molecules suggest (31) other 
arrangement with even lower energy involving the stacking of planes of hexagonal 
arrangements of well-separated or bonded C36 molecules. For C6o, dimers are formed 
after being photoexcited and the solid forms require pressure to polymerize However, 
alkali doped C6o polymerizes spontaneously. The situation for C36 is different. Ine 
PDFA calculations indicate that C36 may have spontaneous polymerization without 
doping and doping may inhibit this effect. 

Using the above arguments, a likely candidate for the crystal structure of C36 
molecules in the solid form is a structure formed by stacking hexagonal planes ol 
bonded C36 molecules in an AB stacking sequence called (31) S2-AB. The electronic 
structure of this arrangement and the expected changes arising from Na and K doping 
leading to Na2C36 and K2C36 have been examined (31) in some detail. The 
experimental situation is progressing (32,33) in this area, but definitive results on the 
molecular and crystal structure are not yet available. 

Returning to the question of superconductivity, the first attempt to estimate Tc would 
be to invoke the curvature arguments presented earlier. These estimates were done first 
(34) for K3C6o with Eq. (3) as a model yielding Utotal - 1.1 + 140/N eV-atom 
(normalized to one atom with the density of states universally proportional to the 
volume). This leads to A. = 0.3 for doped graphite in the N -» «limit and U = 57 meV 
- C6o and X - 1 for the C6o system. For C36, this formula gives U = 140 meV - C36 in 
reasonable agreement with the ab initio results discussed below. It should be 
emphasized that this estimate is based on simple scaling arguments and as the ab initio 
results demonstrate there are many subtle contributions to the increase in X in going 
from the K3C6o like system to C36 based solids. 

The estimates (21) of the electron-phonon properties and Tc s were made using ab 
initio theory based on the PDFM, but for computational convenience the D6h molecules 
were assumed to be in a rhombohedral lattice. If the model appropriate to COO with 
nearly free electrons interacting with intraball vibrations is applicable to the C36 case, 
then structural changes are not critical. However, the studies of N2C36 and K2C36 do 
suggest possible variations in this model with some covalency. At this point, the 
assumption of the COO like model is useful for estimating changes. 
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Even though there is excellent agreement between the current electron-phonon 
coupling calculations for the COO case, it is still more prudent to assume that ratios of 
calculated parameters between COO and C36 are more predictive than absolute 
calculations for the C36 system since the M3C60 materials are known superconductors. 
Hence, for estimating Tc, the density of states at EF, N(0), is assumed to be comparable 
to the C6o case. Also, the estimate (21) of |i* « 0.25 using experimental data on M3C60 
is assumed to be appropriate. These values yield a Tc = 18 K for K3C60. If the PDFM 
calculational approach is used for C36 in the same way as for Ceo and the above N(0) 
and n* parameters are assumed, then the solution of the Eliashberg (9) equations yield 
Tc(C36) = 6Tc(C6o). 

SUMMARY AND CONCLUSIONS 

The general goal presented here is to explore systems in addition to the copper oxides 
which have the potential of exhibiting superconductivity above the boiling point of 
nitrogen. Since the fullerenes do have relatively high Tc's, they appear to be a good 
family of materials to explore. After a description of the current status of calculating and 
predicting Tc for materials, a description of the nanotube and Cn molecules was 
presented. The focus on C36 as a prototype suggests that simple estimates based on 
scaling and ab initio theory give values of Tc in the range of temperatures near the 
boiling point of nitrogen. Because of the chemical changes resulting in shortened bonds 
in going from C36 to C24N12, it is expected that metallic solids based on the latter 
molecule may yield even higher Tc's. 
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Electronic Characteristics of 
Quasi-2D Metallochloronitrides: 

Na^HfNCl (Tc=25 K) 

R. Weht, A. Filippetti, and W. E. Pickett 

Department of Physics, University of California, Davis CA 95616 

Abstract. Local density functional results are presented for the electron-doped met- 
allochloronitrides ^ZrNCl and ^HfNCl, A=U or Na, which superconduct up to 
25K. The alkali non-stoichiometry is treated in a virtual crystal approximation. The 
electronic structure is strongly two dimensional, especially in the conduction band re- 
gion occupied by the carriers, because the states are formed from the in-plane orbitals 
dxy, dxi_yi of the metal ion and the px,py orbitals of the N ion. We predict a change 
of behavior at a doping level of x=0.3. 

INTRODUCTION 

High temperature superconductivity (HTS) in the layered cuprates continues 
to puzzle even after a dozen years of intense scrutiny. Even outside of the class 
of HTSs, however, the appearance of high Tc (in the pre-cuprates sense) also is 
baffling. The highest Tc is achieved in the füllendes, with Tc=40 K reported, [1] 
which are three dimensional (3D) materials with, however, a great deal of zero 
dimensional (cluster) character. Tc ~ 35 K is achieved in Bai^K^BiOs, also a 3D 
system, with only some flat portions of Fermi surface to bring in questions of low 
dimensionality. There is not yet any clear theoretical accounting for the magnitude 
of Tc in these two systems [2,3] although some phonon modes in the füllendes are 
strongly coupled to the conduction electrons. The A15 superconductors (Tc up to 
23 K) present a class in which the relatively high value of Tc is understood in terms 
of strong electron-phonon coupling and a high density of states (DOS) [N(EP1 at 
the Fermi level EF. [4] 

A new, 2D material has recently been added to the list of (non-HTS) supercon- 
ductors with unusually high Tc. Yamanaka et al. [5] discovered superconductivity 
up to 12 K in Li-doped ZrNCl, and up to 25.5 K in Na-doped HfNCl. [6] Shamoto et 
al. [7,8] have reproduced the superconductivity and determined the crystal struc- 
ture of superconducitng materials using synchrotron X-ray diffraction data. We 
provide here the first calculation of the electronic structure of this system, consid- 
ering in particular variation with doping level. 

CP483, High Temperature Superconductivity, edited by S. E. Barnes et al. 
© 1999 American Institute of Physics l-56396-880-0/99/$15.00 
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DESCRIPTION OF CALCULATIONS 

Electronic Structure Methods 

We have applied the local density approximation [9] using two methods: the 
linearized augmented plane wave (LAPW) method [10] for the bands and density 
of states (DOS) that we show, and the plane wave ultrasoft pseudopotential method 
[11] for the phonon frequencies. Both methods produced essentially the same band 
structures. 

To account for the doping we have used a virtual crystal treatment. For example, 
for x fractional occupancy of a site by Na (ten core electrons and one valence elec- 
tron) , that site is fully occupied by a nucleus of charge 10+x with the corresponding 
number of electrons. As expected, Na is ionized with the electrons going into bands 
that are primarily metal d bands, so the virtual crystal treatment should be reason- 
able. We will find that it is important to treat this charge self-consistently, because 
non-rigid-band behavior appears not far from the region of immediate interest. 

Structure 

We have used the structures of Shamoto et al. [7,8] for these materials. Because 
a Cl-HfN-HfN-Cl slab is only weakly coupled to its neighboring slabs, we expect 
that the stacking sequence (for example, whether hexagonal or rhombohedral) is 
not important, and indeed that was found to be the case. One such structure is 
shown in Fig. 1, and the slab structure is the same for Hf and Zr, with only the 
stacking sequence varying with doping. [12] 

FIGURE 1. Rhombohedral structure of Li^ZrNCl determined by Shamoto et cd.[7,8] The stack- 
ing along c can change with doping, but the basic slab structure structure is unchanged with 

doping. Li sites are only fractionally occupied 
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DISCUSSION OF RESULTS 

The band structures are strongly two dimensional, so we discuss only the in-plane 
dispersion here. The undoped compounds have a band gap of 1.7-1.8 eV, between 
valence bands that axe 2p states of Cl and N, and conduction states that are mostly 
Hf or Zr. Thus the formal ionic description (Hf,Zn)4+N3~Cr is reasonable, but 
obscures the strong metal-N hybridization. 

In Fig. 2 the band structure of Nao.2sHfNCl is shown along the hexagonal sym- 
metry directions. Only a single band is occupied by the doped carriers, and the 
band structure is very similar to that of the undoped compound, i.e. a rigid band 
picture is good. The projected DOS of Fig. 3 illustrates several things: (1) the 
occupied band is a hybridized planar band of Hf dxy,dx2_y2 and N px,py charac- 
ter; (2) Hf dxz, dyZ and N px character do not appear until the band flattening 0.3 

FIGURE 2. Plot along symmetry lines of the band structure of Nao.25HfNCl. Points are 
T = (0,0,0), K = (2/3,1/3,0), M = (1/2,0,0), A = (0,0,1/2), in units of the hexagonal re- 
ciprocal lattice vectors. The lack of dispersion along T-A of the lower conduction bands reflects 
the strong 2D character of the important conduction band. 

y. x^y3 

.i—Mw. 

"'   ^ULJ^U u/v^ 
Nx.y 

o.3-g 

FIGURE 3. Atom (left panel) and orbital (right panel) projected DOS for Nao.2sHfNCl. In the 
right panel only the conduction bands are pictured. 
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eV above EF in Fig. 2; (3) the Hf dz2 character is higher still. This behavior is 
completely different from what Woodward and Vogt [13] calculated for a bilayer 
structure reported by Juza and collaborators, [14] in which two Hf ions are bonded 
across the bilayer, rather than the Hf-N bonding across the bilayer as in the struc- 
ture determined by Sharnoto. Thus electrons are not doped into a very flat band, 
which almost certainly would be strongly correlated, but rather into a broad band 
with a light mass m* « 0.6m. 

The other material parameters we obtain (for a;=0.25) are 
• Fermi velocity vf = 3x 107 cm/s 
• Drude plasma energy Q.p = [47re2 N(EF)vFJ1/2= 1.5 eV 
• Gap 2A w 3.5 kB Tc « 7.5 meV 
• Coherence length £ = ** « 180 A 
• London penetration depth A = ■£-= 1300 A 
• K = A/£ = 7 —> Type II superconductor. 

In Fig. 4 we present the Fermi surface for x=0.25 doping level. It consists of 
threefold distorted circles at the zone corner (K) points. There are two inequivalent 
such points, each with mean radius kF = §*. On-Fermi-surface scattering processes 
will be dominated by (1) small Q< 2kF intraband scattering, and (2) large Q~K 
interband scattering. [Note that the vector connecting two neighboring zone corners 
K is also the vector K.] 

We have calculated the frequencies of the three fully symmetric (Ais) Raman 
active vibrational modes of pristine ZrNCl and HfNCl at the zone center, corre- 
sponding to modulation of the internal coordinates zZr/Hf, ZN, ZCI- The frequencies 
are 586, 334, and 202 cm'1 and 604, 368, and 191 cm,-1 respectively for the two 
compounds. The highest frequency is almost pure N motion. 

FIGURE 4. Plot of the distorted circular Fermi surface of Nao.25HfNCl shown in two hexagonal 
Brillouin zones. The surface is centered at the zone corner point K; since there are two such 
inequivalent points, there are two Fermi surfaces. 
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DOPING 

As these systems are studied further, the question of the effect of doping will be 
very important. We have performed virtual crystal calculations for several doping 
levels, with results for x = 0.25, 0.35 and 0.45 shown in Figure 5. There are con- 
tinuous rigid-band-like changes up to just above x = 0.30, above which bands with 
different character (specifically, out of plane orbitals) begin to become occupied. 
At this point in doping the properties should show a change in slope (plotted versus 
x). At x=0.35 EF coincides with a band that is very flat band along T-K and has 
a small mass along T-M as well, i.e. a peak in the density of states. This range 
of doping should prove very interesting, and whether Tc rises or falls will reveal 
important characteristics of the pairing mechanism. 

FIGURE 5. Band structure plots of Na^HfNCl, for x=0.25, 0.35, and 0.45 (left to right). 
Around z=0.35 the Fermi level enters a region where the bands have different character, and 
already the conduction band dispersion in visibly non-rigid-like. At x=0.45 there is a large Fermi 
surface centered at T as well as the ones at K. 

SUMMARY AND ACKNOWLEDGMENTS 

It is surprising that such low mass, low DOS materials such as those described 
here can superconduct up to 25 K. Since there is no indication, experimentally or 
theoretically, of strong correlation effects in the range of doping reported by the 
superconductors, a possible candidate for pairing mechanism could be phononic. 
Given the 2D character and the strong nesting that might introduce characteristics 
of ID behavior, purely electronic pairing mechanisms should also be considered. 
Given the apparent extreme two dimensionality of the crystal, it will be impor- 
tant to establish that coherent supercurrent actually will flow perpendicular to the 
layers. 

We are indebted to R. Seshadri for many communications on the ZrNCl system, 
to comments from D. J. Scalapino, and to S. Shamoto for communication of un- 
published work including structural data.  This research was supported by Office 

370 



of Naval Research Grant No. N00014-97-1-0956 and National Science foundation 
Grant DMR-9802076. 

REFERENCES 

1. S. C. Erwin and W. E. Pickett, Science 254, 842 (1991); S. C. Erwin, in Buckmin- 
sterfullerines, edited by W. E. Billups and M. A. Ciufolini (VCH Publ., Cambridge, 
U.K., 1993), 217. 

2. O. Gunnarsson, Rev. Mod. Phys. 69, 575 (1997). 
3. V. Meregalli and S. A. Savrasov, Phys. Rev. B 57, 14453 (1998). 
4. B. M. Klein and W. E. Pickett, in Superconductivity in d- andf- Band Metals, edited 

by W. Bckel and W. Weber (Kernforschungszentrum, Karlsruhe, 1982), 97. 
5. S. Yamanaka, H. Kawaji, K. Hotehama and M. Ohashi, Adv. Mater. 8, 771 (1996). 
6. S. Yamanaka, K. Hotehama and H. Kawaji, Nature 392, 580 (1998). 
7. S. Shamoto, T. Kato, Y. Ono, Y. Miyazaki, K. Ohoyama, M. Ohashi, Y. Yamaguchi 

and T. Kajitani, Physica C 306, 7 (1998). 
8. S. Shamoto, T. Kato, Y. Ono, Y. Miyazaki, K. Ohoyama, M. Ohashi, Y. Yamaguchi 

and T. Kajitani, J. Phys. Chem. Solids (1998, in press). 
9. D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566 (1980), as parametrized 

by J. P. Perdew and Y. Wang, Phys. Rev. B 45, 13244 (1992) or by Vosko, Wilk 
and Nusair, Can. J. Phys. 58, 1200 (1980). 

10. P. Blaha, K. Schwarz, and J. Luitz, WIEN97, Vienna University of Technology, 1997. 
Improved and updated version of the original copyrighted WIEN code, which was 
published by P. Blaha, K. Schwarz, P. Sorantin, and S. B. Trickey, Comput. Phys. 
Commun. 59, 399 (1990). The sphere radii used in fixing the LAPW basis were 
chosen to be 2.00 a.u for Hf(Zr), Cl, and alkali atoms, and 1.90 for N. Local orbitals 
(Zr 3s, 3p; Hf 3s, 3p, 4/; N and Cl 2s) were added to the basis set for extra flexibility 
and to allow semicore states to be treated within the same energy window as the 
band states. The LAPW plane wave cutoff corresponded to energy of 17.7 Ryd. 

11. D. Vanderbilt, Phys. Rev. B 32, 8412 (1985); K. Laasonen, A. Pasquarello, R. Car, 
Changyol Lee, and D. Vanderbilt, Phys. Rev. B 47, 10142 (1993). More discussion of 
the method, and an example of the use of the N pseudopotential, is given by A. Fil- 
ippetti, W. E. Pickett and B. M. Klein, Phys. Rev. B_(in press) [cond-mat/9808266]. 

12. For Nao.29HfNCl the structure is rhombohedral R3m (#166), with a=3.5892 Ä, 
c=29.722 Ä. Internal coordinates for the atoms (each in 6c sites) are zH/=0.2083, 
zjv=0.1368, zci =0.3944. Na was refined in the 3a site at the origin. Lio.ieZrNCl is 
isomorphous, with o=3.60 Ä being slightly larger. 

13. P. M. Woodward and T. Vogt, J. Solid State Chem. 138, 207 (1998). 
14. V. R. Juza and J. Heners, Z. Anorg. Allg. Chem. 332, 159 (1964); V. R. Juza and 

H. Friedrichsen, ibid. 332, 173 (1964). 

371 



p-wave superconductivity in Sr2Ru04 

H. Won", K. Maki6, E. Puchkaryov6 & G. F Wang6 

° Department of Physics and IRC, Hallym University 
Chunckon 200-702,South Korea 

hDepartment Physics & Astronomy, University of Southern California 
Los Angeles, CA90089-0484 

Abstract. The superconductivity in both Sr2Ru04 and Bechgaard salts is most likely 
of p-wave. Here we review the effect of impurity scattering and the features of the 
vortex state in p-wave superconductors . There are striking similarities between those 
properties in p-wave superconductors and the ones in d-wave superconductors . 

I    INTRODUCTION 

The confirmation of d-wave superconductivity in the hole doped high Tc cuprate 
superconductors has naturally strong repercussion [1,2]. We believe now the ma- 
jority of heavy fermion superconductors and organic superconductors are uncon- 
ventional. That is they are of non-s-wave pairing and originated from magnetic 
interaction (i.e exchange of paramagnon and/or antiparamagnon ) [3,4]. In this 
background the discovery of p-wave superconductivity in Sr2Ru04 [5] and Bech- 
gaard salts [6] will be no big surprise. We shall review here how p-wave supercon- 
ductivity in Sr2Ru04 and Bechgaard salts is established. Then we go on to describe 
the effect of impurity scattering [7] and the upper critical field in the vortex state 
[8,9]. 

Sr2Ru04 is a pervoskite and has the same crystal structure as La^CuCXj [5] . 
However unlike La2Cu04 ,Sr2Ru04 is metallic and behaves like standard Fermi 
liquid below 20K, though the system is very anisotropic. Further it becomes su- 
perconducting with Tc=1.2~1.5K. The strong sensitivity of Tc to the impurity 
concentration is well documented [10]. In particular the superconductivity disap- 
pears when the electron mean free path within the a-b plane becomes shorter than 
about one micron. 

The growing evidence indicates the superconductivity is of p-wave. The Knight 
shift in NMR experiments indicate clearly the spin triplet pairing in Sr2Ru04 [11] 
very similar to the A phase in superfluid 3He where now the d vector is parallel 
to the c axis. Further Tf1 in NMR does not exhibit the Hebel-Slichter peak but 
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drops precipitously at T=TC [12]. This behavior can be only interpreted in terms 
of isotropic p-wave pairing and strong paramagnon contribution [13]. 

The third piece of evidence is the electronic specific heat which behaves like that 
for a s-wave superconductors if we subtract a T-linear term as in the normal state 
[14,15]. In earlier experiments the coefficient of this additional T-linear term 70 was 
somewhat larger then \~fN where 7JV the same coefficient in the normal state. This 
leads to the proposal of non-unitary p-wave state [16]. However, since the most 
recent data [15] indicates 70 < \IN, the non-unitary state is untenable. Therefore 
we adapt here the three orbital band model proposed by Agterberg et al [17], where 
it is assumed that the superconductivity resides principally in the 7 band. Although 
superconductivity in the a and ß band is not unknown,we neglect at the present 
moment completely the superconductivity in the a and ß band for simplicity [9] . 
Of course we may need to consider the contribution from the a and ß band as well 
in the future. So in the following we concentrate to the superconductivity in the 7 
band only. Then the superconducting order parameter is given by 

A(fc) = Ade***, <F* = h ± ih (!) 

where d is the unit vector presenting the spin component [18] and h and k2 are 
the quasi-particle moment within the a-b plane. 

There is the convincing evidence that the same superconducting order parameter 
applies to Bechgaard salts as well [6,9]. 

II    IMPURITY SCATTERING 

In the absence of impurity scattering and in the absence of magnetic field , the 
thermodynamics of isotropic p-wave superconductivity is identical to the one in 
an s-wave superconductor. Also even in the presence of impurity,if the impurity 
scattering is weak we can describe many features of p-wave superconductors in the 
term of Abrikosov-Gor'kov theory [19] (i.e. magnetic impurity in s-wave supercon- 
ductors ). Therefore we consider the impurity scattering in the unitarity limit; the 
resonance scattering on the Fermi surface [7]. Then the renormalized frequency in 
the quasi-particle Green function is given by 

ü) = U + r- ;— C2) 

where r=ni7rJV0 and m is the impurity concentration and JV0 is the quasi-particle 
density of states in the normal state per spin. See Ref [20] for an earlier analysis of 
Eq.(2). 

Then the gap equation is given by 

A-i _ ™Ly>      1    - (3) 
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where A is the dimensionless coupling constant and the sum over the Matsubara 
frequency has to be cut off at un = Ec. Then putting A -> 0, Eq(3) reduces to the 
well-known Abrikosov-Gor'kov formula 

Mh'«\+£ry«\> (4) 

where rß(z) is the di-gamma function and Tc (Tco) is the superconducting transition 
temperature in the presence(absence) of impurities. Tc vanishes at T = Tc = ±A0o, 
where A00 is the superconducting order parameter at T=0K and in the absence of 
impurities. At T=0K Eq(3) simplifies also and we obtain 

" ln(Ä^ = ln(a>+ \/1 + Co) - CCCo"1 - arctan(C0-
1)) (5) 

where £ = T/A and C0 is defined as C0 = f\u=0 or 

Cb = (C(^/l + ^ + §))* (6) 

Here A is the order parameter at T=0K but in the presence of impurities. Finally 
the residual density of states(i.e. the quasi-particle density of states on the Fermi 
surface) is given by 

N(0)/N0 = C0 

y/l + Ci    \ 
C 

K + v/i + £ (7) 

Figure 1 shows Tc/Tco.A/Aoo and N(0)/No as function of T/rc . The similarity of 
these behaviors with the ones in the d-wave superconductors [21] is very striking. It 
is more so.since the quasi-particle density of states in the p-wave superconductors is 

FIGURE 1. Te/Teo.A/Aoo and N(0)/No as function of T/rc 
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very different from the one in d-wave superconductors . Figure 2 shows the density 
of states for a few T/A values. For a small amount of impurities a small island 
of the density of states develops around E=0. This island expands with T/A and 
finally it merges with the main part when T/A ~ 0.38. Also this low energy island 
controls both the low temperature and the low frequency response of the system. 

D 

XBCS 

^— i n ——' 

^ 
0.3B 

07l5"--v. 

0.0$\           ^ 

FIGURE 2. the density of states for a few T/A values 

III    UPPER CRITICAL FIELD FOR B \\ c 

The upper critical field in the presence of impurities is determined by [8,9] 

°°   du-[l-exp(-pu2-vu)(l + 2Cfnl
2)) (8) -In* r J 0 sinhw 

_CM = [ °° _^_{C - eM-P"? ~ ™)W + C(l-W + V«4)]}      (9) 
J o    sinh« v 

where t = T/T«, ,p = v%eHc2(T)/2(2TTT)
2
 , v = T/TTT . Here we took A(f, k) given 

by 

A(r, k) oc (e4* + C(a+)2e-^)|0) (10) 

and |0) is the reference Abrikosov state for an s-wave superconductor 

\0) = -£Cne
inkye-eB{x-™)2 (U) 

n 

and a+ is the analog to the raising operator in a harmonic potential. The upper 
critical field and the coefficient C are obtained for a few Ts and shown in Fig. 3 
and Fig. 4 respectively. 

In particular at T=0K Eq(8) and (9) reduces to 
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FIGURE 3. The upper critical field h(r,t)=Hc2(r,t)/Hc2(0,0) versus t. Prom up to down for 
r/rc=0, 0.2, 0.4, 0.6, 0.8 and 0.9. The dot line represents the transition temperature from square 
vortex lattice to hexagnol one for different V 

:ln( 
ffc2(r,o), 
Hc2(0 %)=iri^-e-n+m-,cj^Uue-^ (12) 

c = -(i-x) + \l- + (i-xy,x yZ°duu3e-u2-m 

/0°° duue~u2-xu (13) 

and C(0)=|(V3 - 1) ,x=v/Jp = 2V2T(v2
FeHc2(T))^. Both (T^To)2 and 

Hc2(r,0)/ 1^(0,0) are shown in Figure 5 as function of T/Tc. It is remarkable 
that the relation 

FIGURE 4. The coefficient C versus t. From up to down for r/rc=0, 0.2, 0.4, 0.6, 0.8 and 0.9. 
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FIGURE 5. (Tc/Tco)2 and Hc2{T,t)/Hc2(r,0) as function of t'=T/Tc 

ffc2(r,o) = (Tc_)2 (14) 

is obeyed with high accuracy (within 5% error). This relation has been discovered 
in a recent study of Hc2(r,T) for B || c [22]. This implies that if we define the 
coherence length £(T) by Hc2(r,T) = c/>0/2^2(T) we will obtain 

£(r,0) = 0.U73vF/Tc (15) 

Figure 6 shows Ea(T, T)/Hc2(r, 0) versus T/Tc. As is readily seen the curves col- 
lapse to almost a single curve. We believe these are the hallmark of unconventional 
superconductors . 

0.2 0.4 
tVTTT, 

0.6 0.8 1.0 

FIGURE 6. Hc2(T,T)/Hc2(T,0) versus T/Tc for several T s 
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IV    SQUARE VORTEX LATTICE 

The coefficient C determined in the preceding section plays the crucial role in 
the stability of the square vortex lattice [23] . Studying the Abrikosov parameter 
PA we find that the square vortex lattice is realized when C > 0.243. Therefore in 
the vicinity of B=Hc2(T) the square vortex lattice should be realized for t < 0.95 
Indeed such a square lattice is seen by small angle neutron scattering in the majority 
of B-T phase diagram [24]. Further the observed vortex lattice is aligned parallel 
to the a-b axis, while p-wave superconductors described here do not contain the 
orientation energy. We believe the orientation of the vortex lattice arises from 
a small tetragonal distortion of the Fermi surface of the 7 band from circle [25]. 
Further such a small distortion of Fermi surface is required to describe an extremely 
small a-b anisotropy in upper critical field recently observed in Sr2Ru04 [9,26]. 
Further the vortex lattice phase in Sr2Ru04 is very similar to the one predicted 
for d-wave superconductors [27] except here the vortex lattice is aligned parallel 
to the a-b axis while in d-wave superconductors it is aligned in the four diagonal 
directions. 

V    CONCLUDING REMARKS 

We have reviewed a few aspects of p-wave superconductivity in Sr2Ru04 and 
Bechgaard salts ,though some crucial experiments in Bechgaard salts are still miss- 
ing. To our surprise we have discovered a number of parallelism between p-wave 
superconductivity and d-wave superconductivity, which are not found in s-wave su- 
perconductivity. It appears to the wonderland of unconventional superconductivity 
is waiting us for fresh exploration. 
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Abstract. Using synchrotron x-ray scattering on single crystals of Nd^Sr^MnC^ and 
La5/3Sr1/3Ni04, we have demonstrated the existence of charge stripe structures in both compounds. 
In Ndi/2SrU2Mn03 charge ordered satellite reflections were located at positions (h/2 0 I), h = odd 
and / = even. In addition we have also observed some weak reflections at other positions (h/2 k 1/2) 
and (h/2 0 1/2), h & / = odd and it = 1. The result is in accord with the CE-type antiferromagnetic 
structure as reported by neutron powder diffraction. The transition was observed to be at a 
transition temperature Tco -159 K and to be strongly first order in nature. By contrast, studies of 
La5/3Sr1/3Ni04 showed a second order transition at rco=240 K. This produced charge stripe 
satellites with a wavevector q= (hiOz 0 I), h= even and /= odd. Critical exponents of the transition 
were obtained and show that the system is in the 2D universality class. The two dimensional nature 
of the charge stripes is clearly shown in their markedly different correlation lengths at low 
temperatures e.g. §. «110Ä, & «130Ä, whist ^ is only about 17 Ä. These results demonstrate 
clearly that the charge stripes are themselves two dimensional in character. 

INTRODUCTION 

Charge and spin ordering in direct space in manganites, and nickelates have 
recently attracted considerable attention for both fundamental physics as well as 
possible device applications. Maganites are synthesised by doping divalent alkaline 
ions in the cation site of manganese perovskites, namely Ri_xAxMn03 where R=La, Pr, 
and Nd, and A=Ca, Sr, and Ba, and have been demonstrated to exhibit colossal 
magnetoresistance (CMR) under the application of a magnetic field. Undoped RMn03 
is an antiferromagnetic (AFM) insulator, but with carrier doping of divalent A 
elements in R sites, the system becomes a ferromagnetic (FM) metal with the observed 
CMR in the composition range 0.2< x <0.5. 

Despite the demonstrations of charge ordering and spin ordering in colossal 
magnetoresistance oxides and in nickelates by neutron scattering, x-ray scattering has 
the merits of superior spatial resolution and direct probing of the charge density 
modulation. In this article we report x-ray scattering studies which show that the 
charge stripes are 2 dimensional and highly disordered above the transition 
temperature and that they are quenched below the transition temperature Tco [1]. 

Single crystalline samples of NdißSrißMnCb (NSMO) and La5/3Sri/3Ni04 (LSNO) 
were grown using the floating zone method at Bell Laboratories, and LSNO had been 
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previously characterised by neutron scattering [2]. The crystals were first examined 
and oriented in our laboratory using a rotating anode source with graphite crystals as 
monochromator and analyser. The synchrotron experiment on the crystal NSMO was 
performed at station 16.3 at Daresbury Laboratory, and further studies on LSNO were 
carried out on the beamline XMaS at the ESRF. Both stations are equipped with multi- 
axis diffractometers which allow the measurements to be performed along any 
direction in reciprocal space. 

Ndi/2Sri^Mn03 

Ndi/2Sri/2Mn03 is orthorhombic at room temperature with lattice parameters 
a=5.434 A, Z>=7.634 A, c=5.477 Ä. The magnetic transport properties of 
Ndi/2Sri/2Mn03 show a transformation from a paramagnetic state to a ferromagnetic 
metallic state at about 250 K, followed by a transition into a charge ordered 
antiferromagnetic insulating state around 160 K [3]. The structure does not change 
until T= 160 K at which the charge-ordered state appears. The charge ordered pattern 
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FIGURE 2. Longitudinal scans through the 
satellite reflections in a single crystal 
Nd^Sr^MnOs at T=100 K. The squares and 
circles are the charge ordering peaks, and the 
triangles are from scattering from positions in 
reciprocal space associated with spin ordering. 

FIGURE 1. Temperature dependence of the 
integrated intensities of satellites reflections 
as measured in Nd1/2Sri/2Mn03. Q-scans 
indicate the scans along the longitudinal 
direction, and R-scans for the transverse 
direction. The dashed lines are only a guide to 
the eye. 

of Mn + and Mn4+ is alternating in the ac plane, doubling the unit cell along the a- and 

c-axis and resulting in Bragg reflections at positions with wavevectors ä = ±-h or 
2 
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±-J,n = odd. Longitudinal scans through the satellite reflections are shown in Fig. 1. 
2 

Both charge ordering reflections of (2.5 0 2) and (4 0 3.5) show nearly identical 
widths, indicating a long-range ordered structure at low temperatures. The evolution of 
the integrated intensities of both reflections with temperature also shows identical 
behaviour, i.e. a first order phase transition with a transition temperature T~ 159 K (see 
figure 2). In addition we also observed some weak satellite reflections at positions of 
(h/2 k 1/2) and (A/2 0 1/2), h and I =odd, and k=l. Nd^Sr^MnOs undergoes a 
structural phase transition at T« 160 K into the CE-type charge ordered 
antiferromagnetic state [3,4]. The charge ordered peaks have been observed as above, 
and the magnetic reflections have also been probed at positions, such as (1/2 1 1/2) and 
(1/2 1 3/2), by neutron scattering. Surprisingly, the positions of those weak reflections 
observed in this study agree with that probed by neutron scattering. Due to the relative 
insensitivity of magnetic ordering to x-rays, it is unclear if these weak satellite 
reflections are caused by the spin ordering in the antiferromagnetic phase. Figure 2 
displays the temperature dependence of the integrated intensities, the order parameter, 
of satellite reflections. It is clear that the intensities of the charge ordering peaks 
remain 80% of that at low temperatures at close to the transition temperature T== 159 
K, but those weak reflections only have about 30% for (2.5 0 1.5) and 50% for (3.5 -1 
3.5). However, the order parameters of those weak reflections seem to show a similar 
behaviour to that measured by neutron scattering [4], and further detailed studies on 
those weak reflections have been scheduled using the beamline XMaS at ESRF. 

La5/3Sri/3Ni04 

La<2-^)SrxNi04 is isostructural with the high-Tc superconductors cuprates, 
La(2-^SrJCu04 and La^BacCuC^, it thus provides a prototypical system in helping the 
understanding of the mechanism of high Tc superconductivity [5]. At doping levels of 
x ~ 1/3 and 1/2 commensurate charge modulations have been observed by Chen et al. 
[6] using electron diffraction. Using neutron scattering the charge ordering and the 
spin ordering have been evidenced to be a common feature in nickelates [7]. Satellite 
reflections were observed at positions of (A±2e 01), e « 1/3, h= even and /= odd, at low 
temperatures in accord with the neutron scattering studies [7]. In Sr-doped La2Ni04 

(LSNO), the characteristic wavevector for the charge density modulation is qc0 = (2e 0 
1), and qso= (1+e 0 0) for the spin density modulation. The transition temperature for 

the formation of the charge ordering in La5/3Sri/3Ni04 was reported to be TCo ~ 240 K 
as obtained by transport measurements [8], which is in agreement with our 
observation. Figure 3 shows a plot of the integrated intensity of charge ordering peak 
(4.66 0 5) versus temperature. Clearly, the data can be fitted to a power law 

/(r)x (Tco-Tf?, with 2ß ~ 0.248 ± 0.03, and TCo = 240 K, and shows the transition 
*co 

to be second order in nature. As compared to the predicted exponents for   2D and 3D 
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models [1], the value of 2ß = 0.25 clearly demonstrates that the charge stripes in 
La5/3Sri/3Ni04 are in the 2D universality class. 

In Figure 4, we display the evolution of the correlation lengths with temperature. 
Above the transition temperature TCo = 240 K, only very weak scattering is observed 
at the expected positions in reciprocal space. Such scattering is caused by critical 
scattering due to dynamic spatial fluctuations into the charge stripe phase. The size of 
these clusters varies with temperature and shows a marked divergence close to TCo- 
Fitting to the data of figure 5 to a power law for the inverse correlation length shows a 
unusual high exponent of v = 1.9 ±0.1 for the correlation length of charge ordering, we 
ascribe this behaviour to the effects caused by the randomly distributed strain energy 
[1]. At low temperatures, the charge stripes do not develop long-range order, like the 
Bragg reflections, as compared to the resolution limitations in the H, K, and L 
directions, indicating that the disordered charge stripes are quenched below the 
transition temperature. This quenched state can be explained to be caused by the 
pinning effect resulting from either the spins in the hole deficient regions or the defects 
induced by Sr dopants [2,10]. 

In summary, we have observed the charge ordered superstructures resulting from 
the formation of the charge stripes in both maganites and nickelates using high- 
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resolution synchrotron x-ray scattering. In Ndi/iSr^MnOs, the transition was observed 
to be first order with Tco " 159 K, and the charge stripes developed to a long-range 
ordered state at low temperatures. By contrast, the charge stripes in nickelates display 
a more fascinating behaviour. Firstiy, the charge stripes form very locally with lengths 
of only few unit cells along the H, K, and L directions respectively, resulting in an 
unusually high exponent of the correlation length. Upon cooling, the disordered charge 
stripes are quenched below the transition temperature TCo = 240 K, i.e. charge stripes 
remain in the short-range ordered state. This transition was observed to be the second 
order, and the system is in the 2D universality class. 
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Abstract. The AM03 perovskites containing a first-row transition-metal atom M allow study 
of the cross-over from localized to itinerant electronic behavior in a single-valent M03 array 
dominated by (180 - <)>) M-O-M interactions. The LnNi03 perovskites with Ln a lanthanide 
have one electron per low-spin Ni(HI) in a narrow a band that approaches cross-over from 
the itinerant-electron side. Transport measurements are reported that add to the mounting 
evidence for a heterogeneous electronic transition in the perovskites rather than the 
homogeneous transition assumed in conventional treatments of the Mott-Hubbard transition. 

INTRODUCTION 

In 1965, it was demonstrated that single-valent LaNi03 is metallic and Pauli 
paramagnetic [1], which established that the AM03 perovskites containing a 
transition-metal atom M from the first long period may be either magnetic insulators 
with localized dn configurations or Pauli paramagnetic metals in which the d electrons 
occupy itinerant-electron states [2]. Localized-electron behavior is found where the 
intraatomic electron-electron coulomb energy U separating a filled dn and an empty 
dn configuration on an M atom is larger than the interatomic M-O-M interaction 
energies that give rise to a band of itinerant-electron states of width W. The energy U 
increases as W decreases; and above a critical ratio (U/W)C) a semiconductive state 
with localized electrons is stabilized relative to a metallic state with itinerant electrons. 
A systematic study of the Mott-Hubbard transition in perovskites has been plagued by 
lattice instabilities at the cross-over. In this paper, we report a study of the approach to 
cross-over from the itinerant-electron side in the single-valent LnNi03 family where 
Ln is a lanthanide and the Ni03 array contains a single electron per low-spin Ni(III) in 
an orbitally twofold-degenerate, antibonding a* band. The data indicate the Mott- 
Hubbard transition is first-order and, in the perovskite structure, is characterized by a 
heterogeneous electronic state with strong coupling of electrons to cooperative 
fluctuations of the equilibrium Ni-0 bond lengths. 

In the AM03 cubic-perovskites,  a measure of the mismatch of the equilibrium (A- 
O) and (M-O) bond lengths is the deviation from unity of the tolerance factor 

t s (A-0)/V2(M-0) (1) 
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that may be calculated for room temperature and ambient pressure from the sums of 
tabulated ionic radii. The LnNi03 perovskites accommodate a t < 1 by cooperative 
rotations of the Ni06/2 corner-shared octahedra about either the cubic [111] or [110] 
axis to give, respectively, rhombohedral R3c or orthorhombic Pbnm distortions of the 
Ni03 array. The bending angle <|> of the (180*- 4>) Ni-0-Ni_ bonds increases with 
decreasing t and increases discontinuously on changing from R3c to Pbnm symmetry. 

Whereas rhombohedral LaNi03 remains metallic, the orthorhombic LnNiO 3 exhibit 
a weakly first-order transition from a semiconductive phase below T, to a metallic 
phase above T, [3], Fig. 1. Below a TN < T„ an antiferromagnetic order consisting of 
alternating ferromagnetic and antiferromagnetic Ni-O-Ni interactions [4] has been 
interpreted [5] to reflect stabilization of coexisting charge-density and spin-density 
waves (CDW/SDW). T, increases dramatically with decreasing t; hydrostatic pressure 
P decreases Tt: dTt/dP = -6.1 and -9.2 ICkbar, respectively, for NdNi03 and PrNi03 

[6,7]. Neutron-diffraction data [8] for PrNi03 and NdNi03 have shown that the (Ni- 
O) bond length is identical and temperature-independent in the metallic phase of both 
compounds, but it increases discontinuously by 0.0035 Ä on cooling through T,. 
Normally, the (A-O) bond is more compressible than the (M-O) bond, but a dt/dP > 0 
is possible where two phases of different equilibrium (M-O) bond length coexist. The 
pressure data together with Fig. 1 have suggested a dt/dP = 0.0004/kbar on the 
assumption that Tt depends only on the bending angle <|>. We may expect that T, 
occurs at a critical bandwidth, and even with the conventional tight-binding bandwidth 

Wb~eA2cos<|> (2) 

for a homogeneous system, pressure changes not only <|>, but also the covalent-mixing 
parameter Xa. Substitution of 180 for 160 in NdNi03 increases Tt by 10.3 K without 
introducing any change in either Xa or <|> [9], which raises questions about the 
applicability of equation (2). However, if the electronic system is heterogeneous, 
containing two fluctuating phases of different (Ni-O) equilibrium bond length as a 
dt/dP > 0 implies, then strong electron coupling to lattice fluctuations could give a 
single-valent bandwidth 

W0=Wbexp(-X£sc/ftö>o) (3> 

analogous to the mixed-valent polaron bandwidth derived by Holstein [10]. In 
equation (3), esc is the stabilization energy of a strong-correlation fluctuation in a 
Fermi-liquid sea and X ~ eS0/Wb is an electron-lattice coupling parameter. 

In order to probe the adequacy of equation (2) and the inequivalence of hydrostatic 
pressure and chemical variation of t, we have measured the resistivity p(T) and 
thermoelectric power cc(T) under different hydrostatic pressures of four compositions 
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Fig. 1 The I-M transition temperature 
T, and Neel temperature TN for the 
LnNiOjperovskite family (adapted from [3]) 

0.90 0.92 
Tolerance Factor 

0.94 

that span the critical portion of Fig. 1: LaNi03, PrNi03, NdNiOj, and SmojNd^iOj. 
Moreover, we contrast the p(T) and a(T) curves for one composition at atmospheric 
pressure with another having the same Tt under hydrostatic pressure. If the bandwidth 
is W - Wb, compositions with the same T, should have similar transport properties. 

EXPERIMENTAL DATA 

Our experiments used ceramic samples that were synthesized under 600 bar oxygen 
pressure at 1080°C. Powder x-ray diffraction showed that all samples were single- 
phase. The oxygen content in all samples was determined to be 3.00 ± 0.01 by 
thermogravimetric analysis in 50-50 H2-Ar atmosphere. The transport measurements 
were made under pressure as described elsewhere [11]. Fig. 2 shows p(T) and <x(T) 
under different hydrostatic pressures for the four samples. Fig. 3 compares high- 
pressure data with atmospheric-pressure data having an equivalent T„ and Fig. 4 
compares the variation of T, and the resistivity at 15 K for PrNiCV We discuss four 
aspects of these data. 

1. Comparisons of LaNiOj and PrNiOj. Fig. 2(a) shows the p(T) and cc(T) data 
for rhombohedral LaNi03 under pressures P < 14 kbar. The p(T) curves are similar to 
those reported by others [12,13]; the temperature dependence is typical of a Fermi 
liquid, but p(T) is too high and pressure-dependent for a conventional metal. This 
observation prompts comparison with the system Sr,.xCaxV03 where photoemission 
spectroscopy has revealed the coexistence of incoherent (strong-correlation) and 
coherent (Fermi-liquid) states with a progressive transfer of spectral weight from 
coherent t0 incoherent states as the n band was narrowed by substitution of Ca2+ for 
Sr2* ions [14]. As shown in Fig. 5, the Brinkman-Rice [15] expression m* = m/[l- 
(U/Uc) ] for the enhancement of the effective mass breaks down where the 
homogeneous electronic system becomes heterogeneous [11]. The heterogeneity of 
the Sr,.xCaxV03 system reflects the lattice instability encountered at the cross-over 
from itinerant to localized electronic behavior. Measurement of <x(T) for CaV03 gave 
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two characteristic features of a heterogeneous electronic phase for U/UC<1[11]: 
the low-temperature phonon-drag enhancement (Tmax = 70 K) is suppressed, but it 
increases with pressure, and an increase in |a(300 K)| with pressure signals an increase 
in m*. These two features can be seen in the ct(T) data for LaNi03, Fig.2(a). Therefore 
the two-phase condition that equation (3) apply is fulfilled already in LaNi03, and Wb 

can only become narrower on substitution of a smaller Ln3+ ion for La3+. 
Fig. 2(b) shows the p(T) and <x(T) data for orthorhombic PrNi03 under pressure P < 

15 kbar. At atmospheric pressure, the first-order insulator-metal (I-M) transition at 
TN = T, = 130 K in the p(T) curve is reflected in the sharp increase in |a(T)| at T,. 
Between 2.7 and 4.7 kbar, the low-temperature (T< 50 K) p(T) curve changes from a 
semiconductive to a metallic temperature dependence; and with increasing pressure P 
> 4.7 kbar, the jump in p(T) and |a(T)| at T, decreases with T„ disappearing above 13 
kbar even though a weakly first-order transition is retained at Tt = 80 K, Fig. 4. These 
unusual data suggest that an increase in the Fermi-liquid volume under pressure 
creates a Fermi-liquid phase percolating through the CDW/SDW phase. 

Fig. 3(a) shows that PrNiO 3 under a pressure of 14.9 kbar is converted completely 
to the disordered metallic phase; but comparison with LaNi03 at atmospheric pressure 
shows that reduction of the equilibrium (Ni-O) bond length has lowered p(T). 

2. Evolution of p(T) and a(T) with t and P. Figs. 2(b) and (c) show that 
PrNi03 and NdNi03, each with TN = T„ show similar changes of p(T) and oc(T) under 
pressure. However, NdNi03 has the higher T,. Moreover, a somewhat smaller thermal 
hysteris at Tt signals that the first-order character of the transition decreases with 
increasing T, as is made even more evident in Fig. 2(d) for Smo.5Ndo.5Ni03, which has 
TN < Tt. The change from a weakly first-order to a second-order transition at Tt > TN 

also indicates an order-disorder transition occurs at Tt. 

3. Comparisons for same Tt. NdNi03 has a T, = 135 K under a pressure of 15 kbar; 
it is nearly the same as the T, found for PrNi03 at atmospheric pressure, Fig. 3(b). 
However, the jump in p(T) on cooling through T, is four orders of magnitude in 
PrNi03, but only two in NdNi03 under 15 kbar. The jump in ct(T) at T, is also 
smaller in NdNi03 and the metallic temperature dependence of p(T) below 50 K 
contrasts with the semiconductive dependence in PrNi03. In Fig. 3(c), the cc(T) curve 
for NdNi03 at atmospheric pressure does not change sign on cooling through T, 
whereas it does in Sm0.5Ndo.5Ni03. Moreover, the first-order transition in NdNi03 

contrasts with the smooth transition in Sm0.sNdo.5Ni03. Thus Fig. 3 demonstrates not 
only that hydrostatic pressure is not equivalent to a change of <|) with t, but also that- 
Wc is not described by equation (2) since for the same bandwidth, corresponding to the 
same T,, the transport properties at ambient pressure are different from those under 
hydrostatic pressure.   However, since a shorter equilibrium (Ni-O) bond length under 
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Fig.5 Schematic variation of normalized 
effective mass versus normalized Hubbard energy 

pressure would increase (Do, the W0 of equation (3) would be compatible with these 
data as well as with the shift of T, with l80/160 isotope exchange. 

4. Pressure dependence above and below T,. Above T,, the p(T) and a(T) curves 
are all similar, but |a(300 K)| increases with pressure, which is consistent with 
placement of the compounds in the two-phase region of Fig. 1 where U/Uc ->1. From 
Fig. 2, the pressure dependence of p(T) above T, is seen to be insignificant compared 
to the enormous pressure dependence below Tt. Pressure not only stabilizes the high- 
temperature phase having the smaller volume; it also reduces the long-range order 
below T, by transferring spectral weight from the strong-correlation to the fermi-liquid 
volume, thereby introducing a fermi-liquid phase that percolates through the 
CDW/SDW long-range-ordered phase. 
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Abstract. We present an electronic Raman scattering study of the colossal magnetore- 
sistance manganese perovskites as a function of temperature, magnetic field, symmetry, 
and doping. The low-frequency electronic Raman spectrum of these materials exhibits 
a distinctive change through the paramagnetic insulator / ferromagnetic metal tran- 
sition, characterized by a transformation from a diffusive scattering response to a flat 
continuum response. We also find that the magnetic-field dependence of electronic Ra- 
man scattering in the manganese perovskites is both highly anisotropic and indicative 
of an inhomogeneous ferromagnetic phase. 

INTRODUCTION 

The diversity of electronic and magnetic properties in the perovskite manganese 
oxides Ri_xAxMn03 (R and A being trivalent rare-earth and divalent alkaline-earth 
ions, respectively) has received a great deal of attention in recent years [1-3]. In 
the doping range 0.2 < x < 0.5, the perovskite manganites undergo a paramagnetic 
(PM) insulator to a ferromagnetic (FM) metal phase transition upon cooling, and 
exhibit colossal magnetoresistance (CMR) near the Curie temperature. These phe- 
nomena have been described within the framework of the double exchange (DE) 
mechanism [4] augmented by strong Jahn-Teller (JT) lattice distortions [5], al- 
though there remains some disagreement as to the significance of JT effects in 
these systems [6]. 

In this paper, we study the electronic Raman scattering response of these mate- 
rials as a function of temperature, magnetic field, symmetry, and doping. Raman 
spectroscopy is a unique and effective tool for studying the metal-insulator (MI) 
transition and CMR effect in the manganese perovskites, as it allows one to obtain 
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direct information about the temperature- and field-dependencies of the electronic 
scattering rate associated with different scattering channels. 

EXPERIMENTAL 

The samples used in our study were a floating-zone-grown Pr0.63Sr0.37MnO3 (Tc ~ 
300 K) single crystal and a flux-grown Pro.7Pbo.2iCao.o9Mn03 (Tc ~ 145 K) single 
crystal. The Raman spectra were measured with 6471 A photons from a Kr+ 

laser (~ 5 mW) by focusing to a 50 /zm diameter spot on the ab plane of the 
crystal surface, and the backward scattering light was collected and dispersed by 
a modified subtractive triple spectrometer equipped with a liquid-nitrogen-cooled 
charge-coupled device detector. The crystals were mounted in a continuous helium 
flow optical cryostat, which was installed in the bore of a superconducting magnet. 
The applied magnetic field was normal to the ab plane of the sample surface. The 
magnetic-field spectra were obtained in (RCP,LCP) and (LCP.LCP) geometries, 
where RCP and LCP are right and left circularly polarized, respectively. These 
geometries allowed us to selectively probe either Blg (RCP,LCP) or Ag (LCP.LCP) 
symmetries, where Blg and Ag are the singly degenerate irreducible representations 
of the manganite space group D^-Pnma. 

RESULTS AND DISCUSSION 

The zero-field Raman scattering spectra of the Tc ~ 300 K sample are shown 
in Fig. 1(a) as a function of temperature. The 330-K Blg spectrum is composed 
of an electronic background and three broad phonon bands. As no Raman active 
modes are expected in the cubic perovskite structure, these phonons are activated 
due to the distortions of Mn-0 octahedra [7]. Notably, the two high-frequency 
Mn-0 modes exhibit a dramatic narrowing through the MI transition, reflecting 
an abrupt decrease in these distortions at Tc [7]. In this paper, we focus primarily 
on the temperature- and field-dependencies of the low-frequency electronic Raman 
response, which is associated with scattering from conduction electrons [7]. When 
the temperature is lowered from 330 K, the electronic Raman scattering contribu- 
tion in both Big and Ag symmetries exhibits a distinctive change from a diffusive 
response in the PM insulator phase to a flat continuum response in the FM metal- 
lic state, illustrating the sensitivity of the electronic Raman response to the MI 
transition in the manganese perovskites. 

We have fit the Big spectra with the collision-limited model [8], which was pre- 
viously applied to the analysis of electronic Raman spectra of heavily doped semi- 
conductors [9] as well as strongly-correlated metals [10]. In this model, the Raman 
scattering intensity is given by [8] 

SM~[l + n(u,)]J^-, (1) 
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where the quantity [l+n(w)] = [l-exv(-hw/kBT))-1 is the Bose-Einstein thermal 
factor, BL is the symmetry-dependent amplitude, which is related to the square 
of Raman scattering vertex 7L associated with scattering channel L, and rL is 
the carrier scattering rate in channel L. A fit of this model to the 330-K Raman 
spectrum is shown by a dashed line in Fig. 1(a). In the high-temperature PM phase, 
we obtain a relatively good quality fit to the data using Eq. 1 and a w-independent 
scattering rate, TBlg = 125 cm"1, to describe the electronic response, and three 
Lorentzian oscillators to account for the phonon contributions. However, below 
Tc, satisfactory fits to the flat continuum spectra require a w-dependent T, e.g., 
r(w) = r0 + aw2, where the parameter a reflects electron correlation effects [10]! 
For example, fits to the 5-K data of Fig. 1(a) (dotted-dashed line) yield values of 
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FIGURE 1. (a) The measured zero-field Blg Raman scattering spectra of the Tc ~ 300 K 
sample at several temperatures. The dashed (330 K) and dotted-dashed (5 K) lines are fits to the 
data using a collision-limited model (Eq. 1). The inset shows the fitted values of a as a function 
of temperature for H = 0 T. (b) The Bl9-symmetry Raman spectra of the Tc ~ 300 K sample at 
330 K and as a function of magnetic field. The inset shows the temperature- and field-dependent 
scattering rate T0(H,T), obtained by fitting the data to the scattering response in Eq. 1. 
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a = 2.0 x 10-3 cm and T0 = 40 cm-1. The complete temperature-dependence of 
a for H = 0 T is shown in the inset of Fig. 1(a), illustrating that the dramatic 
effect of the PM insulator / FM metal transition on the electronic Raman response 
is primarily attributable to an abrupt increase in electronic correlations, i.e., a. 
A similar change in the electronic Raman response due to increased electronic 
correlations was also observed as a function of doping in the band-filling-controlled 
metals Sri-sLa^TiC^ [10], and as a function of temperature in the low Tc CMR 
material EuB6 [11]. 

Fiqure 1 (b) illustrates the magnetic field-dependence of the Raman spectra for 
the Tc ~ 300 K sample in Big scattering geometries. Remarkably, near Tc the BXg- 
symmetry electronic Raman scattering intensity exhibits a substantial suppression 
with increasing magnetic field below 600 cm-1. By contrast, there is very little 
field-dependence associated with either the As-symmetry electronic scattering re- 
sponse or the phonons. We have also used Eq. 1 to fit the field-dependent BXg 

Raman response. While it is found that there may be a small variation in BL and 
a with increasing field, the best fits are obtained by assuming that the dominant 
effect of the magnetic field is to decrease the static contribution of the scattering 
rate r0Bl9 (see inset of Fig. 1 (b)), which can be related to the dc magnetoresis- 
tivity according to the relationship, p(H,T) = 47rr0BlJ(^,T)/w|D, where wpD is 
the Drude plasma frequency. Note that the small influence of magnetic field on 
the parameter a implied by these fits reflects the fact that the system is far from a 
magnetic-field-induced metal-insulator transition at the temperatures investigated. 
As seen in the inset of Fig. 1(b), the size of the field-dependent r0Bl9 is highest 
near Tc, and there is a decreasing field effect for T <TC. By T ~ 5 K, there is no 
discernible field-dependence. Thus, within the context of the DE model, the strong 
field-dependence of the Blg electronic Raman response can be simply interpreted 
as due to a decrease in spin scattering, and a concomitant increase in (eg) carrier 
mobility, caused by increased alignment of the Mn spins upon applying a mag- 
netic field. However, there are several important respects in which the DE model 
cannot fully explain our field-dependent Raman data. For example, in Fig. 2 we 
plots the temperature-dependence of the fractional change in the integrated elec- 
tronic scattering intensity at H = 8 T, AI(H = 8T)//(0T), for both Tc ~ 300 
K and Tc ~ 145 K samples. It can be seen in Fig. 2 that the field-dependence 
of the Big electronic scattering response persists at temperatures for which the 
magnetoresistance, -[p(H = 5T) - p(0T)]/p{0T), is nearly zero. Notably, the per- 
sistent field-dependence of the BXg electronic Raman response below Tc is further 
evidence that the FM phase of the manganese perovskites is inhomogeneous, pos- 
sibly comprised of coexisting metallic regions and localized states in the form of 
remnant small polarons. This picture is also supported by extended x-ray absorp- 
tion fine-structure [12], muon spin relaxation measurements [12], field-dependent 
thermoelectric power [13], and temperature-dependent Raman scattering [7], all of 
which report evidence for the presence of localized states even in the FM phase of 
the CMR manganese perovskites. 
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In summary, the temperature- and field-dependent Raman scattering spectra of 
the manganese perovskites were investigated. The low-frequency electronic Ra- 
man spectrum in the paramagnetic-insulating phase of these materials is charac- 
terized by a diffusive Raman scattering response, while a nearly flat continuum 
response is observed in the ferromagnetic-metallic state. We also find that the 
.Bij-symmetry electronic scattering intensity is significantly reduced with applied 
magnetic field near Tc, in a manner reminiscent of the dc magnetoresistivity. The 
strongly field-dependent scattering rate in the Blg channel is consistent with a 
highly field-dependent mobility along the Mn-0 bond direction, as expected in 
the double exchange mechanism. In addition, we observe a field-independent Ag 

electronic scattering contribution, and a substantial field-dependence in the Bi„ 
electronic scattering response for T < Te, which suggest that the ferromagnetic 
phase is inhomogeneous, perhaps consisting of both metallic and insulating contri- 
butions. 

0.15 ■ ■ ■ ■ i ■ ■ ■' i ■ ■ ■' i' 

(a) T - 300 K B 

50      100     150     200    250    300    35(3 
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FIGURE 2. The temperature-dependence of the fractional change in integrated electronic spec- 
tral weight at H = 8 T of two samples for different scattering geometries. Shown for comparison 
are the temperature-dependence of the negative magnetoresistance ratio at H = 5 T (solid lines). 

398 



ACKNOWLEDGEMENTS 

We are indebted to G. Blumberg for technical help and appreciate valuable dis- 
cussions with M.B. Salamon. This work is supported by the Department of Energy 
under Grant No. DEFG02-96ER45439. 

REFERENCES 

1. P. Schiffer et al, Phys. Rev. Lett. 75, 336 (1995). 
2. C.H. Chen and S-VV. Cheong, Phys. Rev. Lett. 76, 4042 (1996). 
3. A.P. Ramirez et al, Phys. Rev. Lett. 76, 3188 (1996). 
4. C. Zener, Phys. Rev. 82, 403 (1951); P.W. Anderson and H. Hasegawa, ibid. 100, 

675 (1955); J. Goodnough, ibid. 100, 564 (1955); P.-G. de Gennes, ibid. 118, 141 
(1960). 

5. A.J. Millis, P.B. Littlewood, and B.I. Shraiman, Phys. Rev. Lett. 74, 5144 (1995); 
A.J. Millis, B.I. Shraiman, and R. Mueller, ibid. 77, 175 (1996); A.J. Millis, Nature 
392, 147 (1998). 

6. CM. Varma, Phys. Rev. B 54, 7328 (1996). 
7. S. Yoon et al, Phys. Rev. B 58, 2795 (1998). 
8. M. Cardona and I.P. Ipatova, in Elementary Excitations in Solids edited by J.L. 

Birman, C.Sdbenne and R.F. Wallis (Elsevier Science Publ., Amsterdam, 1992), p. 
237; A. Zawadowski and M. Cardona, Phys. Rev. B 42, 10732 (1990); A. Virosztek 
and J. Ruvalds, ibid. 45, 347 (1992). 

9. M. Chandrasekhar, M. Cardona, and E.O. Kane, Phys. Rev. B 16, 3579 (1977); G. 
Contreras, A.K. Sood, and M. Cardona, ibid. 32, 924 (1985). 

10. T. Katsufuji and Y. Tokura, Phys. Rev. B 49, 4372 (1994). 
11. P. Nyhus et al, Phys. Rev. B 56, 2717 (1997). 
12. R.H. Heffner, M.F. Hundley, and C.H. Booth (unpublised). 
13. M.F. Hundley et al., Appl. Phys. Lett. 67, 860 (1995); M. Jaime et al., ibid. 68, 

1576 (1996); T.T.M. Palstra et al, Phys. Rev. B 56, 5104 (1997). 

399 



Local Lattice Effects in Oxides 

Despina Louca and George H. Kwei 

Los Alamos National Laboratory 

Condensed Matter and Thermal Physics Group, 

MST10, MS K764, Los Alamos, NM 87545 

Abstract Neutron diffraction measurements were used to investigate the local atomic structure of 
manganese and cobalt oxides. Static Jahn-Teller (JT) distortions present in the lightly doped 
perovskite manganates were found in metallic compositions as well. The cooperativeness of the dis- 
tortions is however lost as the doping is increased. In the two-layer manganates, the existence of a 
local JT effect helps explain the similarities in the properties between cubic and layered systems. In 
the cobalt system, the coupling strength of the lattice to the eg states during the thermal activation 
from the ground, low-spin (LS) state to an excited, intermediate (IS) or high-spin (HS) states for Co 
in LaCo03 changes as a function of temperature. The introduction of extra carriers by doping of 
Lai.xSrxCo03 stabilizes the IS JT states, populated at a rate proportional to the charge density. The 
JT distortions induced in this system are dynamic in nature if compared to the ones in the manga- 
nates. 

INTRODUCTION 

Cobalt and manganese oxides have been interesting to study as their magnetic ordering and 
transport properties can change with temperature, pressure, charge carrier density and applied 
magnetic field. More recently, the interest was renewed in this class of materials due to the 
colossal magnetoresistance (CMR) effect in the manganese oxides which is associated with a 
large drop in the resistivity under an applied field. Although cobalt oxides do not exhibit the 
CMR effect in spite of their high metallicity, they show very similar transitions in their prop- 
erties. This motivated us to investigate a possible mechanism that might commonly be pres- 
ent in these two classes of oxides. 

The lattice degree of freedom has been suggested to contribute significantly to the mecha- 
nism that brings about the CMR phenomenon as well as the various transitions in the proper- 
ties (1).  In this paper, we present evidence pointing towards a one-to-one correspondence 
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between the local atomic structural distortions and the transitions in the magnetic and trans- 
port properties (2-4). It is the aim to show that understanding the microscopic lattice changes 
under the experimental conditions is a step towards understanding the physical properties in 
this class of oxides. 

EXPERIMENT 

The pulsed neutron diffraction measurements collected in the time-of-flight (TOF) mode 
were performed at the Intense Pulsed Neutron Source (IPNS) of the Argonne National Labo- 
ratory. Data were collected at temperatures ranging from 10 K to 350 K. They were cor- 
rected for absorption, incoherent scattering, multiple scattering and inelastic scattering 
(Placzek correction) to obtain the structure function, S(Q), (Q = 4nswQ/X, where Q is the 
momentum transfer, 6 is the diffraction angle and X is the wavelength of a neutron) up to Q,™ 
of 35 Ä"1. The high-Q portion of the data is particularly important in this study because it car- 
ries information regarding small local displacements of atoms. The PDF, p(r), is calculated 
by Fourier transforming the structure function, S(Q), in the following way: 

oo 

pM = 9o +-V f ß[5(ö)-l]sin(örVß (D 
2;tzrJ 

0 

where p is the average atomic number density of the sample. The PDF is a real space repre- 
sentation of atomic pair-density correlations (5). The PDF analysis has been used for the 
studies of glasses, liquids as well as other crystalline materials, and it has been proven effec- 
tive and reliable in determining the local atomic structure. The PDF analysis takes into ac- 
count the full structural information including the diffuse scattering intensity up to high values 
of Q. It can describe periodic as well as aperiodic structures accurately, and this technique 
can provide information regarding any local deviations from their average crystallographic 
structure. 

RESULTS AND DISCUSSION 

A. Lai.xSrxCo03 
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The ground state electronic spin configuration of Co in the parent compound, LaCo03, is 
the low-spin (LS) (*2V°) state- A broad transition in the magnetic susceptibility observed at 
~ 100 K corresponds to the thermal activation to an excited state which could be either a 
high-spin (HS) (t*ge]) or an intermediate spin (IS) {t5

2ge\) configuration. The low tempera- 

ture crystal structure is rhombohedral with R3C symmetry (6). With the eg orbitals empty, 
the directional Coulomb repulsion between the Co and O atoms is minimal and the Co06 oc- 
tahedra are almost symmetric where the Co-0 bond distances are quite similar. The nature of 
the transition from the LS state was investigated by studying the temperature dependence of 
the Co-0 bond. 
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FIGURE 1. The local coordination number of Co as a function of temperature for LaCo03. The distortions 
strongly couple to the LS-IS transition up to 100 K where the expected change in the local environment is 
taken from ref. (7) (solid lines). Above 100 K, a mixed spin state is present, gradually converting to the HS 
configuration (9). 

Integration of the area under the first PDF peak provides the first coordination shell for Co. 
In an ideal octahedral environment without any distortions, it is 6. As the eg orbital is ther- 
mally populated, the Co06 octahedral environment is modified depending on the coupling 
strength of the eg to the lattice. In the weak coupling limit, an IS transition looks structurally 
similar to an HS state because the atomic distortions are small. In the strong coupling limit, 
however, the IS state has a single occupancy of the eg orbitals resulting in a JT active mode, 
whereas the HS is not eg JT-active. Population of a single level in the eg orbitals will be re- 
flected as a split in the Co-0 distances to short and long. The ratio of short and long bonds 
will depend on the orbital that actually becomes occupied. On the other hand, the HS transi- 
tion produces distortions that are associated with small displacements of the oxygen atoms (8) 
and almost no split of the Co-0 bondlengths. The lines of Fig. 1 represent the effective coor- 
dination resulting from the two types of transitions.   The results correspond to an LS-»IS 
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transition up to 100 K, with dzV orbital occupancy. Deviations from the LS-IS strong cou- 
pling limit are observed from 100 - 300 K which suggest the activation to both HS and IS 
ststcs 

With the introduction of Co4* sites through Sr doping, the local atomic structure changes. 
The percentage of Co06 sites in the IS state is determined by calculating the number of short 
Co-0 bonds and subtracting that number from 6, the total number of bonds in the octahedron 
(4). This gives an estimate of the number of sites with JT distortions, Fig. 2, which increases 
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FIGURE 2. The percent of IS sites formed as a function of doping. At 300 K, the number of IS sites is line- 
arly proportional to JC where the system is a paramagnetic insulator. 

almost linearly with the charge concentration in the paramagnetic insulating phase, at a rate 
that is almost equal to x (solid line). This represents an increase in the population of the JT- 
active IS states due to the straightening of the Co-O-Co bonds with doping. The IS state ap- 
pears for different reasons with temperature (in LaCo03) than with doping. As a function of 
temperature, the higher entropy of the higher spin states drives the transition, while as a func- 
tion of doping, the increase in the average Co-0 bondlength reduces the crystal field splitting 
and shifts the balance towards the higher spin states. 

B. (La/Sr)n+iMnn03n+i 

The CMR effect is exhibited both by the perovskite as well as the layered manganese ox- 
ides. While the double exchange (DE) interaction was the proposed mechanism used to ex- 
plain the spin-to-charge coupling in these materials, it is now an established fact that the lat- 
tice plays an important contribution in the microscopic functionalities of these materials. We 
established that a local Jahn-Teller (JT) distortion of similar magnitude as the one present in 
the perovskite manganites is found in the two-layer materials as well. This is demonstrated by 
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the PDF's of the local structure of the pure perovskite LaMn03 (Fig. 3), compared to 

Q a. 

Data at 300 K 

— Lai.4Sri.BM"IOr 

1.75      2.00      2.25      2.50      2.75      3.00      3.25      3.50 

R[A] 

Lai.4Sri.6Mn207 (x = 0.30). Due to the cooperative JT phenomena in LaMn03, the first peak 

FIGURE 3. The local structure of the layered compound, La1.4Sr1.6Mn207, is compared to the one obtained 
for pure LaMn03 at 300 K. The PDF's have been renormalized with the average scattering length. The first 
peak in the PDF is the Mn-0 peak and is negative because the neutron scattering length for manganese is 
negative. 

in the PDF which corresponds to the MnOe octahedron splits into two at 1.95 and at 2.15 Ä. 
For comparison, the same peak in the layered material also splits into two, strongly suggest- 
ing that local JT effects are most likely present in this system as well. 

0        50      100     150     200     250     300     350 
Temperature (K) 

FIGURE 4. The number of short Mn-O bonds, NM„-o, increases by lowering the temperature. 

The temperature dependence of the Mn-0 correlations is determined from the changes of 
the octahedral environment. As the peak at 1.95 Ä is clearly defined we integrated the area 
under this peak which corresponds to the number of short bonds, NM„.O within the octahe- 
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dron. In the absence of any JT distortions, NMn-o is 6. From the data it is seen that at room 
temperature, about 50 % of the sites have the JT distortion. Thus 50 % of the sites form po- 
larons, a fraction that is higher than the 30 % single-site small polarons expected from the 
charge concentration. With cooling, more sites become undistorted giving rise to structural 
uniformity in the metallic state. In addition, the changes observed around 250 K suggest a 
change in the rate of polaron formation at temperatures away from the ferromagnetic transi- 
tion. This might correspond to an increase in the transport in the ab-plane, prior to any trans- 
port commencing along the c-axis. This could also indicate a crossover from small to large 

polarons (10). 

CONCLUSION 

The evidence provided above showed how local lattice effects can be measured in a unique 
way using powder neutron diffraction, especially the PDF technique. This has allowed us to 
identify the true nature of the polarons in a variety of complex oxides, and has helped to es- 
tablish the connection between local distortions and metal-insulator/magnetic phase transi- 
tions. This work will be extended to include dynamical local effects. 
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Abstract A new method for determining the transport spin-polarization, point contact 
tunneling from a low temperature superconductor into a ferromagnet, is used to determine the 
spin polarization of several LaSrMnO thin films and crystals. The Andreev reflection process 
and its utility in measurements of spin-polarization are described. Preliminary results for the 
spin polarization of LSMO are presented. 

INTRODUCTION 

The doped manganates have generated a great deal of interest recently due to 
their peculiar magnetic and transport properties. Specifically, when appropriately 
doped and annealed there exists a Curie temperature where the samples undergo a 
paramagnetic to ferromagnetic transition which is nearly coincident with a 
transformation from activated to metallic or nearly metallic resistivity. One of the most 
studied of these materials is Lao.7Sro.3Mn03 (LSMO). 

It is generally believed that these materials are double exchange 
ferromagnets[l,2] and that the conduction electrons are 100% spin polarized below the 
Curie temperature. Such materials are of considerable interest for fundamental studies 
of spin polarized transport and as critical components in a new class of electronic 
devices[3]. In     fact,     the     low     temperature     (4K)     performance     of 
ferromagnet/insulator/ferromagnet (FIF) tunneling devices, fabricated using LSMO as 
the ferromagnetic layers indicates that these oxides are indeed highly spin- 
polarized[4,5]. 

A new technique[6,7], based on the suppression of Andreev scattering, has been 
developed for determining the spin polarization of a ferromagnet. Söulen, et al.[6] 
have shown that a modified Blonder-Tinkham-Klapwijk (BTK)[8] analysis of point- 
contact tunneling conductance data of a low temperature superconductor into a 
ferromagnet (or vice versa) can be used to determine the ferromagnet's transport spin 
polarization. This method has the advantage of being versatile, allowing the study of 
films, foils or crystals of virtually any metallic material without the necessity of forming 
planar tunnel junctions. The results for conventional ferromagnets have been confirmed 
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by Upadhyay, et al.[7] who observed the suppression of Andreev reflection in 
microlithographically fashioned SF junctions. 

ANDREEV REFLECTION 

Andreev reflection is a process that occurs at a normal metal/superconductor 
interface in which normal current converts into supercurrent[9]. Figure 1 illustrates the 
process. In figure la, a spin-up electron approaches the interface. Since the 
superconductor has a gap, A, there are no available single particle states within A of the 
Fermi energy and the electron cannot enter the superconducting condensate. The only 
way for the "up" electron to enter is as part of a Cooper pair. This can happen only if a 
"down" electron also enters the superconductor from the normal metal. For this to 
occur, a hole-with momentum and spin opposite that of the down electron-must be 
reflected back into the normal metal. Figure lb shows a simplified energy diagram 
representing the availability of states in the down band for an unpolarized normal metal. 
These holes add to the transport current and thus double the conductance, dl/dV, for 
voltages less than A (figure 2). In the 100% spin-polarized case (Fig. lc) the Andreev 
process is suppressed by the lack of states near the Fermi energy in the "down" band. 
Thus the conductance is suppressed to zero for V<A. The expected normalized 
conductance spectra at T=0 K are shown in figure 2. The curves broaden at higher 
temperatures. 

(a) (b) (c) 

FIGURE 1. Schematic diagram of Andreev reflection at a normal metal/superconductor interface. 
a)An electron propagates across the interface creating a Cooper pair in the superconductor and a hole 
which is reflected into the normal metal. b)Density of states diagram showing the availability of states 
in the "down" band for an unpolarized normal metal. c)Density of states diagram showing that there 
are no holes available for Andreev reflection in a 100% spin-polarized normal metal. 

CONDUCTANCE MEASUREMENTS 
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The probes for this study were fabricated by mechanically polishing a Nb rod to 
a sharp point using sandpaper. The tip was attached to a drive shaft which was 
vertically positioned above the sample. The shaft was driven by a micrometer 
mechanism capable of moving the point linearly by 100 mm per revolution. The 
measurements were made using a conventional four-terminal arrangement while the 
point contact and sample were immersed in a liquid helium bath at either 4.2 K or 1.5 
K. The dl/dV data was obtained by standard AC lock-in techniques at a frequency of 2 
kHz[6]. Figure 3 shows a schematic diagram of the experimental apparatus. The point 
contacts were formed by forcing the superconducting Nb tip into the LSMO samples. 
Details of the point contact conductance measurements are presented elsewhere[6]. 

Several thin film and crystal manganates were studied. Crystals of 
Lao.7Sro.3Mn03 were grown by a floating zone technique, which has been described in 
a previous report[10]. Thin films of Lao.7Sro.3Mn03 were grown by off-axis sputtering 
using composite targets of LSMO material mounted in a copper cup. The substrates 
were (100)-oriented neodymium gallate (NdGa03) silver-pasted onto a stainless steel 
substrate holder that was radiatively heated from behind by quartz lamps. Although 
there was no direct measurement of the holder temperature for the samples prepared 
for this study, previous runs (under nominally the same conditions) using a 
thermocouple clamped onto the front surface of the holder indicated a temperature of 
670° C. The LSMO target was dc-sputtered in a sputter gas composed of 80% Ar and 
20% O2 (as measured by flow meters) and at a total pressure of 100 mTorr. These 
conditions gave deposition rates of approximately 17-50 nm/hr, with film thicknesses 
being typically 100 nm. After deposition, the samples were cooled in 100 Torr of 
oxygen. Similar growth conditions have been reported for LCMO films[l 1]. 

dl/dV 

1 — 

I 0% 

100% 

T 
A 

FIGURE 2. Expected normalized conductance for unpolarized and 100% spin-polarized normal 
metals at T=0K. 
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FIGURE 3. Schematic diagram of the apparatus. 

Figure 4 shows the results for the Nb point into a Lao.7Sro.3Mn03 thin film 
taken at 1.5 K. The spin-polarization can be calculated from the conductance curves 
using a modified BTK theory[6,8]. At T=0 this theory yields: 

£I = 2(1-PC) (1) 

for V<A where Gn is the normal conductance (for V>A) and 

P = (2) 

where Nf(EF) and NX(EF) are the density of states of the up and down bands 
respectively and vFT and vn are the Fermi velocities for the up and down bands 
respectively. 

The polarization of the samples can be estimated from the conductance values 
at V=0 using eq. 1. This analysis shows that the spin-polarization of the film is 
approximately 80%. 

These results show that though the spin-polarization of LSMO is high, it is not 
100%. Factors such as surface morphology and paramagnetic impurities could be 
responsible for the lower values of spin polarization that were obtained. 
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FIGURE 4. Nb point into Lao.7Sro.3Mn03 thin film at 1.5 K for several junction resistances. The 
energy gap of Nb, 1.4 mV, is indicated by A. 
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Abstract. We discuss striking, linear resistivity in single crystals of 
Sr2Ru04.g that persist over three decades of temperature, up to 

-1050K, while the superconductivity remains confined <1K. This 
suggests that linear resistivity is not an exclusive feature of the N- state 

of high-Tc cuprates, but rather of all layered oxides, especially 

perovskites, possibly even independently of the magnitude of Tc. 

INTRODUCTION 

It was the discovery of superconductvity <1K in the Sr2Ru04 compound that has 

renewed the interest in ruthanates, especially as it is the first copper free layered 

perovskite superconductor1.2. It is well established that layered copper perovskites, in 
addition to high critical temperatures, also exhibit rather anomalous normal state 

properties3"*. One such 'anomaly1 is the linear temperature dependence of resistivity: for 
example, the Bi2Sr2Cu06 (TC~8K) and La2.xSrxCu04 (TC~30K) exhibit linear resistivity 

up to 700K4 and HOOK3, respectively. The understanding of electronic properties of 
high-Tc cuprates still presents a major challenge, despite a remarkable progress in both, 

sample preparation and advanced experimental techniques. However, there are also many 
superconducting oxides with rather low-Tc < 15K: for example, doped SrTi03.x, 
Kxwo3> LiTi204> Ba(PbBi)03. So, given recent enhanced interest in ruthanates it is 

timely to consider electronic characteristics and transport of all of these oxides. 
Here we discuss resistivity of single crystals of Sr2Ru04.5, grown by the flux 

technique. The measured temperature dependence of Hall coefficient is rather similar to 
the results reported for other cuprates^. However, the electrical resistivity is strikingly 

linear up to -1050K while superconductivity remains confined below IK. As shown in 

Figure 1, our single crystals show no saturation even at low temperatures thereby clearly 

contradicting the conventional metallic transport picture. As the temperature dependence 
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of resistivity of our Sr2Ru04-8 crystals closely resembles data reported for other slightly 

underdoped, oxgen-depleted cuprates, especially LSCO, our result is a direct extension 

of initial reports on anomalous linear resistivities of superconducting cuprates. 

RESULTS AND DISCUSSION 

Structurally the metallic Sr2Ru04 belongs to the same tetragonal K2NiF4 family as the 

aforementioned La2.xSrxCu04 superconductor, in contrast to the ferromagnetic SrRu03 

that has nearly cubic perovskite structure». Both compounds have been extensively 

studied by a variety of techniques7"9 and recent quantum oscillations studies in the normal 

state of Sr2Ru04 show the form of the quasiparticle spectrum that may be consistently 

interpreted in terms of a two-dimensional Fermi liquid9. The anomalous transport 

properties of cuprates have been extensively discussed in the literature«-10-13. Tränsport 

and electronic properties of ferromagnetic SrRu03 single crystals were discussed at length 

elsewhere11 so here we concentrate only on the linear resistivity in Sr2Ru04.5. Our Hall 

effect measurements have been reported elsewhere6. 

Detailed sample preparation was discussed elsewhere6; there is less than lppm Pt or 
other impurities in our samples. Here we note that our growth technique is different from 

that used by Maeno et all-2 and MacKenzie et al*15. Their pristine samples were grown 
by the state-of-the-art zone melting, a technique that enables the growth of very clean 

crystals i.e. the degree of growth induced disorder is much smaller than in our case, with 

•residual' resistivities of ~1 and -50 \lQcm, respectively. This, as we shall see, has 

important consequences for understanding and discussion of our results. 
For simplicity we refer to our samples as Sr2Ru04.8, and henceforth introduce the 

growth induced disorder into the chemical formula. The degree of uncertainty in the exact 

content and distribution of oxygen is given by the '4-8', as is often done in the case of 

layered oxides. Obviously, there are other sources of disorder in our Sr2Ru04.8 samples; 

this is also true for La2.xSrxCu04 superconductors or any K2NiF4 type compound, in 

general. Aforementioned simplification does not alter our results but simplifies the 

discussion and conclusions. 
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FIGURE 1. Striking linear resistivity over three decades of temperature in disordered 
Sr2Ru04.5 grown by the flux technique. Resistivity below 100K is shown in the insert. 

Figure 1 shows the temperature dependence of resistivity Sr2Ru04.8 single crystal up to 

1050K. As discussed at length elsewhere6, we emphasize the lack of saturation at low 
temperatures, aparently in contrast to the results from references 1, 9 and 15. However, 

as we already mentioned, this difference is mainly due to higher disorder in our samples, 
due to unavoidable differences in sample preparation and detailed treatment during and 
after the growth. Our infered residual resistivity is -50 ^iQcm (vs =l^cm in high-Tc 

cuprates3). However, nowadays we know and therefore argue that this is not a unique 
feature of the high-Tc cuprates only. 

Our linear resistivity down to low temperatures does not contradict the results and 
conclusions of MacKenzie et. al. who have measured T* dependence of the ab-plane 

resistivity's. Their transport results, and comprehensive study of magneto-oscillatory 
phenomena in the normal state?, show that their pristine crystals behave as a rather 
convincing example of the Landau-Fermi liquid metal, in this case the Sr2Ru04 single 

crystal grown by zone melting technique. Our results show that even in the case of such a 

clean metallic oxide one can increase/induce additional 'residual' scattering and 
consequently observe the resistive behavior that is usually measured in somewhat in 

Cambridge crystals) and consequently we estimate our elastic mean free path to be very 

short: only of the order of =lnm. This is important as it probably implies that by 

introducing growth-induced disorder (and especially oxygen vacancies), the consequent 
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FIGURE   2.  Linear resistivity of Sr2Ru04-s single crystals grown by the flux 

technique5 compared to resistivity of LSCO high-Tc cuprate ceramic sample3. 

scattering seems to effectively 'induce' linear resistivy behavior even at low temperatures. 
At present it is not clear whether this linearity simply 'masks' the Fermi-liquid l^-term 

that may remain 'hidden' underneath the disorder scattering; further studies are needed to 

clarify this pointThe slope above 750K could be fitted with a power of 1.08; even in this 
range it is practically linear. We note that such linear p(T) behavior in Sr2Ru04_8 up to 

~103K closely resembles the linear resistivity reported3 for single Cu02-layer 

superconducting La2.xSrxCu04 (TC~30K): linear from ~40K to HOOK (see Figure 2). 

Our result can therefore be considered as an extension of initial reports on anomalous 

linear resistivities 'underdoped' (and intrinsically somewhat disordered) HTSC cuprates. 
In the language of the well established HTSC phase diagram, the resistivity of our 

samples resembles behavior previously seen in cuprates close to optimum doping, or 

slightly 'underdoped'3, while the samples of MacKenzie et al9 behave more like 

'overdoped' cuprates15. Similar, more 'conventional' metallic behavior, with T2 behavior 

at low temperatures, was also measured in electron doped superconductors, for example 

in Nd2.xSrxCu04 compound12. 
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At present we are unaware of any model that specifically predicts or can convincingly 

account for essentially linear behavior of resistivity over three decades of temperature 

although most theories of HTSC, presented also elsewhere in this volume, discuss linear 

resistivity16. In our view, our result provides yet another puzzle to our present 

understanding of transport and N- state of layered oxides and suggests that anomalies, 
like linear resistivities exist also in low-Tc layered oxides and possibly even in non- 

supercoducting phases, and that the presence of Cu02 planes is evidntly vital for truly 
high Tc's (of >50K) as these are, so far, observed only in cuprates. 

It is striking to see any physical quantity exhibit linear behavior over three decades of 

temperature. For example, ohmic junctions show linear I-V response but only over a 

limited range. We were not able to find in literature other examples of physical quantities 

that show esentially straight line response at very low and at rather high temperatures. In 

the simplest approximation it means that the electron scattering gives this linear resistivity 

over the energy range of =lmeV up to =0.1eV which is again striking and requires an in- 
depth theoretical analysis; this certainly cannot be understood in terms of the conventional 
transport theory of metallic solids. 

Finally, we note that the reflectance, ellipsometric and Raman spectra obtained by 
Bozovic et al14 on thin films of isotropic metallic oxides Cao.5Sro.5Ru03 and 
Lao.5Sro.5Co03 closely resemble the spectra of high-Tc cuprates thus indicating that the 

'anomalous' dielectric response could not be the sole root of high temperature 
superconductivity!*. Most likely one needs a thorough understanding of all layered 
oxides in order to understand the N- and S- state anomalies of high-Tc cuprates. 

CONCLUSIONS 

In conclusion we have measured linear resistivity behavior that persists up to ~103K in 
single crystals of S^RuO^g perovskite, in which the superconductivity remains confined 

<1K. We observe no saturation at low temperatures that contradicts conventional metallic 
transport picture. Given rather high residual resistivity of our samples we argue that the 

conventional low temperature T2 term, if present, is probably masked by the disorder 
scattering. As the temperature dependence of resistivity of our Sr2Ru04.5 crystals closely 

resembles data reported for other slightly underdoped, oxgen-depleted cuprates, 
especially LSCO, our result is a direct extension of initial reports on anomalous linear 

resistivities in superconducting cuprates. However, nowadays we know and therefore 
argue that this is not a unique, characteristic feature of the high-Tc cuprates only. Hence 
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we conclude that i) the linear non-Fermi liquid resistivity behavior exists also in non- 

cuprate perovskites, and ii) such behavior is not an exclusive signature of the unusual 
normal state of high-Tc cuprates but rather of layered oxides in general, and iii) possibly 

even independently of the existence of (high temperature) superconductivity in such 

layered oxides. Further studies, and especially in-depth theoretical analysis, are needed to 

account for such unusual resistivity bahavior over three decades of temperature. 
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Abstract. A Raman-scattering investigation of the double-layer manganites 
La2-2*Sri+2a:Mn207 (x = 0.4,0.5), revealed signatures of a) charge stripe formation 
and melting, b) small polaren formation, and c) anisotropic quasiparticle dynamics in 
the ferromagnetic-metallic state. These observations and their implications are dis- 
cussed in this work. 

INTRODUCTION 

The double-layer manganites, La2_2xSr1+2KMn207 where x is the doping level 
are ideal systems to study the effects of electron-electron and electron-phonon inter- 
actions on the electron kinetic energy in low-dimensional systems. Their transport 
and magnetic properties are highly anisotropic [1], an indication of quasi-two di- 
mensional behavior. Electron-diffraction studies [2] of half-filled (x = 0 5) doped 
compounds reveal an ordering of the Mn3+ and Mn4+ ions below a temperature 
around 200 K. However, it was shown recently that this charge-ordered phase does 
not survive at low temperatures [3]. Thus, the ground state of these charge-ordered 
insulators is still undetermined. For the pseudo-cubic manganite compounds such 
as Lai_xSrxMn03, there is accumulating evidence for the dominant role of Jahn- 
Teller small polarons in their magneto-transport properties [4]. In contrast the 
tetragonal crystal field in the layered manganites can split the degenerate Mn ea 

orbitals which could preclude the formation of polarons via the Jahn-Teller mech- 
anism. Consequently, one can asks whether polarons are formed in the layered 
manganites and do they influence the insulating character of these compounds 
Lastly, the nature of the ferromagnetic-metallic state is restively unexplored. 

To address the above issues, Raman investigation was carried on single^rystals of 
the douMe-layer manganites with x = 0.4 and 0.5 over a wide range of temperatures 
(i  - 5 K to 350 K) and magnetic fields (ff = 0T to 7.5 T). Laj 2Sn 8Mn207 

■9 
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(x = 0.4) exhibits the phenomenon of colossal magneto-resistance (CMR) [1]. Its 
ground state is a ferromagnetic-metal. It becomes a paramagnetic-insulator above 
the Curie temperature Tc ^ 120 K. For LaiSr2Mn207 (x = 0.5), the ground state 
is believed to be a charge-ordered antiferromagnetic insulator [5]. The low-energy 
excitations in both compounds are elucidated in this work. 

OPTICAL PHONONS 

The body-centered-tetragonal crystal structure [J4/mmm(D^)] of the double- 
layer manganites is shown in Fig. 1(a). The typical polarization dependence of 
the room-temperature Raman spectra for these compounds is shown in Fig. 1(b) 
for LaSr2Mn207. The sharp peaks are the optic phonons which are identified by 
their corresponding atomic vibration. This identification was derived from a group- 
theoretical analysis that predicted (4Alg + Blg + 5Eg) Raman-active phonons [6]. 
The in-plane Eg vibrations are not observed in the spectra in Fig. 1(b). On account 
of the symmetry of the site they occupy in the crystal structure of Fig. la, the 
4Aig phonons correspond to the symmetric c-axis vibrations of the (La,Sr), Mn, 
equatorial O^, and apical Oz atoms. They are observed, respectively, at 180 cm , 
244 cm-1, 453 cm-1, and 577 cm-1 in the xx, x'x1, and zz spectra, in accord with 
the Raman-selection rules. The only allowed Blg phonon involving the c-axis out- 
of-phase vibrations of the O^ atoms is seen at 326 cm"1 in the xx and x'y' spectra. 

0 250       500       750      1000 
Raman shift (cm"') 

FIGURE 1. (a) Crystal structure and (b) typical room-temperature polarized Raman spectra 

of double-layer manganites shown here for LaSr2Mn20-7. 
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CHARGE ORDERING 

LaSr2Mn207 becomes a charge-ordered antiferromagnetic insulator below the 
temperature Tm ~ 210 K [2]. This transition is characterized by abrupt changes 
in the transport and magnetic properties of this compound. A direct evidence for 
the charge ordering is given by the observation by electron-diffraction studies [2] 
of superlattice peaks for T < Tm. The analysis of these extra diffraction peaks 
suggested that an alternating pattern of the Mn3+ and Mn4+ atoms along the 
Mn-0Xj, bonds is formed in the charge-ordered state. 
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FIGURE 2.  Evidence for symmetry breaking due to charge ordering in the Mn02 plane in 
LaSr2Mn207 

The Raman signature for the charge ordering in LaSr2Mn207 is presented in Fig. 
2. In addition to the phonons associated with the tetragonal crystal structure, 
new features are observed below T«,. The Mn peak near 244 cm"1 which should 
be present only in the xx, x'x', and zz spectra appears in the x'y' as well. In 
addition, three strong peaks develop between 400 cm-1 to 800 cm"1 at T = 5 
K. These results indicate that a structural-symmetry breaking has occured in the 
charge-ordered phase. These new spectral features are absent in the zz spectra, 
suggesting that charge ordering is confined to the Mn02 planes. 

Recently, it was observed that the superlattice peaks observed near Tm in 
LaSr2Mn207 disappear when T «; Tm [3]. This observation implies that the charge 
ordering pattern formed just below T«, does not survive in the low-temperature 
ground state of this compound. From the Raman point of view, no Raman-active 
phonons are associated with such a pattern because the Mn3+, Mn4+, and Ox 

atoms occupy sites with inversion symmetry. Since new Raman features emerge 
below To, a different charge-ordered structure is formed at temperatures far be- 
low Tm. There is evidence in the pseudo-cubic manganites for the formation of 
Jahn-Teller stripes [7]. In this case, the stripes consist of square unit cells in which 

420 



the Mn4+ atom is at the center while the Mn3+ atoms occupy the comers of the 
square. The Oxy atoms are located along the diagonals halfway between the Mn 
and Mn4+ sites. In this model, phonons of Alg and Blg symmetry are allowed for 
each of the Mn3+ and Oxy vibrations due to the lower symmetry of their srtes in 
the one-dimensional stripe formed from this unit cell. The observation of a Blg 

Mn phonon in the x'y' spectra in Fig. 2 at T < T«, is consistent with this picture. 
Two of the peaks at 521 cm"1, 636 cm"1, and 694 cm"1 in Fig. 2 could account 
for the Oxy phonons in the stripe phase. However, the selection rules for the Alg 

and Blg modes are not strictly obeyed by these phonons suggestive of a symmetry 
that is lower than a square unit cell. 
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FIGURE 3. Evidence for the persistence of charge ordering in the colossal magnetoresistance 

compound Lai.2Sri.8Mn207. 

Similar Raman features persists in the CMR compound LaiÄ.sM^Oy as il- 
lustrated in Fig. 3. The charge-stripe features disappear upon entry into the 
ferromagnetic-metallic state, either by lowering the temperature or by increasing 
the magnetic field. Note that only the phonons related to the tetragonal structure 
remains in this state. Because of the similar effects of the temperature and mag- 
netic field, the suppression of the charge stripes is a consequence of the polarization 

of the Mn spins. 

METAL-INSULATOR TRANSITION 

In Lai 2Sri 8Mn207, the melting of the charge-stripe phase provides a signature 
of the insulator to metal transition at Tc ^ 120 K. In the metallic state, the ferro- 
magnetic alignment of the Mn spins leads to the delocalization of the eg electrons 
via the double-exchange mechanism which inhibits charge ordering. Additional 
signatures of the metal-insulator transition was also observed in tetragonal lattice 
anomalies [6] and in electronic Raman scattering. 
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FIGURE 4. Signatures of the metal-insulator transition from (a) Lattice anomalies in 
Lai.2Sn.8Mn207 and their absence in Ndi.2Sn.8Mn207 (b). (c) Electronic Raman scattering 
in Lai.2Sri.8Mn207. 

1. Phonon Anomalies 

The temperature dependence of the Blg Oxy phonon in Lai 2Sr! 8Mn207 is de- 
picted in the x'y' spectra of Fig. 4(a). This phonon is broad and weak for T > Tc 

It evolves into a strong and asymmetric peak at T = 6 K, a typical Raman signa- 
ture of a phonon coupled to a broad electronic continuum. The Blg Oxy phonon 
displays an anomalous frequency shift as a function of temperature that resembles 
the non-linear T-dependence of the resistance [6]. As illustrated in Fig. 4(b), these 
effects are not observed in the antiferromagnetic insulator Ndj 2Srj 8Mn207. Fur- 
thermore, the Blg Mn phonon attributed to charge-stripe formation is not observed 
m this compound. This result is consistent with the interpretation discussed above 
since charge ordering does not occur in Nd1.2Sri.8Mn207. 

To digress briefly, the difference in the transport properties of Lai.aSr1.8Mn207 
and Ndi.2Sri.8Mn207 can be understood qualitatively in terms of their 
electronically-active eg orbitals. The change from a metallic to an insulating ground 
state when R = La is replaced by R =Nd in i?i.2Sn.8Mn207 was attributed to the 
chemically-induced variation of the eg electron orbital character from d*^a in 
LauSruMnaO? to d3z2_r2 in Ndi.2Sri.8Mn207 [8]. 

The anomalous behaviors of the Blg Oxy phonon in La^Sn 8Mn207 is attributed 
to its coupling to the in-plane (dx2_y2) charge fluctuations. In this picture, such 
coupling is inhibited in NduSnjMn207 due to the out-of-plane (d3^_r2) character 
of the eg orbitals. Recall that the Blg Oxy phonon involves the out-of-phase c- 
axis vibrations of the Oxy atoms. This implies that the coupling of this phonon 
to the in-plane charge fluctuations must be mediated by an external mechanism. 
A possible mechanism is their coupling via a c-axis crystal electric field [6]. The 
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formation of small polarons can give rise to such electric field. 

2. Electronic Raman Scattering 

Raman scattering by the eg electrons is observed in the double-layer manganites. 
In the paramagnetic-insulating state of Lai.2Sri.8Mn207, there is a quasieleastic 
scattering feature as shown in Fig. 4(c) due to the diffusive motion of the charges 
and/or spins. This quasielastic peak develops into a nearly flat electronic continuum 
on entry into the ferromagnetic-metallic state (i.e. T ~ Tc). At T — 5 K, the 
continuum is suppressed at low frequencies. The suppression is anisotropic. In the 
inset of Fig. 4(c), the decrease in the scattering intensity is linear below ~ 450 
cm-1 in the x'y' spectrum while in the xx spectrum it is nearly zero below ~ 300 
cm-1 rising abruptly to a constant value. These results suggest an anisotropic 
quasiparticle dynamics. The transformation of the quasielastic scattering above 
Tc to an electronic continuum below Tc was also observed in the pseudo-cubic 
manganites [9]. However, the low-frequency suppression was not reported in these 
compounds which hints at the role of the quasi-2D nature of Lai.2Sri.8Mn207. 

CONCLUSION 

The main conclusions of the present work are: 1) The ground state of the charge- 
ordered layered manganites is characterized by the formation of one-dimensional 
stripe phases. The stripe correlations persist in the paramagnetic-insulating state 
of the CMR compounds, 2) Lattice anomalies due to polaron formation play a role 
in the transport properties of the layered manganites and, 3) The ferromagnetic- 
metallic state manifests an unusual anisotropic quasiparticle dynamics that is a 
hallmark of strongly-interacting electrons in quasi-2D systems. 
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Abstract The superconducting Rb3C6o fullerene crystals with a transition temperature of 30.5 
± 0.2 K were well prepared. We found that the magnetization curves, -4nM(H), in a wide H-T 
region can be represented to an universal temperature-independent curve with the scaling 
factor ^2HC(T). This scaling behavior is consistent with the prediction of Ginzburg-Landau 
theory and Hao-Clem variation model. The thermodynamic critical fields Hc at various 
temperatures were precisely determined from the -4nM(H) curves according to the theoretical 
fitting of Hao-Clem model. Temperature dependence of thermodynamic critical field HC(T) in 
10 K < T < 30 K is in good agreement to the two-fluid model and BCS theory. However, the 
best fit is the power-law relation of HC(T) = HC(0)*[1 - (T/Tc)]

p, where Hc(0) = 2344 + 19 Oe 
Tc = 29.62 + 0.07 K, and ß = 0.8682 ± 0.008. 

INTRODUCTION 

In Ginzburg-Landau (GL) theory, the temperature dependence of a superconductor 
can be contained in the scaling factors, such as <2HC(J) and A,(7). Thus most of 
physical quantities in their dimensionless form are independent on T, and the only 
parameter intrinsic to sample is Ginzburg-Landau parameter, K = xk, (1-5). Many 
studies on the temperature- and field-dependence of magnetic properties and the 
superconducting parameters for superconducting fullerenes have been reported (6-10). 
However, very little discussion focused on detailed description of the magnetic 
characteristics and their scaling behavior for this family. In this report, we observed the 
scaling effect of magnetization curves in a rather broad H-T range than those in high-7c 

cuprate oxides. Based on our experimental data and the Hao-Clem variation model 
(2,4), the thermodynamic critical fields at various temperatures are well determined. 

EXPERIMENTS 

The Rb3C6o crystals were obtained by doping Rb metal with stoichometric amount 
into C60 crystals. Details on the sample preparation of Rb3C60 crystals were describes 
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elsewhere (9,10). All magnetic data as functions of temperature and field were 
performed using two commercial Quantum Design SQUID magnetometers equipped 
with superconducting magnets of 1 T and 7 T, respectively. The zero-field-cooled 
magnetization, MZFC, was measured as a function of temperature in several magnetic 
fields from 10 Oe to 1 T. Magnetic hysteresis loops, M(H), between -5 T and 5 T were 
carried out at various temperatures from 5 K to 30 K with an interval of 2.5 K. 

RESULTS AND DISCUSSION 

According to the GL theory (1), as the temperature dependence is included in the 
scaling factors, e.g. ^2HC(T) and X(T), then most of physical quantities in their 
dimensionless form are independent upon T, and the only intrinsic parameter is 
Ginzburg-Landau parameter, K = A^,. For the Rb3C60 crystals the temperature- 
independent curves of -AnM' = AIZMN2HC(T) versus H' = HI<2HC(J) for 10 K < T< 
25 K shown in Fig. 1(a) are obtained from the half-loops of the measured hysteresis 
curves, M(H), for H > 0. Here, HC(T) is properly extracted according to such a 
condition of making these -4%M'(H') curves in enough high fields to collapse onto a 
single curve based on the theoretical fitting of the Hao-Clem model (2,3). 

For extremely type-II superconductors the contribution of the vortex core energies 
FCOre to the magnetization are significant and cannot be ignored in intermediate or high 
fields. Hao and Clem (2) considered not only the electromagnetic energy of flux vortex 
Fen,, but also the core energy Fcore in the calculation of the total free energy of a 
superconductor. They put these energy terms arising from suppression of the order 
parameter into the GL-like equation, then numerically derived the related equations in 
the intermediate field regime. 

They calculated the reversible magnetization of type-II superconductor in 
dimensionless units which length p, magnetic field H, and free energy F are 
normalized by penetration depth X, <2HC, and Hc

2/4n, respectively. Thus, the 
dimensionless magnetization -4KM'(H') is obtained from the calculation of the 
Ginzburg-Landau free energy. The Hao-Clem theory has proven to be remarkably 
successful in describing the thermodynamic properties of discovered extremely type-II 
superconductors, including the high-Tc cuprate oxides and the low- Tc superconductors 
(3-5). Successful application of the Hao-Clem model to the experimental M(H) data 
allows the GL parameter K and the thermodynamic critical field Hc to be determined as 
fitting parameters to a variational solution for the extremely type-II superconductor. 

The relation of -4nM versus H' at various temperatures can also be constructed 
from a set of data {Hh -4jiMi] with i =1, 2, 3,... at a fixed temperatures extracted from 
the MZFC (T) curves in various fields. If the proper Hc values are used, then the curves 
of -AiiM' vs H' obtained from MFC CD curves shall also fall into an universal curve. 
For 24 K < T< 29 K the data of M(H) are extracted from our measured MzFciT) curves 
in various external fields from 10 Oe to 1 T. Thus selecting a proper HC(T) and drawing 
the relation of -4%M' versus W . As shown in Fig. 1(b), all curves for the selected 
temperatures are collapsed onto a single curve again.   This result indicates  that 
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FIGURE 1. (a) -4JCM' w fT for 10 < T< 25 K, (b) -4nM' vs ff for 24 < T< 29 K. 

-4jtAf vs H' curves in this temperature range also exhibit the temperature-independent 
universal feature. 

Fig. 2 shows the temperature dependence of the thermodynamic critical field, 
HC(T), obtained from the theoretical analysis ofHao-Clem model. Here, U(T) in 10 K 
< T< 25 K and 24 K<T< 29 K were determined from the above analyses based on 
the data in Fig. 1(a) and Fig. 1(b), respectively. These values are competed with those 
previously reported (6-8). For T> 12.5 K, HC(T) can be well fitted to various formulas 
and models as shown by the various curves in Fig. 2. For the fit to the two-fluid model, 
HC(T) = Hc(0)*[l - (T/Tcfl where Hc(0) = 2066 ± 35 Oe, Tc = 29.96 ± 0.07 K, and a = 
1.398 + 0.04.  For the fit to the BCS  relation  based  on the  Hao-Clem model, 
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FIGURE 2. Temperature dependence of thermodynamic critical field HC(T) obtained from the 
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H„(D = H(0)h.7367 l-L 1 - 0.2730(1 - —) - 0,0949(1 i'l 
where Hc(0) = 1777 ± U Oe and Tc - 29.1 A ± 0.07 K. However, the best fit is the 
power-law relation of HC(T) = HC(0)*[1 - (T/Tc)]

p, particularly for T < 12.5 K. Here, 
the best fitting parameters are Hc(0) = 2344 ± 19 Oe, Tc = 29.62 ± 0.07 K, and ß = 
0.8682 + 0,008. 

In addition of Hc most of the superconducting parameters, such as the Gmzburg- 
Landau parameter K, the upper and lower critical fields Hc2, Htu the penetration depth 
X, and the coherence length h, can also be derived by the Hao-Clem theoretical fitting 
to the measured magnetization data below Tc. For our sample of crystals RbsC«), these 
superconducting parameters  derived by  this variation model will be reported 
elsewhere. .    . 

In summary, we measured the temperature and field dependence of magnetization 
in RbsCeo crystals, and found that the magnetization curves with the scaling factor of 
V2He exhibit the universal behavior in a wide H-T range. Using the Hao-Clem model, 
the thermodynamic critical fields in 10 K < T < 30 K were determined. HC(T) well 
obeys the power-law relation in the above temperature range. 
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Interlayer magnetoresistance peak in the 
ET-based organic superconductors 

Fulin Zuo 

Abstract. We report interlayer magnetoresistance studies in the ET-based organic 
superconductors. For field perpendicular to the planes, the magnetoresistance displays 
a peak as a function of of field and temperature. By studying the magnetoresistance 
peak as a function of superconducting transition, we find the magnetoresistance peak 
is intrinisc to the layered structure. 

Interlayer transport in layered systems such as the highly anisotropic high tem- 
perature cuprates and the organic superconductors, is of current interest. It is 
important for several reasons. First, what is the role of interlayer coupling on the 
superconducting transition temperature [1]? Second, what is the nature of the 
charge transport, is it coherent or incoherent [2,3]? 

The questions remain unresolved in the cuprates. Depending on the doping 
level, the c-axis (perpendicular to the CuO layers) transport changes from metallic 
to semiconducting. For example, for optimally doped cuprates, it usually displays 
a linear or power-law temperature dependence and it becomes nonmetallic at low 
temperatures for the underdoped [4]. However, for the Bi2Sr2CaCu208, even at 
optimal doping, the c-axis resistivity exhibits a semiconducting temperature de- 
pendence in the normal state, while the in-plane resistivity is metallic with the 
resistivity decreasing with decreasing temperature [6-10]. At low temperatures 
(below the zero field transition temperature), the interlayer magnetoresistance dis- 
plays a pronounced peak as a function of temperature and field [5,11-13]. For 
underdoped YBa2Cu306+x and La2_ACu04, the magnetoresistance displays a 
pronounced peak as a function of field. Two possible models have been proposed. 
In one model the peak is a result of a competition between the Josephson and the 
quasiparticle tunneling [6,9]. The other model suggests the peak is due to a density 
of state fluctuation contribution to the c-axis transport [14,15]. While both models 
can semi-quantitatively describe the experimental results, the mechanism remains 
controversial. 

Organic superconductors, especially the K-(BEDT-TTF)2X [bis(ethylenedithio) 
tetrathiafulvalene, abbreviated as ET] family with X being Cu[N(CN)2]Br, 
Cu[N(CN)2]Cl, and Cu(SCN)2, have shown recently physical properties very similar 
to the high temperature cuprates including unconventional metallic properties [16]. 
The K-(ET)2X consists of the conducting cation layer (ET) sandwiched between 
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the insulating anion layers (X). ET is a large planar molecule and the different 
possible packing patterns are denoted by different Greek letters. In the K phase, 
the ET molecules form a dimer, with each dimer contributing one electron to the 
anions. Because of the layered structure, the K-(ET)2X salts have shown similar 
amsotropic transport properties [17,18] as the cuprates with a typical resistivity 
anisotropy ^ „ 103. Furthermore, the K-(ET)2X salts share a very similar phase 

diagram with the cuprates if the pressure is replaced by doping. In other words, 
the system can transform between unconventional metal, magnetic insulator, and 
a superconductor, by changing the pressure, temperature and the anion [16]. 

Studies of interlayer transport in the K-(ET)2X have revealed an interesting 
magnetoresistance peak as a function of field for temperatures near and below the 
transition temperature [19-25]. However, there are several important differences 
between the organic superconductors and the cuprates. One is the temperature 
dependence of the normal state resistance. While the cuprates typically have semi- 
conducting temperature dependence for the c-axis, the interlayer resistance in the 
organics is metallic near the transition temperature. Another major difference is 
the observation of a large negative magnetoresistance as a function of field in the or- 
ganic compounds. Several models have been proposed to qualitatively describe the 
peak, such as the magnetic impurity scattering [25], vortex-lattice interaction [21], 
a similar mechanism as in the cuprates, involving pair and quasiparticle tunneling 
has been proposed by several groups [20-22]. However, a quantitative agreement 
between the model and the experiment is lacking [26]. 

We have undertaken careful studies of interlayer magnetoresistance in sev- 
eral compounds [21] including the /c-(ET)2Cu[N(CN)2]Br, K-(ET)2CU(SCN)2 

salts, the all-organic ß" -(ET)2SF5CH2CF2S03 and the «-(ET)2I3. In the 
K-(ET)2Cu[N(CN)2]Br system, the peak has been studied as a function of tran- 
sition width [23]. The peak width increases and the peak height decreases with 
increasing transition width. For samples with transition width greater than 2K, 
the peak effect disappears completely. 

For high quality samples, the magnetoresistance peak was observed for all four 
systems which had different superconducting transition temperatures. The peak 
field decreases drastically with increasing anisotropy for the same reduced temper- 
ature Tc. The results suggest that the appearance of the peak correlates with the 
coupling between the layers. ; 

Shown in figure 1 is a plot of the normalized resistive transition of four sam- 
ples. The transition widths increases from about 0.2K to over 2K corresponding 
to sample 1 to 4. The quality of samples has drastic effect on the field dependence 
of the magnetoresistance at temperatures below the superconducting transition. 
Shown in figure 2 is an overlay of magnetoresistance as a function of field at tem- 
peratures at or close to 6K and 7K. Clearly, figure 2(a) displays sharp peak with 
peak field at around 3.5T and 2.5T for 6K and 7K, respectively. With increasing 
transition width, the peak broadens up and disappears completely for sample 4, 
where magnetoresistance increases continuously with field. 
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Fig. 1 (a) Normalized resistive transition for four samples. 
Fig. 1(b) through (e) are magnetoresistance as a function of 
field at different temepratures for sample 1 to 4. 

The transition width dependence of the magnetoresistance peak is consistent 
with an earlier study where it has been shown with increasing sample quality, the 
interlayer peak remains while the in-plane magnetoresistance peak disappeared. 
The disappearance is associated with the mixing of the interlayer component in the 
in-plane measurements [20]. 

To test the magnetoresistance peak is intrinsic to the layered system, interlayer 
transport has been carried out in several systems with different chemical anions 
and superconducting transition temperatures. Shown in Figure 2(a) is a plot of 
the interlayer magnetoresistance as a function of field at high temperatures for an 
all-organic ß" -(ET)2SF5CH2CF2S03. Clearly, the magnetoresistance has a pro- 
nounced peak as a function of field at temperatures below Tc.   The peak field 
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is very small compared with that of re-(ET)2Cu[N(CN)2]Br. At low tempera- 
tures, as shown in figure 2(b), the magnetoresistance peak remains until 0.5K, 
below which the magnetoresistance is monotonic with field. It should be noted 
that the disappearance of the magnetoresistance peak is not unique to the ß" 
-(ET)2SF5CH2CF2S03, similar field dependence has been observed in all other sys- 
tems studied at low temperatures. 

H(T) H(T) 

Fig. 2(a) Magnetoresistance as a 
function of field at high tempera- 
tures. 

Fig. 2(b) Magnetoresistance as a 
function of field at low tempera- 
tures. 

Figure 3 complies the magnetoresistance peak field as a function of temperature 
for the four systems studied. With decreasing Tc, the Epeak decreases drastically. 
For example, the peak field for the Br salt is generally over an order of magnitude 
large than that of I3 salt if compared in the reduced temperature scale. Neverthe- 
less, the observation of the magnetoresistance peak in all systems studied suggests 
the universality of the field dependence of the interlayer transport in the layered 
compounds. 

The dissipation mechanism in the interlayer direction in the mixed state remains 
controversial. Two approaches are known to give rise to a peak in the interlayer re- 
sistivity as a function of temperatures. One of them models the resistivity peak as 
a result of fluctuations above the mean field transition temperature [14,15]. Of the 
four possible fluctuation contributions to the interlayer resistivity, fluctuations in 
the density of state (DOS) and the regular Maki-Thompson term contribute to an 
increasing resistivity with decreasing temperatures. By choosing suitable param- 
eters, the model can fit reasonably the temperature dependence of the resistivity 
before the peak for the cuprates. However, the model does not include critical 
fluctuations nor contributions from the vortices (for T>Tpeafc) and thus the field 
dependence of the peak temperature Tpeak(E). A more widely adopted approach, 
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discussed in the following, emphases the nature of Josephson coupling between the 
superconducting layers, especially at low magnetic fields. The peak in the resistiv- 
ity comes when the Josephson coupling dominates the interlayer transport. The 
model can describe semi-quantitatively the field and temperature dependence of 
the interlayer transport at H<Hpeafc. 

\ 
\   k-(ET%Cu[N(CN)2]E ; 

\    1 

!  \ 

-*-Tc=4K! 
-0-- To=5.4K 
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Fig. 3 Peak field versus the reduced 
temperature for all four samples. 

In the case of Bi2Sr2CaCu208, dissipation mechanism for H || J \\ c was first 
proposed by Briceno et al [6]. In this model, current moving parallel to the c axis 
is taken to pass through a narrow superconducting channel of area A « %■ between 
the densely packed vortices. Here $0 is the flux quantum. Dissipation occurs 
through thermodynamic fluctuations which cause the phase of the superconducting 
order parameter in the c direction to jump by 2ir. Assuming fluctuations in each 
channel are independent, the dissipation in the c direction can be modeled by a 
long, narrow Josephson junction at finite T [27]. The resistance of the weak link 
is given approximately by R = JRn[/0(ß/c/2efcT)]-2, where Rn is the normal state 
resistance, h is the Planck's constant, Ic is the critical current, e is the charge of an 
electron, and I0 is the modified Bessel function. Since the normal state resistance is 
activated in this direction, a peak is expected in the junction resistance at T<TC. A 
similar approach which models the c axis conduction as a stack of Josephson tunnel 
junctions has been proposed by Gray et al [7]. For an intermediate Josephson 
coupling, the junction conductance is the sum of the quasiparticle conductance Yss 

and pair conductance Yp, i.e. Y = Yss + Yp. Since the quasiparticle conductance 
Yss is thermally activated Yss ~ exp[-A(T,H)/kT], and the pair conductance 
Yp ~ [I0{hIc/2ekT)]2 - 1, a distinct peak in R(T) arises naturally. While the field 
dependence of the critical current Ic is somewhat controversial [8], a recent study 
on thin mesa of a Bi2Sr2CaCu208 found Ic ex 1/H [28]. 

A similar model has been proposed to explain the magnetoresistance peak in the 
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organic superconductors [20,22,23].  To analyze the data quantitatively, consider 
the charge transport through a Josephson junction of area a2 s» -^s

s- between H+H0 
the densely packed vortices, H0 being a fitting parameter to take into account of 
effects of pinning and lattice rigidity [9]. The junction resistance due to thermal 
fluctuations of the phases is given by R(H) = Rn'[Io(^)]~2, where Ej = *jf = 

2e2in, tanni"2fcr 1is tne Josephson coupling energy, R,,, is the junction resistance in 
the mixed state. Because Ic is proportional to the junction area, Ej is also. It is 
natural to define an intrinsic Josephson coupling energy ej = ^£, such that R(H) = 
Rn' [■£>( (g+g„)°2tr)]~2• ^ EJ » kT, the junction resistance can be reduced to [9] 
R{H) = Rn> exvl-{H+H°)ia\- Shown in Figure 4 is a plot of the magnetoresistance 
as a function of field at various temperatures for a K-(BEDT-TTF)2CU(SCN)2. 
The solid lines are fits to the stacked Josephson junction model. Clearly, the data 
can be reasonably well fitted over a large resistance range. The inset shows the 
temperature dependence of the fitted Josephson coupling energy ej. ej increases 
with decreasing temperature. 

g. 
tr 

H(T) 

Fig. 4 Magnetoresistance as a func- 
tion of field at various temperatures 
for SCN salt. The lines are fits to the 
stacked Josephson junction model. 
The inset show the temperature de- 
pendence of the coupling energy. 

While the low field magnetoresistance can be described well with the stacked 
Josephson junction model, a mechanism with large negative magnetoresistance has 
to be invoked to explain the peak. One such model is the fluctuation contribution 
to the interlayer transport near the superconducting transition. Contrary to the 
conventional wisdom, the positive contribution to the fluctuation conductivity in 
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the interlayer direction is weak due to the hopping or tunneling nature of the 
quasiparticle propagation. Rather, the fluctuation conductivity is dominated by 
the negative contribution due to the decreases of density of state of quasiparticles 
[14,15]. . 

Tfee »egative «sagöetoresistance can also arise from other interactions. For ex- 
ample, it has been proposed that the negative magnetoresistance in the under- 
doped cuprates is related to the presence of pseudogap in the oxygen deficient 
YBa2Cu306+x [12]. Indeed, DC magnetic susceptibility as well as NMR relaxation 
'measurements suggest strongly the presence of a pseudogap near 50K in the ET 
based compounds [29]. However, the fact that negative magnetoresistance disap- 
pears a few degrees above the superconducting transition argues against the role 
of pseudogap formed at much higher temperature. 

Negative magnetoresistance due to the vortices in the mixed state has also been 
suggested. For example, thermal fluctuation of the vortices can introduce extra 
scattering to the charge transport. With increasing field or decreasing temperature, 
the thermal fluctuation is suppressed and vortices are more rigid or lattice-like, 
resulting in the negative magnetoresistance. Nevertheless, one would not expect 
the negative magnetoresistance to persist well above the upper critical field. 

Presence of magnetic impurities can also give rise to the peak effect. It has 
been suggested that the K-(ET)2Cu[N(CN)2]Br may contain traces of Cu++ ions 
[25]. With increasing field, the effect of magnetic moment scattering is reduced. 
However, the absence of negative magnetoresistance in the normal state suggests 
against the magnetic impurity model. Furthermore, the observations of the peak in 
the ß" - (BEDT-TTF^SFsCHaCFaSQs and /c-(ET)2I3 where no Cu++ is present 
contradicts the model of magnetic impurities scatterings. 

In summary, interlayer transport measurements on several ET based organic su- 
perconductors reveal an universal magnetoresistance peak at temperatures below 
the superconducting transition. At very low temperatures, the magnetoresistance 
peak disappears. The peak field increases with increasing superconducting transi- 
tion temperature or decreasing anisotropy. The magnetoresistance peak is mostly 
likely due to the density of state fluctuation of quasiparticles. 
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