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FINITE ELEMENT COMPUTATION OF THE DYNAMICS OF LARGE RAM AIR 
PARACHUTES 

A. STATEMENT OF PROBLEM STUDIED 

Ram air inflated gliding parachutes, called parafoils, are being developed for the recovery 
of large loads. Using automatic on-board guidance, parafoils have the potential for 
precise landing control which cannot be approached by circular parachutes. The objective 
of this project was to develop methods for predicting the aerodynamic performance of 
large parafoils during inflation, gliding, and maneuvering. These methods allow the 
accurate prediction of performance during staged inflation, turning, steady glides, and 
flaring maneuvers. The approach is to use modern, finite-element, three-dimensional 
CFD methods coupled with massively parallel processing. 

The motivation for the project is the lack of a data base and/or scaling laws which are 
sufficient to provide adequate information for design of large parafoils. This makes it 
very important to develop analytical methods for predicting the performance of such 
parachutes. Until recently, the prediction of parachute performance was based primarily 
on empirical or semi-empirical methods since the solution of the equations governing 
parachute aerodynamics was beyond the computational capabilities available. Recently 
CFD methods have been applied to circular parachutes; however, most methods for 
parachute design still rely on relatively simple mathematical models coupled with data 
bases from existing parachute systems. Since the accuracy of these methods depends to a 
large extent on empirical data, their predictive capability for canopies which differ 
substantially from those used in existing systems is limited. 

Simulation of parafoils is an inherently very challenging task in computational fluid 
dynamics. Various stages involved in the operation of these parafoils, such as the initial 
stages of inflation, transformation to a fully deployed parafoil, steady gliding, flare 
maneuver, and landing, makes the task very complex. The ram-air parachutes considered 
can be as large as 10,800 square-feet (60 ftxl80 ft), with a payload capacity of as much as 
42,000 lb. The scale of these parachute systems, combined with the various stages of 
complex behavior described above, makes wind tunnel tests impossible. Therefore, 
simulation and modeling, with the recent advances in computational methods and 
computing platforms, becomes a credible, promising complement to costly drop tests. 

Previous investigators have limited their mathematical modeling efforts to the steady- 
state gliding phase of parafoil operations. Standard airfoil theory is modified to attempt 
to predict lift to drag ratios and other important aerodynamic parameters. Methods range 
from classical low aspect ratio aerodynamic theory to two-dimensional potential flow 
methods; however, all of these methods provide overly optimistic estimates of 
performance. Recently some work using two-dimensional panel methods, two- 
dimensional Navier-Stokes methods and three-dimensional panel methods has been 
applied to the analysis of parafoils. There has been no other successful attempt to apply 
CFD to model the inflation of ram air inflated parachutes. 

The approach used in this research is based on finite element solutions of the unsteady, 
3D Navier-Stokes equations. The solution of the Navier-Stokes equation is accomplished 
on massively parallel computers. The advantage of the Navier-Stokes approach is that 
new configurations for which data is not available can be analyzed from first principles. 
The disadvantage is that the computations are complex and require a great deal of time 
even on a very fast computer. These disadvantages can be overcome by using the Navier- 
Stokes solution to generate lift and drag area data which can then be incorporated in the 
flight mechanics simulations.   The solution of the Navier-Stokes equations can be 



regarded as a numerical experiment in which generated data can be used in simple flight 
mechanics simulations appropriate for design and trade off studies. 

The successful use of CFD methods in the aerodynamics of parafoils depends on the 
availability of large efficient computers. It is only because of the efficient parallel 
implementation and the computational capability offered by this class of super computers 
that large-scale, unsteady 3D simulations such as the ones performed are feasible. These 
computations also require a strong software base and a good understanding of both CFD 
methods and the physics of parachutes. The benefit is the ability to simulate phenomena 
which have never been successfully modeled before and to obtain results which should be 
useful in predicting the performance of large parafoils. 

B. SUMMARY OF THE MOST IMPORTANT RESULTS 

The basic strategy in our approach to the simulation of large parafoils has been to divide 
the problem into a number of computationally tractable stages, and use for each stage a 
mathematical model as realistic as we can handle in terms of the capabilities of our 
methods and limitations of the computing platform available. Different levels of 
simplifying assumptions are used. Gradually, the simplifying assumptions are removed. 
For example, in this project we assumed that the changes in the parafoil shape were 
prescribed. This assumption relieves us from the additional challenge of solving for the 
structural deformation of the parachute. However, the methods are currently being 
extended to solution of the membrane equations assumed to be modeling the structural 
deformation, and simulation of the parafoil behavior in coupled, fluid-structure 
interaction. As part of our stage-by-stage approach, we carried out simulations for initial 
stages of inflation, transformation to a fully deployed parafoil, and steady glide. Later we 
escalated the level of sophistication to coupled aerodynamics-dynamics interactions, 
specifically the flare maneuver stage. 

Two methods for opening force analysis were developed. In one approach, the lift and 
drag areas of the parafoil were assumed to vary with time in a pre-specified manner and 
the point mass flight mechanics equations were solved as a function of time to yield the 
forces during opening. This method requires empirical data in order to model the lift and 
drag as a function of time; thus, its predictive value is limited to parachutes which are 
similar to those for which data is available. The second method is based on finite element 
solutions of the unsteady, 3D Navier-Stokes equations on massively parallel computers. 
The advantage of the Navier-Stokes approach is that new configurations for which data is 
not available can be analyzed from first principles. The disadvantage is that the 
computations are complex and require a great deal of time even on a very fast computer. 
These disadvantages can be overcome by using the Navier-Stokes solution to generate lift 
and drag area data which can then be incorporated in the flight mechanics simulations. 
The solution of the Navier-Stokes equations can be regarded as a numerical experiment in 
which generated data can be used in simple flight mechanics simulations appropriate for 
design and trade off studies. 

During the initial phase of inflation, the parachute is modeled as a rectangular box which 
expands in both the chord-wise and span-wise directions. This box falls under the 
influence of the suspended payload. The staged opening of the parachute following the 
initial inflation is modeled by evolving the rectangular box into a curved shape with 
inflated cells which represents an inflated parafoil. The span of this parafoil increases 
with time to simulate the sequential opening process. During this stage, the parafoil starts 
to develop significant lift and begins to glide. The forces and velocities calculated are 
similar to those measured during flight tests. 



The mathematical model used in the computations consists of two components: 1) time- 
dependent, 3D Navier-Stokes equations governing the incompressible flow around the 
parafoil; and 2) Newton's law of motion governing the dynamics of the parafoil. The 
aerodynamic forces acting on the parafoil, which are needed in determining the motion of 
the parafoil, are derived from the computed flow field. For the aerodynamic 
computations, the position and displacement rate of the internal boundaries of the 
computational domain (i.e. the canopy ) are derived from the computed motion of the 
parafoil. These calculations need to be done in a coupled fashion. In our model we 
assume that the change in the shape of the parafoil is prescribed as a function of time 
based on shape and size information from design data. 

The changes in the shape of the computational domain makes this problem a special case 
of a more general class of flow problems with moving boundaries and interfaces. The 
location of the boundaries and interfaces is unknown, and needs to be determined as part 
of the overall solution. There are a number of alternatives in terms of handling this 
general class of problems. A stabilized space-time finite element formulation with time- 
varying spatial domains is the method used. This method, named Deformable-Spatial- 
Domain/Stabilized Space-Time (DSD/SST) formulation, was developed for solution of 
flow problems with fluid-object and fluid-structure interactions, moving mechanical 
components, and free surfaces and two-fluid interfaces. In DSD/SST method, the 
variational formulation of the problem is written in a space-time domain, and thus 
automatically takes into account the time-variation of the spatial domain. Linear, or 
possibly higher-order, interpolation functions, which are continuous in space but 
discontinuous in time, are used. Because the functions are discontinuous in time, the 
computations are carried out one space-time slab at a time, without adding a real fourth 
dimension to the computations. Still, the method is costlier than semi-discrete finite 
element methods, and should be used, in our opinion, only for complex problems that 
require a formulation that can handle moving boundaries and interfaces. 

As the spatial domain changes with time, the finite element mesh spanning that domain 
needs to be updated. This is an important component of methods for moving boundaries 
and interfaces. If not managed effectively, mesh update cost might overwhelm the cost of 
the computation. For example, if we remesh (i.e. generate a new set of nodes and 
elements) too often in problems with complex geometries, the cost of automatic mesh 
generation could become a major part of the overall computational cost. We have 
developed advanced mesh moving methods which reduce the frequency of remeshing. 

For simulation of parafoils with prescribed shape changes, we developed a special 
algebraic mesh generation and mesh moving method which requires no remeshing 
throughout the entire simulation. In 3D computation of flows with moving boundaries 
and interfaces, the finite element discretizations in space and time generate very large 
coupled, nonlinear equation systems. These equations need to be solved at every time 
step of the simulation. For this purpose we use the Newton-Raphson method. At each 
Newton-Raphson step, we need to solve a linear equation system to compute the 
increment vector. These linear systems are solved iteratively, where at each iteration the 
residual of the system is formed by an element- vector-based (matrix-free) method. With 
this, we use a diagonal preconditioner and the GMRES update technique. We have 
implemented our methods on distributed-memory parallel computing platforms such as 
the Thinking Machines CM-5, CRAY T3D and T3E, as well as the shared-memory 
parallel computing platforms such as the multi-processor SGI systems. 

Flare maneuver simulation involves solution of over 3.6 million coupled, nonlinear 
equations at every time step of the computations. These computations were carried on the 
CM-5. A number of flare maneuver simulations were performed to study the effect of 
rigging angle on flare performance. The predicted reduction in velocity subsequent to 
flare was found to be in reasonable agreement with flight mechanics data for typical large 



parafoil systems. Sparse-scheme based iterative update techniques have been developed 
and implemented. These are more efficient than their element-vector based counterparts 
and can be used for shorter solution time when sufficient memory is available. Currently 
a fluid-structure interaction capability for studying the canopy deformations in detail is 
being developed. 
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