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Preface 

The Infrared and Electro-Optical Systems Handbook is a joint product of the 
Infrared Information Analysis Center (IRIA) and the International Society for 
Optical Engineering (SPIE). Sponsored by the Defense Technical Information 
Center (DTIC), this work is an outgrowth of its predecessor, The Infrared 
Handbook, published in 1978. The circulation of nearly 20,000 copies is adequate 
testimony to its wide acceptance in the electro-optics and infrared communities. 
The Infrared Handbook was itself preceded by The Handbook of Military 
Infrared Technology. Since its original inception, new topics and technologies 
have emerged for which little or no reference material exists. This work is 
intended to update and complement the current Infrared Handbook by revision, 
addition of new materials, and reformatting to increase its utility. Of necessity, 
some material from the current book was reproduced as is, having been adjudged 
as being current and adequate. The 45 chapters represent most subject areas of 
current activity in the military, aerospace, and civilian communities and contain 
material that has rarely appeared so extensively in the open literature. 

Because the contents are in part derivatives of advanced military technology, 
it seemed reasonable to categorize those chapters dealing with systems in 
analogy to the specialty groups comprising the annual Infrared Information 
Symposia (IRIS), a Department of Defense (DoD) sponsored forum administered 
by the Infrared Information Analysis Center of the Environmental Research 
Institute of Michigan (ERIM); thus, the presence of chapters on active, passive, 
and countermeasure systems. 

There appears to be no general agreement on what format constitutes a 
"handbook." The term has been applied to a number of reference works with 
markedly different presentation styles ranging from data compendiums to 
tutorials. In the process of organizing this book, we were obliged to embrace a 
style of our choosing that best seemed to satisfy the objectives of the book: to 
provide derivational material data, descriptions, equations, procedures, and 
examples that will enable an investigator with a basic engineering and science 
education, but not necessarily an extensive background in the specific technol- 
ogy, to solve the types of problems he or she will encounter in design and analysis 
of electro-optical systems. Usability was the prime consideration. In addition, we 
wanted each chapter to be largely self-contained to avoid time-consuming and 
tedious referrals to other chapters. Although best addressed by example, the 
essence of our handbook style embodies four essential ingredients: a brief but 
well-referenced tutorial, a practical formulary, pertinent data, and, finally, 
example problems illustrating the use of the formulary and data. 
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The final product represents varying degrees of success in achieving this 
structure, with some chapters being quite successful in meeting our objectives 
and others following a somewhat different organization. Suffice it to say that the 
practical exigencies of organizing and producing a compendium of this magni- 
tude necessitated some compromises and latitude. Its ultimate success will be 
judged by the community that it serves. Although largely oriented toward 
system applications, a good measure of this book concentrates on topics endemic 
and fundamental to systems performance. It is organized into eight volumes: 

Volume 1, edited by George Zissis of ERIM, treats sources of radiation, 
including both artificial and natural sources, the latter of which in most 
military applications is generally regarded as background radiation. 

Volume 2, edited by Fred Smith of OptiMetrics, Inc., treats the propagation 
of radiation. It features significant amounts of new material and data on 
absorption, scattering, and turbulence, including nonlinear propagation 
relevant to high-energy laser systems and propagation through aerody- 
namically induced flow relevant to systems mounted on high-performance 
aircraft. 

Volume 3, edited by William Rogatto of Santa Barbara Research Center, 
treats traditional system components and devices and includes recent 
material on focal plane array read-out electronics. 

Volume 4, edited by Michael Dudzik of ERIM, treats system design, 
analysis, and testing, including adjunct technology and methods such as 
trackers, mechanical design considerations, and signature modeling. 

Volume 5, edited by Stephen Campana of the Naval Air Warfare Center, 
treats contemporary infrared passive systems such as FLIRs, IRSTs, IR 
line scanners, and staring array configurations. 

Volume 6, edited by Clifton Fox of the Night Vision and Electronic Sensors 
Directorate, treats active systems and includes mostly new material on 
laser radar, laser rangefinders, millimeter-wave systems, and fiber optic 
systems. 

Volume 7, edited by David Pollock, consultant, treats a number of coun- 
termeasure topics rarely appearing in the open literature. 

Volume 8, edited by Stanley Robinson of ERIM, treats emerging technolo- 
gies such as unconventional imaging, synthetic arrays, sensor and data 
fusion, adaptive optics, and automatic target recognition. 
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1.1    INTRODUCTION 

1.1.1 Symbols, Nomenclature, and Units 

Table 1.1 lists symbols, nomenclature, and units, and Table 1.2 gives acronyms 
used in this chapter. 

1.1.2 Infrared Line Scanner Definition 

An infrared line scanner (IRLS) is an imaging device that forms images by 
successive scans of a rotating mirror. The scans are transverse to the line of 
flight of the vehicle carrying the IRLS. The second scan needed for a two- 
dimensional image is provided by forward motion of the vehicle along its flight 
path. Figure 1.1 shows a typical IRLS and Fig. 1.2 gives the scan pattern and 
the coordinates used. In the special case of infrared imaging from space, the 
vehicle could be a satellite and the flight path could be the satellite orbit. IRLS 
devices have been adapted for use as FLIR-type scanners for ground testing 
and for various special purposes. The second scan is then provided by adding 
a separate means of optical scanning, such as a nodding mirror, or by panning 
the entire scanner. Satellite IRLS imagers have been ground tested in this 
manner. Panoramic imagery of California was produced by Hughes Aircraft 
with the ERTS scanner, and of Colorado by Martin Denver with the S-192 
NASA Multispectral Scanner made by Honeywell. The scanners in these tests 
viewed horizontally with a nominal azimuth scan. In the S-192 Denver imagery 
the entire scanner was panned vertically at a slow rate. Early infrared line 
scanners have been turned 90 deg to scan horizontally. Vertical scanning 
means were then added to convert the IRLS to early forms of FLIR because 
IRLS technology predated that of FLIR. 

1.1.3    Airborne Reconnaissance with IRLS Systems 

An IRLS in a high-speed reconnaissance aircraft is one of the most efficient 
means ever invented for gathering pictorial information. Modern reconnais- 
sance aircraft can typically travel 600 nmi in 1 h. Just 10 min of IRLS data 
collection at this velocity provides a strip map covering 100 nmi of terrain. 

1.1.3.1 High Data Rates Generated by IRLS. If an IRLS has an across- 
track (transverse) scan field of view of 120 deg (FOV = 120 deg) and a 0.5 
mrad constant angular resolution (its IFOV, or instantaneous field of view), 
the number of IFOV per scan line in the across-track (ACT or x) direction is 

(120 deg per line) fr/180)   = 41g9 IFQV       ^ 
ACT     (0.5 x HT3 rad per IFOV) 

At 2000-ft altitude, the IFOV subtense 8S at nadir will be 

8S = /i(IFOV) = (2000) (0.5 x 10 ~3) = 1 ft . 

This is also the along-track ground width of one scan line. A 100-nmi strip 
map of contiguous scan lines will thus contain 
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Table 1.1   Symbols, Nomenclature, and Units 

Symbols Nomenclature Units 
Ad 

c 

Ci 

c2 

D 

D 

D* 

D*BB 

D% 

D* 

D*PK 

■DBLIP 

dc 

e 

E 

fe 

f 
fs 

fc 

fl# 
g 
h 

h 
IFOV 

(IFOV)REQ 

Jo 
k 

K 

MTFz, 

nf 

N 

NK 

(Mnax)AX 

NALT 

NACT 

NEN 

(NEN)AX 

NEP 

nmi 

NPIX 

JVTOT 

Area of detector 

Velocity of light 

First radiation constant, Ci = 1.19106 x 104 

Second radiation constant, Ci = 14,388.33 

Optical density of film 

Detectivity (reciprocal NEP) 

D-star 

Blackbody D-star 

Spectral D-star 

In-band average spectral D-star 

Spectral D-star at peak D-star wavelength 

Spectral D-star when background limited 

Double-D-star, D-double-star 

Approximate diameter of comatic spot 

Base of Napierian logarithms, e = 2.718281828 
Film exposure 

Electrical frequency 

Optics focal length 

Spatial frequency 

Cutoff spatial frequency 

Ratio of focal length to working aperture 

Acceleration of gravity at earth equator 

Altitude above ground level (AGL) 
Detector bias current 

Instantaneous FOV 

Required IFOV to accomplish a given imagery 
discrimination task 

Zero-order Bessel function 

Noise bandwidth estimation factor 

Kelvin temperature 

MTF of IRLS aperture diffraction 

Number of spin-mirror facets 

Infrared radiance 

Spectral radiance 

In-band maximum radiance 

Number of parallel detectors per scan 

Number of IFOV per scan line in ACT 

Noise equivalent radiance 

In-band NEN 

Noise equivalent pwer 

Nautical mile (US and Int.) 

Number of pixels in ACT scan line image 

Total number of pixels in an image 

m s 

Wem2 sr_1 

\L\a K 

density unit 
W-i 

cmHz^W-1 

cmHz^W"1 

cmHz'^W-1 

cmHz'^W"1 

cmHz^W'1 

cmHz^W"1 

cmHz^W"1 

rad 

Jm-2 

Hz 

cm 

cycles/rad 

cycles/rad 

g cm s-2 

ft, m 

A 

mrad 

mrad 

K 

Wcm^sr"1 

W cm-2 sr_1 (im-1 

W cm-2 sr"1 

Wem 2sr_1 

W cm"2 sr-1 

W 



INFRARED LINE SCANNING SYSTEMS    5 

Table 1.1   (continued) 

Symbols Nomenclature 

NETD Noise equivalent temperature difference 

Pc Probability of correctness in imagery discrimina- 
tion task 

PD Probability of detection 

Pj Probability of identification 

Pn Noise power 

PR Probability of recognition 

Ps Signal power 
QB Background IR photon flux 

(QW)A\ In-band photon radiant exitance 

R Detector responsivity 

iix Detector spectral responsivity 

Re Earth mean radius 

7x Bias load resistance 

rm Mirror reflectance 

RMAX Maximum slant range to target 

rsc IRLS scan rate 

rsp Spin-mirror rotation rate 

T Temperature 

T Transmission of film or optical element 

T InterScan period of IRLS 

Vb Detector bias voltage 

VSOT Satellite suborbital track velocity 

V/H Velocity-to-height ratio 

a Atmospheric attenuation coefficient 

a Angular separation of two resolved sources in 
Rayleigh criterion 

5/ Electrical signal bandwidth 

8/j, Electrical noise bandwidth 
8S IFOV footprint at target, normal to IRLS line of 

sight 

AAT Radiance contrast 

AT Temperature difference or contrast 

E Graybody emissivity 

(|> Cone angle of cold shield 

*ALT ALT FOV 
\ Wavelength 

o- Normalized angular radius of Gaussian spot con- 
taining the fraction P of power 

Ta Transmission of atmospheric path 

T0 Transmittance of optics 

T„, Transmittance of IR window 

(IFOV)* IFOV in x axis 

(IFOV)y IFOV in y axis 

ftipov Solid angle of IFOV 

Units 

°C, K 

W 

W 

photons/s 

photons s"1 cm"2 

VW'1 

vwV1 

m 

ft 

m, ft 

scans/s 

rps, rpm 

°C, K 

V 

m s_1 

rad s_1 

km"1 

rad 

Hz 

Hz 

ft,m 

Wem"2 sr~x 

"C, K 

deg 

mrad 
m, (jtm 

cycles/rad 

mrad 

mrad 

sr 
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Table 1.2   Acronyms and Abbreviations 

Acronym or 
Abbreviation 

Meaning 

ACT Across-track axis of IRLS sc&n, x axis, transverse axis 

AGERD Aerospace ground equipment requirements document 

AGL Above ground level 

ALT Along-track axis of IRLS scan, y axis, parallel to flight 

APC Armored personnel carrier 

AR Antireflection (coating) 

BAe British Aerospace and Electronics 

CAD Computer-aided design 

CAL Calibration 

CCC = C3 Communication, Command, and Control 

CCD Charge-coupled device 

CNVEO U.S. Army Center for Night Vision and Electro-Optics 

ECR Electronic combat and reconnaissance (mission) 

ERTS Earth Resources Technology Satellite 

FLIR Forward-looking infrared imaging device 

FOV Field of view 

GAF German Air Force 

GRD Ground-resolved distance 

GSE Ground-support equipment 

IFOV Instantaneous field of view 

IR Infrared 

IRLS Infrared line scanner 

LP Line pair (in an image) 

LRU Line replaceable unit 

LWIR Long-wavelength infrared 

MDTD Minimum detectable temperature difference 

MRTD Minimum resolvable temperature difference 

MTBF Mean time between failure 

MTF Modulation transfer function 

NA Numerical aperture 

NEN Noise equivalent radiance 

NEP Noise equivalent power 

NFOV Narrow FOV of IRLS 

NIIRS National Imagery Interpretability Rating Scale 

PC Photoconductive 

Pixel Picture element 

PV Photovoltaic 

RAF Royal Air Force (UK) 

RECCE Reconnaissance (airborne usually) 

RH Relative humidity 

RMS Reconnaissance management system 

rms Root mean square 
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Table 1.2   (continued) 

Acronym or 
Abbreviation 

Meaning 

RPV Remote piloted vehicle 

SNR Signal-to-Noise ratio 

SON Statement of Need (USAF planning document) 

TAC RECCE Tactical reconnaissance (airborne) 

USAF United States Air Force 

WFOV WideFOVoflRLS 

NAUF = (100 nmi) (6076.12 ft nmi-1) = 607,612 lines . 

If each square IFOV sample is to be represented by a discrete pixel, the total 
number of pixels in the 100-nmi strip map image is 

JVTOT = NACTNALT = (4189X607,612) = 2.545 x 109 pixels . 

If the analog signals were to be digitized prior to recording, then digital over- 
sampling requirements would further increase the high data rate. 

CRT 

Signal 
Processing 
Electronics 

Detector Dewar 
Assembly 

Film Transport 

Fig. 1.1   Typical IR reconnaissance set. 
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ACT Axis 
IX-Axisl 

Subtended IFOV 
Footprint 

"x- '""* 

Fig. 1.2   IRLS scan pattern and coordinates. (Note: IRLS systems usually scan several 
lines in parallel during each scan. For clarity of illustration only one line is shown.) 

Processing, storage, distribution, and interpretation of high-data-rate im- 
agery is a challenge. IRLS systems must often interface with reconnaissance 
management systems (RMSs) and with data links and ground stations. At each 
interface there is a potential for loss of image quality and for loss of part of 
the imagery because of limitations in each piece of equipment. Interface spec- 
ifications and measurement of IRLS image quality become very important. 
Such measurement criteria as modulation transfer function (MTF), noise equiv- 
alent temperature difference (NETD), and minimum resolvable temperature 
difference (MRTD) ensure that overall image quality reaches the end user. 

1.1.3.2 Fundamental Scanning Relations in IRLS Design. The velocity-to- 
height ratio (V/H) is one of the dominant parameters in IRLS design because 
it determines the scan rates, the number of detectors scanned in parallel, and 
the electrical signal bandwidth. In particular, the maximum value (V7//)MAX 
is used to start the design trade-off process. The V/H ratio describes the angular 
rate of motion of the scene with respect to the moving platform and, hence, 
the resulting motion of the image in the focal plane. Its units are rad s_1. The 
simplest approach to IRLS design assumes that continuous rotation of a scan 
mirror is to provide a contiguous set of scan lines across some transverse FOV. 
The IRLS may scan with a single detector or it may use n detectors in parallel 
in the along-track (y) axis to keep the mirror rotation rates to practical values. 
The required scan rate iVsc for contiguous scans at nadir is 
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One Cycle 

T 
Fig. 1.3   One cycle of spatial frequency equals two pixels. 

NSC = Ävf    [SCanS/S]  ' (11) 

where n detectors are scanned in parallel to the along-track (ALT or y) axis 
with each detector subtending an ALT angle (IFOVV The across-track IFOV 
scan rate is 

N^ = mk [IF0V/S] (L2) 

because there are IT rad in a 180-deg scan. 
The electrical signal bandwidth is one-half the IFOV scan rate because there 

are two IFOV in one cycle, as shown in Fig. 1.3: 

_ JVdFOV), _    JVSCTT TI(V/H)MAX (13) 
b/ "       2       ~ 2(IFOV),      2«(IFOV),(IFOV)y 

- 

The required spin mirror rotation rate depends on the number of facets. If nf 
facets are scanned per each mirror revolution, the spin rate is 

rsp = *£   [rps] . (1-4) 
nf 

1.1.4   TypesoflRLS 

1.1.4.1 Axehead Scanners. The earliest IR line scanners used an axehead 
design, so-called because of the chisel-like appearance of their scan mirrors. 
The most common axehead scanner uses a single-facet scan mirror set at a 
45-deg angle to the shaft. A scanned beam from the scene is reflected 90 deg 
to an optical telescope. Figure 1.4 shows this type of single-facet axehead 
scanner, configured here as an absolute imaging radiometer. This type is still 
favored in the scientific community for imaging radiometers. Some advantages 
and disadvantages of single-mirror scanners are given in Table 1.3. 

Early single-facet axehead scanners had poor scan efficiency. Mirror rotation 
rates were limited by windage and flexure distortions. Attempts were made 
to improve performance by redesign of the spin mirror. The new axehead 
scanner types (b) and (c) of Fig. 1.5 were successful in that the spin mirror 
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Table 1.3   Single-Facet Axehead Scanner: Advantages and Disadvantages 

Advantages 

1. Simple, reliable, and proven design. 

2. Large aperture in small cylindrical 
volume. Fits in most pods, RPVs where 
the vehicle or pod cross section is a 
critical concern. 

3. Constant large aperture over 180-deg 
scan gives good sensitivity and high 
optical transfer function. 

4. Adaptable to wide variety of folded 
optical telescopes. 

5. Preferred for IR radiometers: 
a. Easy to insert choppers and beam 

splitters for multispectral IR 
radiometry (see Fig. 1.4). 

b. Easy to include ac zero clamp via 
rotating chopper. 

c. Calibration is viewed once each scan 
without data interruption. 
Does not cause polarization errors. 

Disadvantages 

1. Image rotates 180 deg (±90 deg) for a 
180-deg scan. Distortions occur in the 
final image when a linear array of 
detectors is used. 

2. Windage and flexure problems of large 
scan mirror limit scan rate and prevent 
use for high velocity-to-height (V/H) 
ratios. 

3. Wide cutout slot needed for 180-deg 
scan causes structural problems in 
pods, RPVs. 

4. Low scan efficiency (1 scan/rev). 

5. Works best with only a single detector 
on-axis, where the image rotation is not 
a problem. 

d. 

Side View End View 

urn 
(b) 

No. Facets 
On Spin 
Mirror 

Telescope 
Required 
Diameter 

Effective 
Aperture 

Area 

Diffraction 
Aperture 
Diameter 

1 2fl KR2 2fl 

2 2f? nR2 

4 
R 

4 2fl HEß. 
4V? 

R 

(c) 

Fig. 1.5   Three types of spin mirror for axehead scanner. 
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Along-Track 

Pro|ected Array Images 
(Assuming Array Is a Source) 

Fig. 1.6   The projected image of the array rotates 180 deg during one 180-deg scan of a 
single-facet axehead scanner. 

was given greater stiffness and less windage, but there was a reduction in 
optical aperture compared to single-facet designs. The scan efficiency increased 
but volume efficiency was less. 

All forms suffer from image rotation distortion. There is a possibility of 
optical image interference in the use of the facets, when beams from two 
successive facets both reflect into the telescope. Optical design of types (b) and 
(c) can become complex when linear detector arrays are used to permit higher 
VIH values. Parallel scanning of several lines in axehead scanners is compli- 
cated by image rotation in the focal plane. For convenience of depiction, one 
can consider that the projected image of the array rotates on the ground during 
the scan and is parallel to the flight track only at nadir. Rotation of the array's 
ground projection is shown in Fig. 1.6. Early axehead scanners were limited 
to low VIH ratios because of the reasons noted here. 

Axehead scanners have recently been reconsidered for high VIH missions. 
Modern semiconductor random access memories (RAM) used with large linear 
detector arrays now allow real-time electronic correction of image rotation 
distortion. The image rotation can even be exploited to give a constant ground 
footprint across the scan. This image processing allows design of a compact, 
wide field-of-view IRLS for high VIH applications when the scanner must fit 
within the small cylindrical envelope usually occurring in small RPV or pod 
installations. 

1.1.4.2 Split-Aperture Scanners. Military needs for higher VIH values led 
to development of the split-aperture scanners, which can go to very high VIH 
values. Most deployed military IRLS systems now use a split-aperture design. 

Several split-aperture scanners were patented by H. V. Kennedy of Texas 
Instruments.1 Versions with both three- and four-sided spin mirrors are shown 
in Figs. 1.7 through 1.9. The prismatic spin mirror typically presents two facets 
to incoming radiation and at nadir scan position each facet has equal aperture. 
As the spin mirror turns off-nadir, the projected aperture of one facet narrows 
while the projected aperture of the other facet widens. The combined ACT 
aperture tends to remain constant over a wide scan angle. The ALT aperture 
remains constant throughout the scan because it is not scanned except by the 
aircraft motion. The relatively small spin-mirror cross section allows high 
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S—r   r Detector 

(a) 

Parabolic 
Primary 

(b) 

Parabolic 
Primary 

i       ! 

Fig. 1.7   Kennedy split-aperture scanners1: (a) triangular and (b) square spin mirror version. 

rotation rates, which are needed for the desired high V/H capability. The 
remaining optics of the Kennedy scanner designs fold, focus, and combine the 
two separate beams into a single image at the focal plane. Figures 1.8 and 1.9 
show rugged and simple forms of split-aperture scanner that are easier to 
adjust and focus than the dual-parabola designs of Figs. 1.7(a) and 1.7(b). 

A spin mirror with a square cross section does not allow 180-deg scanning. 
For 180-deg scans with a split aperture, the spin mirror must have a triangular 
cross section. This permits the folding mirrors to be set high enough to clear 
the horizon aperture of the spin mirror, as shown in Figs. 1.7(a), 1.8, and 1.10. 

The British Aerospace and Electronics (BAe) Linescan 2000 IRLS is shown 
schematically in Fig. 1.10. The main advantage of the outboard placement of 
the parabolic mirrors is that the scanner is more compact in height as compared 
to the central-parabola Kennedy design shown in Figs. 1.8 and 1.9. The two 
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Triangular 
Spin Mirror 
Allows 180 
degScan 

Fig. 1.8   Single-parabola Kennedy scanner.1 

parabolic mirrors used are more difficult to align and focus than a single on- 
axis parabolic mirror. 

A design used for several airborne platforms is shown in Fig. 1.11. The 
optical paths are folded so as to keep some advantages of the single-parabola 
design yet give a reduced scanner height in a rugged package. 

1.1.4.3 Narcissus Reduction. The split-aperture design of Fig. 1.11 has an 
unwanted narcissus path that is uncovered when the spin-mirror apex turns 
away from its lowest position when nadir is viewed. The lowest spin-mirror 
apex climbs to reveal a narcissus strip of width W, within which the detector 
has a view of itself. Because the detector array and its surrounding substrate 
are at a temperature of less than 90 K, a negligible number of photons are 
received while viewing this area. This causes an undesirable lowering of the 
average video signal level. In the design of Fig. 1.11 this defect was corrected 
by a reduction in the aperture of the lower right fold mirror M4. A rectangular 
strip was cut from its bottom so that the two ACT apertures are no longer 
equal. The right ACT aperture is 0.88 ofthat on the left. Another disadvantage 
of this design, and of similar four-facet spin-mirror designs, is that the two 
lower outboard fold mirrors must be set level with the spin mirror. Also, they 
must be placed wide apart so that their reflected optical beams clear the spin 
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Fig. 1.9   Single-parabola Kennedy scanner.1 

mirror and its shield. These two requirements cause the receiver to be ap- 
proximately rectangular in cross section, while many of the small RPVs and 
pods require a more circular cross section. 

1.1.4.4 Combined Split-Aperture IRLS and FLIR. A combined IRLS/FLIR 
built for automatic guidance and homing of a proposed autonomous vehicle2 

is shown in Figs. 1.12 and 1.13. An inertial navigation system was to obtain 
periodic updates to correct drift by flying over known checkpoints on the flight 
path. The on-board computer was to be provided with abstracted ground images 
of the checkpoints so that offset errors could be measured via map matching. 
The IRLS/FLIR views the checkpoint area in the downward (IRLS) mode. Once 
the autonomous vehicle arrives at its target, the IRLS converts rapidly to FLIR 
mode and homes using correlation guidance. Conversion to FLIR operation 
occurs by rotation of a lightweight hemicylindrical metal shutter, as shown 
in the figures. The elevation scanning mirror ran continuously in either mode. 
It was servo-controlled to provide the added functions of pitch axis pointing 
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Spin Mirror 

IR Detector/Dewar Assembly 

Ridge Mirror 

Parabolic 
Primary 
(one of two) 

Fig. 1.10   BAe Linescan 2000 IRLS. 

M4 Adjusted to 
Bring Dual Beams 

to Coincident Focus 

Fig. 1.11   Reduced-height receiver layout. 
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14—, 

Fig. 1.12   Dual IRLS/FLIR in downward mode/ 

and pitch stabilization using reference signals from an IRLS internal rate gyro 
package. The dual optical paths of the split-aperture sensor were folded to the 
rear via the two upper fold mirrors and then forward to a central 
parabolic primary via a W-shaped mirror. The compact sensor fit on a two-axis 
gimbal. The pitch mirror servo acted as a third virtual gimbal to stabilize the 
FLIR mode in all three axes. In downward mode the sensor used both electronic 
and mechanical stabilization plus offset pointing in the roll axis only. 

1.1.4.5 Conical Scanners and IRLS Imaging from Spacecraft. Several in- 
stances of line scanning from unmanned and manned satellites are interesting. 
Of these, the ERTS Scanner and the NASA S-192 Multispectral Scanner for 
Skylab are examples. The ERTS used a rectangular FLIR-type scan but the 
S-192 scanner used the conical scan pattern shown in Fig. 1.14. This scanner 
used silicon detectors for spectral channels 1 through 12, while channel 13 
operated in the 10.2- to 12.5-|xm LWIR band using photoconductive mercury 
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14—. 

Fig. 1.13   Dual IRLS/FLIR in targeting mode/ 

cadmium telluride. The conical scan pattern was formed by giving the scanner 
a 9-deg forward tilt from nadir. Scanning was accomplished by a small flat 
fold mirror that rotated on an arm to scan a circular zone of the image in the 
first focal plane of the telescope. The primary was a 20-in.-diameter spherical 
mirror. The image thus contained spherical aberration, symmetric about the 
optical axis. The scan mirror scanned a zone of this known constant spherical 
aberration, which was subsequently corrected by the refocusing optics. A well- 
corrected image was obtained over a wide spectral band, yet the high cost of 
a large parabolic primary mirror was avoided. 

The data were tape recorded as conical scan arcs that required computer 
rectilinearization prior to imagery display on raster-scanned TV monitors. 

1.1.4.6 Pushbroom Scanners. Occasionally, pushbroom scanners are rec- 
ommended for airborne reconnaissance. Design studies have shown that the 
goal of a simpler scanner with no moving parts is not cost effective when 
compared to a conventional optomechanical scanner. Table 1.4 lists a few 
problems of pushbroom scanners. Pushbroom scanners, however, can be cost 
effective in satellites or for pointable scanners. 
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NASA Skylab 

Fig. 1.14   Scan pattern of S192 multispectral scanner. 

Table 1.4   Problems of Pushbroom Scanners 

1. For 180-deg FOV at least six windows and telescopes are needed if a telescope field of 
30 deg is optimistically assumed. 

2. Means must be found to obtain a warm and a cold reference signal for stabilization of 
the ac signal. Usually this will require oscillation of a chopper mirror to interrupt the 
scene radiation. 

3. A large multiplexed detector array is needed. The array must follow the curved focal 
plane of the multiple telescopes. Multiple detector dewars will be needed and 
cryogenic cooling will be difficult.   
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1.2 PRELIMINARY SCANNER DESIGN 

A preliminary scanner design study assesses practicality of a proposed IRLS 
scanner design. Performance, size, weight, and cost trade-offs are made to 
assure a viable solution to imposed requirements. Sections 1.2 and 1.3 discuss 
some important aspects of preliminary design, starting with the scanner. 

1.2.1    Diffraction-Limited Resolution 

Before the requirements analysis and system design studies of Sees. 1.2 and 
1.3 are started, it is wise to estimate whether the desired angular resolution 
can be achieved within the confines of a given envelope and with a given type 
of scanner. The angular resolution of an IRLS is determined by the aperture 
diffraction and by the detector size. The Rayleigh criterion used for estimating 
diffraction-limited resolution must distinguish between two aperture types: 

1. for round apertures: 

a = 1.22 ^ rad 

2. for rectangular apertures: 

a = - rad , 

where \ is the wavelength, D is the aperture diameter for circular apertures 
(or the aperture width for rectangular apertures), and a is the angle separating 
the two point or line sources in object space. The criterion of resolution is when 
the first null of one diffraction pattern in the focal plane falls on the peak of 
the other. In split-aperture line scanners the limiting aperture is that of a 
single ACT aperture. The two beams are not correlated because optical path 
lengths differ for each aperture. Hence, one cannot add the two apertures 
together to calculate diffraction effects. The diffraction-limit estimate should 
use the wavelength of peak energy for the spectral band chosen. Consider, for 
example, a split-aperture IRLS design in which the smaller of the two rectan- 
gular apertures has a width of 3 cm at nadir. At 10-|xm peak energy wave- 
length, the Rayleigh criterion is 

10 x l(T6m 
3 x 10~2m «ACT =   0 w 1ft-a_.   = 3.333 x 10"4 rad = 0.333 mrad 

Obviously, with this scanner design it would be unwise to expect resolution 
of 0.2 mrad in the ACT axis where this 3-cm aperture applies. Resolution in 
the ALT axis depends on the length of the spin mirror. If, in our example, this 
length is 10 cm, the Rayleigh criterion gives 

10 x 10~6m      ,      __4     , 
«ALT = — ——ö— = 1 x 10  4 rad = 0.100 mrad . 

10 x 10  2 m 

These estimates are first done for nadir viewing when both across-track ap- 
ertures are nominally equal in split-aperture scanners but must be also done 
at higher scan angles if the ACT aperture is smaller at these angles. 
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1.2.2    f/Number and Detector Size 

Most IRLS scanners have optics designs at /"/# = 1, where //# is defined simply 
as focal length divided by aperture width. Because split-aperture scanners 
have two narrow rectangular apertures, the /"/# used in scanner design does 
not apply to the two scan apertures, but rather to the total aperture projection 
on the primary mirror. The /"/# is a parameter used in determining the cone 
angle of all rays that the detector must accept. Figure 1.15 gives the angular 
convergence of the rays in terms of cone angle <(> for various fl# values. Most 
IRLS designs use f/1.0 parabolas (//# = 1.0) to minimize detector noise. De- 
tector noise is proportional to the linear size of the detector, so a minimum 
/"/# is desirable. Faster systems with fractional /"/# are rare because the rays 
converge to the detector at oblique angles that are difficult to couple into the 
detector. 

Because split-aperture designs have two rectangular primary apertures on 
the focusing parabola, there is a possibility of two separate fl# values and a 
nonsquare detector. Usually, fl# is determined from the diagonal of the rec- 
tangular aperture and a square detector is used. In our example, the spin 
mirror is 10 cm long in the along-track (y) dimension. The primary aperture 
used is a 10- x 10-cm square with a diagonal of 10V2 cm = 14.14 cm. For 

!?# = 
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1.00* 26.57 0.46 55.13              0.93 

1.50 18.43 0.32 36.87                0.64 

2.00 14.04 0.24 28.07                0.49 

•Most IR Line Scanners Use m = 1.00 to Minimize Detector Size 
for a Given IFOV 

The Detector Size for an IFOV of a is Simply  s= do, where    s = Detector Size 
/= Focal Length 

m = IFOV (rad) 

Fig. 1.15   Simplified use of fl# in line scanners. 
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6 = 60 deg 
120-deg Scan Angle Cold Spike 

Fig. 1.16   Example of a printout from a CAD cold-spike preliminary study. 

an fl# = 1 system the focal length must be 14.14 cm. The detector size (see 
Fig. 1.15) for a specified IFOV of 0.33 mrad would then be 

sx = sy = /XIFOV) = (14.14 cm)(0.33 x 1(T3 rad) 

= 4.67 x 10~3cm = 1.84 mil . 

1.2.3    Layout Drawings and Graphical Ray Tracing 

After the preliminary estimates show that use of the chosen size of IR line 
scanner is practical, a rough layout and preliminary graphical ray-trace sketches 
are made. Computer-aided design (CAD) ray-trace studies are then usually 
done to disclose any obvious problems in the following areas of concern: 

1. scanner overall envelope 
2. scanner installation in allocated space 
3. scanner ACT field of view 
4. stray radiation and narcissus problems 
5. roll effects on FOV and wing or pod interferences 
6. cold-spike location and total number per revolution. 

Figure 1.16 is an example printout from a CAD cold-spike analysis. This work 
interacts with the requirements analysis of Sec. 1.3.1. 

1.3    REQUIREMENTS ANALYSIS 

Any new IRLS development or new IRLS application needs a comprehensive 
requirements analysis. The proposed IRLS equipment is considered in the full 



INFRARED LINE SCANNING SYSTEMS    23 

context of its intended use. It is vital to involve the following people or dis- 
ciplines at the earliest possible stages of the development: users, IRLS de- 
signers, aircraft/avionics designers, parts suppliers, reliability, logistics, and 
financial and program planners. 

A USAF document called a Statement of Need (SON) defines basic needs 
and requirements for the proposed IRLS, including 

1. altitude range 
2. V/H range 
3. scan field of view (transverse scan field) 
4. resolution 
5. aircraft or platform 
6. deployment considerations. 

After review and modification the SON can lead to a detailed USAF procure- 
ment specification. Other services and users usually follow a similar process. 

1.3.1    Mission Requirements 

Table 1.5 lists some mission types using IRLS sensors in both manned and 
unmanned vehicles. Mission altitudes range from the very low altitudes used 
in penetration reconnaissance to the satellite altitudes used for earth obser- 
vations and meteorological data collection. This wide range of altitudes cor- 
responds to a wide range of V/H values. The V/H range for a given IRLS has 
a great influence on its design. At the lowest reconnaissance altitudes the V/H 
ratio is very high and rapid scanning is required to provide contiguous imagery. 
At satellite altitudes the V/H ratio is very low and redundant scans of the 
same scene object usually occur even with a single detector channel. 

Table 1.5   IRLS Mission Types for Manned and Unmanned Vehicles 

Tactical Reconnaissance 

1. Mid-altitude general reconnaissance 

2. Low-altitude penetration of high-threat areas 

3. Mid-altitude standoff reconnaissance 

Surveillance 

1. Low- and mid-altitude oblique viewing of border areas 
2. Low-altitude overnight of specific targets or zones such as suspected nuclear sites and 

mountain passes 
3. Ocean and coastal zone patrol, including antisubmarine patrol 

4. Forest-fire patrol and coal-mine fire patrol   

Special Missions 

1. Radiometrie surveys of specific ground targets such as factories 

2. Economic and ecological surveys such as crop health, crop size 

3. Pollution monitoring in waterways such as effluent monitoring, oil slick detection, and 
vegetation damage 

4. Meteorological and scientific studies such as atmospheric sounding and cloud-cover im- 
aging 

5. Autonomous navigation of cruise missiles and navigational checkpoint determination 
in manned aircraft 
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A mission requirements analysis helps determine such important IRLS de- 
sign choices as 

1. scan field (transverse coverage versus altitude) 
2. scan rate versus number of parallel detector channels per scan 
3. spatial resolution 
4. thermal sensitivity 
5. imagery display means, real-time viewing, and recording means. 

1.3.2 Scan Field of View 

As an example of determination of scan FOV requirements from a typical 
mission analysis, consider the use of an IRLS for low-level penetration recon- 
naissance. By flying very low and fast the aircraft is masked by terrain while 
defending radar is confused by the ground clutter. The aircraft V/H rate is so 
high that ground-based antiaircraft defense equipment has severe difficulty 
in locking on and tracking. Both the penetration and data collection runs are 
made at high speed and very low altitude, which requires that the entire flight 
be precisely and carefully planned. Most targets will be preassigned with their 
locations known to be in specific designated zones. The flight path is chosen 
to minimize aircraft exposure and to minimize time spent within the defended 
high-threat zones. The impact on the IRLS is that the aircraft will usually 
have to fly to the right or to the left of a target zone or between two target 
zones for the data collection. There may be a few dangerous instances where 
targets are overflown, but typical low-level reconnaissance will require offset 
viewing, as shown in Fig. 1.17. 

Figure 1.18 compares the very-wide-FOV requirements of the low-level pen- 
etration missions to that of more conventional IRLS systems. The very low 
flight altitudes and the need to view targets on both sides of the flight track 
simultaneously require that the IRLS have a 180-deg FOV for nominally flat 
terrain. If the aircraft flies in a valley at low altitude, or if the terrain rises 
on one side, the ± 90-deg scan will intercept the ground on one side and the 
horizon will not be seen. Figure 1.19 shows terrain effects in offset viewing 
during low-level missions. In IRLS designs using only electronic roll stabi- 
lization within the collected video information, aircraft roll motions must 
be studied to determine if a given target will be seen in the chosen trans- 
verse scan. 

1.3.3 Coverage Versus Altitude 

Simple trigonometry determines ground coverage for a nominally flat earth 
once the FOV is chosen. Figure 1.20 gives relations for slant range R and 
offset distance X at aircraft altitude H. 

1.3.4 V/H Range, Scan Rate, and Number of Parallel Channels 

The V/H ratio can vary widely depending on altitude. If a military aircraft 
flies at a constant velocity of 1000 ft s ~1 over an altitude range of 300 to 30,000 
ft, the V/H varies from 3.33 to 0.0333 rad s-1. Both the spin-mirror rotation 
rate and the number of parallel channels used can be varied to accommodate 
this wide V/H range. Usually, the spin-mirror rotation rate is changed in fixed 
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Fig. 1.17   Penetration mission requires wide-scan coverage. 

increments. One IRLS design uses a 2:1 speed change for the higher V/H values 
encountered at lower altitudes and uses automatic selection of from 1 to 12 
parallel detector channels as the V/H varies within each of the two altitude 
zones. The aircraft inertial navigation system provides the IRLS with a V/H 
signal used by the automatic channel selection logic. Overlap writing on film 
is possible at certain V/H values, and the amount of overlap used is also an 
automatic decision of the logic circuits. Other IRLS designs use similar means 
to accommodate the V/H range. 

1.3.5    Spatial and Thermal Resolution Requirements 

Mission objectives will determine spatial and thermal resolution requirements. 
In tactical airborne reconnaissance, primary interest is in detection, classifi- 
cation, recognition, and identification of specific military targets. Detection of 
military activity is also an important outcome of imagery interpretation. As 
an example of activity we note that it is important to be able to distinguish 
active armored vehicles from inactive ones or from burned out hulks. Warships 
and factories can be inactive or they can be idle. Adequate spatial and thermal 
resolution allows fulfilling the four main imagery interpretation tasks: 

1. Detection: the process of establishing that a valid military target is 
present in the image at a specific location 

2. Classification: the determination that the detected target falls within 
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Narrow Mode (NM) 
Altitude = 2H 
NFOV = e 

Wide Mode (WM) 
Altitude = H 
WFOV = 20 Ground 

Station 

Across-Track Ground 
Coverage of One 

Scan Line 

I Flight 
Track 

Fig. 1.18 (a) Centered narrow- and wide-FOV reconnaissance. (WM = wide mode- altitude 
= H, FOV = 26; since IFOV = 2o and WMFOV = 2 NFOV, the signal bandwidth and 
imagery format are the same in either FOV mode.) (b) Oblique viewing in low-level pen- 
etration mission. (At very low altitudes, a 180-deg scan is needed.) 

a general target class such as "tracked armored vehicle," "towed ar- 
tillery piece," etc. 

3. Recognition: the process of establishing the specific class of target, 
such as determining that the target is not only in the general class 
"tracked armored vehicle," but that it falls within the specific class 
"tank" as opposed to "armored personnel carrier" 

4. Identification: the process of establishing the specific type or model of 
the target. An example would be identification of M-60 as the specific 
tank model. 
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H  90° 

Fig 1.19   Terrain effects in low-level missions: (a) flat earth; (b) rising terrain limits offset 
distance (defocus effect must be considered); (c) falling terrain causes view of sky in imagery. 

FOV = 2emax 

9max = FOV/2 = tan-1(X'H) 

"MAX = Wcos emax 

*MAX = H,an9max 

IRLS 

Fig. 1.20   IRLS coverage versus altitude. 

These four tasks are graded here in order of difficulty. Increased spatial res- 
olution is needed as difficulty increases. Thermal resolution also is important 
because accomplishment of each task requires a specific perceived signal-to- 
noise ratio. 

1.3.6    Spatial Resolution Requirements 

The determination of IRLS spatial resolution requirements is similar to that 
for FLIR sensors and is based on research performed by the US Army, the US 
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Navy, and others. The standard used is the work done at the US Army Center 
for Night Vision and Electro-Optics (CNVEO). Johnson and Lawson3 give 
probability of detection PD, probability of recognition PR, and probability of 
identification Pi versus number of spatial cycles n placed across the critical 
target dimension for army vehicles. Figure 1.21 is a graph based on the work 
of Johnson and coworkers. It shows the probability of successfully performing 
the specified task versus normalized spatial frequency (/7/Ö). In this figure, /ö 
is that spatial frequency placed across the critical target dimension that gives 
50% probability of success for that task. The frequency/is the spatial frequency 
capability of the sensor. For army vehicles, the values of spatial resolution 
required for the tasks of detection, recognition, and identification are given in 
Tables 1.6, 1.7, and 1.8, respectively. Data for the classification task can be 
obtained by averaging the requirements for detection and recognition. Tables 
1.6 and 1.7 are taken from "Night Vision Laboratory static performance model 
for thermal viewing systems."4 Ratches et al. applied the data to FLIR systems, 
but IRLS systems also produce thermal imagery. IRLS designers routinely use 
the same criteria and requirements of spatial resolution. The title of this 
document includes the words "static performance," which is valid for IRLS 
imagery. Tables 1.6 through 1.9 are thus useful for IRLS imagery displayed 
on CRT monitors, and when film recordings are viewed on a light table for 

100-, 

^ I '   '   ' ■   ■   ■   '   I    Detection 
1.0 2.0 3.0 

' '   '   ' '   ' ■■!■■. Classification 
0 2.0 4.0 6.0 

' '   '   ' ' ' Recognition 
0 1.0        2.0        3.0        4.0        5.0        6.0        7.0        8.0        9.0       10.0 

j '   I   '   ■ Identification 
0 8.0 16.0 24.0 

Spatial Frequency (cycles/critical target dimension) 

Fig. 1.21   Detection and recognition criteria in terms of probability of accomplishing task. 
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Table 1.6   Probability of Detection Versus Number of Cycles Placed across Critical 
Target Dimension for Army Vehicles 

Probability of Detection 
PD Number of Cycles 

Number of Pixels 
(one IFOV/pixel) 

1.0 3 6 

0.95 2 4 

0.80 1.5 3.0 

0.50 1.0 2.0 

0.30 0.75 1.50 

0.10 0.50 1.00 

0.02 0.25 0.50 

0 0 0 

Table 1.7   Probability of Recognition as a Function of Number of Cycles across 
Critical Target Dimension for Army Vehicles 

Probability of 
Recognition 

PR 

Number of Cycles across Critical Target Dimension 

Pessimistic Optimistic Average 

1.0 12 9 10.5 

0.95 8 6 7 

0.80 6 4.5 5.25 

0.50 4 3 3.5 

0.30 3 2.25 2.63 

0.10 2 1.5 1.75 

0.02 1 0.75 0.88 

0 0 0 0 

Table 1.8A   Probability of Identification as a Function of Number of Cycles across 
Critical Target Dimension for Army Vehicles (Approximate Suggested* Values for Film 

Viewing on a Light Table with IRLS Imagery) 

Probability of 
Identification 

Pi Number of Cycles Number of Pixels 

1.0 18 36 

0.95 12 24 

0.80 9 18 

0.50 6 12 

0.30 4.5 9 

0.10 3 6 

0.02 1.5 3 

0 0 0 

*Numbers are approximate because the identification process exploits known characteristic fea- 
tures of the target type. Features vary in size and location. A target may be identified, for example, 
by a peculiar type of flash hider on its cannon. Another may be identified by cannon barrel length. 
Experience improves results considerably. Values given here are not supported by any studies of 
interpreter performance but are used in IRLS design with good results. 
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Table 1.8B   Probability of Identification Versus Number of Cycles across Critical 
Target Dimension for Army Vehicles To Be Used for IRLS Viewing on CRT Monitors 

(adapted from Ref. 5) 

Probability of 
Identification 

Pi Number of Cycles Number of Pixels 

1.0 24 48 

0.95 16 32 

0.80 12 24 

0.50 8 16 
0.30 6 12 

0.10 4 8 
0.02 2 4 
0 0 0 

Table 1.9   Probability of Detection of Open Ocean Targets* Versus Number of Cycles 
across the Target Critical Dimension 

Probability of Detection 
PD Number of Cycles 

Number of Pixels 
(one IFOV/pixel) 

1.0 1.5 3.0 

0.95 1.0 2.0 
0.80 0.75 1.5 

0.50 0.50 1.0 
0.30 0.375 0.75 

0.10 0.25 0.50 
0.02 0.125 0.25 
0 0 0 

*Open ocean targets are almost always ships. Barges, submarines, oil-drilling platforms, or off- 
shore oil-loading platforms could occasionally be objects to be detected. Open ocean targets present 
difficulties for the longer oblique ranges in standoff reconnaissance because of the humid air paths 
encountered. 

interpretation the tables are used even though the experimental justification 
is for FLIRs. The light table film imagery is much brighter, has less surface 
reflections, and does not flicker compared to a CRT. Formation of a complete 
image from a CRT moving spot requires integration by the observer. 

Table 1.6 gives probability of detection PD versus number of cycles across 
the critical target dimension for army vehicles. The critical target dimension 
in most cases is the minimum viewed dimension. In plan view this would be 
the vehicle width, while in a front or rear or side aspect it would be the nominal 
vehicle height. 

A pixel is the representation of an IFOV in the imagery. One cycle of spatial 
frequency in the imagery contains two pixels. In tests this will be one bar and 
one space of a four-bar test target. Each cycle is rendered in a positive image 
as a dark and a light pixel, and vice versa for a negative image. 
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In Table 1.7 the probability of recognition PR is given versus the number 
of cycles across the critical target dimension. The number of required cycles 
is given in pessimistic, optimistic, and average values because the spread in 
the measured data allows some design choice. Table 1.8 gives the more strin- 
gent resolution requirements for the identification task. 

Table 1.9 gives requirements for detection of open ocean targets, including 
ships, barges, surfaced submarines, and oil well platforms. Open ocean targets 
are seen against a clear background and differ from army vehicles in that 
higher spatial resolution is needed for recognition and identification. For ex- 
ample, in recognizing warships on the open sea with long-range standoff (oblique) 
viewing, a destroyer class ship can be mistaken for a cruiser class warship at 
longer range. Warships vary significantly within the same class or even within 
the same type. Naval reconnaissance is interested in determining if specific 
modifications have been made to a given ship class. Determination of these 
modifications is critical for identification. High resolution is needed to see 
structural details used for discrimination and identification. Because required 
resolution for open ocean targets is dependent on the specific ship in the case 
of identification, no tables are given for ship recognition and identification. 
IRLS designers use a safety factor compared to the requirements for army 
vehicles. The exact factor is a matter of end-user choice. For a given IRLS 
resolution the tasks of recognition and identification could be accomplished by 
flying close to the target. In combat this is not usually an option. The required 
resolution is then a function of the required standoff range. 

1.3.6.1 NIIRS Rating. The NIIRS rating system is a convenient aid in de- 
termining spatial resolution requirements. NIIRS is an acronym for National 
Imagery Interpretability Rating Scale. It is a means of rating photographic 
military reconnaissance imagery and gives imagery rating categories from 
0 through 9. Rating category 7 is shown in Table 1.10 as an example. The 

Table 1.10   National Imagery Interpretability Rating Scale Example 

Rating Category 7 

Ground-resolved distance—20 to 40 cm (8 to 16 in.) 

Identify radar equipment 
Identify major electronics by type on a KILDIN DD or KASHIN DD 

Identify command and control headquarters 

Identify nuclear weapon components 

Identify land mine fields 
Identify the general configuration of an SSBN/SSGN submarine sail to include relative 

placement of bridge periscope(s) and main electronics/navigation equipment 

Identify pitot tubes on fighter aircraft (e.g., FLAGON) 
Identify a strategic missile transporter/erector when not in a known missile area 

Identify a T 54 tank by the presence of a turret ventilator 

Identify a T 55 tank by the absence of a turret ventilator 

Perform technical analysis on ports and harbors 

Perform technical analysis on railroad yards and shops 

Perform technical analysis on roads   
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NIIRS scale is self-explanatory except certain acronyms are included, such as 
DD: destroyer and SSBN, SSGN: submarine types. When NIIRS categories are 
used for IRLS requirements, the ground-resolved distance (GRD) is assumed 
to be the subtense of the IFOV at the target. 

1.3.6.2 Contextual Cues and Clues. In using both the NIIRS scale and the 
Johnson criteria to determine IRLS resolution requirements it is wise to re- 
member that contextual cues, observer training, experience, and innate skill 
also play an important role in interpretation. Ship identification criteria are 
different for open ocean targets as opposed to the same ships in a harbor or 
tied up at a pier or in a dry dock. Contextual clues in the latter cases can 
usually help determine size, type, activity, and even the ship's name in some 
cases. There are many instances of infrared contextual cues and clues. Well- 
disguised Communication, Command, and Control (CCC) stations can be iden- 
tified as much by the heat from their power units as by the image of the 
installation itself. CCC installations are often underground with only a whip 
antenna showing. Evidences of traffic to and from the buried entrance may 
also be noted by terrain scarring, vehicle tracks, and footprints, which change 
soil emissivity. 

1.3.6.3 Requirements for Oblique Viewing. The low-altitude penetration 
missions demand imaging at highly oblique scan angles. Targets will be seen 
at aspects that approximate side views rather than the plan views seen near 
nadir. Figure 1.22 compares two target situations to which the Johnson spatial 
resolution criteria can be applied. Figure 1.22(a) shows low-level oblique view- 
ing. Figure 1.22(b) shows plan viewing, which occurs near nadir. Spatial res- 
olution is defined by the IFOV subtense 8S at the target: 

IRLS Critical Target Dimension 
(Nominal Height) 

Target-Resolved Distance 
S = Ra>, Where m = IFOV 

(b) 

Recognition 
3.5 Line Pairs   Identification 

(7.0 Pixels)     7 Line Pairs 
(14 Pixels) 

Ground-Resolved Distance (GRD) 
S = Hoi, Where to = IFOV 

Critical Target Dimension 
(Nominal Width) 

Fig. 1.22   Comparison between oblique and plan viewing: (a) oblique viewing where 8 > 
60 deg; (b) plan viewing where 8 s 60 deg. 
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(1.5) 

where R is the slant range and the IFOV is the detector subtense in radians. 
We can therefore determine the required IRLS angular resolution from the 
mission requirement to recognize a tank at a specified range R. For example, 
the mission requirement may be to recognize a NATO standard tank target 
with 50% probability of success (PD = 0.5) at a slant range of 1 km during 
low-altitude oblique viewing for standoff reconnaissance. From Fig. 1.22(a) we 
have a required footprint 8S of 

gs = 2J3m = a32g6 m = L08 ft_ 

The required angular resolution is then 

IFOV 
8S 
R 

0.3286 
1000 

= 0.3286 x 10"4 rad = 0.33 mrad 

If the mission requirement is to achieve the same recognition performance at 
a 2-km slant range, the resolution would need improvement by a factor of two 
so that the required IFOV would be 0.164 mrad. This is too fine a resolution 
for many small split-aperture IRLS designs because of limitations from ap- 
erture diffraction. Under the poor atmospheric transmission conditions often 
encountered in long slant paths near the ground, the signal-to-noise ratio could 
also be poor. In low-altitude missions the near-nadir portions of the scanned 
scene will be viewed at much shorter ranges, and at nadir the range to the 
ground is simply the altitude. If the aircraft flies at an altitude of 200 m, for 
example, the nadir range is 200 m, while at a 84.26-deg scan angle the range 
is 2000 m = 2 km, as shown in Fig. 1.23. The number of required cycles of 
spatial frequency across the critical target dimension to accomplish a given 
task (such as recognition) remains constant throughout the scan. For the 10:1 
range variation in the scan example of Fig. 1.23, a 10:1 variation in angular 
resolution requirement also occurs. This reduction in angular resolution re- 
quirements for the close-in ranges has two important consequences. 

First, almost all IR line scanners use fixed-focus simple optical designs. 
Varying the focus dynamically during the few milliseconds available during 
a scan is both undesirable and impractical. Fixed-focus telescopes set at infinity 
will be considerably out of focus at the shorter ranges and design-value angular 

IRLS 

H = 200m 
nMIN 

_2=2000 

Target 
NADIR 

coSe=-^2-=0.1 e = cos-1(0.l) = 84.26 deg 
2000 

Fig. 1.23   Wide variation in slant range with low-altitude oblique viewing. 
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resolution will not be achievable. This defocus effect has the tendency to pro- 
duce a more constant footprint at a target regardless of location within the 
scan. Imagery is difficult to interpret if resolution varies widely within a single 
scan. Unimportant details are resolved in the central region of the scan, yet 
resolution rapidly degrades as the scan proceeds toward the horizon. 

Second, if high resolution is specified in terms of a constant angular reso- 
lution across the scan, an impractically high data rate results. For a high V/H 
and a high resolution, many detectors are needed. Electrical bandwidth per 
signal channel becomes excessive. This creates data recording, transmission, 
and display problems. For example, specifying 0.22 mrad constant angular 
resolution for a 180-deg low-altitude scan forces the number of IFOV per 180- 
deg scan line to be 

,, ir rad per scan ., 
ATIFOV = r^ J 7=^-T = 1.428 x 104 IFOV/line . 

0.22 mrad per IFOV 

Even very-high-quality military CRT monitors seldom produce more than 1000 
pixels per horizontal line. A high-capacity film recorder with 5-in.-wide aerial 
reconnaissance film has a 4.55-in. format width. Even with a 1.0-mil spot 
diameter, only a maximum of iVpix = 4.55/0.001, or 4550 pixels per line, could 
be recorded. If magnetic tape recording is to be used, the electronic bandwidth 
and recording rate limits will be exceeded. 

1.3.6.4 Constant Footprint Processing. The defocus effect plus electronic 
data processing is used in many IRLS systems to provide a constant footprint 
across a scan and to reduce signal bandwidth to manageable proportions. Con- 
stant footprint processing has the desirable feature of rendering same-sized 
targets as same-sized images regardless of position in the scan. Perspective is 
thus corrected. A 20-ft-long truck is depicted as the same size in the image at 
all scan positions. The target footprint, 8S = fi(IFOV), follows a cosine 6sc 
law because the slant range R varies as the cosine of the scan angle 0sc, giving 

8S = Ä0FOV) = A(IF0V)   [m (for altitude h in m)] . (1.6) 
cos9sc 

A constant footprint across the scan changes the number of pixels per scan to 
be recorded or displayed. In a constant angular resolution design, one simply 
divides the scan FOV by the IFOV to obtain the number of pixels per line 
(iViFov = FOV/IFOV). Table 1.11 gives the number of pixels for several FOV 
values in constant angular resolution IRLS systems for a 0.25 mrad IFOV. 

In constant-footprint IRLS systems the pixels in a scan line are counted 
differently. The counting is done for only half the symmetrical scan, and then 
the total for the line is obtained by doubling the count. Since the target footprint 
8S is constant throughout the scan, it is possible to divide the half-scan into 
a nested series of right triangles, as shown in Fig. 1.24. From the figure, the 
maximum scan angle 6max can be computed using simple trigonometry as 
follows: 

-Xmax = -Rmax — H    . (1.7) 
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Here, fimax is the maximum slant range at which the target is to be recognized 
or identified and is a specific mission requirement. The altitude H is either a 
specific mission requirement or is to be varied over a limited range (such as 
100 to 1000 ft in steps of 100 ft). Thus, for each altitude there will be a specific 
value of Zmax- The maximum scan angle is 

= tan" 
H 

(1.8) 

Table 1.11   Number of Pixels Per Line Versus Scan 
FOV for Constant Angular Resolution IRLS Systems 

with IFOV = 0.25 mrad 

FOV (deg) Number of Pixels/Line = = FOV/IFOV 

60 4189 

90 6283 

120 8378 

140 9774 

160 11170 

180 12566 

NADIR i^ 

Nested Series of Incremental Right Triangles 

 XMAX  

m9 = - 

X = Hlan6 
H 

(**f) COS 

AS cos 

A9 = 2tan" 

2 ) H 

COS   6; + 

M) 
A6| 
2) 

H 

where 6, = Generalized Scan Angle Incremented 
in Computer Program 

Fig. 1.24   Computing the number of pixels per line in an IRLS system that provides a 
constant ground footprint across the line scan. 
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In general, from Fig. 1.24 we have 

*     a       X 
tanö = — , 

H 

so that 

X= tftane , 

H 
R 

tan 

cos(6 + 56/2) ' 

89\      (8S/2)      8S cos(6 + 86/2) 
R H 

(1.9) 

(1.10) 

(1.11) 

(1.12) 

so that 

86 = 2 tan" 
8S       /        56 
2HC0S e + Y (1.13) 

A closed-form solution giving the number of pixels per line has been given.6 

Equations (1.14) and (1.15) give NPIX, the pixels per line, directly. It should 
be remembered that in analog IRLS systems there are no discrete pixels per 
se in the ACT dimension, but in digitally sampled IRLS data the digital sam- 
pling switch will produce a discrete number of samples that should approximate 
NPIX. The two equations are 

/o"28S 

NPIX = 4/Ö In tan + 45 

(1.14) 

(1.15) 

where /b is the spatial frequency at the nadir point of the scan in cycles per 
radian, H is the altitude, and 8S is the IFOV footprint at the target. In an 
IRLS for low-altitude missions we wish to have 8S constant across the scan 
as the scan angle 6 is varied on either side of nadir. In Eq. (1.15) emax is the 
maximum value of the scan angle. NPIX is the total number of pixels in a 
line. The factor 4 includes doubling the pixels calculated for a single side. 

1.3.7   Thermal Resolution Requirements 

Thermal resolution of an IRLS or FLIR can be expressed in several ways: 

1. noise equivalent temperature difference (NETD) 
2. system minimum resolvable temperature difference (MRTD) 
3. system minimum detectable temperature difference (MDTD) 
4. thermal resolution on film for IRLS systems using film recording. 

Equations for NETD and MRTD are given in Sec. 1.4. 
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Often in the literature the word "difference" is omitted since it is understood 
that in thermal imaging systems the temperature difference of a target from 
the background is the main concern. We thus encounter NET, MRT, and MDT. 
Of these four performance measures, the NETD is the most commonly used 
means of rating IRLS performance. It is convenient for rating IRLS sensitivity 
in a laboratory environment but it does not predict target detection or rec- 
ognition in actual tactical reconnaissance imagery. The NETD is obtained by 
a measurement of signal-to-noise ratio at the output of the scanner, usually 
at the output of the detector preamplifier. If the scanner is a separate line 
replaceable unit (LRU), the NETD serves as a convenient means of rating the 
LRU performance but other parts of the IRLS system are ignored. For FLIRs, 
the prediction and assessment of system performance is usually based on the 
system MRTD. The MRTD involves both spatial resolution, as measured by 
the system MTF, and thermal sensitivity, as measured by NETD. MRTD has 
not been often used for IRLS systems because film was heretofore the chief 
display medium, where objective film microdensitometer measurements can 
be made rather than relying on the very subjective MRTD measurements. 
Recently, some IRLS systems have included an MRTD requirement in their 
specifications. MDTD has not been popular for IRLS systems since the objective 
measurement of thermal resolution on film was possible using microdensitom- 
etry. NETD and MRTD for IRLS use are based on scanning a four-bar (square- 
wave) target [Fig. 1.25(a)], while the MDTD uses a square target against a 
uniform background [Fig. 1.25(b)]. Both target types are useful for IRLS tests. 

—»-LU— 

H=7W 

Milled Slot in Aluminum or Copper 
Plate Allowing a View of Blackbody 

at TB + AT Temperature (A7 - 10 K) 
TB is nominally 300 K 

(a) 

/ Front Plate With Milled Square Hole. 
Front Plate Is at TB Back Plate at TB+ AT 

+ AT 

(b) 

Fig. 1.25 IRLS test targets: (a) four-bar target for IRLS NETD and MTF measurements; 
(b) square target for IRLS MRTD and thermal resolution tests. A separate four-bar slot set 
is cut for each of seven or eight spatial frequencies. TB + AT is controlled for constant AT 
above background. 
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Table 1.12   Probability of Detection 
Versus Signal-To-Noise Ratio 

(from Refs. 5 and 7) 

Probability of Detection 
PD SNR 

1.0 5.5 

0.9 4.1 

0.8 3.7 

0.7 3.3 

0.6 3.1 

0.5 2.8* 

0.4 2.5 

0.3 2.3 
0.2 2.0 
0.1 1.5 

0 0 

*A value of SNR = 2.25:1 has now been 
widely accepted for PD = 0.5. SNR = 2.25 
is used in the US Army Static Performance 
Model for Thermal Imaging Systems4 and 
is also widely used in IRLS design. 

Square-wave targets are used for testing thermal resolution on film in those 
IRLS systems using film recording. In our example low-altitude penetration 
mission, we used a square NATO Standard Tank Target 2.3 m on a side. From 
this target we determined spatial resolution requirements needed to see this 
target at various slant ranges. 

The thermal resolution requirements can also be based on this target. The 
thermal resolution requirement arises from the need to have a minimum 
signal-to-noise ratio to accomplish a specified imagery interpretation task such 
as detection, recognition, or identification. Rosell and Wilson7 studied proba- 
bility of detection as a function of signal-to-noise ratio, with results given in 
Table 1.12.5-7 Subsequent experience by IR workers has shown that Table 1.12 
is pessimistic and that SNR ^ 2.25 is sufficient for a 50% probability of 
accomplishing the required task of detection or recognition. This SNR is applied 
to FLIRs in the US Army static performance model4 and is conservative for 
IRLS imagery. IRLS imagery is easier to interpret in almost all comparable 
weather situations for the following reasons: 

1. IRLS imagery covers a much wider FOV than FLIR imagery, so more 
contextual cues will be present. 

2. IRLS imagery is static, while airborne FLIR imagery is very dynamic. 
IRLS images can be studied for as long as necessary. An airborne RMS 
could have a frame-freeze capability that would allow the FLIR image 
to be studied as a static image like an IRLS frame. 

3. IRLS film imagery used for ground-station interpretation is viewed on 
a light table with continuous, bright, even illumination over all the 
image, while a CRT provides only a rapidly moving bright spot of 
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illumination. The average brightness of the light table is therefore 
superior and less tiring to the eye and no field flicker occurs. IRLS 
imagery displayed on airborne cockpit monitors does not have these 
advantages. 

1.3.8    Target Temperature Contrast 

In a requirements analysis, target contrast with the background is of interest. 
All thermal imagers depict variations in apparent infrared radiance. Radiance 
variations occur from both temperature and emissivity variations as modified 
by the atmospheric transmission. Emissivity of a given object is a result of 
two effects, inherent surface properties and gross three-dimensional surface 
geometry. These effects are difficult to predict beforehand, so most IRLS system 
calculations assume unity emissivity. The scene is assumed to consist only of 
temperature variations. This is an acceptable procedure because most natural 
objects have high values of emissivity. The assumptions of a simple temper- 
ature contrast and no atmospheric attenuation are useful in preliminary per- 
formance estimates. Later, with a given IRLS design, atmospheric transmis- 
sion and emissivity of special targets can be studied as required. Table 1.13 
gives4 average target AT and dimensions for some military targets in a summer 
field test. 

In determining required thermal resolution, the usual practice is to assume 
unity emissivity. If an SNR = 2.25 is accepted for 50% probability of detection 
(PD = 0.5), then the thermal resolution with these assumptions is found by 
first calculating the radiance contrast AN: 

AN = NT - NB 
(1.16) 

where NT is the target radiance at target temperature TV = TB + &T, where 
8T is the specified target temperature contrast, and NB is the background 
radiance at temperature TB- Both NT and NB are calculated by solution of the 

Table 1.13   Target Average Temperature Contrast and Target Area for Summer Field 
Test Conditions 

Target 
ATav (°C) 

above Summer Background Area (m x m) 

Tank (side) 5.25 2.7   x 5.25 

Tank (front) 6.34 2.7   x 3.45 

2V2-ton truck (side) 10.40 0.83 x 4.22 

2y2-ton truck (front) 8.25 2.03 x 1.67 

APCa (side) 4.67 1.8    x 4.80 

APC (front) 5.65 1.8    x 2.09 

Man (erect, front) 8.00 0.5    x 1.5 

NATO Std. Tank (avg.)b 2.00 2.3    x 2.3 

aAPC = armored personnel carrier 
bSince the time of collection of the data, the NATO Standard Tank Target has been widely used 
for IRLS specifications. 
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Planck radiation equation. Once AAT is known for the specified target temper- 
ature contrast, the required noise equivalent radiance (NEN)REQ is 

NT - NB      AN 
(NEN)REQ = -^ = — . (1.17) 

Once the required NEN is determined for the specified target temperature 
contrast, the IRLS system NEN can be calculated from Eq. (1.33) in Sec. 1.4.2 
to see whether the IRLS design meets the requirement. This calculation will 
not be done here. The required IRLS system NETD is 

<NE™- - S? • 
The NETD equation is derived in Sec. 1.4.2 as Eqs. (1.35) and (1.36). Here, 
oiV/871 is the radiance derivative with respect to temperature and is discussed 
in Sec. 1.4.3. It is obtained by solution of the differentiated Planck equation. 
If atmospheric effects are to be included, the required NEN must improve by 
the atmospheric attenuation ratio. For preliminary simplified system calcu- 
lations, an attenuation coefficient of a = 0.25/km is often used. The atmo- 
spheric transmission is then 

T„ = e-°* = e-025R , (1.19) 

where R is the slant range in km. In our low-altitude penetration mission 
example, R = Rmax = 1.8 km, so TQ = 0.638. The required NEN then becomes 

(NEN^EQ = 0.638(NEN)REQ . (1.20) 

The required NETD also changes accordingly. For recognition tasks, a higher 
SNR is required. Preliminary IRLS requirements calculations often use a value 
of SNR s= 10 as a means of arriving at NEN and NETD requirements. IRLS 
specifications for some airborne platforms have requirements imposed on both 
NETD and thermal resolution on film. 

The NETD applies to the receiver only and does not involve the recorder or 
any other LRU. NETD is therefore not a useful means of measuring IRLS 
thermal performance in the final imagery. It is, rather, a useful quality-control 
tool that is easy to measure and that immediately discloses system problems. 
The thermal resolution, or thermal sensitivity, is the specification intended to 
control thermal performance in the final imagery. 

The thermal resolution specified is that of the entire system, including the 
means of recording or display. It is measured on film for 1 x IFOV-sized targets, 
or larger, viewed against a uniform background temperature of 300 K. For 
some applications, with 1 x IFOV-sized targets, or larger, the thermal reso- 
lution has been required to be 7.5 times the NETD. For 2 x IFOV targets, or 
larger, the target thermal resolution has been required to be 2.5 times the 
NETD, or better, when measured against a uniform 300 K background. The 
thermal resolution change was required to produce a film density change 



INFRARED LINE SCANNING SYSTEMS    41 

of +0.15 from a reference film density of 0.65 ± 0.15. Film density is de- 
fined as 

D - logioQ;)  , (1-21) 

where T is the transmission of the film. Density values are read by means of 
a transmission densitometer. Prediction of density requires a knowledge of the 
film and its development as characterized by the H&D (Hurter & Driffield), 
or D-logE, curve, which plots density versus the logarithm of the exposure in 
energy density units. The exposure is under the control of the IRLS film re- 
corder designer since the CRT brightness is made to be proportional to the IR 
signal. For a requirements analysis, it is sufficient to define SNR requirements, 
the dynamic range, and the recording parameters to assure that thermal 
resolution requirements are met. This involves the transfer curves of each 
element of the signal processing chain, including the CRT and the film and 
its development. 

For IRLS systems in which the imagery is displayed on a CRT, specification 
of thermal resolution is omitted as such and use is made of system MRTD, 
which involves both system MTF and NETD. The predominant MRTD used 
in IRLS systems is an objective MRTD in that a human operator/observer is 
not needed for each MRTD test. Subjective MRTD testing is best performed 
during the early stages of IRLS development. This establishes that the desired 
performance with human operators is indeed achieved by the design. Once this 
has been established, the specifications for the objective MRTD can be refined. 
During production, the IRLS and its LRUs can be tested and accepted solely 
on the basis of the objective MRTD and related objective tests, such as CRT 
spot brightness. Objective MRTD production tests save time and avoid any 
variability caused by testing with so-called standard human observers. Details 
of testing NETD, MRTD, MDTD, and thermal resolution are given in Sec. 1.6. 

1.3.9    Wavelength and Detector Trade-offs 

Earlier IRLS systems used the 3- to 5-^m IR atmospheric window band when 
practical photoconductive indium antimonide (InSb) detectors became readily 
available in the 1960s. InSb detectors were adequate, but most infrared scenes 
have peak radiance in the 8- to 14-|xm band. Hot targets, however, can have 
high radiance values in the 3- to 5-jjum band. The peak radiance can be esti- 
mated from the Wien displacement law: 

A-pk = —^r—   (M-m) > (1-22) 

where T is the scene or target temperature in kelvin. Table 1.14 gives peak 
wavelengths for various blackbody temperatures. 

Table 1.14 does not tell the whole story. If we look at atmospheric trans- 
mission for a horizontal path at sea level with variable water content, we see 
that the longer wavelength band has a transmission advantage in many types 
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Table 1.14   Wavelength of Peak Radiance at Various Blackbody Temperatures 

Temperature (K) Xpk Spectral Band 
280 10.349 8- to 14-(Am band favored 
285 10.168 
290 9.992 
295 9.823 
300 9.659 

350 8.279 
400 7.245 
450 6.440 
500 5.796 
550 5.629 

600 4.830 3- to 5-p.m band favored 
700 4.140 
800 3.622 
900 3.220 

of humid air. This advantage persists until the water-vapor content exceeds 
approximately 50-mm precipitable water. In reasonable weather, such as 25°C 
temperature and 60% RH, precipitable water is 4.2 mm per kilofoot (13.8 mm 
km-1). If we have a horizontal slant range of 2 km as the maximum range for 
a low-altitude, high-V/ff mission in the temperature zone, the maximum amount 
of precipitable water is 2 km x 13.8 mm km-1 = 27.6 mm. Therefore, under 
these conditions the 8.0- to 13.0-^m band would be superior for such a mission. 
Higher humidity air such as 25°C air at 80% RH will have 18.0 mm precipitable 
water per km, so a 2-km slant range will have 36 mm precipitable water and 
the 8.0- to 13.0-(xm band is only slightly superior to the 3- to 5-|xm band. 

For most missions using low-altitude oblique viewing at long slant ranges, 
the 8.0- to 13.0-|xm band is to be preferred unless there are definite advantages 
in detector technology such as the use of focal-plane arrays with CCD readout 
such that several (n) rows of redundant detectors each view the same point. 
In that case the SNR improvement is \/n and the shorter-wavelength band 
could have a definite advantage. Figure 1.26 shows the transmission of the 
8.0- to 14.0-(jum band together with the wavelength response of a mercury 
cadmium telluride photoconductor (PC HgCdTe) optimized for this band. HgCdTe 
can be optimized for other bands such as the 3- to 5-|i,m band by varying the 
stoichiometric ratio (the ratio of mercury to cadmium) in the ternary alloy. 

In choosing an atmospheric window band it is important to remember the 
following points: 

1. There are numerous absorption notches within both these bands such 
that transmission varies considerably within the band. 

2. The band edges on the long-wavelength end of the 8- to 14-(xm band 
between 13 and 14fim contain water-vapor absorption notches. There- 
fore, the long-wavelength edge of the band moves toward shorter wave- 
lengths with increasing water-vapor content. In humid air or light 
drizzle it is prudent to assume that the band cuts off at 12.5 |xm. The 
short-wavelength end is also sensitive to water vapor. For preliminary 
calculations one can assume the band starts at 8.0 |xm and that water 
vapor is the dominant atmospheric effect. However, this is not always 
true. 
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Fig. 1.26   HgCdTe detector response compared to typical 8- to 14-p.m window transmission 
at sea level. 

3. The PC HgCdTe detectors in production typically show a peak response 
wavelength near 12.5 \im when designed for the 8- to 13-(xm band. 

4. Dust clouds from tracked armored vehicles, smokes, and battlefield 
chemical clouds all attenuate infrared radiance. The 8- to 13-|xm band 
has better transmission than the 3- to 5-(xm band in such conditions. 

For these reasons, most presently deployed military IRLS systems favor the 
8.0- to 12.5-|xm band. Light haze or drizzle conditions are common in Europe 
and in parts of North America. If the purpose of the IRLS is to detect hot 
targets against sky, water, or other natural backgrounds, then the 3- to 5-\im 
band is useful. 

The trade-off between IRLS operating wavelength band and detector choice 
is complex if many climates and atmospheric conditions are to be encountered. 
For precise calculations the available atmospheric transmission computer codes 
should be used. 

1.3.10   Vehicle Installation 

Most IRLS systems are designed for tactical reconnaissance in high-speed 
reconnaissance aircraft. Many installations are in a forward compartment of 
the aircraft. A protective door opens to expose a viewing slot for scanner use. 
In certain aircraft this causes aerodynamic problems so the installation re- 
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quires an infrared window. IR windows are expensive, heavy, and require 
careful handling. High-speed flight in heavy rain or sandstorms at desert 
airfields can cause erosion or pitting and damage to the protective and anti- 
reflection coatings on the outer window surface. F/A-18 reconnaissance aircraft 
fly with the IRLS behind a ZnS/ZnSe window having appropriate AR and 
protective coatings. The earlier RF-4 series aircraft fly with only a protective 
door. Some F-16 reconnaissance aircraft use a center-mounted pod. Table 1.15 
gives some IRLS installation and application possibilities but is not meant to 
be comprehensive. For example, many of the earlier axehead scanners are still 
flying in a variety of aircraft installations and have found a niche in many 
nonmilitary uses such as the monitoring of crops, forest fires, and mine fires, 
and for search and rescue. IRLS systems have been found effective for pollution 
monitoring. Airborne IR and UV line scanners have been used for oil-slick 
detection in ocean and coastal regions, but UV sensors are limited to daylight 
hours. The nonmilitary aircraft used for these missions have a free choice of 
altitudes and need not fly at high V/H values. The smaller and lighter civilian 
aircraft are often less stable in flight and are seldom equipped with the elab- 
orate avionics available on military aircraft. The high-accuracy inertial nav- 
igation systems, radar altimeters, MIL-STD-1553 BUS, flight computers, etc., 
are costly and not usually available on civilian aircraft. Hence, it is common 
to accept the consequences of aircraft roll or pitch motions in small civilian 
aircraft. 

Table 1.15   Some Vehicle and IRLS Installation Possibilities 

Platform Location Door/Window Application 
RF-4 Forward gun 

compartment 
Door TAC RECCEa 

RF-111 In fuselage Door RECCE 
F-14 TARPS pod under 

fuselage 
Door RECCE 

F/A-18R Forward nose section ZnS/ZnSe 3-piece 
window 

TAC RECCE 

TRA RPV In RPV fuselage Ge window RECCE 
Beech 1900 

Skyeye RPV 

In cabin with real-time 
display 

Forward fuselage 

Door 

Ge window 

Oil slick 
monitoring 

RECCE 

Tornado Fuselage Door TAC RECCE 
Hawk 200 Wing pod Optional TAC RECCE 

Tornado Fuselage Door ECRb 

Various Various Various Scientific/economic 

Cruise missile Missile nose cone (pod 
simulation) 

Ge 3-piece IRLS 
window + Ge FLIR 
window 

Nav. and homing 
(IRLS/FLIR) 

NASA 
SKYLAB 

Wall of multiple 
docking adapter 

Ge & quartz windows Scientific 

"TAC RECCE means tactical reconnaissance. 
ECR means electronic combat and reconnaissance. 
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Table 1.16   LRU Complement for a Typical IRLS 

LRU Name a Function 

Infrared receiver 

Power supply 

Control indicator 

Recorder 

Film magazine 

Infrared scanner, detector/dewar, preamps 

Power and filtering to all LRUs 

Control and indication of IRLS status, mode 

Signal conditioning, CRT film recording, most signal electronics 

Contains and servo-transports aerial reconnaissance film in 
proportion to a V/H signal 

aIn addition to the LRUs, a set of interconnection cables and two mounting yokes are required 
for the installation. 

1.3.11 LRU Concept 

Most US and other services require that equipment be furnished in line re- 
placeable units (LRUs). An LRU is a self-contained module providing one or 
more distinct system functions. Each LRU has its own set of specifications and 
drawings so that it may be separately procured and stocked. As an example, 
the LRU structure of a typical IRLS is shown in Table 1.16. 

1.3.12 Installation Requirements 

Volume and weight are always at a premium in aircraft. Effort is needed to 
minimize size and weight of each LRU. Size is often restricted in one dimension 
and freer in another. In RPV and pod installations, fore and aft room is freer 
than the cross section. LRU shape, especially receiver shape, must comply with 
these restrictions. This leads to a preference for smaller IRLS designs even if 
spatial and thermal resolution is sacrificed. There are mounting and instal- 
lation problems with wide-FOV and 180-deg-FOV scanners: 

1. The receiver must be located as low as possible in the fuselage or pod 
so as to minimize the required viewing slot or window. 

2. The aircraft rolls during flight as much as ± 30 deg. If an unvignetted 
120-deg FOV is demanded, then a slot covering an angle of 120 deg 
+ 60 deg = 180 deg is needed. Often, some amount of roll vignetting 
is allowed on the downwing side and in many installations a pod or a 
weapon is in the FOV anyway. 

If a 180-deg scanner is to be mounted in a pod or a small RPV, a 180-deg 
viewing slot cut in the vehicle may be precluded by the structure. RPVs and 
pods often have a backbone "upside-down keel" type of structure that may 
allow better clear viewing, but vehicle plumbing, wiring, and control cables 
may interfere. 

1.3.13 Windows for Certain IRLS Installations 

For wide-FOV IRLS installations a three-piece window is appropriate, as shown 
in Fig. 1.27. For certain portions of the scan the incoming beam will be vi- 
gnetted (partially interrupted) by the joint obscuration between adjoining sec- 
tions. By careful exploitation of the index of refraction of the window mate- 
rial(s) it is possible to minimize the joint obscuration. This is especially true 
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Spin Mirror 
Joint 

^y 
Joint Angle 

Fig. 1.27   Three-piece IRLS window for wide-FOV designs. 

for germanium windows because Ge has a nominal index of 4, which allows 
the refraction angle to equal the joint angle as shown in the figure. The re- 
fracted ray thus parallels the joint for minimum joint obscuration. The Ge 
three-piece window used for the PATHS IRLS was designed in this manner 
and little shift in the signal level was noted when the scan passed over the 
joints. With the more popular Zn/ZnSe sandwich windows the index is less 
favorable to the joint angle. Thus, some projected joint width is seen as the 
scan passes by and a signal level shift might require electronic correction. This 
correction is possible because the joint locations are known and repeat their 
time position each scan period. With CAD traces, an electrical level shift control 
gate pulse can be located easily. The time constants and signal level in the 
automatic gain control (AGO and the automatic level control (ALC) must be 
considered, however. 

The window can reflect unwanted local IR sources into the scanner. The 
window can also cause a partial narcissus reflection unless it is tilted fore or 
aft with respect to the nadir line so that narcissus rays cannot return to the 
detectors. Appropriate shields and baffles are used to keep some IR noise 
sources (such as motors) from the FOV. 

All IR windows require antirefiection coating on both outer and inner sur- 
faces. In addition, a hard coating is required to protect the outer surface from 
erosion and mechanical damage. In some instances after extensive flight pro- 
grams it has been necessary to restore the outer surface by repolishing and 
recoating. This is very costly and time consuming. 

Water condensation on the flat portions of IRLS windows is a concern when 
the vehicle descends suddenly from prolonged high-altitude flight (20 min or 
longer) into low-altitude humid ambient air. In some installations the window 
has 165°F heated air blown across it to preclude condensation. The window 
can become heated and its self-emission can lower IRLS thermal sensitivity. 

Ideally, dried conditioned air can be blown through the IRLS compartment, 
but in RPVs and in most aircraft this is seldom available. 

1.3.14   Vibration and Shock Isolation 

Vibration and shock protection must be provided by the LRU mounting for 
the receiver and the recorder as a minimum. Other LRUs, such as the power 
supply, often may be hard-mounted. The scanner requires particular care. 
Figure 1.28 shows a typical IRLS mounting. The IRLS mounting design must 
also withstand landing/launch shocks and crash safety shock levels. Also, each 
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Linear Actuator (Plessey) 

Receiver 

Isolator {4) 

Forward Pivot Housing 
(AFT Not Shown) 

Isolator (4) 

- Power Supply 

- Infrared Performance Analyzer (IRPA) 

Fig. 1.28   Equipment mounting design. 

LRU in its shipping container must withstand transportation and handling 
levels of shock and acceleration. 

Vibration isolation and IRLS boresight specifications are mutually antag- 
onistic. Imposition of an IRLS boresight specification that has very tight limits 
is useless unless the scanner is gimbal-mounted so that all vibrations can be 
isolated. The motivation for boresight specifications is the hope that target 
coordinates can be taken from an IRLS target cuer/display cursor and then 
used for immediate weapon aiming. These hopes are usually simplistic because 
the IRLS can derive two-dimensional image coordinates accurately enough but 
the target is part of a three-dimensional world. Terrain altitude variations are 
sufficient to destroy an accurate target location unless both accurate slant 
range and altitude data are given to the euer. If map coordinates are to be 
computed accurately, the inertial drift (INS drift) must also be removed by 
flying over a known check point in the vicinity of the target. This measurement 
task could be accomplished by the IRLS working with the flight computer. 

1.3.15    Ambient Air and Temperature Control 

Temperature control of IRLS systems is often a problem. Cooling air is usually 
required. In IRLS installations with open door viewing the scanner will be 
exposed to outside air temperatures. Wind buffeting can occur. If the aircraft 
descends rapidly from a high altitude to low-altitude humid air, there can be 
condensation on the IRLS optics until sufficient time is allowed for temperature 
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stabilization. Dry air blown into the scanner compartment at a slight over- 
pressure can prevent entry of the humid low-altitude air. In systems using a 
window there must be a vent to equalize pressure slowly and the window must 
be protected from condensation by blowing dry warm air across the inner 
window surface. If on-board thermal development of dry silver film is included 
in the installation, the developer heat must be dissipated by supplying ade- 
quate cooling air. 

1.3.16 Electrical Power and Electromagnetic Noise 

IRLS systems require conditioned and filtered power because the raw aircraft 
power is too noisy and variable. The IRLS detectors and preamplifiers are very 
susceptible to most sources of conducted and radiated interference. Signal wires 
should be well shielded and shield grounding must be studied for each separate 
installation and then revised after flight trials. Competing on-board systems 
such as radar and TACAN may cause streaks in the IRLS imagery, often 
ruining the image. It is recommended that such systems be inoperative during 
any IRLS data collection. For power-supply design, typical required regulation 
is 1% on + 5-V and ± 15-V supplies, while higher dc voltages could be relaxed 
to 5%. Ripple should be below 50 mV peak-to-peak. Any 115-V, 400-Hz power 
supply must be isolated from aircraft line transients by a transformer and 
filter. 

1.3.17 Acoustic Noise 

IRLS spin mirrors are a source of high decibel acoustic noise. Most procurement 
specifications impose limits on this noise to protect air crews and technicians 
working with the equipment during ground testing. These are sometimes dif- 
ficult specifications to meet. Hearing protection is required when scanners are 
operated in small, closed laboratories. The spin mirrors are sirens and some 
three-sided mirrors at speeds of 6000 to 12,000 rpm can be dangerously loud 
and painful to the ear. 

1.3.18 Imagery Stabilization 

IRLS imagery must be stabilized against aircraft roll motions because high 
roll rates and large roll excursions of reconnaissance aircraft will interfere 
with image interpretation or cause loss of a target image. Roll angles can be 
up to ± 30 deg at high roll rates and accelerations. Pitch and yaw stabilizations 
are usually omitted for simplicity because these motions occur over much 
smaller angles and at much lower rates. They are not very damaging to the 
imagery interpretation process. Two- and three-axis stabilization has been used 
with IRLS systems, however, and is used when vehicle motion is severe as in 
RPVs and light aircraft. Two- and three-axis stabilization is best done by 
mechanically stabilizing the entire scanner on a platform. The larger, heavier 
reconnaissance aircraft (RF-4, F-14, F-16, F/A-18(RC), RF-111, TORNADO, 
etc.) are sufficiently stable that yaw stabilization can be ignored. There has 
been interest in pitch-axis stabilization because the rapid pitch motions from 
terrain avoidance systems on such aircraft as TORNADO or RF-111 can cause 
line-to-line compression or expansion in the imagery. Most systems, however, 
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do not have pitch compensation or control because of its difficulty and expense. 
In certain slow-flying RPV types, such as AQUILA, a maneuver known as 
jinking is used to confuse enemy defenses to enhance vehicle survival. This 
maneuver causes sudden side slips and rolls so that two- or three-axis IRLS 
stabilization is required even when it is awkward in the small confines of the 
RPV. The cost impact must also be considered since the RPV has a shorter 
lifetime than a manned aircraft. 

1.3.19    Roll Compensation 

Across-track roll compensation is the most versatile and cost-effective means 
of IRLS imagery stabilization. Mechanical roll stabilization is used in the Texas 
Instruments 720 series scanners. Mechanical compensation in the 720 series 
of scanners uses rotation of an optical relay element in the scanner/recorder 
so that the proper roll-corrected scan data are recorded on the film. All-electronic 
stabilization can be used in systems that have a CRT film recorder. Using a 
roll signal from the aircraft inertial navigation system (INS), a display unblank 
gate is developed and shifted in time to trigger the CRT sweep only when the 
roll-corrected video occurs. If a roll-corrected 60-deg FOV is needed when the 
aircraft roll is ± 20 deg, then 60 deg + 40 deg = 100 deg or more of video 
must be collected. The CRT display unblank pulse is shown in Fig. 1.29 for a 
roll of 20 deg. Roll-correction accuracy to better than one pixel at very high 
roll rates and roll accelerations can be handled. The same all-electronic roll- 
compensation method has been used with IRLS magnetic-tape recording. The 
CRT "display unblank pulse" is renamed a "data unblank pulse." Two cautions 
are necessary in IRLS roll compensation: 

1. If the IRLS is located in a wing pod or other location remote from the 
aircraft center of roll, then a local roll measurement must be made 
with a rate gyro package internal to the IRLS. 

2. If the aircraft cannot furnish a dedicated wire from the INS or offers 
to furnish the roll signal on a Mil-Std-1553 Bus, this will require a 
local rate gyro package because most modern reconnaissance aircraft 
will have such high roll rates and accelerations that the Mil Bus roll 
signal will have an unacceptable latency error by the time the Bus 
gives the interrupt signal. A gyro package is also needed in the IRLS 
if the vehicle lacks an accurate INS. 

Scan Center 

Fig. 1.29   Electronic roll compensation. 
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The wing, wing pods, or weapons can obscure the IRLS FOV at high roll 
angles, especially in wide-body aircraft such as the TORNADO. Any such 
obscuration is dependent on the placement of the scanner. The spin mirror 
must be as low as possible, and in some aircraft a curved bubble can be fitted 
to the bottom of the fuselage for 180-deg scanners. Close cooperation with the 
aircraft designers is essential and the earlier, the better. IRLS requirements 
cannot be expected to drive the aircraft design very far, but in the early stages 
of development some accommodations might be made. Cooling air and hu- 
midity control, doors versus windows, etc., can be considered together with the 
possibility of a dedicated roll signal line. 

1.3.20    V/H Compensation 

IRLS systems require a V/H signal from the aircraft INS so that the film or 
tape-recording rate follows the V/H. This signal can arrive on a Mil Bus because 
latency is not a problem in the ALT axis. The V/H signal also permits channel 
selection in multichannel designs. For example, in some airborne platforms 
there are a total of 12 detectors in the ALT direction. At maximum V/H in 
wide mode all 12 detectors are used to provide contiguous coverage. As V/H 
decreases, fewer channels are needed. A design choice occurs at certain values 
of V/H, i.e., to select only those channels necessary to maintain coverage, or 
to allow overlapped (repeat) scans of the same line to occur. Channel select 
logic provides overlap coverage at certain V/H values. This gives contiguous 
imagery at all V/H for a constant scan speed yet allows overlaps to improve 
the signal-to-noise ratio. In the selecting of channels to be recorded, the logic 
allows anywhere from zero overlap (one exposure) to three overlaps (four ex- 
posures). Up to a factor of Vi = 2 improvement in SNR results in better NETD 
and MRTD at these V/H values. At maximum V/H, the range is short and 
SNR improvement is not needed. Variable V/H can also be accommodated by 
spin-mirror rate control, either continuously or in a stepped manner. 

BAe line scanners achieve high V/H rates by scanning at 12,000 rpm, giving 
600 scans/s with a three-sided scan mirror. V/H variations are handled by 
channel selection (one to four parallel SPRITE detectors), by allowing overlap, 
and by exploiting the defocus effect. 

1.3.21    V/R Compensation within the Scan 

In some recently developed high-V/ff line scanners for low-altitude penetration 
missions, there is a need for oblique viewing at high scan angles using a 180- 
deg scan FOV. Within a single scan from horizon to horizon the V/R varies 
dramatically. It increases nonlinearly from almost zero at the highest scan 
angles to a maximum at nadir and then decreases again. For example, let the 
aircraft velocity be 

V = 600 knots = 1012.7 ft s_1   [1 knot = 1 nmi h_1 and 1 nmi 

= 6076.103 ft (U.S. and International)] . 
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Let H = 300 ft AGL: 

H V      /V\ /l012.7\ 

At nadir, e = 0 and V/H= V/R because H = R at this point: 

'V\ /l012.7N 

H MAX V   300 
(1) = 3.376 rads"1 

The large variation in V/R within the scan increases the difficulty of forming 
an image without ALT distortion. One solution is to use constant-footprint 
processing where the ALT imaging of the ground follows a cosine 9 law, as 
shown in Fig. 1.30. We note that R = H/cosQ, while the subtended ALT footprint 
at the target 8S is determined by the IFOV at the slant range R: 

hS = (IFOV)Ä = 
HdFOV) 

COS0 
(1.23) 

If the IFOV is made to be a function of the scan angle 9 for a constant 8S, we 
have 

IFOV = (&S) 
cos9 (1.24) 

where IFOV now varies across the scan. The variable IFOV is achieved by 
exploitation of the defocus effect at short ranges using fixed-focus optics, and 
by allowing the detector to sample the defocused image of an IFOV in the ALT 
dimension. The sampling strategy follows the cosine 0 law and the defocus 
effect as it varies within the scan. 

ALT 

-90 deg 
+90 deg 

Fig. 1.30   Cosine law gives desired angular subtense in ALT axis for continuous coverage 
and provides a constant ALT ground swath width AY throughout 180 deg of scan. 
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1.3.22    Defocus Effect 

In low-altitude missions, the image will be out of focus throughout much of 
the scan because the scanner uses a fixed-focus telescope set for infinity focus. 
This variable defocus effect is an aid in achieving a uniform swath width in 
the ALT dimension. The defocus effect is readily shown by a few simple ex- 
amples. Consider a split-aperture line IRLS with its two rectangular apertures 
as shown in Fig. 1.31. The scanner is shown at nadir where the apertures are 
nominally equal. The length L in the ALT dimension is the same for both 
apertures and does not change during the scan. The length L is made larger 
than the ACT width W of either aperture because the video signal results only 
from ACT scanning. This allows electronic signal boosting to be done in the 
ACT axis to compensate the MTF roll-off resulting from ACT aperture dif- 
fraction. There is no equivalent simple way to compensate for the MTF roll- 
off of the ALT aperture because there is no ALT scanning. The ALT aperture 
is thus made longer to give a better diffraction MTF. This partially compen- 
sates for lack of boost but increases the amount of defocus in the ALT axis. 

For rectangular apertures the defocus effect can be simply analyzed by 
projecting the aperture on the ground (see Fig. 1.32). The ALT length of the 
aperture projection on the ground is the IFOV footprint of the scanner. In our 
example, the aperture is L = 6 in. and quasi-collimated rays that originate 
within this rectangular aperture are focused to a single detector. There is no 
possibility of resolving finer detail in the ALT axis than this 6-in. footprint. 
The ACT defocus effect is less because each ACT aperture is smaller. In pre- 
liminary IRLS studies the ACT defocus is ignored. During the detailed optical 
design process the computer optical analysis program can analyze both axes 
thoroughly. The ALT defocus has a direct impact on IRLS design and so must 
guide the array layout, the sampling strategy, and the channel-switching logic. 
Assume that (V/#)MAX = (WR)MAX = 3.376 rad s"1 at nadir. We must keep 
up with the maximum value because at other scan angles the V/R is less. 

ALT 

' ►ACT 

iy„andtVeAre 
Functions of 

Scan Angle 9, 
While L Is Constant 

Throughout the Scan. 

U WB—JI 
I      = 2.00 in.     I 

(at NADIR) 

Fig. 1.31   Example split rectangular aperture at nadir. 
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Wy 

Ground Level 

Parallel 
Rays 

Aperture "A" Cannot Resolve 
Objects on the Ground Whose 

Dimensions Are 

GRDilT<:L 

GRD 'ACT :W. 

Since WA < L The Defocus 
Effect is Stronger in 

the Alt Axis. 

Image of Aperture "A" 
Projected on the Ground 

Fig. 1.32   Useful approximation for estimating defocus. 

Suppose further that we wish to use six parallel channels that are fed by 
selecting from an array of N parallel detectors, as shown in Fig. 1.33. Each of 
the signal channels will contain samples that follow a cosine law as shown in 
the figure. The total ALT angular coverage at nadir must be 

(V/ff)MAX     r      ,. , 
*ALT =  77    [rad/scan] (1.25) 

where Nsc is the scan rate in scans/s, given by 

N» 
rpm 
60" 

(1.26) 

where k is the number of spin-mirror facets. 
There is a trade-off between <E>ALT and rpm. Usually one wishes to use an 

even number of detectors and sometimes a simple round number of rpm such 
as 6000 or 9000. If we use a three-sided spin mirror and 6000 rpm, we get n 
= 300 scans/s. Therefore, $ALT = 3.376/300 = 0.01125 rad = 11.25 mrad. We 
have chosen to sample only six pixels at any instant, so we sample six defocus 
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patterns (projected images of one aperture), as shown in Fig. 1.33. For the 
value of VIH chosen, each of the six pixels should have an angular ALT subtense 
of 

(IFOV)ALT = 
<&ALT        11.25 

6 6 
= 1.875 mrad 

The example aperture of 6 in. (0.5 ft) at a vehicle altitude of 300 ft will subtend 
an ALT angle 

% = ^ = 0.001667 rad = 1.67 mrad . 

To adjust the mismatch, one could increase the aperture length. There are 
many such trade-offs in a preliminary design. If we wish to recognize a 3-m 
target at a maximum slant range of 1500 m, for example, the required angular 
resolution for 50% PR is 

(IFOV)REQ = 
(3m/7)      0.4286 
■RMAX 1500 

= 0.000286 rad = 0.286 mrad 

We have established two resolution requirements: 

1. (IFOV)y = 0.286 mrad at emax =  ± cos"1 (H/RMAX) 
2. (IFOV)y = 1.67 mr at nadir. 

Trajectory ol IFOV Center 

One of Six Equally Spaced 
Defocused IFOV Images 

Cosine Law Envelope 

ALT Axis 
(Right Direction) 

l—i—i—i—i 
50       60       70      80       90 

Scan Angle 6 
in Degrees From 

NADIR Angle 

■ ACT Axis 
(Scan Direction) 

At NADIR 9 - 0 deg and $ALT - 
(VIH) 

At Other Scan Angles e - 9, and 4.ALT - (W"'cosei 

Where (VIH) . Aircraft Velocity-'o-Height Ratio 
Nsc - Scan Rate In Scans/s 
Nqr - 1/t. t - Scan Period in s 

Fig. 1.33   Angular subtense of defocused IFOV images varies as the cosine of the scan 
angle. 
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We can see from Fig. 1.33 that between these two extremes the resolution 
should taper gradually from either side of nadir. The sampling strategy must 
be determined so as to form a correct image. For our example, three strategies 
are possible: 

1. Use a linear array of 0.286 mrad detectors covering the required <I>ALT- 
There would have to be m = $ALT/0.286 = 11.25/0.286 = 39.3 detec- 
tors in the array. The coarser resolution at nadir could be synthesized 
by adding six adjacent detector signals to cover an angle of 6 x 0.286 
= 1.716 mrad. For intermediate scan angles similar approximations 
will hold. 

2. Use an array with several different detector sizes, arranged symmet- 
rically about the optic axis. This leads to an array with 1 x, 2 x, 4 x, 
8 x, etc., sized detectors, where 1 x is the smallest size for the inner- 
most detectors used at maximum slant range and the largest detectors 
are placed on the array edges. At nadir the smaller detectors are 
summed to synthesize a large detector for six equal samples of the 
ALT coverage. Detector switching chooses a correct combination for a 
series of closely spaced ACT sampling steps. 

3. Use an array of 12 equal-sized detectors in an open sampling pattern 
shown in Fig. 1.33. The array detectors are closely spaced near the 
optic axis and are spaced progressively farther apart as their position 
departs from the center. In the nadir regions of the scan the distance 
is short and the defocused IFOV is large so that the SNR is more than 
adequate. We can sample the larger IFOV with a small detector and 
adjust the gain to restore the signal level. The IFOV radiance distri- 
bution is reasonably flat in the center portion of the pattern, as shown 
in Fig. 1.34. The sampling patterns are controlled by PROM-driven 
switches that act on the following input information: 

a. altitude 
b. number of channels (six) 
c. scan angle (encoder data) 
d. computation of nearest detector 
e. known detector coordinates in the array. 

VAxis 
(Alt Axis) 

Fig. 1.34   ALT defocused image in focal plane. 



56    IR/EO HANDBOOK 

The computation of nearest detector uses the known detector coordi- 
nates and compares with the trajectory coordinate for each of the six 
channels at each scan sampling angle. The output of the chosen de- 
tector is then connected to the appropriate channel until the next 
sample period. The sample periods can be evenly spaced or they can 
be adjusted so that a square sample is always taken. The advantage 
of this method is that the array is simpler and cheaper than the arrays 
for the other two methods. 

All three sampling methods and others have been implemented in IRLS sys- 
tems. Exact details are proprietary and the examples here are hypothetical. 

1.3.23    Delay and Add 

Delay and add, or time delay integration (TDI), is a technique to improve the 
SNR by repetitively scanning the same IFOV with different detectors and then 
summing the resulting signals in time registration. Since repetition involves 
a delay in time, the earlier signals must be delayed appropriately so that all 
signals are in time registration. This is an obvious extension of taking many 
measurements of physical quantities and averaging the results to improve the 
accuracy. Since noise, or uncertainty of the measurements, is random, it is 
uncorrelated with other measurements while the signals themselves are cor- 
related. Adding the signals then follows the well-known statistical law that 
the noise adds in root sum square while the signals add directly. The net result, 
as previously noted, is that the SNR improves by y/n, where n is the number 
of measurements. This technique has been used in infrared imaging, in early 
IRLS systems by Texas Instruments, and in other early IRLS designs. There 
are several ways to include TDI in an IRLS. The BAe line scanners use SPRITE 
(Signal Processing within The Element) detectors. A SPRITE detector is roughly 
equivalent to a horizontal array of discrete horizontal detectors connected to 
delay lines, as shown in Fig. 1.35. In the 12-element serially scanned array of 
Fig. 1.35, there are 12 signal voltages and 12 noise voltages so that the SNR 
improves by a factor of Vl2. The price paid in the discrete array technique is 
that we need 12 detectors, 12 bias supplies (for PC detectors), 11 delay lines, 
and 12 preamplifiers, all for a single channel. The SPRITE detector uses only 
a single bias supply and a single preamplifier to accomplish the same result. 
The SPRITE detector was developed only after mercury cadmium telluride 
material with a sufficiently long carrier lifetime became available. A long 
lifetime is needed to prevent recombination of the conductive charge cloud 
IFOV image before it reaches the collection electrode. 

To use SPRITE detectors in IRLS systems it is necessary to scan at a high 
rate in order to prevent recombination, even with the noted increase in carrier 
lifetime. By adjusting the bias field in the SPRITE, the photoconductive charge- 
carrier image of an IFOV is swept to the other electrode at the same rate as 
the IRLS scan. The photocarrier cloud is thereby continuously reinforced by 
photons from the same point on the ground. The BAe line scanners therefore 
use a 12,000 rpm spin rate. Using a three-sided spin mirror gives 600 scans/s. 
The interscan period for a 180-deg scan is tsc = 1/600 = 1.667 ms. This period 
is short enough for good SPRITE operation. There is a trade-off of length versus 
resolution at a given scan speed with these detectors. Longer elements theo- 
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n-1 

1 23456789       10      11 
Single-Channel Video Output 

O Bias 

Image Scan Velocity, Vx 

(Note: Detector #1 Sees the Image First) 

(a) 

\ 
Cloud of Charge Carriers From First IFOV 

Seen by Sprite Detector Single Preamplifier 

vB^-[En: > 
Image Scan Velocity, Vx 

Carrier Sweep Rate, Vsw 

The Bias Field is Adjusted So That VgQ = Vsw 

The Charge Cloud Drift Rate Equals the Image Scan Rate 

A and B Are Electrode and Bias 
Contact Areas of Proprietary Design 

(b) 

Fig. 1.35 Comparison of discrete horizontal array with SPRITE detector: (a) horizontal 
array of n discrete detectors with n preamplifiers and n-1 delay lines; (b) SPRITE detector 
with single preamp is equivalent to n-element discrete array. 

retically give better SNR, but charge-cloud diffusion limits ACT axis MTF. A 
benefit of the high spin rate used with SPRITE detectors is that high V/H 
values can be achieved with only a few SPRITES in parallel. Consider our 
example of (V/H)UAX = 3.376 rad s_1 at 300-ft altitude. The required ALT 
angular coverage was 

*ALT 
(V/#)MAX = 3.376 

n 600 
= 0.00563 rad = 5.63 mrad 

for each scan. This is to be compared with the earlier example of 6000 rpm 
where 4>ALT = 11.25 mrad. Acceptable mapping with SPRITE detectors seldom 
needs more than a maximum of four detectors in parallel. 

1.3.24    Reliability, Logistics, and Cost of Ownership 

Reliability and logistics have a large impact on a program, and most IRLS 
procurements now include extensive requirements for analysis of all aspects 
of reliability, logistics, and cost of ownership. Certain choices made in the 
initial requirements analysis influence reliability and cost of ownership and 
ultimate practicality of the IRLS. A well-known example is the choice of a 
wet-processed film as an IRLS recording medium for military reconnaissance. 
The pace and geographic scope of modern conflict now forces nations to consider 
long-range strike forces and rapid-deployment forces. Airborne reconnaissance 
may be needed on short notice anywhere in the world. To expect rapid airborne 
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deployment of wet photofilm processing equipment in desert, arctic, or equa- 
torial regions is clearly impractical, especially when one considers that the 
wet film processors require fairly large amounts of pure temperature-controlled 
water and a reliable logistical supply of processing chemicals. In addition, the 
reconnaissance film requires refrigeration. It is also an urgent user concern 
that IRLS imagery be exploited as soon as possible by interpreters. With highly 
mobile targets this is imperative. The development time of wet-processed film 
is not the problem because the film can arrive at the ground station almost at 
the same time as the reconnaissance crew for debriefing. The problem is to 
get the information immediately after collection. Thus, a real-time output of 
imagery is essential. For these reasons the trend of tactical reconnaissance 
has been to record on analog and digital magnetic tape (or both) or to use 
thermally developed dry silver film and to use data links where possible. 

1.3.25 Specific Reliability Concerns 

There are several components in IRLS systems for which extra reliability 
emphasis and control must be made. These are listed here in no particular 
order of importance: 

1. mirror coatings 
2. spin motor 
3. spin motor speed control and bearings 
4. cryogenic refrigerator [lowest mean time between failure (MTBF) of 

system] 
5. spin motor shaft encoder and its coupling 
6. IR/detector dewar assembly (high-cost item) 
7. IR windows (if used) and their coatings and mounting 
8. in CRT recorders, the CRT and its high-voltage (18 kV) supply 
9. film transport mechanism, if used, and its servo system 

10. built-in test equipment resistance to false alarms from electrical tran- 
sients and EM noise pulses 

11. high-density tape recorders (high-cost, complex items) 
12. thermal environment in electronics. 

1.3.26 Logistics and Training 

Logistics should be considered early in an IRLS development. There is a useful 
USAF planning document called an AGERD (Aerospace Ground Equipment 
Requirements Document). This document assists in planning for ground-support 
equipment such as AGE test benches and the support equipment to go with 
the benches for field, depot, and factory maintenance and repair. The US Navy 
has specific requirements for repair and maintenance items on its carriers. 
Decisions on replacement of modules, circuit cards, major assemblies, and 
LRUs must be made and maintenance manuals written. Logistics planning is 
also essential to any upgrade and modification program. 

1.3.27 Documentation 

The following documents are critical to any IRLS development: 
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1. IRLS system specification 
2. individual LRU specifications 
3. interface specifications 
4. installation and outline drawings 
5. electrical interface specifications 
6. critical item component specifications, e.g., IR detector/dewar, optical 

elements, IR window, tape recorders, etc. 
7. aerospace ground equipment (AGE) test bench specifications 
8. built-in test (BIT) specifications 
9. AGE test set specifications 

10. qualification test plan and specifications 
11. acceptance test plan and test procedures 
12. maintenance manuals (formal) 
13. operation and maintenance manual (informal O&M manual). 

Documentation should be written so that individual items can be either sep- 
arately procured, or procurement of the total IRLS system is possible. This 
aids logistics. An informal O&M manual has been found to be invaluable in 
training new factory technicians and engineers and can be updated as the need 
arises. The military manuals require formal publishing procedures, including 
extensive validation by skilled military maintenance technicians. 

1.4   SYSTEM EQUATIONS AND RELATIONSHIPS 

1.4.1 General Overview 

This section gives equations for evaluating radiometric and imaging perfor- 
mance in terms of noise equivalent radiance (NEN), noise equivalent temper- 
ature difference (NETD), and radiance contrast (AN). Infrared blackbody func- 
tions are discussed. Prescriptions for estimating system electrical bandwidth 
and the filtering effects of signal processing and display elements of the system 
are given. Component equations and procedures for calculating system mod- 
ulation transfer function, (MTF)SYS, are given, plus means to calculate the 
summary measure of IRLS performance, the minimum resolvable temperature 
difference (MRTD). Cautions in the use of MRTD as a merit figure are noted. 

1.4.2 Noise Equivalent Radiance (NEN) and Noise Equivalent 
Temperature Difference (NETD) 

Both these concepts use the definition of detectivity D*. In rating early infrared 
detectors, noise equivalent power (NEP) was used. The NEP is simply the 
value of signal power Ps when it just equals the noise power PN- In this case 
SNR = 1: 

^ = 1, so NEP = PS = PN   [W] . 
PN 

In comparing two different IR detectors, the detector with the lowest NEP is 
superior, all other parameters being equal. Some people felt that bigger should 
be better, so they inverted the NEP to create detectivity (D) or reciprocal NEP: 
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D = 1/NEP W_1. This figure of merit was found to be simplistic because the 
noise-collection bandwidth and the measurement wavelengths were not in- 
cluded. It was also found that detector area and shape influenced performance. 
It was then decided to normalize to unit bandwidth and unit area. The noise 
is random and uncorrelated so it adds as the root sum square (rss). It is pro- 
portional to the square root of detector area (Ajf2) and to the square root of 
the electrical bandwidth (hfn2) within which it is measured. The AJ/2 noise 
dependency is a result of the fact that the number of collected photons depends 
on the area of the detector. With normalizations to unit area and unit band- 
width we can define the merit factor D* as 

A VW1/2 
D*m    NET"   taaH^W"1]. (1.27) 

Several cautions must be observed in interpreting D*, however: 

1. Frequency of chopping modulation used in measuring D* must be 
stated. 

2. Cell shape must not deviate too far from a square (rectangle length 
must not exceed seven times width). 

3. Wavelengths of measuring radiation must be specified. 
4. Detector temperature must be specified. 
5. Bias current or bias field (if used) must be specified. 
6. Cell thickness, electrode contacting method, cell surface treatment, 

and surface quality can influence 1//"noise. 

Usually some of these parameters are included in the specification of D* in 
parentheses following the value. For example, we write 

D%B (500, 1000) cm Hz1/2 W_1 

for a 500 K blackbody measurement of D* at 1000-Hz chopping frequency. 
Alternatively, we can write D\(\,f), where \ is the specific wavelength used 
for the D* measurement and /"is the chopping frequency. One further caution 
is necessary. The value of D*, whether blackbody or k type, depends on the 
detector field of view. MostD* data are given for a 180-deg (IT steradian) FOV. 
In IRLS detector dewars, a cold shield is always used to limit the solid angle 
of arriving photons to those leaving the last focusing optical element. The cold 
shield improves the D* by the factor (TT/ü)

1/2
. Here, Ü, is the solid angle of the 

cold shield. The D* for a hemispherical FOV is sometimes called £>**, or D- 
double-star, defined as 

D** s (-J   D* . (1.28) 

If the cold shield forms a rotationally symmetric cone of rays about the optical 
axis, we can express the angular flare of the cone in terms of the cold-shield 
angle, as shown in Fig. 1.36. Using the ordinary angle 0 instead of the solid 
angle Q, gives 
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Cold-Shield Aperture Plate 

Cold-Shield Tube 

Detector Cell 

Detector Array Substrate 

Cold Well 

Fig. 1.36   Cold shield and cold-shield angle. 

D* 
D* 

sin(0/2) 
(1.29) 

For rectangular cones, the solid angle Q, of the denning equation should be 
used instead of Eq. (1.29). 

1.4.3    NEN and NETD Derivations 

The NEN equation is derived from the definition of D*: 

A VW V2 A \/2%f V2 
D* = 4^L_ t S0NEP = ^^-   [W] 

(NEP) D* 
(1.30) 

The infrared radiance N is measured in W cm-2 sr_ \ We thus divide the NEP 
by the IRLS collecting area A0 in square centimeters and by the IFOV sub- 
tended solid angle Q, = (IFOVa;)(IFOV)y in steradians to get 

NEN 
NEP 

Ao(IF0V)x(IF0V)y 

AJ/28/^ 
Ao(IF0V)s(IF0V)vo* 

[Wcnr2sr_1] . (1.31) 

The IRLS optics are not 100% efficient, so we must divide by the optics trans- 
mission T0 to give 

NEN = 
A^hfP 

[Wcm-2sr_1] . 
A0T0(IFOV)*(IFOVy>* 

Atmospheric transmission ja is handled by dividing in the same way: 

(1.32) 
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NEN = - mrmrwTi^n n*    [Wcm^sr1]. (1.33) 

Usually, radiance is integrated across the spectral band of interest using D\. 
For simplified calculations, one uses in-band spectral averages: 

Dx,Wa,NEN, etc., 

where the average is taken across the spectral band. 
The NETD equation is derived from the NEN equation by dividing by the 

radiance derivative with respect to temperature: 

NEN 
NETD = [K] . (134) 

(8iW8T)   L   J U-M; 

Units of 8JV/8T are W cm-2 sr_1 K. The radiance derivative is obtained by 
solving the differentiated Planck radiation equation using engineering units 
of radiance. We substitute the entire NEN expression [Eq. (1.33)] for NEN in 
Eq. (1.34) to get 

NETD - -N^L _ AP*f? n ,« 
(8M8T)      W/hT)0FOV)x(WOV)yAoioTaD* ' 

Usually we want the NETD over the specific infrared band of interest, such 
as the 8.0- to 12.5-|xm band. We can then show the integration as 

(NETD)AX = (NETD)8-i2.5 

AföfP 
 TI53  , (1.36) 

(IFOVWIFOVyU      T0,T„xZ)*x(8iV/8T)x dX 

or, for simplified calculations use the in-band average parameters, 

A\/2hf1/2 

(NETDkx =  d   ln_    k2  . (1.37) 
(IFOV)*(IFOVyi0T0TaZn     (8M87\ dX 

The integral of the in-band radiance derivative is found by computer solution 
of the differentiated Planck equation. The remaining parameters in the NETD 
equation are discussed here in sequence. 

1.4.3.1  Detector Noise Term A1/2.    The detector area for a square detector is 
Ad = s2 = sxsy, where size s is sx = f(IFOV)x or sy = f(IFOV)y. IFOV must 
be in radians and the focal length f must be in centimeters. In most IRLS 
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designs the parabolic mirror is the only element with optical power, so f is 
simply the focal length of this parabola. It should be noted that the approximation 

üiFOV - (IFOV)*(IFOV)y (1.38) 

is accurate enough for all calculations. The correct expression for a solid angle 
is obtained by integration over a unit sphere to give 

ÜSQ = (IFOV)* sin(IFOV)y . (1.39) 

The two expressions are comparable for small values of the IFOV up to 200 
mrad. Likewise, the approximations Sx « /"(IFOV)* and Sy = f(IFOV)y are 
sufficiently accurate for all IRLS calculations. 

1.4.3.2 Equivalent Noise Bandwidth 8r"J/2. The equivalent noise bandwidth 
(often called the noise equivalent bandwidth, or NEB) is derived from the 
required signal bandwidth 8/. The signal bandwidth is equal to one-half the 
IFOV scan rate, ATaFOV^, given in Sec. 1.1.3. The required line scan rate is 

(V7H)MAX     (VZH")MAX   rl.      . , M im 
Nsc = —r  =     ,TT?mn      [lmes/s] , (1.40) 

<f>ALT 7l(IFOV)j, 

where $ALT is the ALT field of view, which is just the number of detectors n 
scanned in parallel multiplied by the ALT IFOV. The IFOV scanning rate 
N(wov)x is, from Sec. 1.1.3, 

AW), = ^ö^ = ra(IFOV)a(IFOV)y   
[IF0V/S] ■ (L41) 

The signal bandwidth bf is one-half the IFOV scan rate because there are two 
pixels per cycle, as shown in Fig. 1.3. This ignores any subsequent signal 
sampling scheme. Therefore, the analog signal bandwidth is 

AW), =       TT(V/H)MAX 

°T 2 2n(IFOV)*(IFOV)y 

The equivalent noise bandwidth is found from the signal bandwidth 8/ by 
applying an equivalent filter factor k: 

bfn = kbf . (1-43) 

The factor k depends on the envelope of the equivalent bandpass of the total 
system, including any display or recorder. IRLS system designers usually use 
a k value of TT/2 = 1.57 for a conservative preliminary estimate of noise equiv- 
alent bandwidth and a value of k = 1.18 for those systems using a CRT for 
display or film recording. The smaller k value is appropriate for these systems 
because the CRT spot acts as a low-pass filter that prevents passage of high- 
spatial-frequency noise. One can also plot the system power frequency response 
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curve, measure its area, then plot an equivalent area rectangular ("brick-wall") 
envelope to determine the equivalent noise bandwidth. 

1.4.3.3 Net Optics Collecting Area AD. The value A0 used here is the effec- 
tive collecting aperture of the IR scanner. The gross area of the scanner ap- 
erture is not used because scanner optical paths are usually folded. This creates 
an effective hole in the aperture. In addition, one must account for the ob- 
scuration of any baffles and for possible reductions in aperture used to prevent 
unwanted narcissus views. Scanners with dual rectangular apertures will have 
equal apertures at nadir (scan angle 6 = 0 deg) unless they are made unequal 
because of the aforementioned narcissus control efforts. Figure 1.37 is an ex- 
ample of a Kennedy-type scanner that shows various influences on scanner 
aperture. As the spin mirror rotates off-nadir by an angle a, the scan angle 6 
is equal to 2a because of mirror angle doubling. The two half-apertures vary 
with a because the projection of the reflecting facet of the mirror narrows on 
one side and widens on the other. The total unobscured collecting aperture is 
the sum of both half-apertures so that it stays approximately constant over a 
wide scan angle. This is a primary advantage of the Kennedy-type split-aperture 
scanner. The angular range of constant aperture and the value of the total 
aperture at each scan angle 0 are geometric functions of a particular scanner 
design. The aperture and the ray illumination footprint on each reflecting 
surface are calculated using the versatile and powerful ray-trace programs 
now available to the IRLS designer. It is best to evaluate the line-scan per- 
formance at ± 5- or ± 10-deg increments over the full scan angle. The ray- 
trace study should give the following outputs versus spin-mirror angle: 

1. aperture on each side 
2. ray pattern footprint (projected area) on each mirror face 
3. stray radiation ray traces 
4. unwanted scene look angles ("sneak paths") 
5. narcissus paths where the detector sees its own cold-finger area 
6. stray reflections from machined surfaces (e.g., mirror cutouts, baffles) 
7. baffle placement analysis 
8. focal-plane spot diagrams and energy density patterns. 

Preliminary NETD analyses usually are based on nadir performance. Most 
performance testing and specifications are written for performance at nadir 
because it is easy to set the receiver LRU for a nadir view of an IR target. 
High values of the scan angle 9 can have reduced aperture. NETD testing at 
these angles is recommended. Loss of aperture gives fewer photons and, hence, 
lower SNR, but at certain scan angles there can also be a loss in across-track 
MTF as ACT aperture width decreases. Both effects influence measured NETD. 

1.4.3.4 Transmission of the Optics T0. The various obscurations and aper- 
ture limitation have already been accounted for in A0, the net collecting ap- 
erture. In an all-reflective scanner design using the same type of high-reflectivity 
coating, the optics transmission is 

To = C > (1-44) 
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Fig. 1.37   Kennedy scanner as example of method of calculating area of collection at nadir 
position and optics transmission calculations. 

where rm is the mirror coating reflectance and n is the number of mirror 
reflections in tandem for any one ray. If one uses a different coating on one 
mirror, such as the spin mirror, then 

= r, sm' m (1.45) 
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where rsm = spin-mirror reflectance. If the scanner is catadioptric (has both 
mirrors and lenses), or uses a window, 

To   =  CTUJTIT2T3 ...   , (1.46) 

where i0 is the coated window transmission as measured or as specified and 
Ti, T2, T3 ... are coated IR lens transmissions. If there is wavelength dependence 
within the spectral band of interest (3 to 5 |xm or 8 to 13 |xm), then an inte- 
gration must be made and NETD computed using Eq. (1.36). The transmission 
of the IR window of the IR detector/dewar assembly should not be included in 
the computation of overall optics transmission T0. It is already included in the 
D* measurement, which is necessarily performed with the window while the 
detector is at cryogenic operating temperature in its dewar. 

1.4.3.5 Transmission of the Atmosphere T. Atmospheric transmission var- 
ies widely with local weather conditions and with scan angle 9. It is usually 
ignored in all preliminary IRLS design calculations for NETD except in low- 
altitude, wide-FOV missions where offset viewing at the longer slant ranges 
is a vital requirement. Several examples of low-altitude oblique offset viewing 
were given in Sec. 1.3. In such preliminary requirements analyses the NETD 
and the MRTD (which includes NETD) can be estimated using a very simple 
atmospheric attenuation model based on uniform mixing of attenuating con- 
ditions and an essentially horizontal slant path. This is simplistic, but con- 
venient. For example, one could assume 

Ta   =  C_aR   , (1.47) 

where a is the attenuation coefficient per kilometer and R is the slant range 
in kilometers. The value of a could be chosen for haze or light drizzle in a 
temperate climate. For recognition of a target at 1.5 km, for example, 

To = e -0.25(1.5) _ e-0.375 _  Q 687 

These estimates are easily done with a hand calculator. Detailed calculations 
can be made via large batch calculation programs such as LOWTRAN, SELBY, 
etc. In using these comprehensive programs one can input such parameters 
as latitude zone, aerosols, weather, altitude, and slant-path angle (relates to 
scan angle). As with any large computer code it is easy to become inundated 
with data. For IRLS applications it should be remembered that most weather 
and most obscurants lie in the first few hundred feet of altitude. This is es- 
pecially true of ground fogs in the early morning, battlefield dust, and chemical 
weapons. Worst case atmospheric attenuation will be found in low-altitude, 
wide-FOV missions at the maximum scan angles. This may drive the IRLS 
design. 

1.4.3.6 Detectivity D*. The NETD equation most often used for IRLS cal- 
culations is Eq. (1.36). It includes spectral D* because this allows incremental 
computer approximation of the integral over the spectral band of interest. 
Figure 1.38 is the wavelength response function of a typical PC HgCdTe de- 
tector suitable for IRLS use. The spectral curve is obtained from an infrared 
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Fig. 1.38   Typical spectral response curve for PC HgCdTe. 

spectrometer scan of a 500 K blackbody. The curve is normalized to the peak 
wavelength and a conversion factor is given for conversion to D\. (The actual 
value of peak D\ is not given because it is classified.) The dip in response at 
approximately 6 \im is caused by absorptions in the AR coating used on the 
detector. Note that the automatic measurement also gives the 50% response 
wavelengths on either side of peak. IRLS systems have relied on the following 
types of detector: 

1. PC InSb (3 to 5 jun) 
2. PC HgCdTe (8 to 12.5 |xm) 
3. SPRITE PC HgCdTe (8 to 12.5 jun). 

The preference of photoconductive over photovoltaic detectors is partly historic 
because PC types came first and because photoconductive gain allows for easier 
preamplifier design. The PV detectors have a V2 theoretical advantage in 
SNR but their higher impedance means that this advantage is harder to realize. 
With'modern PV arrays and microcircuit readouts using CCDs, etc., PV de- 
tectors are becoming more appropriate for future systems. The PV types use 
no bias, or very little bias current if bias is used. Dissipation and the thermal 
load on the dewar and cryogenics are thus less for large PV arrays. 

SPRITE D* is handled like that of a single detector but the value used is 
that for the equivalent super-D* detector with TDI already included. 

1.4.3.7 Radiance Derivative (8A//87"). Equation (1.36) uses the wavelength- 
dependent radiance derivative (hNßT)x- This is evaluated by computer using 
a program such as those given elsewhere in this handbook. The programs 
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useful in IRLS design should be written in the units needed for IRLS work. 
The Planck radiation equation and its first derivative, 8AT/8T, should be cal- 
culated using equations written in the engineering units used by IRLS de- 
signers. For example, 

eCiX-5 

^ = m it >m 7   [W cm_2 sr_1 l^™-1] . (1-48) exp(C2/XT) 

where 

e    = emissivity if we do not have a perfect blackbody 
Ci = 1.19106 x 104 W cm-2 sr"1, first radiation constant 

(engineering units) 
C2 = 14388.33 |xm K, second radiation constant (engineering units) 
K   = wavelength in micrometers, the engineering unit of wavelength 
T   = temperature in kelvin. 

Constants C\ and C2 have these values in engineering CGS units because 
wavelength is measured in micrometers and length in centimeters. Constant 
C\ is the CGS value 3.7415 x 10

4
/IT (to convert to radiance units because there 

are IT steradians in a hemisphere and surfaces radiate into a hemisphere). In 
Eq. (1.48), N\ is spectral radiance in W cm-2 sr_1 |xm_1. Differentiation of 
Eq. (1.48) with respect to temperature gives the radiance derivative 

dN\   =   EATXC2 exp(C2/\T) 

ar/x    [exp(C2/xr)-i]\r2 ' (L49) 

which is the radiance change per degree kelvin temperature change. Substi- 
tuting Eq. (1.48) in Eq. (1.49) gives 

dN\   _ eCi\-5C2 exp(C2/\7/) _ eCiC2\~
6 exp(C2/\r) 

dTJK ~ [exp(C2/\T) - 1]2\T2 " T2[exp(C2/\T) - l]2  ' (L50) 

In IRLS calculations, emissivity is usually ignored in calculating NETD be- 
cause the emissivity of IR test targets and IR scenes is close to unity. The in- 
band radiance and in-band radiance derivative are used for calculation of 
NETD using Eq. (1.37). For Eq. (1.37) we need to compute 

PfgU-ftp    N^(CJXT\äl. (1.51, 

1.4.4    Radiance Contrast and Other Blackbody Functions 

Occasionally in IRLS design studies it is useful to compute other quantities 
besides NETD and MRTD. Radiance contrast is a useful tool in requirements 
analysis and similar studies. Radiance contrast A2V is the radiance change for 
a given temperature contrast: 

AN = NTI ~ NT2 ■ (1.52) 
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In other studies one must occasionally calculate blackbody functions at a 
specific wavelength instead of integrating over the entire band. The following 
wavelength-dependent quantities are used in IRLS design: 

1. flux (radiance and radiant exitance) 
2. spectral radiance derivative at \ 
3. spectral radiance contrast at K for T\ and Ti 
4. photon-noise power density at A.. 

It is also useful to be able to express blackbody quantities in either units of 
power (watts-type units) or photons. The photon radiance is needed to calculate 
detector performance. For example, the background photon radiant exitance 

used to calculate the background photon noise QB
/2

, where QB is the total is 
number of background photons reaching the detector. The background, acting 
as a blackbody, contributes an in-band photon radiant exitance (QW)AX. [photons 
s"1 cm"2], so that for a detector of area Ad the total background photon count 
will be 

QB = (Qw)*>Ad   [photons s  x] (1.53) 

and the photon noise is simply QB
1/2 because the photons arrive randomly in 

accordance with Poisson statistics. These quantities are easily calculated as 
subroutines in a program solving the Planck equation. 

1.4.5    Signal-Processing Effects on Noise Bandwidth 

Section 1.4.3 gave a prescription for estimating system noise equivalent band- 
width hfn based on a simple multiplier k. In preliminary estimates k = 1.57 
is used. This gives a conservative approximation for &/"„. In designs using a 
CRT and other system elements that act as filters, k = 1.18 is often used. A 
goal in IR design is to make the system "detector-noise-limited," where the 
detector is the dominant noise source. The signal processing chain of Fig. 1.39 
contains, as a minimum, the elements shown. The total noise is 

Pn = (Pf, + Pf,A + PX) 2^/2 (1.54) 

AGC 

'   „ Detector 

PD 

Preamplifier 

PPA 

' Video Channel 
Switching 
Circuits 

°sw 

A mplifier 
Video Output 

(1 - n Channels) 

n Channels 

Fig. 1.39 Dominant noise sources in IRLS analog signal channel. (Detector noise predom- 
inates. Video amplifier noise is important at low AGC levels because detector and preamp 
noises are then attenuated.) 
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where PD is detector noise power, PPA is preamplifier noise power, and PA is 
the amplifier noise power. In all preliminary IRLS calculations only the two 
noise sources are considered, namely, the detector and preamplifier. In IRLS 
systems using PC detectors, the photoconductive gain works to advantage and 
even the preamplifier noise can be ignored in early calculations. The pream- 
plifier can be designed for low noise using proper biasing and such techniques 
as parallel input stages. When small sources are rss combined with larger 
sources, the smaller sources become unimportant. For these reasons the NETD 
equations [Eqs. (1.35), (1.36), and (1.37)] all assume detector noise only. 

1.4.6 Recorder and Display Noise 

As previously noted, the NETD equations assume that detector noise domi- 
nates. In infrared technology the NETD has usually been measured at the 
output of the preamplifier, but in IRLS systems made up of LRUs it is con- 
venient to measure NETD at the output of the receiver LRU. This is useful 
in separate procurement and acceptance testing or when the receiver LRU 
must interface directly with a reconnaissance management system (RMS) that 
does further processing of the IRLS video data. In such instances or when 
digital processing or tape recorders are used, it is necessary to account for 
digitization noise and other noise sources in assessing total IRLS performance. 

1.4.7 IRLS Dynamic Range 

Video average level control and IRLS dynamic range are both important to 
image quality and utility. The analog video from a well-designed IRLS has a 
wide dynamic range that can vary with the type of scene and the type of targets 
to be depicted in the scene. With the present state of technology it is not possible 
to render all the dynamic range in a linear manner. Some nonlinear compres- 
sion is inevitable. If the detector and preamplifier are linear over a 104 dynamic 
range, it is not possible to record this range on film or to display it on a CRT 
monitor, as shown in Figs. 1.40(a) and (b). If analog tape recorders are used, 
their dynamic range is also limited, and if digital processing is used with digital 
tape recording, even a 10-bit digitization cannot guarantee that inherent IRLS 
thermal resolution can be preserved over the entire dynamic range. The dy- 
namic range of the detector and preamplifier can be estimated using the con- 
cepts of target radiance and IRLS noise equivalent radiance (NEN). The signal 
voltage dynamic range is 

D.R. = ^^ , (1.55) 
VMIN 

where 

VMAX = RPMAX = fi[iVMAxA0T0Ta(IFOV)x(IFOV)y] , (1.56) 

Vum = RPMIN = ä(NEP)AX = RI   ^   1 , (1.57) 
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Fig. 1.40   Saturation effects of CRT and film: (a) CRT transfer curve; (b) D versus logE, 
or Hurter and Driffield curve, for film. 

R = detector responsivity in volts per watt, NMAX = maximum scene radiance 
(for hottest object in the scene), (IFOV)* and (IFOV)^ are the detector subtense 
in the ACT and ALT axes, and 

(NEP)AX = 
DX 

(1.58) 

Thus, to compute the signal voltage dynamic range 

1. Decide on the hottest scene object temperature in kelvin. 
2. Compute NMAX using an appropriate blackbody program. 
3. Compute VMAX with Eq. (1.56) with known values A0, T0, T0, (IFOV)*, 

(IFOV)y from the IRLS design and R from the detector data. 
4. Compute VMIN using Eq. (1.57) with known values A j/2, hfn2, and in- 

band average D\ (obtained from plot of detector response versus 
wavelength). 

5. Divide VMAX by VMIN to get dynamic range. 
6. Include this together with bandwidth and input noise and gain re- 

quirements, etc., in the preamplifier specification. 
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Table 1.17   IRLS Digitization Problem 

Number of Bits n Dynamic Range = 2" 

8 256 
10 1,024 
12 4,096 
13 8,132 
13 + 10,000 (typical IRLS) 
14 16,384 

1.4.8    Digital Signal Dynamic Range 

If the signal is digitized, we note a problem as shown by Table 1.17. A good 
IRLS with as much as 104 dynamic range requires 14-bit digitization, yet the 
analog bandwidth seldom exceeds 2 MHz. If there are up to 12 signal channels 
(some IRLSs use 2, 4, or 6), the cost and complexity become high. Fortunately, 
it is not necessary in most applications to provide linearity over the full dy- 
namic range. Some compression is desirable because in most applications it is 
not necessary to know or to depict exact temperatures of very hot scene objects. 
Except for IRLS radiometers, it is usually enough to show that the object is 
significantly hotter than the surroundings. 

1.4.9    Analog Signal Compression 

Analog compression is used to better match the IRLS video signal to the 
saturating transfer curves of the CRT and film shown in Figs. 1.40(a) and (b), 
respectively. This compression is applied at the video processor amplifier, which 
is given a quasi-logarithmic response or other suitable compression function. 
This simple compression is sometimes inadequate when the system is operating 
at full gain and a high contrast target is encountered. This is the situation in 
some airborne IRLSs when scanning over the open ocean with a calm sea state. 
The AGC operates on integrated video detail to generate a gain signal that is 
inversely proportional to the scene detail in the middle band of spatial fre- 
quencies. Motivation for this form of AGC was to see better in light fog or haze 
conditions, which reduce the video contrast. On a clear day on the calm open 
ocean the system thus selects maximum gain and can saturate when a high- 
contrast target such as a ship is encountered. The saturation is very undesir- 
able because the deck and superstructure detail are lost and the ship is seen 
as a silhouette. This problem could be solved by the use of a smarter gain 
control system. Similar problems occur in the commercial photoprinting in- 
dustry when it is necessary to print a high-contrast negative on photopaper 
with a much more limited dynamic range of gray tones. Spatial filtering has 
been used for many years to reduce the gain of the middle band of spatial 
frequencies while keeping the gain of the higher spatial frequencies intact. In 
effect, the detail rides on a pedestal and the pedestal amplitude is reduced. 
No important scene information is lost. Human vision has a tremendous dy- 
namic range and processes optical data using similar techniques in the visual 
cortex. The process is shown schematically in Fig. 1.41 because it is applicable 
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Fig. 1.41 Mid-frequency compression in commercial photo printing is useful for IRLS 
signal processing, (a) Scene dynamic range is too much for print paper, (b) Extract mid- 
frequencies by filter, (c) Compress the mid-frequencies, (d) Add mids and highs to restore 
scene. 

to IRLS gain control. The US Army developed a similar technique for FLIRs, 
called ALFGL (automatic low frequency gain limiting). It is necessary to per- 
form these filtering operations carefully because phase shifts can occur that 
degrade resolution when the two spatial frequency scene bands are recombined 
to form the image. 

1.4.10 Digital Techniques of Signal Compression 

Digital equivalents of this technique of spatial filtering and control have been 
applied to IRLS image processing and are discussed in Sec. 1.8.1. 

1.4.11 Example Dynamic Range Calculation 

Let it be desired to linearly depict targets as hot as T = 600 K (327°C) against 
a 273 K winter background. Because such hot targets are the exception, we 
wish to preserve the inherent noise equivalent radiance (NEN) performance. 
The dynamic range is 
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_. „      (NMAX)A\ 
DR- = TNENW ' (L59) 

where (ATMAX)A\ is the in-band spectral radiance in the 8.0- to 13.0-|xm band 
for the 600 K hottest target and (NEN)A\ is the in-band noise equivalent 
radiance. Let the IRLS have the following parameters: 

f = 18.0 cm, focal length 
A0 = 90 cm2, optics net collecting area 
To = rm ~ 0.984 for four mirror reflections 
Ta =1 (ignore the atmosphere for this calculation) 
(IFOV)* = (IFOV)y = 0.3 x 10-3sr, detector IFOV 
A/2        = /(IFOV) = (18X0.3 x 10"3) = 5.4 x 10-3 cm, detector 

size 
hfn = 1.118/1 = 1.11(1.26 x 106) = 1.4 MHz equivalent noise 

bandwidth 
D*x = 2.5 x 1010 cm Hz1/2 W"1 (hypothetical detector). 

Substitution of these values into the (NEN)A\ equation gives 

(NEN)AX = Aj/2Q^/2 _ (5.4 x 10-3)(1.4 x 106)1/2 

A0(IFOV)2T0TaD*      (90X0.3 x 10-3)2(0.92)(1)(2.5 x 1010) 

3.43 x lO^Wcm^sr"1 . 

The value of NMAX is obtained from computer solution of the Planck equation 
in radiance units for T = 600 K and the spectral band \i = 8.0 jjim to \2 = 
13.0 |xm, giving 

(NMAX)A\ = 5.6224 x 10~2 W cm"2 sr"1 . 

The IRLS dynamic range is therefore 

nv       (NMAX)AX      5.6224 x 10"2      „ „ - 
D-R = mm^ =   3.43 x 10-5   = L639 X 10   = 1639 • 

If this dynamic range is digitized, it would require 11 bits to preserve the NEN 
of the IRLS within the dynamic range. 

1.4.12    Filtering Effects of Signal Processing and Display Elements 

IRLS systems use cathode-ray tubes to display the imagery, or, if film is the 
display medium, a CRT or a moving spot of modulated light is used for recording 
the video data. With digital signal processing it is necessary to operate a digital 
sampling switch in each channel. For each of these cases there is an ACT 
sample size that represents the ACT angular resolution (IFOV^. It gives the 
final displayed ACT resolution. This is not always identical to the IFOV of the 
scanner. Usual IRLS design practice is to match the CRT spot and the ACT 
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digital sample size to the scanner IFOV. Therefore, one IFOV = one CRT spot 
width = one ACT sample interval (spatial equivalent) in digital systems. Also, 
one IFOV = one CRT spot = one TV line in the ALT dimension. Any digital 
sampling used in the ACT direction should always be at the Nyquist rate or 
better. One digital sample per IFOV (per half-cycle of spatial frequency) equals 
one sample per half-cycle of the IFOV electrical frequency /IFOV- Higher fre- 
quencies in the scene and higher noise frequencies will not be rendered. The 
CRT spot width and the phosphor persistence act as a high-frequency cutoff 
filter. Neither high-frequency noise nor high-frequency aliasing effects will be 
seen in the display. Cost and complexity considerations usually limit digital 
sampling to the Nyquist rate, although twice Nyquist would be desirable to 
preserve MTF. 

1.5    SYSTEM MODULATION TRANSFER FUNCTION 

The MTF of an infrared system is a useful design tool because it describes the 
effect on the signal modulation caused by each element of the system. Mul- 
tiplication (cascading) of the separate MTFs gives the overall IRLS system 
MTF: 

MTFSYS = (MTF)i(MTF)2(MTF)3 ... . (L6°) 

It is worthwhile to review the meaning and limitations of the MTF concept. 
We start with the concept of modulation. Modulation was originally defined 
for electrical waves but the concept has been extended to include sinusoidal 
spatial-frequency distributions of scene radiance or irradiance in a focal-plane 
image. When these spatial distributions are uniformly scanned, or are uni- 
formly sampled in time sequence, a sinusoidal electrical frequency is obtained 
after appropriate wave-form reconstruction. The various elements of the sys- 
tem can be considered as processes or "black boxes" that influence the mod- 
ulation, while the spectrum of Fourier frequencies is considered the carrier of 
information throughout the chain of processes. Figure 1.42 defines the MTF. 
Several conditions must be satisfied for the MTF concept to be valid: 

1. Sinusoidal inputs and outputs or combinations of sinusoids must be 
used. Complex wave forms, such as square waves, must be Fourier 
analyzed by being expressed as a sum of Fourier odd harmonics. Other 
complex waves have lesser interest to IRLS design analysis. 

MlN 
Input 

IRLS Element 
or Process Output 

MTF = 
_    MOUT 

M,. 

Fig. 1.42   Definition of modulation transfer function (MTF). 
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Fig. 1.43   Cutoff frequency for an aberration-free circular aperture (axehead IRLS designs). 

2. These Fourier component sinusoidal waves are assumed to be contin- 
uous (with no beginning or end). In nature this does not occur. For- 
tunately, for IRLS analysis we can ignore this requirement. 

3. IRLS system elements must be linear in their response to the ampli- 
tude variation of their sinusoidal inputs. In an example IRLS we have 
previously noted several nonlinear response functions, such as 

a. video amplifier saturation (deliberately introduced to compress the 
video signal dynamic range). 

b. CRT response is nonlinear in the saturation and threshold regions 
of the S-shaped transfer curve. The central portion, however, can 
be treated as a linear response. IRLS MTF analysis is applicable to 
this linear region only. 

c. Film response in film recorders follows a curve called the H&D 
curve, or density versus log exposure curve, which has a similar 
threshold region with a linear midrange; hence, the same remarks 
as No. 2 above apply. 

d. Additional dynamic range compression may be done via digital sig- 
nal processing if such digital image processing is used in the IRLS. 

Care must be used in determining the MTF of such processing. Usually one 
tries to minimize any processing effects on the IFOV frequency (MTF = 1). 

The concept of cutoff frequency fc is useful. The cutoff frequency is that 
frequency where MTF = 0. It can be an optical or an electrical cutoff frequency. 
Figure 1.43 shows an optical cutoff frequency for an aberration-free circular 
aperture. The abscissa is normalized spatial frequency flfc, where fc is that 
frequency where MTF first goes to zero. In optics we can have more than one 
cutoff. 

1.5.1    Across-Track MTF Analysis of IRLS Systems 

In IRLS analysis of MTF both the ACT (across-track or x) axis and the ALT 
(along-track or y) axis must be considered. The IRLS is treated as a cascade 
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Fig. 1.44   ACT-axis analysis of MTF of a typical IRLS that uses a film recorder. 

of process elements starting at the scanner aperture and ending with the CRT 
display or film (if film is the final display). Figures 1.44 and 1.45 are examples 
of the MTF analysis used for several airborne IRLS systems. The figures give 
expressions for each main contributor or indicate how to proceed. Starting with 
the entrance aperture diffraction, some of these contributors are described 
below, with emphasis on ACT calculations. 

1.5.1.1 ACT Aperture Diffraction, MFTD. Most IRLS systems use either a 
round aperture or a pair of varying rectangular apertures (split-aperture de- 
signs). The MTF of a circular optical aperture with no aberrations is a result 
of boundary-wave diffraction by the aperture rim interfering with the incoming 
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Fig. 1.45   ALT-axis analysis of MTF of a typical IRLS that uses a film recorder. 

plane waves from a point source at infinity. Interference of the incoming signal 
waves with the boundary wave produces the diffraction pattern in the focal 
plane, which, at the cutoff frequency fc, destroys the modulation. The MTF of 
such an aperture is given by 

MTF (/•) = 
TT 

arccos tf 
2(NA) 

V V 
2(NA) SHarCC0S2(NA) (1.61) 

where /is the spatial frequency in cycles per radian and NA is the numerical 
aperture. For IRLS analyses NA = 1/2F*. 

The reader is referred to any good optical text for a derivation of Eq. (1.61). 
For a very thorough discussion see Born and Wolf (see Bibliography). For a 
single rectangular aperture the diffraction MTF is 
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MTFz, = 1 " 7 , d-62) 
tc 

where f is the spatial frequency and the cutoff frequency fc = D/\, where D 
is the width of the rectangular aperture in the ACT dimension. In split-aperture 
scanners there are two separate rectangular apertures that vary in ACT width 
as the scan progresses. At nadir, the two apertures are at maximum. Each 
aperture must have its diffraction MTF separately evaluated for any arbitrary 
scan angle because the radiation passing through each aperture is not corre- 
lated with the other aperture. The optical path lengths differ so we cannot 
consider the diffraction of the total pair. Instead, the weighted MTF must be 
computed based on the relative widths of the two rectangular apertures at the 
scan angle of interest. In split-aperture scanners the ALT aperture is constant 
with scan angle, so the computation of MTFD is easier for the ALT axis. In 
preliminary MTF analyses, only the nadir MTFD is computed. Later, the MTFD 
at a series of stepped scan angles is calculated using a desktop or large com- 
puter. Using design data and the spin mirror cross section (triangle or square), 
the aperture widths and MTFz> for each aperture are calculated and combined 
in a weighted manner for the composite MTFD as follows: 

MTFö = MTFi 
Di 

(Di + D2) 
+ MTF2 

D2 

(Di + D2) 
(1.63) 

In reality, the weighting is based on relative aperture areas, but, since the 
ALT dimension is constant, it need not appear in the weighted MTF sum. The 
ACT width of the left aperture is represented by Di, and D2 is the ACT width 
of the right aperture, and likewise for the MTF subscripts. The circular ap- 
erture in axehead scanners does not vary with scan angle. This is one advan- 
tage of an axehead scanner. One disadvantage, however, is its poor scan efficiency. 

1.5.1.2 The Detector as a Sampling Aperture, MTFDSA. Most IRLS detectors 
are rectangular. Future array designs might deviate from this, because focal- 
plane arrays often use oval or rectangular cells. For convenience, a rectangular 
detector can be considered to sample the scene when the scene image is scanned 
across the detector. The detector sampling aperture has a width Sx in the ACT 
axis and Sy in the ALT axis. The MTF of the detector sampling aperture is 

MTFDSA = 5=^ , (1-64) 

where f is the spatial frequency in cycles/mrad and a = IFOV in mrad. At 
/IFOV it takes two pixels (2 IFOV) to make one cycle, so /b-ov = x/2a. At /IFOV, 
the detector scanning aperture MTF is 

= sinOir/JFoya) = sin(Tra/2ot) = sin(7r/2) = Q 63? 

ir/lFOVOt Tra/2a TT/2 
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1.5.1.3 Optical Aberrations, AATF0. Several scanner optical aberrations are 
important, namely, coma, spherical aberration, and astigmatism. The MTFs 
of these aberrations are evaluated by large digital computers using ray-trace 
programs such as Code V or ACOS. It is convenient to lump the aberrations 
together using wave-front analysis and get a combined optics MTF0 for nadir 
(scan angle 6 = 0 deg) and for other values of 6 as needed. These large programs 
will print out tables of MTF0 versus 0 very rapidly. 

1.5.1.4 Random Vibration, MTFRV,. Vibration effects are often omitted in 
an MTF analysis unless severe vibration effects are present on any optical 
element. One must distinguish between vibration-induced motions that are 
random with respect to x- and y-axis image motion and those that are sinu- 
soidal. Random displacement of a spot image causes the spot to blur to a 
Gaussian pattern. The MTF from random vibration is therefore 

MTFRVI = exp(-2TT2a2/"2) , (1.65) 

where a is the rms amplitude of the vibration displacement. 

1.5.1.5 Sinusoidal Vibration, MTFSV|. Sinusoidal vibration can occur when 
a flat folding mirror vibrates in its mount, causing spot displacements in the 
ACT axis. This is because there is usually an angle adjustment built into the 
lower (outboard) fold mirrors of split-aperture scanners. The MTF of such a 
sinusoidal displacement is 

MTFsvi = Jo(™sf) , (1.66) 

where Jo is a zero-order Bessel function, as is the peak-to-peak amplitude of 
sinusoidal vibration effect (radians), and /"is the spatial frequency (cycles per 
radian). 

1.5.1.6 Misalignment of Split-Field Optics, AATFM,S. Since both paths of a 
split-aperture scanner must be aligned, there is a residual misalignment in 
each axis. This can be considered as a Gaussian error, so the MTF is that of 
a Gaussian. The same form of equation as Eq. (1.65) should be used. 

1.5.1.7 Detector Time Constant, MTFDET. The detector has a finite time con- 
stant that delays its response to changes in image irradiance as it scans. The 
time constant MTF is well known and will not be derived here. We have 

MTFDET = 1 + 
\/3dB/ 

-1/2 

(1.67) 

where fis the electrical frequency of interest and /ädB is the electrical frequency 
at which the signal voltage is 3 dB down (50% power) from its dc, or low- 
frequency, value. The detector is measured in the detector laboratory to de- 
termine its /bdB value or, if its time constant T is known, /ädB = 1/2TTT. For 
example, let a detector have a time constant 

106 

T = 200 ns = 0.2 x 10-6 s, so f3dB = X
/2T = .  ,. _. = 796 kHz . 
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If we have a signal electrical frequency of 500 kHz, 

MTFDET = 1 + 
500 
796 

-1/2 

= 0.847 

If we have an electrical frequency of f = 1 MHz, we have 

MTFDET = 1 + 
/lOOO 

2-, 

V 796/ 

-1/2 

0.623 

1.5.1.8 Preamplifier Response, MTFPA. The response versus frequency curve 
of the preamplifier is usually peaked near the IFOV frequency to partially 
compensate for MTF roll-offs from other elements of the IRLS. Figure 1.46 
shows a typical preamplifier frequency response curve. The MTFPA is easily 
calculated from the preamplifier frequency response curve by reading the gain 
in dB relative to that at fR and substituting the gain VOUT/VIN into Eq. (1.68): 

MTFPA = GAIN = log-1^ , (1.68) 

where A is the decibel gain at the frequency of interest. 

1.5.1.9 Receiver, MTFRCV. If the receiver LRU signal output is taken at the 
output of the preamplifier, we get the receiver MTF by multiplying all previous 
MTF values at each frequency: 

MTFRCV = MTFDMTFDSAMTFOMTFRVIMTFSVIMTFMISMTFDETMTFPA . 

(1.69) 

Equation (1.69) must be evaluated at each spatial frequency. MTFDET and 
MTFPA use electrical frequencies that must be converted to spatial frequencies. 

Gain 

(dB) dB Gain = 20 log,. 

/ 

/VQUT\ 

V v,N / 

Frequency (Hz) 

Low-Frequency Reference 
Level Is Taken Here 

+ l0dB 
Over 

Gain at fR 

Fig. 1.46   Preamplifier response peaking near /IFOV- 
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Receiver MTF is useful as a means of predicting performance when the LRU 
is procured separately. 

1.5.1.10 Video Processor, AATFVP.    The video processor has several functions: 
1. post amplification 
2. automatic gain control (AGC) 
3. automatic level control (ALC) 
4. additional filtering and peaking near the IFOV frequency. 

The MTFVP is obtained from the plotted frequency response curve of the video 
processor in the same manner as for the preamplifier. 

1.5.1.11 CRT Spot Size, MTFCRT. In several airborne film recorders the film 
is exposed by a 12-channel CRT. Each of the spots is capable of being modulated 
or being cut off. Each spot is Gaussian in shape (see Fig. 1.47), so the modu- 
lation transfer function is given by 

MTFCRT = exp(-2irV/-2) (1.70) 

In Eq. (1.70), o- is the CRT spot width at the 50% intensity level in angular 
units: 

a = rs 

[ln(l/l - p)]1/2 ' (1.71) 

where rs is the radius of the circle containing the fraction p of the spot power. 
Since we want the 50% power width, p = 0.5 and 

a = 
[ln(l/l - 0.5)]1/2     (ln2)1/2 0.85rs (1.72) 

The spot radius rs is measured using a scanning slit photometer or other 
suitable means. The following CRT setup parameters are varied to adjust the 
size of the array of spots and the individual spot size: 

1. anode high voltage 
2. grid potentials 

1.00 

0.50 

.1a (Standard Deviation) 

50% Power Width 

Fig. 1.47   Gaussian CRT spot. 



INFRARED LINE SCANNING SYSTEMS    83 

3. focus coil current 
4. astigmatism coil current. 

Once rs is known, CT can be computed by multiplying by 0.85, and since fwov 
is equal to V2GFOV), we can express fin angular units of radians. The recorder 
spot diameter can be adjusted to give, nominally, 

Ds = 2rs « 1 mil for 1 IFOV , 

= 0.85rs = 
0.85(IFOV) 

= 0.425(IFOV) 

Substitution in Eq. (1.71) gives MTFCRT = 0.410. When the CRT is carefully 
set up, a 0.9-mil spot width can be achieved giving MTFCRT = 0.486. At lower 
spatial frequencies, MTFCRT improves. 

Spot measurements require care. Two different positions of the spot on the 
CRT screen are usually analyzed together with three different spot sizes. As 
the spot is scanned to the edge of the screen, electron-beam astigmatism causes 
the spot to grow from 0.9 mil at the center to 1.0 or 1.1 mil at the edges. 
Normalized units used in Gaussian MTF expressions must be mastered because 
the Gaussian MTF occurs for many components of the IRLS system. 

1.5.1.12 Recorder Lens, AATFRL. Some recorders use a relay lens to transfer 
the image from the CRT to the film. The MTF shown in Fig. 1.48 has a scale 
in line pairs per millimeter (cycles per millimeter) because this is common 
practice in optics. For IRLS calculations the frequency is converted to cycles 
per radian. The conversion requires that, in our example, the 1-mil CRT spot 
equals one IFOV. If the IFOV = 0.25 x 10""3 rad, then the CRT spot width 
of our example Ds = (lx 10~3 in.)(25.4 mm/in.) = 2.54 x 10"2 mm corre- 
sponds to one IFOV of 0.25 mrad. The conversion factor is then 

k = 
2.54 x 10~2mm 
0.25 x 10_a rad 

= 1.016 x 102 = 101.6 mm/rad 

10 20 30 

Spatial Frequency in Ip/mm 

40 

Fig. 1.48   MTF of example recorder relay lens. 
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The spatial frequency for IFOV = 0.25 x 10-3 rad is f = 2000 cycles/rad or 
2 cycles/mrad, so 

/IFOV = 2000 cycles/rad = ^ = ^^ = 19.685 = 19.7 cycles/mm . 
K lUl.b 

A different film recorder has no relay lens. Film is transported directly across 
the CRT fiber optic faceplate. In this instance, MTFRL must be replaced by 
MTFFO- The MTF of the fiber optics faceplate is measured in the laboratory, 
either as the MTF of the faceplate alone, or as a part of the complete CRT 
including the spot MTF. 

1.5.1.13 Film, MTF,:. The film used in most IRLS systems is aerial recon- 
naissance film. MTFF is read from the manufacturer's curve except that the 
lowest spatial frequencies given are not used. Instead, the flat part of the MTF 
curve is extrapolated to the lowest frequencies. Again, line pairs per millimeter 
units must be converted to IRLS spatial frequency units of cycles/rad. Note 
that the published MTF data for the film apply only to the specified develop- 
ment. Other film development conditions require new MTF measurements. 

1.5.1.14 Other Contributions to AATF. The example systems were used here 
purely for guidance in an MTF analysis. If the imagery data flow in other 
paths, the MTF analysis must branch to include each processing path. Possible 
alternate paths are 

1. Data link to ground station with remote operation of film recorder (the 
same recorder LRU is used but the sync pulses and a V/H signal must 
be transmitted in the scan dead time); 

2. Data link to ground station with remote operation of a digital tape 
recorder followed by replay to digital processor and frame grabber type 
display; 

3. On-board analog tape recording with frame grabber and real-time 
cockpit CRT display; 

4. Handover to reconnaissance management system (RMS) where MTF 
responsibility rests with the RMS manufacturer but the IRLS designer 
will still be judged by the quality of the end imagery. Great care is 
needed in specifying, measuring, and preserving the MTF and MRTD 
of the IRLS at all interfaces. The RMS and IRLS teams must work 
closely to preserve the inherent IRLS imagery MTF and general qual- 
ity for the end viewer. 

1.5.2    Along-Track MTF Analysis of IRLS Systems 

Figure 1.45 gives the outline of the MTF analysis of the example IRLS in the 
ALT axis. Because dynamic scanning is absent, analysis in this dimension is 
considerably simpler than for ACT. 

1.5.2.1 ALT Aperture Diffraction, MTFD. Because the scanner samples in 
ALT and scans only in ACT there is no possibility for a simple electronic boost 
to compensate for MTF roll-off near the IFOV frequency. Thus, it is customary 
in split-aperture scanners to make the ALT aperture much larger than either 
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of the two ACT apertures. For example, the ALT aperture is set to 7.75 in. 
while the average of the two ACT apertures is 2.22 in. at nadir. The ALT 
aperture is constant during a scan and its diffraction MTF is higher than that 
of the ACT apertures. 

1.5.2.2 ALT Film Magazine Servo Jitter, MTFFMj. Servo jitter is treated in 
the same way as ACT jitter or other ACT Gaussian effects. Other MTF con- 
tributors in the ALT axis may be treated in the same way: 

1. detector sampling aperture, MTFDSA 
2. receiver random vibration, MTFRVI (not as likely to occur in the ALT 

dimension because of mirror-mount design) 
3. receiver sinusoidal vibration, MTFsvi 
4. misalignment of split-aperture optics, MTFMIS 

5. CRT spot size, MTFCRT 
6. recorder lens, MTFRL. 

The film transport moves the film at V/H rates. For low V/H values there is 
greater possibility of servo jitter from a variety of causes, such as bearing 
stiction, vibration, and motor cogging. The jitter should be measured in 
the laboratory at several low V/H values, and a Gaussian MTF should then 
be used to model the behavior with a derived from the measured displace- 
ment data. 

1.6    PERFORMANCE FIGURES OF MERIT 

In Sec. 1.4.2 the NEN [Eq. (1.32)] and the NETD [Eqs. (1.35), (1.36), and (1.37)] 
have been noted as IRLS figures of merit that have their greatest utility as 
production quality control tools. They tell that the detectors are functioning 
properly within the operating optomechanical scanner and that the amplifiers 
are not too noisy. The NETD does not predict image quality or usefulness. 

1.6.1    Objective MRTD 

For assessing resolution in the image, the system MTF discussed in Sec. 1.5 
is essential. By combining MTF and NETD we can obtain an objective measure, 
called objective MRTD, which is related to the subjective MRTD used with 
FLIRs. Subjective MRTD was developed for FLIR use by the US Army Center 
for Night Vision and Electro-Optics. Subjective MRTD is used in their static 
performance model for thermal imaging systems.4 Unfortunately, there is no 
equivalent universally accepted definition of MRTD for IRLS use.8 Even the 
MRTD formulations of the FLIR model have been modified by subsequent 
researchers, e.g., Ref. 9. Their goal was to improve agreement with test mea- 
surements in the low-frequency region and to improve modeling of the human 
eye response. A further complication is that the static performance model4 is 
not easily adapted to IRLS use because the FLIR model assumes a round 
aperture and a TV-type scan frame rate that is identical to the TV display 
frame rate. This is not always true even for FLIR designs and is a problem 
when attempting to describe IRLS scan rates. The FLIR model also only treats 
CRT displays, while IRLS systems have the option of film display on a light 
table under more favorable viewing conditions. It is also necessary to formulate 
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an objective MRTD because a modern IRLS must now function with the fol- 
lowing additional or auxiliary systems: 

1. RMS (reconnaissance management systems) 
2. target cuers 
3. sensor-fusion image-processing systems at ground stations 
4. real-time display systems on-board with frame grabbers or analog 

magnetic tape "ping-pong" buffer storage 
5. narrow-band data links and data compression systems (these alter both 

the bandwidth and the dynamic range and influence the distribution 
and phase of spatial-frequency components of the image) 

6. correlation or map-matching systems for guidance and navigation. 

Instead of concerning ourselves only with subjective performance of a human 
observer in viewing a CRT monitor, we must now also consider objective IRLS 
performance and interface specifications for these newer systems. The short- 
comings of the FLIR model discussed here are relevant only when the model 
is applied to IRLS systems where the model was not intended for use. The 
great pace of development in digital image processing and artificial intelligence 
technology now requires the new IRLS objective MRTD as an accepted figure 
of merit. The human eye response and the subjective MRTD can be used, 
provided objective and subjective MRTD measures can be correlated and val- 
idated by both laboratory and field measurements. 

There has been an unfortunate tendency to try to use subjective MRTD as 
an acceptance criterion for 100% of FLIR production systems. This is a very 
costly, time-consuming, and unreliable practice because the final decision to 
accept each FLIR system rests on the subjective judgment of a so-called stan- 
dard observer under standard viewing conditions. The MRTD test is somewhat 
difficult to perform and human observers vary in their performance from day 
to day and even within the same day. An observer's skill and familiarity play 
important roles in performance, but each of these cannot be modeled with any 
precision. For IRLS testing, the custom with some IRLS programs has been 
to accept receivers or scanner LRUs based on separate NETD measurements 
and separate receiver MTF measurements. The acceptance procedure for the 
complete IRLS system adds, as a minimum, the following to the receiver tests: 

1. thermal resolution on film (or equivalent test for tape) 
2. uniformity and image quality 

a. distortions 
b. striations (film) 
c. uniformity of density and density control (film) 

3. V/H following ability 
4. MTF on film or tape. IR targets are viewed while scanning and mod- 

ulation is measured on developed film (or tape) with a scanning mi- 
crodensitometer (for film) at various spatial frequencies. 

If the IRLS system includes other features, such as tape recorders or real-time 
displays, these are separately tested during acceptance. Development and com- 
patibility tests establish their performance with a complete IRLS system prior 
to any production. Recent opinion is that both subjective and objective MRTD 
have their uses for IRLS testing. Several cautions are worth heeding before 
designing an IRLS test program, however. 
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Elaborate noise filtering is not needed for IRLS MTF measurements because 
multiple passes of the scan across a fixed laboratory target can be viewed on 
an oscilloscope. This allows visual averaging of the multiply viewed signal 
during MTF measurements where peak-to-peak voltage is to be measured. 
Several bar targets of different spatial frequencies are used and the MTF 
plotted. In many IRLS designs the ac zero level is clamped to the housing 
radiance level once each scan. The ac gain is set by viewing the narcissus cold 
spike and comparing its signal to that of the housing once each scan. The 
housing is considered to be a blackbody at a nominal 300 K temperature, but 
it is not important to know the temperature exactly. It is sufficient to know 
that it cannot rapidly change. Low-frequency noise is thus filtered by the IRLS 
system during the MTF measurement. 

A separate MRTD formulation and test procedure are needed when IRLS 
MRTD is to be measured on film using a human observer and a light table as 
the display device. There will be no frame rate and, hence, the FLIR model is 
not applicable unless it is modified. With the more favorable film viewing 
conditions it is expected that MRTD will be better than with a CRT display. 
Also, MRTD on film with IRLS systems using overlap writing will vary with 
the number of exposure overlaps (there can be up to a 2 x improvement in 
NETD when three overlaps are used at certain V/H values). In such systems 
the MRTD test would become elaborate. Several V/H settings would be needed 
for each FOV mode, and several different target spatial frequencies would be 
required. Because MTF varies with scan angle, the test would also require a 
set of different scan angles and much data would be collected. 

The MRTD formulation for CRT viewing of IRLS imagery could be closer 
to the FLIR model, provided it is modified to IRLS needs. 

1.6.2    Objective MRTD Formulation for IRLS Use 

Several formulations have been recommended and used for objective MRTD. 
These can be compared with the FLIR model MRTD equation given by Ratches4,5 

(also see Hepfer9): 

NETD 
MRTD (/b) = (0.66)(SNR)(/b); 

MTFsYs(/b) 

4     Ax Ay   \1/2 

IT 1)OVsFRte/ 
4$(A*)2 +  1 

-1/4 
(1.73) 

where TIOVS is the overscan ratio, FR is the frame rate, and te is the eye 
integration time. The last term is usually taken to be unity for most values 
of spatial frequency /b. This gives, for Ax = Ay = OLD, 

MRTD (ft, . (0.66)(SNR)(ft,sfö^y ^^ . (1.74) 

The signal-to-noise ratio recommended by Ratches et al.4 is SNR = 2.25. For 
the human eye integration time, te = 0.25 s is most often used. Equation (1.74) 
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for an overscan ratio of unity and a frame rate of 30 frames/s then becomes 
(for TIOVS = 1, FR = 30/s, te = 0.25 s) 

NETD 
MRTD</b) = OMtaAjjjj^ • (1TO) 

where an = w* = (ay = IFOV, the detector angular subtense in radians, and 
fo is the spatial frequency in cycles per radian. 

Recent IRLS systems have used the following formulation of objective MRTD: 

MRTD(/b) = —=(SNR)^= -=—— , (1.76) 
4V7 Vnovs MTFSYS(AO) 

where SNR = 2.25 for 50% probability of recognition of vehicle targets. The 
overscan ratio is taken to be unity for the IRLS. Substituting SNR = 2.25 and 
overscan ratio of 1 in this objective MRTD equation gives 

MRTDOBJ = 1.336ttfl/ö    "     "       (K) , (1.77) 
MlJbsYSV/o) 

where all parameters are as previously defined. This formulation [Eq. (1.77)] 
has been used in IRLS testing and acceptance by measuring the MRTD at the 
output of the receiver LRU prior to any recording and further data processing 
or display. The MTF of all further processing has been modeled. Appropriate 
testing is performed on these subsystems separately. To tie objective and sub- 
jective MRTD together, validation tests and human eye modeling are needed. 

The objective MRTD measure, Eq. (1.77), has been found useful in accep- 
tance testing of IRLS systems and in performance testing at remote sites, such 
as after installation on the aircraft. Up to the time of this writing, universal 
agreement has not been achieved in the IR community on an objective MRTD 
formulation. A series of validation tests would be more expensive than those 
done with FLIRs because aircraft flights would have to be included and weather 
is a variable. 

1.7    DETECTORS, ARRAYS, DEWARS, AND CRYOGENIC COOLING 

Presently deployed IRLS systems chiefly use photoconductive (PC) detectors. 
Sections 1.2 and 1.3 have discussed some of the uses of PC arrays in IRLS 
systems. Development of PC HgCdTe SPRITE detectors in Great Britain has 
led to their use in a family of compact IRLS systems. The PC materials most 
often used are HgCdTe and InSb, although doped Ge and other detector ma- 
terials have been used for special purposes, such as longer-wavelength IR 
radiometry. 

1.7.1    Photovoltaic Arrays 

Developments in detector array technology raise the possibility of using pho- 
tovoltaic (PV) detectors in large arrays. As previously noted, the PV detectors 
have a V2 advantage in D*, which is difficult to realize in practical systems 
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because of the higher impedance of PV cells. PC cells are noisier but their 
lower impedance makes it easier to couple the signal to a practical preamplifier. 
Typical PC HgCdTe detectors have cell impedances as low as 50 tt, while a 
PV cell impedance can be hundreds or even thousands of ohms. If the charge 
from the PV effect can be temporarily stored in a capacitive-type cell that is 
periodically coupled to a readout preamplifier, the storage device can act as a 
miniature impedance transformer. Readout arrays of several types, such as a 
CCD or a CID or various forms of MOSFET array switches have now been 
applied to PV arrays. In the near-IR band, platinum silicide arrays with silicon 
readout arrays have provided impressive performance. A large PV array allows 
the scanner to be operated at a slower scan rate because the required ALT 
coverage 4>ALT can be achieved even at high V/H values by adding more de- 
tectors to the array in the ALT direction. The complexity of extra bias and 
preamplifiers is minimized by the readout multiplexer (of whatever type). 
When smaller IRLS scanners are needed for RPVs and pods, these techniques 
may be used. The lower signal from the smaller aperture is compensated for 
by the slower scan (longer dwell per IFOV) and by using more detectors per 
scan. This can be seen in the scan rate equation: 

Nsc = ÄV)   SCanS/S • (L78) 

Using n ALT detectors causes increased off-axis aberrations, especially coma. 
These aberrations can be partially corrected in the scanner optical design. 
Coma can be roughly estimated in the round-aperture axehead scanners where 
these large PV arrays might be used. Coma angular diameter dc is approximately 

dc _ 0^875»   rad (L79) 

(/7#)2 

where u is the field angle between the chief ray to the point of interest in the 
focal plane and the optical axis and f/# is the focal length divided by the 
aperture diameter. Another trade-off results from the defocus effect. The mo- 
tivation for the extra detectors in the ALT dimension is to keep up with high 
V/H values in low-altitude operation. The defocus effect prevents any reali- 
zation of detector-sized resolution when the detectors are sized for the longer 
slant ranges, as discussed in Sees. 1.2 and 1.3. Their inherent resolution can 
only be achieved at large scan angles. Falloff of ALT optical resolution as the 
off-axis angle increases then becomes less of a problem and practical solutions 
exist. As the scan angle increases from nadir, the outer detectors can be dropped 
and the center detectors used, as shown in Fig. 1.37. 

1.7.2    Detector Dewars 

The IR detector/dewar assembly is a costly and important component of any 
IRLS. Most IRLS dewars are end-looking designs that accept a cold finger from 
a split-Sterling cryogenic refrigerator. Integral refrigerators are more rugged 
and several successful designs have been made. Microphonics or IRLS shape 
restrictions may prohibit their use because they must fit directly on the dewar. 
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A detector array is fabricated from a slab of semiconductor material called a 
chip or a clip. Evaporated leads are attached. These must run down the cold 
well of the dewar to an array of metal leads penetrating the dewar glass via 
Kovar glass-to-metal seals and ultimately to a connector. Because these leads 
conduct heat they are a significant contributor to the static heat load of the 
dewar. The other important heat-load contributors are glass conduction and 
the static load from all sources. In PC arrays there is the dynamic load of the 
bias and the incoming signal radiation. PC bias dissipation is significant and 
is an IRLS design trade-off item. High bias gives more signal but adds to 
electrical noise and to the dynamic thermal load on the dewar. 

The IRLS system engineer, the preamplifier designer, the dewar designer, 
and the detector array engineer must work closely together to optimize the 
total array design for minimum thermal load and noise. Cryo-refrigerators are 
made in various capacities, such as */4, XI2, and 1W. In most IRLS installations 
where size, weight, and electrical power are to be minimized, it is undesirable 
to use a larger cooler than necessary. This can motivate use of PV detectors 
for large arrays because a PC detector array would have a large bias dissipation 
and more leads through the glass. Biasing of PC detectors is discussed further 
in Sec. 1.7.3. 

A dewar window of IR-transmitting material (such as Ge or BaF) is attached 
to the glass by the manufacturer. The window is given an AR coating and an 
outer protective coating. The array is usually AR coated to improve photon 
capture in fll optical systems. Dewar designs have been improved recently to 
eliminate materials that deteriorate at high storage temperatures. Long shelf 
lifetimes and high storage and shipping temperatures have become require- 
ments in most procurements. 

The detector array is fitted with a metal cold shield to limit, insofar as is 
practical, the field of view of the detector to only those rays coming off the 
final focusing element, i.e., the parabolic mirror in most IRLS scanners. Details 
of cold-shield design are discussed in Sec. 1.7.4. 

1.7.3    Biasing of Photoconductors 

Each PC detector requires a bias source of current that is modulated by the 
photoconductivity. Each cell has an impedance and a responsivity R\ (in volts 
per watt per micrometer of wavelength): 

Rx = K 
= wüih (V w_1 Mm_1)' (L80) 

where 

P\  = rms signal power per unit wavelength incident on the detector 
Vs  = rms signal voltage 
W\ = spectral irradiance (in W cm-2 um-1) 
Ad = detector area in square centimeters. 

Spectral responsivity can be integrated across the spectral band of interest to 
get the in-band responsivity: 



R 
(WAd) 
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(1.81) 

The bias circuit for a photoconductor may be represented as shown in Fig. 
1.49. The signal voltage Vs is simply Vs = h§rc, where h = V&/(rc + rL), rc 

is the photoresistance, and TL is the load resistance in Fig. 1.49. The load 
resistor is usually chosen to be much larger than the detector impedance (which 
for PC HgCdTe is approximately 50 to) so that rL may be 2000 to. When 
rL » rc, the detector is operating essentially at constant bias, where 

rL 
(1.82) 

For estimates of signal, one solves Eq. (1.80) or (1.81) for Vs. Using in-band 
values, 

Vs = RWAd , (1.83) 

where R is given by the detector manufacturer for the band of interest. If a 
spectral plot of R\ is given, then 

Vs = I 2RJVxAd dk   , (1.84) 

where W\ is obtained from computer solution using appropriate blackbody 
programs. The value of signal voltage for various scene temperature changes 
can be computed if the emissivity of scene objects is known or assumed to be 
unity. The expected range of signal voltage is needed for the preamplifier 
design. 

Irradiance 

Fig. 1.49   Biasing a photoconductive IR detector. 
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1.7.4    Cold-Shield Design 

The dewar includes a cold shield to limit the acceptance angle of a detector 
array in each dimension. The ideal cold shield would allow passage of all signal 
rays and would block all unwanted rays from creating an interfering back- 
ground. An ideal optical design would place a pupil near the focal plane so 
that a cold shield placed at the pupil would limit incoming rays to the optical 
path and block all other rays. An ideal cold shield can be approached for a 
small single-cell detector but cannot be achieved for a large linear or two- 
dimensional array. In most IRLS designs the final optical element is the par- 
abolic mirror. This mirror is often rectangular in shape, being wider in the 
ALT direction. The cold shield must therefore accept all rays from the rectan- 
gular aperture footprint on the parabolic mirror and allow them to come to a 
focus on the detectors. The individual detectors of a typical airborne IRLS are 
disposed as shown in Fig. 1.50. The larger wide-mode array dominates the 
required cold-shield angle, as shown in Figs. 1.50 and 1.51. In cases where 
two different array sizes are used in the same focal plane, there is no need for 
a symmetrical aperture. Shapes such as that of Fig. 1.51 are more efficient. 
Detector performance is estimated by integrating the background flux QB 
falling on any given detector using x and y coordinates derived from the detector 
layout drawing (Fig. 1.50). The value of QB is then inserted in 

D PK BLIP = 2hc Qi 
-1/2 (1.85) 

ACT 
Scan 

12-Element 
Staggered 

Wide-Mode 
Array 

12-Element 
Staggered 

Narrow-Mode 
Array 

R-, and R2 Determine Dimensions of 
Rectangular Cold Shield Aperture 

Fig. 1.50   Dual-array focal-plane layout as an example of cold-shield sizing. 
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Gold-Coated 
Cylindrical Cold 

Tube 
/Cylindric 

" ~\d     Shield 

Support Flange 

Cold-Shield Aperture 

Focal-Plane 
Substrate 

Narrow-Mode i 2| 1| 
'      Aperture (x,, X, are given in Figure 1.50) 

Cold-Shield Aperture 
(Section A-A') 

Fig. 1.51   Cold-shield design example for ACT dimension. 

where 

D PK_BLIP = background-limited peak detectivity (cm Hz1/2 W"1) 
Xc0 = cutoff wavelength at 50% response in micrometers 
h = Planck's constant 
c = velocity of light 
QB = background photon flux on detector area Ad in photons 

per second. 

1.7.5    IR Detector/Dewar Assembly Tests 

The IR detector/dewar assembly should be given a carefully written specifi- 
cation that, as a minimum, should include the following tests: 

1. D* on each cell 
2. R\ on each cell 
3. impedance on each cell 
4. time constant or frequency response on each cell 
5. cuton and cutoff wavelengths for each cell 
6. biasing and choice of select bias resistors 
7. array geometry 
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8. array uniformity (be careful not to overspecify) 
9. spot scans of cell response as required. 

These tests are self-explanatory except for the last three. Array geometry is 
determined both by microscopic visual inspections and by infrared spot scans 
to assure correct geometry of IR response. The array uniformity test assures 
that D x, T, and R\ do not deviate beyond the specified limits from the required 
average or absolute values. It is very important in writing the detector spec- 
ifications to avoid any overspecification. One can specify for D* and T and take 
whatever responsivity and impedance results, but beware of attempting to put 
tight controls on both uniformity of D* and uniformity of responsivity in the 
same array. The production yield could go to zero or to unacceptable levels. 
Cost follows yield inversely. 

1.7.6    Cryogenic Cooling 

Almost all IRLS systems use mechanical cryogenic refrigerators. These fall 
into four types: 

1. Gifford-McMahon (nitrogen cycle) 
2. split-Stirling (helium cycle) 
3. integral Stirling (helium cycle) 
4. Vuilleumier (helium cycle). 

The split-Stirling types are the most popular and the split feature allows the 
cooling head to be separate from the compressor. This helps with packaging 
and minimizes microphonics in the dewar. Care must be taken to isolate the 
cold head from the dewar so that mechanical vibrations will not couple to the 
detector. Microphonics can arise from the following mechanisms: 

1. detector lead bending, causing variations in inter lead capacitance 
2. detector substrate flexure, causing changes in cell photoconductivity 
3. changes in contact resistance between the detector and its leads 
4. Nitrogen boiling at the end of the cold finger (or pressure waves in 

Stirling refrigerators), which impact the metal end of the cold finger. 
This causes changes in detector operating temperature, which alters 
detector responsivity. 

Various proprietary means are used to minimize detector mechanical noise. 
The desired operating temperature of the IRLS detector is achieved by bal- 

ancing the cooling rate with the passive and active thermal loads on the 
detector/dewar assembly. In some instances, where the cooler has excess cool- 
ing capacity, it has been found useful to employ a focal-plane heater to servo- 
control detector temperature. In such cases there is an auxiliary resistor for 
temperature-monitoring placed in the dewar. Some designs mount a FLIR 
minicooler directly on the receiver near the detector/dewar to keep the capillary 
tube connection between the compressor and the cold head short. The cryogenic 
refrigerator requires more maintenance and has the shortest MTBF of any 
unit in the IRLS. Proper getter design preserves the vacuum and gives the IR 
detector/dewar a long lifetime either in storage or in use. 
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1.8    SIGNAL PROCESSING AND IMAGE PREPARATION 

CRT monitors and television technology are convenient to use and are found 
both in the cockpit and at ground stations. The nearly instantaneous trans- 
mission of frames of reconnaissance imagery to multiple viewing stations is 
so convenient that the limitations of the CRT as a display medium for IRLS 
imagery must be accepted. System engineers must find ways to overcome frame 
limitations so that the tremendous information-gathering capability of the 
IRLS sensor can be matched to the restricted format of the CRT. A good CRT 
monitor may be capable of displaying 1000 TV lines horizontal, which is equiv- 
alent to 1000 pixels of IRLS imagery. A typical IRLS provides more than 4000 
pixels per line with its 12-channel maximum instantaneous data rate of 15.2 
MHz. CRT monitors and video recorders can handle approximately 3 MHz in 
frames of no more than 1000 lines horizontal by 750 lines vertical. In terms 
of TV frames, a strip section of imagery that covers 750 lines in the ALT 
direction will require at least 

Nf = = 4 TV frames side-by-side . 

If the TV monitor is only capable of 600 TV lines horizontal, the IRLS would 
require even more TV frames side-by-side to show a complete section of its 
imagery. Several strategies have been used by systems engineers to overcome 
this mismatch in data rate and display format. These have been applied both 
for airborne and ground-station viewing and are as follows: 

1. Video tape recording of incoming imagery using two tape recorders in 
a "ping-pong" alternation so that frames can be manipulated and viewed 
while new imagery is being taken without interruption. With this 
method the user can scroll through recently recorded imagery frames 
while new data are still being taken. The RAF TORNADO uses a 
similar system. 

2. Systems such as No. 1 that also include a high-density digital tape 
recorder (HDDTR) as an archival storage medium available to the 
ground station when required. A data link can be used after data 
collection while the aircraft is leaving the target area on its exit run. 
The archival recorder could be film but the trend is away from wet- 
processed film for the logistic reasons already given. 

3. On-board thermal development of dry silver film. Near-real-time view- 
ing is possible with a TV camera pickup system as the developed film 
is leaving the developer. An operator can view selected pieces of stored 
imagery by unwinding and scrolling the stored film without inter- 
rupting the collection and recording of new imagery. Because the IRLS 
imagery format is much wider than that of the TV camera, as previ- 
ously noted, the TV pickup camera must be traversed across the film 
in the ACT dimension. Scrolling the film gives the other dimension of 
image scanning. 

4. IRLS systems such as No. 1 that have near-real-time viewing and that 
also provide wet-processed archival film. 
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5. Data links may be used for remote operation of IRLS film recorders, 
tape recorders, and real-time display systems. Several IRLS systems 
have been used with data links while the film recorder operated re- 
motely at a ground station. Other more complex recorders have re- 
corded IRLS data at a ground station using a data link. 

6. Data compression has been proposed to reduce the bandwidth require- 
ments for IRLS data links but has not been pursued to the point of 
flight trials. Laboratory simulation of IRLS imagery data compression 
on image processing computers has shown that compression of the 
data is practical and that no apparent information is lost. The low- 
altitude missions at the highest V/H rates have sufficient defocus that 
the true information content of the scene is not represented by the 
high-altitude data rate in terms of a constant angular resolution. 
Therefore, because the aircraft is closer to the ground, the footprint 
is adequate to meet the desired NIIRS category but the true infor- 
mation rate is less. The compression can be achieved without changing 
the NIIRS category. Equations (1.14) and (1.15) show that these wide- 
FOV, low-altitude missions produce fewer recordable pixels per scan 
because of the constant-footprint processing used in both ALT and ACT 
axes. Constant-footprint processing resembles data compression but 
the defocus effect acts to prevent high resolution in the central part 
of the scan while at the scan edges the full high resolution is needed. 
The compression algorithms therefore must be applied judiciously. 

1.8.1     Data-Compression Experiments with IRLS Imagery 

Data-compression experiments have been performed on recorded IRLS and 
FLIR imagery in an image-processing laboratory. Various data-compression 
schemes applied to the imagery were evaluated on a CRT monitor. Most data 
compression involves digitization of the raw video signals followed by compres- 
sion of the dynamic range. Most of the compression was applied to the middle 
band of spatial frequencies. Usually, this compression of dynamic range is 
combined with some form of differential pulse code modulation (DPCM). In 
these experiments compression ratios between 2:1 and 2.5:1 were shown to 
have no discernible effect on the displayed imagery at the CRT. Table 1.18 
gives some guidelines for compression of IRLS imagery data so that no sig- 
nificant reconnaissance information is lost. Table 1.19 lists some data-compression 

Table 1.18   General Guidelines for IRLS Data Compression 

1. Combine all redundantly sampled pixels or channels prior to any data compression. If 
SNR is adequate, drop any redundant pixels. 

2. Choose a data-compression method or algorithm that preserves the amplitude and phase 
of the higher spatial frequencies of the scene. 

3. Compress the dynamic range of the low-spatial frequencies a mild amount. 
4. Compress the dynamic range and amplitude of the middle band of spatial frequencies 

without significantly disturbing their phase. 
5. Do not be too ambitious. Try only for a data-compression ratio between 2:1 and 3:1. More 

than this may cause significant loss of scene information. 
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Table 1.19   Some Useful Data-Compression Methods 

1. Pulse code modulation (PCM) 
2. Differential pulse code modulation (DPCM) 
3. Predictive coding (e.g., Huffman coding) 
4. Transform coding (e.g., cosine transform) 

5. Hybrid forms 
a. DPCM plus Huffman coding 
b. Transform plus predictive coding 

methods applicable to IRLS use. Predictive coding could be applied to the 
problem of imaging ships against a calm ocean background. In such cases the 
IRLS is operating at maximum gain because the AGC uses video detail to 
decrease the gain. Once a ship is sensed, the gain needs to be reduced in the 
vicinity of the ship so that its deck and superstructure detail will be seen. This 
is related to dynamic range compression. In a multielement array an early 
detector signal could be used to sense the ship and then reduce the gain. This 
early "look-ahead" detector would be placed off-axis in the ACT direction to 
give the AGC circuits time to respond. 

There is an extensive and lively literature related to image processing and 
data compression (see Refs. 10 and 11). IRLS imagery is preferably compressed 
prior to recording, transmission, and display. Compression prior to interfacing 
with any RMS can help to simplify the interface between IRLS and RMS. 

1.9    FUTURE TRENDS AND LIFETIME OF DEPLOYED SYSTEMS 

Well-maintained IRLS systems have long useful lifetimes, especially if system 
upgrades are used to improve performance. Upgrade examples are 

1. higher V/H capability 
2. replacement of older cryogenic cooler designs with those easier to 

maintain and having higher MTBF 
3. resurfacing and recoating of exposed optics with more resistant coat- 

ings, especially windows and spin mirrors 
4. replacement of IR detector arrays with higher performance designs 
5. replacement of separate spin-mirror encoder and shaft coupling with 

an encoder disk mounted directly on the spin-mirror shaft or replace- 
ment of the encoder by an electro-optical synchronization assembly 
that operates from the spin-mirror facet reflections 

6. improvements on AGC and ALC circuits to improve imaging of ships 
against open ocean backgrounds 

7. data compression, including dynamic range control 
8. addition of automatic target cueing (ATC) to any existing real-time 

display subsystem (RTD plus ATC). For IRLS systems interfacing with 
a reconnaissance management system, the ATC cues could be part of 
the video signal sent to the RMS. Alternatively, the ATC could be a 
part of the RMS. An ATC subsystem also can have Nos. 6 and 7 
included. 
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1.9.1 General Improvements 

IRLS designs for RPV installations can benefit from the use of composite 
structural materials. Structural innovations that reduce size, weight, or cost 
would be welcome. Use of honeycomb or foamed aluminum backs for IRLS 
mirrors is an example. Diamond machining has been shown to be feasible 
on composite aluminum/foamed-aluminum mirrors. Adhesive joining and 
filament-wound reinforced plastics for scanner structures is another example, 
but changes in dimensions from humidity are a concern. 

With appropriate upgrades and good maintenance it is expected that the 
deployed and soon-to-be-deployed IRLS and RMS systems will be used well 
beyond the year 2000. There will be opportunities for new IRLS designs that 
solve special problems, including the ever-present problems of minimizing 
IRLS size/shape and weight, reducing electrical power consumption, and min- 
imizing the initial cost as well as the cost of ownership. 

IRLS systems have been installed in high- and low-flying RPVs both with 
and without windows. Also, there have been installations in small-diameter 
pods hung beneath manned aircraft to convert fighter/bombers for reconnais- 
sance or for combined strike/reconnaissance. There is a trend to the use of 
RMS systems on manned reconnaissance aircraft and an interest in automatic 
target cueing, as discussed in Sec. 1.9.2. 

An IRLS in long-range military aircraft, such as a bomber or a patrol air- 
craft, can be used at night to update the drift of the inertial navigation system 
by recognition and location of known check points along the flight path. The 
similar use of IRLS systems for guidance of autonomous homing vehicles has 
been noted in Sec. 1.1.4.4. 

1.9.2 Automatic Target Cueing (ATC) 

There is a great need to reduce the task load of the on-board observer of a two- 
seat reconnaissance mission by using ATC and other automated aids. In one- 
man reconnaissance missions this need is self-evident. The pilot is too busy to 
allow any detailed inspection of IRLS imagery on a cockpit CRT display. ATC 
from IRLS imagery expedites the target location process. The danger in any 
such automated system is that some valid targets could be overlooked if the 
ATC is too simplistic or if wrong target signatures are used in the ATC decision. 
If, however, the decision threshold is set too low, the false alarm rate becomes 
unacceptably high. If the decision criteria are strengthened to where only a 
few targets will be missed yet the false alarm rate is acceptable, the ATC 
becomes complex and costly. The trade-off between probability of detection 
and false alarms is difficult and complicated. For example, in a section of IRLS 
imagery there may be three tank images: (1) yesterday's burned out tank, 
(2) an inactive but lethal tank that is deliberately powered down, or (3) an 
active, powered-up tank. The task of automatically discriminating between 
case (1) and case (2) is difficult, but the active tank can be picked out by the 
heat from its exhaust or from its hot gun barrel (if firing). Some IRLS designs 
include a hot-spot detector as a form of target euer. Whenever a hot target is 
detected in the video, an LED is illuminated that exposes a triangular mark 
in the film margin. This works well for the rare isolated hot-spot targets but 
in urban or industrial areas the hot-spot indicator triggers too frequently. A 
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Table 1.20   Possible Target Signatures 

1. Radiance contrast against average scene radiance 
2. Rate of change of radiance contrast 
3. Size of object exhibiting radiance contrast 
4. Spatial frequencies of object exhibiting radiance contrast (high-frequency edges, etc.) 
5. Very hot spot located on target object (smokestacks, vents, vehicle exhaust pipes, gun 

barrels, etc.) 
6. Association of candidate target with nearby candidate targets in a target cluster (missile 

launch sites, AA batteries, etc.) 
7. Correlation with a stored library of known target shapes (very important for ship targets 

on the open ocean)  

more sophisticated decision process using other target signatures beyond sim- 
ple radiance contrast is required. Table 1.20 lists some possible target sig- 
natures to aid the decision process. 

Figure 1.52 shows how one form of ATC can aid in locating targets in wide- 
FOVIRLS imagery generated by low-altitude penetration reconnaissance mis- 
sions. The advent of very-high-speed integrated-circuit (VHSIC) technology 
and the availability of large RAM chips makes such an ATC practical and very 
compact. Some designs of IRLS are provided with a real-time display (RTD) 
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Fig. 1.52   IRLS with real-time display and automatic target cueing. 
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that allows frames to be selected from panoramic IRLS imagery for further 
step-zoom display magnification using an operator-controlled pistol grip. ATC 
algorithms and circuits have been separately developed and laboratory tested 
but as yet have not been flight demonstrated. Those manufacturers developing 
RMS systems will also be able to include ATC without extensive development. 
Best ATC performance occurs when the operator has the final decision re- 
sponsibility. The task load of sifting through the full IRLS imagery strip map 
has been greatly reduced by the ATC, but the human operator is left in full 
control and can study previous frames when necessary. A scrolling waterfall 
display is very difficult to follow for more than a few minutes. Combat expe- 
rience has shown that perfectly viewable targets have been missed by operators 
in flight, yet they immediately detect them on playback of the tape recorder 
during ground-station debriefing. The ATC subsystem prevents such omissions 
if its threshold is set low enough to include a few false alarms. In RPV missions, 
and some fully automated manned missions, imagery can be relayed and played 
back at the ground station where the target euer can operate in the same 
manner as in the airborne example discussed here. In an ATC subsystem, 
automatically cued candidate target images have their image locations stored 
in an event-time memory with each candidate numbered to allow rapid access 
without the need to scroll through the entire tape or film record. Once the 
candidate target or target cluster is located and the surrounding imagery is 
brought up on the CRT display, the step-zoom display magnification feature 
can be used to allow detailed examination. The display magnification does not 
provide any new information but it effectively matches IRLS resolution to that 
of the display CRT. Other sensors can be used to enhance the knowledge 
concerning a given candidate target. Synergism is the intent of the RMS and 
sensor-fusion efforts are underway in the airborne reconnaissance community. 
Certain sensors work well with the IRLS on low-level missions. Among these 
are 

1. side-looking radar 
2. emitter locators 
3. laser rangefinders and laser designators 
4. laser three-dimensional active imagers 
5. Radar altimeters and laser altimeters 
6. E-0 imaging sensors (daylight hours mostly) 
7. FLIRs for side looks near the two horizons and oblique viewing. 

A FLIR combined with an IRLS allows a higher resolution view of a candidate 
target detected by the IRLS if the FLIR frame is recorded and available. The 
RAF TORNADO reconnaissance aircraft uses a pair of FLIR-type side-looking 
IR (SLIR) sensors in this manner. With such a system, the ATC plus IRLS 
illustrated in Fig. 1.52 would be even more effective. More exotic SLIR sensors 
have been studied and proposed using focal-plane-array technology with PV 
detectors and multiplexed readouts. These SLIR sensors could be used to sup- 
plement the IRLS zone of coverage from scan angles of ± 75 deg to ± 90 deg 
(both horizons). In these two zones the IRLS has its poorest signal-to-noise 
ratio. The higher magnification SLIRs with their limited FOV but much better 
MRTD would offer a big advantage. The SLIR could use a simple nodding 
mirror scan to overcome the wide variation in V/R in the SLIR operation zones 
near the horizons. 
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2.1    INTRODUCTION 

A FLIR is an infrared analog of a visible TV camera. The term FLIR is an 
acronym for forward-looking infrared originating from the modification of an 
early 1960s Air Force down-looking infrared mapper to a forward-looking, real- 
time, infrared imaging system. The name has remained even though today a 
more appropriate name would be "thermal imaging" or "infrared imaging." 
The purpose of a FLIR is simply to see in the dark by the detection and 
appropriate processing of the natural radiation emitted by all material bodies. 
This radiation is described by various forms of the Planck radiation law. At 
300 K, the peak of this radiation occurs at about 10-jjum wavelength. Since 
there is an atmospheric transmission window between 8 and 14 [im, this is a 
useful region in which to operate. There is also a window between 3 and 5 |xm, 
so operation here is also possible. A system operating anywhere in the 8- to 
14-(xm region is usually referred to as an LWIR (long-wavelength infrared) 
FLIR, and one operating anywhere in the 3- to 5-(xm region as an MWIR 
(medium-wavelength infrared) FLIR. The term FLIR usually refers only to 
systems operating in one or the other of these regions. 

It is important to note that FLIR operation is in distinct contrast to the 
other type of night vision devices that operate in near darkness by amplifying 
existing visible (or near-visible) external radiation due to moonlight, starlight, 
sky glow, etc. These systems are quite common and operate very well if there 
is sufficient external illumination. They cease to operate altogether in absolute 
darkness or in deep shadows. Also, they do not see as well as FLIRs through 
smoke, dust, haze, etc. On the positive side, these systems tend to be smaller 
and less expensive than FLIRs. 

The connotation of a FLIR is a system that provides a visible rendition of 
the invisible infrared radiation scene. The same technology also can be applied 
to such applications as missile guidance, search and track, threat warning, 
and various other uses where an actual visible scene is not created for direct 
interpretation by a human operator, but where some sort of image processing 
is used to extract the required information. In this chapter we confine the 
discussion to the man-in-the-loop case. The rationale for this is that a human 
is just one form of image processor, and the system output can always be 
thought of as a re-created scene even though it is just a two-dimensional array 
of values. The system fundamentals up to the point of image processor pre- 
sentation are the same, and the interested reader is referred to publications 
dealing with the rapidly growing field of image processing for the logical 
extension to applications not involving a human operator. 

Throughout this chapter there is a peculiar mixing of units. Detector surface 
dimensions are given in mils (milli-inches), but detector thickness is expressed 
in micrometers. Wavelength is given in micrometers, while lens aperture is 
expressed in inches. Resolution is defined in milliradians, while field of view 
is given in degrees. The field of infrared imaging crosses many technical spe- 
cialties, each with its own methods and units of description. This blending has 
resulted in the present situations, and we repeat it by convention. Table 2.1 
lists the symbols, nomenclature, and units used in this chapter. 
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Table 2.1   Symbols, Nomenclature, and Units 

Symbol Nomenclature Units 

a(f) Normalized noise power spectrum — 
AD Detector area cm2 

AR System relative aperture — 
c Speed of light m s~x 

D„ IR optics aperture in. 

Z>*(\) Spectral specific detectivity cmHz^W-1 

D*BB Spectral averaged detectivity cmHz^W-1 

f Spatial-frequency variable cycles mrad-1 

U Diffraction-limited frequency cycles mrad-1 

fi> Approximate diffraction-limited frequency cycles mrad-1 

fo System reference frequency cycles mrad "1 

fl IR optics focal length in. 

//# IR optics /"-number — 

(fl#)cs Cold-shield /'-number — 
Go Magnitude of the noise power spectrum °C2 mrad2 

h Planck's constant Js 
k Boltzmann's constant JK-' 
MRT Minimum resolvable temperature °C 

MTF Modulation transfer function — 

N Number of detector elements — 

NEP(X) Spectral noise equivalent power W 
NET Conventional noise equivalence temperature °C 

NETo Limiting noise equivalent temperature °c 
NET* System output noise equivalent temperature °c 
Q Weighted average noise power spectrum factor — 
R Target range km 

Ro Range to A8 size MRT target km 

S Overall MRT target size m 

tD Detector dwell time s 

T Temperature variable K 

To Average scene temperature K 

w Detector element size mils 

Greek: 

ß Atmospheric extinction coefficient km"1 

Vr Reference electrical bandwidth Hz 

AT Effective signal temperature °c 
ATo Thermodynamic temperature difference °c 
AG Detector angular subtense mrad 
A<(> MRT target bar size mrad 

es Scanner (or chopper) efficiency — 
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Table 2.1   (continued) 

Symbol 

•n 
f\cov 

T|cs 

■no 

Xl 

A.2 

CT 

(To 

TF 

To 

ToOO 

Nomenclature 

Detector quantum efficiency 

Detector-array coverage efficiency 

Cold-shield efficiency 

Total FLIR system efficiency 

Effective total detector efficiency 

Wavelength variable 

Detector cuton wavelength 

Detector cutoff wavelength 

Stefan-Boltzmann constant 

IR optics design blur 

System frame time 

Spectral average optics transmission 

IR optics transmission 

Units 

m 

m 

m 

WnT 

mrad 

K4 

2.2    PRINCIPLES OF OPERATION 

2.2.1    Fundamentals of Thermal Imaging 

All material objects above absolute zero radiate electromagnetic radiation. The 
maximum value of this radiation per unit wavelength is given by the Planck 
blackbody radiation law, 

Me(\,T) 
(2-nhc2 

\   X5 
exp 

he 
KKT 

- 1 

-l 

[WnT3] (2.1) 

where 
c = speed of light in vacuum = 2.997 x 108 m s"1 

h = Planck's constant = 6.626 xlO"34Js 
k = Boltzmann's constant = 1.381 x 10~23 JK  x 

T = absolute temperature in kelvins 
\ = radiation wavelength in meters. 

The radiation of a real object is obtained by multiplying the blackbody radiation 
term by the spectral emissivity of the object e(\): 

[Me(X,T)]actual = e(\,T)Me(KT) (2.2) 

Equation (2.2) can be considered a definition of emissivity. Since the energy 
per photon is known to be (hc/K), Planck's law in terms of photon flux can be 
written as 

Mq(K,T) 
he 

Me(\,T)   [photons s  x m  3] (2.3) 
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The total power radiated is given by the integration of Eq. (2.1) over all wave- 
lengths, yielding 

Me(T) = <JT
4
   [Wm-2] , (2.4) 

where cr = Stefan-Boltzmann constant = 5.67 x 10"8Wm_2K"4 . For a 
blackbody at 300 K, and 1 m2 area, this corresponds to a total power of about 
460 W. The rate of change with temperature of this object is 

dMe 

dT 
4o-Ts 

(2.5) 

and at 300 K corresponds to about 6 W m-2 K"1. If we were to somehow 
measure the radiation emanating from a typical IR scene consisting of grass, 
trees, roads, etc., we would find variations from point to point due to variations 
in temperature and emissivity. It is only this variation in radiance that is 
useful in image formation. If we operate in the 8- to 14-fxm atmospheric win- 
dow, we will get about a third of Eq. (2.5), or something like 2 W per degree 
of temperature difference for aim2 blackbody. Later we will define an equiv- 
alent temperature difference in terms of both emissivity and temperature 
variations. At least for now we might expect to be able to form useful images 
with only a few degrees variation across the target scene. There has been an 
ongoing interest in thermal imaging for well over a hundred years, and a 
rough chronology leading up to the DoD standard common module FLIRs is 
shown in Table 2.2. 

The basic concept of a modern FLIR is to form a real image of the infrared 
scene, detect the variation in the imaged radiation, and, by suitable electronic 
processing, create a visible representation of this variation. The common mod- 
ule approach is schematically represented in Fig. 2.1. FLIRs usually use tele- 
scopes in the sense that the lens system is focused at a distance very much 
larger than the focal length. Characteristics such as field of view, resolution 

Table 2.2   Chronology of FLIR Development 

1848 Sir John Herschel Lampblack-coated paper soaked in 
alcohol 

1900 Various investigators IR sensitive photographic films 
1930 Czerny et al. "Evapograph," thin membrane immersed 

in oil in an enclosure 
1952 U.S. Army "Thermograph," single element scanned, 

recorded on film 

1956-1960 Various investigators Short wavelength, real time, scanned 
1962 Texas Instruments Modified AN/AAS-18 mapper, long 

wavelength, real time, named FLIR 
1962-1972 Various contractors Progression of improvements, custom 

designed for each application 
1972 Army Night Vision Laboratory 

and Texas Instruments 
Common module FLIR 
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Fig. 2.1 Modular FLIR concept. Common module systems scan an array of IR sensitive 
detectors across the target scene. The detector outputs are used to drive a geometrically 
equivalent array of light-emitting diodes to present a visible representation to a television 
camera. 

element size, and spatial frequency are expressed in angular units. By con- 
vention, field of view is expressed in degrees, resolution in milliradians, spatial 
frequency in cycles per milliradian, and noise in units of temperature. 

There are unique problems associated with thermal imaging not found in 
visible imaging systems. The first is the fact that LWIR wavelengths are about 
20 times larger than visible wavelengths. This results in FLIR optics being 
diffraction limited, whereas visible optics are usually optical aberration lim- 
ited. Second, a FLIR signal is a relatively small variation about a large dc 
level. In other words, infrared imagery is analogous to a visible image of very 
low contrast and high illumination. This requires ac coupling (or dc level 
subtraction by some means) prior to display. Even if an IR-sensitive photo- 
cathode existed, it could not be used in the simple visible image intensifier 
approach of photocathode/electron focusing lens/phosphor. The output would 
be of too little contrast to be useful. Finally, as we shall see, the fundamental 
noise limit is related to total photon flux. This is dominated by the large 
background, and, therefore, the noise is essentially independent of the "signal" 
level. This is in contrast to visible imaging systems where the noise varies 
with signal level. FLIR noise is essentially constant. 

2.2.2    Functional Elements 

The functional elements required for infrared imaging can be grouped into 
four main categories: (1) image formation, (2) detection, (3) signal processing 
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(including amplification), and (4) display. All of these are important, and in- 
terrelated. However, since the detection function has such an impact on the 
required characteristics of the others, we start here. 

2.2.2.1 Infrared Detection. Infrared radiation can be detected by its inter- 
action with matter either through the process of photon-to-photon exchange- 
heating effect, or by direct electron absorption/internal photoelectric effect. In 
the former, the radiation is absorbed as heat, resulting in a temperature rise. 
Then, some temperature-dependent parameter of the detector is measured. 
Such devices are referred to as square-law detectors. In the latter process, the 
valence band (or impurity level) electrons in a band-gap semiconductor are 
elevated to the conduction band by direct photon absorption. This increase in 
conduction band electrons can then be measured. These devices are referred 
to as quantum detectors. The details of operation of either type, as well as the 
subtleties involved with their fabrication and electric interface, are very com- 
plex and outside the purpose of this chapter. We restrict the discussion here 
to the more important characteristics affecting system design. 

2.2.2.2 Quantum Detectors. The most glaring difference between square- 
law and quantum devices is that the latter must be cooled to cryogenic tem- 
peratures. The very small band gaps required for infrared photon energies 
result in unacceptably high levels of conduction band electrons at temperatures 
close to ambient and necessitate operation at 80 K or lower. Quantum detectors 
are very carefully mounted to the cold surface of a cooler (the "cold finger") 
inside a vacuum enclosure called a dewar. Since the size and power of the 
cryogenic refrigerator are determined by the cold-finger heat load, great care 
is taken in dewar design to minimize external heat flow due to conduction of 
the electrical leads. The interested reader is referred to the chapter dealing 
with cryogenic coolers, dewars, and infrared detectors for more details. Op- 
erationally, there are three common types of quantum detectors: photocon- 
ductors, photodiodes, and photocapacitors. They have different electrical in- 
terface requirements, and external system complexity, as well as performance, 
are affected by the choice. 

Photoconductors are simply solid-state resistors. They are usually operated 
in a voltage-divider network configuration. The bias voltage, and individual 
load resistors, are selected to optimize detector/preamp composite signal-to- 
noise ratio. Photoconductors are typically low-responsivity (< 20 kV W_1), 
low-impedance (< 100 ft) devices and are far more compatible with bipolar 
preamps than with MOS. This, combined with the relatively high bias power, 
almost precludes placing preamps (and other processing circuitry) on the cold 
finger. The result is that each detector lead must be brought out of the dewar 
separately. Thus, practical dewar/cooler configurations limit photoconductor 
arrays to 200 or so elements. On the positive side, photoconductors are rela- 
tively easy to build and are the most forgiving of material impurities and 
defects. For many applications 200 or fewer detectors is more than adequate. 
They are used in the original DoD standard common module systems. These 
were the first mass-produced FLIRs, and by the end of 1990 more than 50,000 
of them had been deployed. 

Photodiodes are the infrared equivalent of silicon photocells. They are usu- 
ally operated at a small reverse bias to minimize Johnson current noise, and 
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here the current is almost all photon flux induced. The electrical interface is 
usually a current amplifier in a virtual ground configuration (a transimpedance 
amplifier or equivalent). This is compatible with MOS, so preamps, and other 
processing circuitry, can be on the cold finger. This, plus the lack of bias power, 
means that it is possible to consider photodiode arrays consisting of many 
thousands of elements. 

Photocapacitors, or MIS detectors, are the infrared equivalent of a single 
cell in a silicon CCD camera. They are integrating devices, whereas photo- 
conductors and photodiodes are not, and are equivalent to a Schottky barrier 
photodiode with a built-in integrating capacitor. No bias power is required, 
and very simple MOS circuitry can be on the cold finger, so large arrays are 
possible. Since no diode junctions are formed, fabrication is a simple planar 
process. On the negative side, limited charge integration capacity, tunneling 
current, and IIf noise may require much better material than photodiodes for 
equivalent performance. 

2.2.2.3 Square-Law Detectors. Uncooled detectors absorb IR radiation as 
heat and indicate this as a change in some measurable physical parameter 
caused by the resultant temperature change. The possibilities are almost lim- 
itless. The question is not what parameters change with temperature, but 
what doesn't? Volume, pressure, reflectivity, polarization, Peltier current, re- 
sistance, and many other parameters have been used to make a variety of IR 
detectors since the discovery of electromagnetic energy beyond the visible by 
Sir William Herschel in 1800. The possibilities are truly almost endless. It is 
often said that square-law devices are not useful for imaging because they 
inevitably suffer from poor performance and are too slow. This is not quite 
correct. In fact, it can be shown that a square-law device suspended in a vacuum 
in such a way that it can only exchange energy by radiation and absorption 
from one surface has the same limit of performance as a quantum detector 
exposed to hemispherical background radiation. In addition, even though the 
thermal time constant in such a case might be minutes, the fundamental noise 
also has this same temporal response. Thus, external frequency compensation 
of the signal will just flatten the noise, and the resulting signal-to-noise ratio 
will be determined by the final setting of the desired bandwidth (flux integra- 
tion time)—just as it would for an ideal detector. The real problem here is one 
of thermal isolations and responsivity: isolation to obtain acceptable detector 
noise performance and responsivity sufficient to maintain it in the readout 
device. 

Of the many possibilities, one that has been developed and has proved to 
produce very competitive LWIR imagery at TV frame rates is briefly described 
as an example. The element used here is a thin ferroelectric material, met- 
allized on opposing surfaces to form a small parallel plate capacitor. Ferro- 
electrics are characterized by a spontaneous electric polarization that rapidly 
goes to zero at a characteristic temperature called the Curie point. In addition, 
the dielectric constant also rapidly changes with temperature in this region. 
If the device is operated just slightly below this critical temperature, large 
changes in capacitance with temperature result, and relatively straightforward 
MOS bias and readout circuitry can be used to provide responsivities greater 
than photoconductors at 60 Hz. This is adequate for staring arrays—a system 
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Fig. 2.2   Detector array scanning FPA formats. Parallel system array formats can be used 
to eliminate interlace or increase the vertical sampling rate. 

type to be described later. The required thermal isolation for detector perfor- 
mance is provided by the method of contacting the capacitors to the silicon 
processor to produce very low thermal conductivity to the temperature-controlled 
heat sink. 

2.2.2.4 Detector Arrays. Detectors are fabricated as single-element devices 
replicated into arrays of one to many thousands of elements. Element sizes 
are in the range of one to two mils and are usually square or rectangular in 
shape. Thicknesses are usually in the range of 10 (im for quantum detectors, 
and may be up to several times this for ferroelectric devices. The total number 
of elements in an array directly affects the ultimate sensitivity of the system, 
as discussed in the section on performance. The geometrical arrangement of 
the elements (the array format) can be used in a variety of ways for system 
advantages. Some possibilities are indicated in Fig. 2.2. 

2.2.3    Image Formation 

Infrared energy is electromagnetic radiation and thus subject to the same laws 
of reflection, refraction, and diffraction as visible light. All the concepts and 
analytical techniques are directly applicable, and most visible components 
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have an IR counterpart. Common visible glasses do not transmit IR radiation, 
so refractive elements must be made from materials that do. On the other 
hand, reflective elements are virtually the same. Many materials transmit IR 
radiation, but practical considerations concerning strength, dispersion, index 
of refraction, etc., limit the choices. Common IR materials are germanium, TI 
1173 (and other chalcogenide glasses), IRTRAN, zinc selenide, and gallium 
arsenide. FLIR optical systems tend to be larger than comparable field of view 
visible systems because of diffraction and sensitivity differences. Objective 
lenses may be ten inches or larger in some cases, and are rarely less than one 
inch for short-range applications. In optical design terms. FLIR optics are 
usually much faster than visible systems. 

The most common type of system requires an optical scanning subsystem 
in order to provide full focal-plane coverage with a limited number of detectors. 
Conceptually, this is accomplished by mechanically scanning the image across 
the detector array in a prescribed manner. Usually, a flat mirror intersects 
the optical beam and rotates to provide the required scan. Rotating wedges, 
prisms, and the like can be, and have been, used, as well as multifaceted 
rotating mirror assemblies. Simple oscillating flat mirrors are more common. 
The easiest type to understand is the object-plane scanner. Here, the mirror 
(or other element) is placed in front of the objective lens, centered on the optical 
axis, and rotated about an axis perpendicular to it. This causes the imaging 
system to "point" to different positions in object space determined by the in- 
stantaneous mirror angle. The practical problem here is that the mirror must 
be placed far enough to the left of the objective lens so as not to hit it as it 
scans. A simple ray trace will show that the mirror must always be larger 
than the objective—the largest element in the optical train. The mirror can 
be made much smaller by judiciously placing it somewhere in the internal 
optical path. Just where depends on the specific design. This type is called an 
image-plane scanner. The easiest way to see how any type of scanner works, 
no matter how complicated, is to imagine an individual detector element as a 
diffuse light source, trace the resulting beam through the optics, and see where 
it goes in object space. Radiation from object space will traverse this same path 
in reverse. 

Almost all scanning systems use quantum detectors, and performance con- 
siderations require reducing the background radiation to the minimum pos- 
sible. This minimum is just that background flux coming through the optics 
front aperture. To approach this, the detector array is baffled inside the dewar, 
typically by placing a metal cap with a hole or slit in it above the surface of 
the detectors and in contact with the cold finger. This is called cold shielding. 
The cold-shield baffle must be at a low temperature because, otherwise, it 
would add back in some or all of the external flux it blocked. The degree to 
which the background flux is reduced to the ideal is indicated by the cold- 
shield efficiency. A typical cold-shield arrangement is shown in Fig. 2.3. 

Cold shielding and/or scanning complicate optical subsystem design and 
packaging and usually result in different trade-offs for each application. If no 
attention is paid to the locations of the various entrance and exit pupils, the 
input beam that is eventually focused onto an individual detector will wander 
around on the objective lens, the scan mirror, and the cold-shield aperture. 
The result would be an oversized and inefficient system. The ideal design would 
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Fig. 2.3 FLIR systems typically use an afocal telescope/IR imager arrangement. This al- 
lows scanning a collimated beam as well as allowing the imager and detector array to be 
used in many different applications by simply changing afocals. 

place the primary entrance pupil on the objective lens, an intermediate exit 
pupil on the scan mirror, and the primary exit pupil on the cold-shield aperture. 
However, this may require a complicated optical system with many lenses and 
several intermediate focal planes. Also, packaging, size, weight, cost, and 
transmission loss can make this an unacceptable choice in some applications. 

An additional problem associated with cold focal-plane scanning is referred 
to as the narcissus effect. The detector array, and the area adjacent to it, lie 
in the primary focal plane of the imaging system. It is then possible that 
reflections from the lens elements prior to the scanner can at least partially 
focus the area around the detector back onto the focal plane. This will result 
in a variation in the background flux incident on the detector during the scan. 
If the narcissus is in relatively sharp focus, the result will be a dark streak 
down the center of the display called cold spike. In poor focus, this spreads to 
a smooth variation across the entire display called hump. Design practice is 
to eliminate cold spike altogether and to control lens-surface curvature and 
location to minimize hump to acceptable levels. Hump is always present to 
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some degree and can be readily observed by looking at a uniform scene at high 
system gain. 

Fortunately, in spite of all the complications, it is still possible to describe 
and analyze the impact of the IR optical system on the total FLIR system in 
very simple terms. After all the critical factors have been prioritized, optical 
layouts agreed upon, and elements designed, the entire optical system, or any 
subgroup of elements, can be described in simple, idealized, "thin-lens" terms. 
One has only to keep in mind that (1) the effective objective aperture may be 
smaller and of a different shape than the actual objective lens, (2) the scanning 
element may be larger and less efficient than ideal, (3) cold-shield efficiency 
may be less than unity, and (4) the image will be blurred a finite amount over 
and beyond that caused by diffraction, and may be worse at the edges of the 
field of view than at the center. The overall transmission is determined by the 
number of surfaces and their respective transmissions or reflectivities and by 
the bulk absorption of window and lens materials. 

A further conceptual simplification can be made by reexamining scanner 
action. In reality, the action of the scanner is to cause the target image to be 
optically swept across the detector array in some prescribed manner. Since it 
is only the relative motion that matters, one can imagine that the image is 
stationary and the detector sweeps across the image in the reverse direction. 
Now, conceptually, all lens-system descriptions, scanning or not, reduce to that 
of a single lens, and the detector array either scans or it does not. We use this 
single-lens, scanning-array approach in all that follows, but use the actual 
values for such parameters as cold-shield and scanner efficiency. 

Consider a thin circular lens of diameter DQ and focal length fl. If an object 
of height Hi is placed at a distance Si to the left of the lens (object space), its 
image will occur at a distance S2 to the right of the lens (image space), given 

by 

S2 = —f-— , &-® 2     1 - (fl/Si) ' 

and will be of size Hi, given by 

H2 
fl 

1 - (fl/Si) 
**1\ (2.7) 
Sly    ' 

Now, if the object distance is very large relative to the focal length, Eq. (2.6) 
says all objects will be focused at the focal length fl, regardless of their distance 
Si, and Eq. (2.7) says the image size will be related to the angle subtended by 
the target at the lens. Furthermore, for a small target angle <|>, 

Conversely, a detector of dimension w will collect energy over an object-plane 
angle A0, given by 
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AQ =fi ■ (2'9) 

Evidently, this angle will be a major factor in determining the resolution 
capabilities of the system and is a key parameter called the detector instan- 
taneous field of view (IFOV). If the detector is not square, the IFOV will be 
different in x than it is in y, and the extension of Eq. (2.9) is obvious. If the 
detectors are confined to a working area of linear dimensions Fx x Fy, then 
the total object-plane angles that can be used by the system are given by 

** = ft ;   4>y = fi (2-10) 

and are referred to as the horizontal and vertical fields of view, respectively. 
FLIR focal lengths rarely exceed 20 in., object distances are usually greater 

than 100 ft, and detector dimensions are typically 2 mils or less, so the small- 
angle assumption is usually quite good. The only problems that would occur 
are for very short object distances or for focal-plane linear dimensions com- 
parable to the focal length. In the former case only, the system must be re- 
focused, and in either case, the field of view and perhaps A0 must be recal- 
culated. We assume small angles for simplicity. Only object-plane angles matter— 
not target size or distance—and image-plane angles are the same as object- 
plane angles. 

Next, consider a Lambertian surface of linear area AT at a distance R from 
the lens. The power collected by the lens from this target, Pc, is then 

n       (MTAT\(irDl\ Pc = {—An?)' (2-n) 

where MT is the emittance of the target in watts/area and D0 is the optics 
diameter. The first term in Eq. (2.11) is the emittance per unit solid angle, 
and the second term is the solid angle subtended by the lens. This power is 
then focused on the image plane and spread out over the image area A/. The 
resulting focal-plane irradiance Mj, in watts/area, is thus 

DIMTAT     (D
2

0\ 
MI = -üPM = \WTT • (2-12) 

where we have used the fact that 

AT     AI 

B*=JT2' (2'13) 

Therefore, the focal-plane power density is linearly related to the object-plane 
power density by the optics /"-number (/"/#): 

Mi =     5 MT , (2 14) 
L4(/7#)2J 
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where 

(//#) = £ ■ (2-15) 

Strictly speaking, the derivation of Eq. (2.12) is only approximate and is valid 
for a system focused at infinity. In any case we define f/# by Eq. (2.14). Perhaps 
surprisingly, it can be shown that for a well-designed IR optical system, Eq. 
(2.15) is true for the effective focal length and aperture. The proof is beyond 
the purpose here. 

Also note from Eq. (2.11) that the power collected per unit target solid angle 
is 

ÜT       \ 4 
MT , (2-16) 

where 

AT 
ÜT = ^ . (2.17) 

Now, since image- and object-plane angles are the same, the total power PD 
collected by a detector of subtense A0*, AOj, is 

ME , (2.18) p°-{   4   )MT = ~(D0ME)
2

~ 

4 

where 

A9£ = (AexA6y)1/2 . (2.19) 

This suggests that the product of the optics aperture and the detector IFOV, 
as defined by Eq. (2.19), is a significant quantity. In the section on performance 
it will be shown that this is indeed the case. 

FLIR systems typically use an afocal/IR imager arrangement, as shown in 
Fig. 2.3. This has the advantage of scanning a collimated beam, rather than 
a converging beam, and it also allows the scanner and imager to be used in 
many different applications by changing only the telescope aperture and the 
afocal ratio. 

2.2.4    Signal Processing 

The signal-processing function is to condition the detector outputs into a form 
suitable for interface to the display. This is in contrast to information-processing 
subsystems, such as target trackers and cuers, whose function is to extract 
information from the signal-processing output. In general, the subfunctions to 
be performed (in no particular order except for the first and last) are 
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1. preamplify to raise the detector signal output to a useful level, i.e., 
make the detector noise larger than any subsequent circuit noise 

2. dc level subtract to eliminate the large, unwanted, constant output 
associated with the background radiation 

3. gain and level correct to normalize the inevitable variations in element- 
to-element offsets and responsibilities 

4. multiplex to reduce the numerous detector outputs into a single, or at 
least a few, lines 

5. scan convert the detector scan format into the one required by the 
display 

6. set up the final display output by establishing the levels, sync signals, 
etc., required by the display. 

A required additional function is that of global gain and level control. This is 
done either by providing operator accessible dc level and gain control, in which 
case it is trivial, or by special automatic processing algorithms, which borders 
on information processing. The need for this is discussed later. 

Preamps are intimately associated with detector elements and, in the case 
of large focal-plane arrays, are physically located on the focal plane. Practical 
limitations play a major role in determining the suitability of detectors for 
imaging uses, especially in the case of square-law devices. Photoconductors 
place the severest requirement on preamps because of their low responsivity 
and impedance. Common-module systems use bipolar transistors, and the heat 
load requires them to be external. This limits the number of elements, as 
previously noted. Photodiodes are next since they require transimpedance am- 
plifiers (or the equivalent). Photocapacitors are probably the easiest. Preamp 
design is well covered in numerous sources on the amplification of low-level 
signals, and infrared detectors pose no significant new problems. 

Large focal-plane arrays are usually amplified, dc restored, and multiplexed 
on focal plane. Then, since reformatting always requires at least partial frame 
storage, the first external process is usually to A/D convert the analog detector 
assembly outputs so that more or less standard digital-processing techniques 
and components can be used to perform the functions of gain and level cor- 
rection, reformatting, and, if needed, automatic global gain and level control. 
Correction is accomplished by storing offset and gain coefficients for each 
detector element in the array and then using them to correct the data stream 
at the appropriate time in the flow. 

In common-module systems, each detector lead is brought out of the dewar 
as a separate output. Analog signal processing is used throughout, one channel 
per detector. The outputs are capacitively coupled, so no level correction is 
required. Channel gains are adjusted manually. Multiplexing and reformatting 
are performed in one subsystem referred to as an electro-optical multiplexer. 
The output of each channel is used to drive a visible light-emitting diode (LED) 
in an array geometrically equivalent to the detector array. The diode array is 
scanned, using the back side of the IR scan mirror, and focused by a visible 
lens onto a TV camera. The camera can be operated in (almost) any required 
format—usually 525- or 875-line standard TV. A visible imager can also be 
used to view the scanning diode array directly. The DoD standard common 
modules are shown in Fig. 2.4. 
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Fig. 2.4   The standard modules used in common-module systems are shown. Through 1990 
more than 50,000 systems had been built. 

2.2.5    Display 

The function of the display is to convert the signal-processor output into a two- 
dimensional visible-light distribution corresponding to the selected portion of 
the IR scene. The obvious choice of preference is a standard TV monitor using 
a cathode-ray tube, or solid-state equivalent. There is a large assortment of 
auxiliary video equipment readily available—recorders, mixers, test equip- 
ment, etc. Also, many applications use multiple sensors or have other uses for 
the display, so a standard is logical. 

Some applications, notably man-portable or other essentially self-contained 
systems, have no requirement for display sharing and trade standard TV for- 
mat for reduced signal-processing complexity and/or total system power. 

It has been said that any imaging-system design should start with the 
display. This is certainly true, and a common pitfall is a FLIR sensor design 
inappropriate for the display situation used. The human eye has a finite res- 
olution, and therefore the angle subtended by the display to the eye is critical 
to what a human can see. No image will look "sharp" unless it is eye limited, 
but the more this is the case, the less the amount of sensor information con- 
veyed. On the other hand, too large an angle to the eye will result in a blurred 
image with glaring scan lines, confusing the operator and reducing information 
transfer. The trick is to match the sensor to the display such that eye resolution 
is close to sensor resolution. This means that since the eye resolves one minute 
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of arc, the viewing distance must be such that each scan line is close to being 
resolved but is not actually resolved. This sets an optimum viewing distance 
at which a 525-line display height subtends 8 deg vertically. 

Other display parameters affecting performance include signal transfer 
function (gamma), resolution, useful brightness range, maximum-to-minimum 
brightness ratio, image distortion, and extraneous noise. Display environment 
factors include ambient lighting and vibration. 

2.2.6   Types of Systems 

All imaging systems are describable in terms of amplitude as a function of 
position and time. This takes at least four dimensions: one for amplitude, two 
for position in a plane, and one for the time. Color TV requires three for 
amplitude alone (although only two are sometimes used). It is also possible to 
determine range, actively (with, say, a laser) or by angular rates if motion is 
involved. This would require an additional spatial coordinate. Mathematically, 
the choice of coordinate system is arbitrary, but the final output, at least, must 
be physically realizable. 

In the system descriptions that follow we choose three dimensional Cartesian 
coordinates, one for amplitude, z, and two for position in a plane, (x,y). This 
precludes range and spectral (IR "color") information, and ignores time. Ig- 
noring time would appear to limit us to stationary scenes. Scene motion is 
accounted for by assuming a "framing" sequence at a suitable rate. Edison 
invented this concept in order to expand still photography to motion pictures. 
Early experiments indicated that 20 or so frames per second were sufficient 
for most scene motions of interest to a human, but frame rates of less than 
about 42 Hz caused the scene to annoyingly "flicker." They settled on a 25-Hz 
frame rate (just to be safe) and flashed this at a 50-Hz rate by use of a me- 
chanical shutter bar to eliminate flicker. Later, the U.S. television broadcast 
industry chose the familiar 30/60-Hz frame/field rates so they could lock-in 
power supplies, oscillators, etc., with the existing 60-Hz electrical power sys- 
tem. They also decided to transmit a frame as a sequence of horizontal lines 
and that about 500 lines were adequate. They settled on 525 lines to allow for 
some vertical retrace dead time. The current standard is 0.925 vertical effi- 
ciency, which yields 485 usable lines. This is commonly rounded to 480. In 
addition, the television industry decided that the display width would be four- 
thirds (4/3) its height for a so-called "aspect ratio" of 4:3. 

Assuming no other degradation, we might expect that the minimum vertical 
dimension discernible on a standard TV display is related to the number of 
lines. Also, the minimum horizontal dimension should be determined by the 
video signal bandwidth. If we assume these to be about the same, we can think 
of a standard image as equivalent to an array, or matrix, of 480 x 640 con- 
tiguous, individually controlled, light sources. Broadcast TV is not this good, 
nor is most FLIR imagery. However, degradations can be accounted for by 
allowing correlations among the light sources. We refer to these conceptual 
sources, or to the signal valves controlling them, as pixels. 

FLIR systems are divided into two broad categories: scanning and staring. 
Scanning systems are further subdivided into the categories of serial and 
parallel. 
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2.2.6.1 Staring Systems. As the name suggests, the approach here is simply 
to fill up the desired focal-plane area with detectors. No scanning is required, 
although periodic shuttering may be used to produce gain and level-correction 
coefficients, and as we shall see later, staring systems have very high sensi- 
tivity performance potential. A standard system, as defined previously, would 
require an array of 480 x 640 detectors. Assuming a square cell 2 mils on a 
side, the array size would be 0.96 x 1.28 in. This is quite large and can easily 
make the optics more complicated than might otherwise be anticipated, and 
may result in cryogenic-cooling problems. Also, maximum sensitivity requires 
cell integration times of 33 ms, and this can be difficult to do for IR quantum 
detectors interfaced to on-focal-plane MOS circuitry. This particular problem 
is less for MWIR detectors owing to the lower background flux in this spectral 
region. 

2.2.6.2 Serial Systems. A pure serial system consists of a linear array of 
one to several detectors, aligned horizontally and scanned sequentially in a 
two-dimensional rectilinear raster pattern across the focal plane, from the 
upper-left corner to the lower-right corner, as shown in Fig. 2.5. This is the 
same pattern as the CRT electron-beam scan used for standard TV display 
operation. Two scanners are required, rotating about an orthogonal axis. Be- 
cause of the high scan speed required, the horizontal scanner is usually a 
continuously rotating multifaceted mirror assembly commonly referred to as 
a carousel scanner. This is followed by a one-way vertical scan with as fast a 
retrace as possible. This is the usual order, although the reverse is possible. 
The two scanners must be very accurately synchronized to maintain a stable 
scan pattern. 

U.S. 525-line TV format can be obtained by running the vertical scan at 60 
Hz and the horizontal scan at 15.75 kHz. The number of useful lines, however, 
will be the vertical scan efficiency times 525, and this will not be correct unless 
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Fig. 2.5 Two-dimensional scanner system single detector. A serial system scans a TV-like 
raster pattern. It requires a high-speed horizontal scanner synchronized to a low-speed 
vertical scanner. System performance can be improved by adding detectors in TDI or by 
adding more rows. 
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this efficiency is exactly 92.5%. There also is a similar horizontal linewidth 
problem. The missing lines, and the useless video at the edges of the good 
lines, are usually blanked out, leaving a black border around the displayed 
image. Because of this, the pixel matrix is not quite standard, but the format 
is, so the output can be set up to drive a standard display, or other auxiliary 
video equipment, with no reformatting. 

If more than one detector is used in a serial string, their outputs must be 
specially processed. Because they all lie along the same horizontal line, every 
detector may be thought of as generating separate images that are horizontally 
displaced from each other. If we take the left-most detector image as being 
correct, the next one is off one unit, the next one to that two units, then three 
units, and so forth. The amount of this displacement unit is equal to the center- 
to-center spacing between the elements in focal-plane space, or this distance 
divided by the linear horizontal focal-plane scan speed, in time. To correct this, 
the first (left-most) element is not delayed, the second one is delayed one time 
unit, the third is delayed two time units, and so forth. Then, the resulting 
outputs are all added together. The result is a single image of enhanced signal- 
to-noise ratio. The signals from each element add linearly, but the noise, being 
statistically independent from element to element, adds as root mean square. 
The result is a detector signal-to-noise-ratio improvement, compared to a single 
element, equal to the square root of the number of detectors. This technique 
is almost always used whenever two or more detectors lie along the same scan 
line in any array format. The process is called time delay and integrate (TDI) 
and is important to remember and understand. 

The main advantage of a serial system is inherent uniformity. Since TDI 
is equivalent to a single "super" detector, gain and level correction is not 
required. Reformatting also is not needed (or is at least less complex), but this 
is offset by the increased complexity associated with the two-dimensional scan- 
ner. At least four detectors must be used to obtain reasonable performance for 
modest uses. Performance is improved by increasing the number, but this is 
limited by the inherent loss in effective horizontal scan efficiency associated 
with long arrays in the scan direction. More than one row can be used to 
increase the number, but this adds some reformatting complexity. Adding 
many rows begins to approach a parallel-system format. 

2.2.6.3 Parallel Systems. A pure parallel system consists of a linear array 
of contiguous detectors, aligned orthogonally to the scan direction and of suf- 
ficient length to entirely cover the field of view in this dimension, as shown 
in Fig. 2.6. This requires only a one-dimensional scan, which may be either 
horizontal (the usual case) or vertical. It would require 480 elements scanned 
horizontally or 640 elements scanned vertically to produce our standard pixel 
matrix. The scan frequency would be 30 Hz in either case. It is also possible 
to remove every other detector, run the scanner at 60 Hz, and produce the 
required pixel format in an interlaced manner by altering the cross-scan po- 
sition of the scanner by one line on every other scan. Photoconductive array 
systems, such as the original common modules, use this approach to reduce 
the number of elements to a manageable number. More than one interlace 
step is also possible, although rarely used, and the array can be contiguous. 
In addition, detectors can be added as additional columns or arranged to lie 
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Fig. 2.6 One-dimensional scanner system. A parallel system scans a vertical array hori- 
zontally. This allows great flexibility in adding elements for TDI to increase system 
performance. 

along scan lines to produce "super" detectors at each location by TDI. There 
are many combinations and perturbations. The main advantage here is that 
numerous detectors can be used without serious efficiency loss, and this is very 
often needed to meet application requirements. Flexibility of array format and 
interlacing is also a plus, as well as the reduced mechanical complexity. A 
disadvantage compared to pure serial scan is gain and (usually) level correc- 
tion. It has been said that there is also an added complexity because of the 
need to reformat. This is not necessarily true. If a pure parallel system is 
scanned vertically at 60 Hz and multiplexed horizontally at 15.75 kHz, the 
single-line output will be in standard TV format, just like the pure serial- 
system operation previously described. If the vertical scan mirrors have the 
same efficiency, the number of useful lines will be the same, but there will be 
no missing portions at the beginning or end of these lines. In a sense, the 
function of the serial system high-speed horizontal scan is replaced by elec- 
tronic multiplexing. Most parallel systems are reformatted, but this is done 
by choice. 

2.3    FLIR SYSTEM PERFORMANCE 

2.3.1    Image Fidelity—Resolution 

All FLIR systems previously described are sampled data systems in the sense 
that the continuous input scene is discretely sensed, processed, and displayed. 
The effects of this are very important, especially at the limits of performance, 
and must be addressed in system design. The approach here is to start with 
the assumption of a continuous system and discuss sampling as a perturbation 
on these results later. The justification for this is that the effects are scene 
dependent describable in terms of continuous system parameters, and, for a 
well-designed system, these perturbations are small. 

We further assume that the system is linear in the mathematical sense (or 
at least piecewise so). This assumption allows us to determine uniquely the 
output function as the convolution of the system impulse response with the 
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input function. This two-dimensional impulse response (which may be thought 
of as a "blurring" effect) completely describes the system's ability to re-create 
fine detail in the output and quantifies such qualitative descriptions as "res- 
olution." It is common to call the area over which there is significant signal 
correlation as the resolution area, and this is a useful quantitative measure. 
Each functional element of a system has its own impulse response, and, from 
linear system theory, the resultant total system response is found by mathe- 
matically convolving these together. But, since the Fourier transform of a 
convolution is the product of the Fourier transforms of the individual functions, 
it is easier to work in transform space (spatial frequency in cycles per milli- 
radian) than in real space (milliradians). For this reason the commonly used 
measure of FLIR system image fidelity is defined to be the (normalized) mag- 
nitude of the Fourier transform of the system impulse response function. This 
ignores phase, which can be important. The rationale here is that, unlike real- 
time-based systems where there is an inherent relationship between amplitude 
and phase due to causality, imaging systems are space based. In simple terms, 
there is no reason to require that an impulse response be zero, in, say, the 
negative x direction. Phase shifts can be introduced, by asymmetry in the 
optics or display and in the electronic signal processing. For simplicity we 
assume any such effects to be negligible and ignore phase in all that follows. 

The easiest way to obtain the MTF of any subsystem (or the entire system) 
is to determine the output resulting from an input "point source." This is an 
input of spatial, or time, dimension very much smaller than any anticipated 
output dimension, and of amplitude adjusted to size so as to result in unit area. 
In the limit of zero size and infinite amplitude this reduces to a Dirac delta 
function. Then, the Fourier transform of this output function is calculated and 
its magnitude normalized to unity at zero frequency. This normalized mag- 
nitude is the MTF of that element. If the magnitude happens to be zero at zero 
frequency, as would be the case, for example, for an ac-coupled circuit, or 
indeterminate, as it may be for a dc-restored circuit, then it is customary to 
normalize the element MTF so that the maximum value of the total system 
MTF is unity. In the following we restrict derivations to one dimension for 
simplicity. 

2.3.1.1 Image Formation MTF. An optical system with a finite-size entrance 
pupil will image an object-space point source as a specific image-plane power 
distribution uniquely determined by the size and shape of this entrance pupil. 
This distribution is called a diffraction pattern. The resulting MTF for mono- 
chromatic radiation can be determined by suitably normalizing the convolution 
of the aperture with itself, and will be different in each dimension if the pupil 
is not symmetric. The result for a circular aperture is 

KW« - [ j)   arccos(|) - (| (tfn ■ (2.20) 

where f is the spatial frequency variable and 

fe = Y ' (2-21) 
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where D0 is the aperture diameter and X is the radiation wavelength. 
The result for a finite spectral bandwidth is the weighted average of the 

MTF for each wavelength. However, since we rarely need great precision in 
MTF, a very good approximation is to use 10 |xm (LWIR) and 4 (Jim (MWIR) 
for the wavelength in Eq. (2.21). An additional simplification can be made by 
using the linear approximation of Eq. (2.20): 

MTFdiff = 1 - 1.27 (2.22) 

The comparison between Eqs. (2.22) and (2.20) is shown in Fig. 2.7. Equation 
(2.22) can be rewritten as 

MTFdiff (2.23) 

where 

fn = 
Do fc 

1.27      1.27 X 
(2.24) 

By coincidence, /b for a 1-in. aperture is 2 cycles/mrad (LWIR) and 5 cycles/ 
mrad (MWIR). Therefore, a good rule of thumb is that the diffraction cutoff 
/b of the entrance-pupil aperture will be about twice its size in inches (in each 
dimension) for LWIR and 2.5 times this for MWIR. This has a lot to do with 
the custom of expressing IR optics dimensions in inches. 

(f/fc) 

Fig. 2.7   Diffraction MTF circular aperture. The often-used straight line approximation 
for the diffraction MTF of a circular aperture is accurate over most of the region of interest. 
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Design Blur 

(f/fc) 

Fig. 2.8   LWIR lens MTF. Design blur a = IFOV/3. The total lens system MTF is the 
product of diffraction and geometrical design blur. 

As stated previously, IR optical systems are usually diffraction limited, 
whereas visible systems are usually design blur limited. However, design blur 
(imperfect geometrical focus) can be a significant factor for FLIR as well. The 
causes of this are well documented in numerous optics design sources. The 
result is that the design blur impulse response is approximately a Gaussian 
shape in two dimensions. The MTF is therefore also Gaussian and is given by 

MTFdesign = exp[-n(/b-o)2] (2.25) 

where a % is the mean square deviation in mrad2 and /"is the spatial-frequency 
variable in cycles mrad-1. In summary, the optical system MTF is approxi- 
mately, assuming perfect symmetry, 

MTFoptics = MTFdlffMTFd lesign 

and can be approximated by 

f MTF, optics =     1 
fi> 

exp[-II(/aon 

(2.26) 

(2.27) 

with ft, given by Eq. (2.24). The quantity cro can be regarded as a degradation 
factor associated with the quality of the optical system materials, design, 
fabrication, and mounting. The total lens system MTF is shown in Fig. 2.8. 

2.3.1.2 Infrared Detection MTF. It might appear that the resolution effect 
associated with the primary detection process depends on the type of system, 
the array format, the signal processing, and the type of display. While it is 
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Fig. 2.9   Detector MTF with /b = 1/(2 x IFOV). The spatial integrating effect of an IR 
detector results in a sine function MTF for square or rectangular elements. 

true that all these factors may contribute to the final system MTF, there will 
always be a term in this final expression that depends only on the geometrical 
(and responsivity profile) characteristics of a single detector element. The as- 
sumption here that all the detectors in an array are identical is consistent 
with the mathematical linearity assumption. This unique detector term is 
inherent to the primary detection process and is a fundamental limit to total 
system performance. The easiest way to determine detector MTF is to note 
that at any instant of time, a detector integrates the incident irradiance over 
its surface. That is, the signal output S (in units of voltage, current, etc.) is 

given by 

S ~ \\ J(x,y)to(x,y) dx dy , (2.28) 

where J(x,y) is the irradiance, 0.(x,y) is the element responsivity profile, and 
the integration is over the area of the detector. Expression (2.28) is equivalent 
to the convolution of J and Q, evaluated at the origin; therefore, the MTF is 
determined by the Fourier transform of £l{x,y). For example, a square detector 

of uniform responsivity has an MTF given by 

MTFdet = 
simr/Ae (2.29) 

where A0 is the detector IFOV in one dimension. All detector elements con- 
sidered here are assumed square, or rectangular. Also, the responsivity profile 
is usually essentially uniform, so that Eq. (2.29) is at least a very good ap- 
proximation to the MTF associated with the primary detection process. The 
detector MTF, relation (2.29), is shown in Fig. 2.9. 
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2.3.1.3 Signal Processing and Display Effects. The MTF associated with 
the signal-processing function is difficult to generalize and usually must be 
evaluated on a case-by-case basis. Fortunately, it is possible to reduce the 
degradation here to an insignificant level. The primary factor is the temporal 
frequency response of the analog circuits, preamps, multiplexers, sample-and- 
hold circuits prior to analog-to-digital conversion, etc., and this can show up 
as vertical and/or horizontal MTF loss. A common pitfall is to get lost in the 
flip-flopping back and forth between vertical and horizontal, and in the time- 
base relationship to spatial frequency. Frequencies can vary from kHz to many 
MHz within the same processor, and the spatial correspondence must be care- 
fully determined. 

The same considerations apply to the display. If it is a single-beam CRT, 
as commonly used in any TV standard, the effect is almost entirely attributed 
to the video channel frequency response and to the electron-beam shape and 
size. The latter usually dominates and is almost always a Gaussian. In this 
case, it is equivalent to an optics design blur with its own o\ 

2.3.1.4   Composite System MTF.    The total system MTF is the product of 
the subsystem functions, so 

MTFsystem = (l - £j exp[-n(/b-0)2](^^WTFpMTFD , (2.30) 

where 

f = spatial frequency coordinate in cycles/mrad 
/b        = diffraction cutoff frequency in cycles/mrad 
A6       = detector IFOV in mrad 
MTFp = MTF of the signal processor 
MTFD = MTF of the display. 

This assumes a circular optical aperture, or that an equivalent one can be 
defined (almost always the case), and is valid only for f s= fc. Outside this 
range, the MTF is zero. A typical FLIR system total MTF for LWIR operation 
is shown in Fig. 2.10. Figure 2.11 indicates the change in MTF for MWIR 
operations. 

The sine function in Eq. (2.30) has a first zero when its argument is TT. This 
corresponds to a frequency of 

f=j~Q- (2.31) 

Since this is almost always less than /b, it is regarded as the useful frequency 
limit to FLIR performance. A commonly used reference spatial frequency fa is 
defined to be one-half this value, or 

Ä = aie • (2.32) 

For a well-designed sensor and a good display, diffraction and detector MTF 
dominate. At f0, diffraction is typically 0.7, detector MTF is 0.64, design blur 
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Fig. 2.10 Total FLIR MTF LWIR. The total FLIR system MTF is the product of the display/ 
electronics and the IR receiver. The latter is the result of diffraction, lens design blur, and 
detector integration. 

Fig. 2.11   MTF for LWIR and MWIR. MWIR systems have somewhat better MTF response 
than LWIR systems because of the wavelength dependence of diffraction. 
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MTF is 0.9, and processor MTF is close to one. The sensor-only MTF is then 
about 0.4. Displays are difficult to generalize but most achieve at least 0.6 or 
better. We therefore expect FLIR MTF at f0 to be in the range of 0.25 to 0.4, 
which is rather typical. 

2.3.2    Image Uncertainty—Sensitivity 

The connotation of sensitivity is the minimum value of something that can be 
reliably measured, and this is always related to the unwanted signal-like 
responses (noise) associated with the measurement process. There is an in- 
herent noise associated with any photon-detection process, and this sets an 
upper limit to performance by any criteria. Additional noise sources are always 
present, to one degree or another, and must also be accounted for. We assume 
here that all noise sources result from random ergotic processes and are all 
statistically independent of each other. This, with the linearity assumption, 
allows us to describe the output scene as a superposition of the target scene, 
in spatial frequency coordinates, and the "noise" in terms of its noise power 
spectrum. Then, if we know the transfer function of the final information 
processor (human operator, target tracker, etc.), and its criteria for "success," 
we can calculate final performance in terms of those criteria. 

By definition, the noise power spectrum is the Fourier transform of the noise 
autocorrelation function, so its integration over all spatial frequencies is the 
output mean square variance. The square root of this, expressed in temperature 
units, is then a sort of display noise equivalent temperature. It also is possible 
to calculate a noise equivalent temperature (NET) by normalizing the rms 
noise at some node in the signal-processing subsystem, but, except for simple 
cases, these two temperature noises will not be the same. Clearly the "elec- 
trical" NET is only useful in assessing the relative performance of systems of 
very similar design. Nevertheless, NET is commonly used (and misused) as a 
relative measure, so we examine it for a case where it is closely related to 
display performance. In addition, we also gain other important systems 
parameters. 

2.3.2.1 Single-Detector NET. Consider a single-element serial system scan- 
ning a target scene consisting of a single large object of emissivity E(X) and 
temperature T, on a uniform blackbody background at temperature To. The 
resulting continuous analog output signal amplitude in volts is then 

Vs   = 
AD 

4(/7#)2J 

f*2 
AMe(k)jA(k)T0(k)R(k) dk , (2.33) 

where 

AMeik) = e(k)Me(k,T) - Me(k,T0) (2.34) 

AD     = detector area 
TA(k) = atmospheric transmission 
To(\)  = optical system transmission 
R(k)   = detector/preamp responsivity in V W1 
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and Xi, X.2 describe the integration spectral band. 
Detector noise is traditionally specified in terms of its noise equivalent 

power, NEP, such that the total (wavelength-independent) noise V„ is 

Vn = R(k)NEP(k) . 

Also, a normalized noise measure D* is defined to be 

(ADAf)1/2 

D*(k) = 
NEPOO   ' 

(2.35) 

(2.36) 

where A/-is the electrical bandwidth over which the rms noise V„ is measured. 
Then, using Eqs. (2.33), (2.35), and (2.36), we have, for the signal-to-noise 
ratio, 

S 
N 

AD\ 

4\Af) 

1/2 

(//#)■ I,1 [AMe(\)jA(\)][T0(\)D*(\)] dk (2.37) 

Relation (2.37) can be considered sort of a master equation from which all 
subsequent NET analysis evolves. This analysis can be done in a number of 
ways, all of which ultimately lead to the same result. We proceed in a special 
way as follows. 

We can interpret S/N as the result of multiplying a source term Is by a 
response factor IR. That is, 

jf = IRIS (2.38) 

where 

IR = 

Is = 

W™ \ 2M'e(X)j0(K)D*(k) d\ , 

[ 2\A(\)D*(\)AMe(\) dk 
Ai 

f   M'e(k)D*(\) dk 
Ai ■'X.i 

M'e(k)  = 
dMe(k,T) 

ST 

(2.39) 

(2.40) 

(2.41) 
r=T0 

Now, the source term Is has the units of temperature, so it is natural to define 
FLIR input signal in terms of an equivalent temperature differential. The 
response factor IR must have the units of inverse temperature, so the reciprocal 
of IR must be some sort of equivalent temperature noise. We thus define the 
spot noise NETS as the reciprocal of IR. 
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Then, defining 

f 2[M'e(\)D*(\)]T0(\) dk 

To =  ^  , (2.42) 

M'e(k)D*{k) dk 
Ai 

D*BB = (-^) \ 2M'e(k)D*(\) dk , (2.43) 
\4(TTO/ AJ 

we have 

NETs - Uj ^^ • <2-44> 
This is a central result and expresses single-element temperature noise in a 
generalized standard form. The term defined by Eq. (2.42) is the effective optics 
transmission, and the term defined by Eq. (2.43) is called the blackbodyö*. 

The standard definition of NET is that blackbody temperature difference 
required to produce an S/N of one, over a reference bandwidth, with unity 
atmospheric transmission. For a blackbody and unity TA, we have 

/s = ATo , (2.45) 

where ATo is the true, thermodynamic temperature difference between the 
target and its background. Therefore, the standard NET is just the NETS 

defined by Eq. (2.44) evaluated at a reference bandwidth A/R. This reference 
bandwidth is usually defined as 

Af" = (l)fe)  ' (2-46) 

where to is the detector dwell time, defined as the time required for it to scan 
a distance equal to its size in the scan direction. For a scanning system this 
would be 

A6 
tD  =  y~  , (2.47) 

where A6 is the IFOV and VD is the element scan speed in milliradians per 
second. Therefore, by definition, the standard NET for a single detector is 

NET = NETsAfe . (2.48) 

with NETS given by Eq. (2.44). 
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Returning now to the source function Is, it is convenient to define an effective 
temperature difference AT with respect to atmospheric transmission averaged 
over the spectral bandpass TA. That is, 

/s = TAAT (2.49) 

Now, it can be shown that for a background-limited intrinsic photodetector 
(BLIP), 

where T|(\) is the detective (solid-state) quantum efficiency and Eq is the in- 
cident photon irradiance in photons s"1 cm"2. Most usable detectors at least 
have this functional form, and Eq. (2.49) can be used by simply scaling TI down 
accordingly to reflect the actual S/N compared to BLIP performance. Then, 
if T\, e, and TA are all slowly varying across the spectral band, we have for 
small ATo 

AT = (ipW + eATo , (2.51) 

where 

M = I 2Mq(k) dk   , (2.52) 
■'Xi 

M' = I 2M'q(X) dX . (2.53) 

That is, M is the total photon irradiance and M' is its partial derivative with 
temperature. The approximation here is quite good in most cases and at least 
shows the relative importance of emissivity. The ratio MM' in Eq. (2.51) is 
about 30 for LWIR and 54 for MWIR, so emissivity variations are important. 

2.3.2.2 Generalized Sensitivity Analysis. The standard NET described above 
is specifically defined for a single-element system, and it is certainly not clear 
how it relates to displayed noise performance. In fact, there is no reason to 
assume that the true system noise bandwidth is equal to the reference band- 
width A/R used in measuring, or calculating, NET. Also, it is not clear how 
the concept should be extended for complex focal-plane-array systems of many 
detectors with overlapping detector scan lines and sampling intervals smaller 
than the dwell time to- For a pure parallel system (one contiguous column of 
detectors aligned vertically and scanned horizontally, or vice-versa) the ex- 
trapolation is straightforward because the detector dwell time is increased by 
the number of detectors. The reference bandwidth, and hence NET, is thus 
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reduced by a factor of N1/2. One can also argue that for a serial system of N 
detectors (all aligned in the scan direction), the effect of time delay and in- 
tegrate (TDI) is to increase the effective system D* by a factor of N1/2. The 
effect of adding more detectors is the same in both cases, so more detectors 
should result in more "displayed sensitivity," all else being equal, regardless 
of the focal-plane arrangement. This is indeed the case, as will become apparent 
in the following. The key is to develop a generalized expression for the noise 
power spectrum in two-dimensional display-plane coordinates. This is the ul- 
timate analytical tool to determine the performance of any information pro- 
cessor with a known transfer function and a success criteria. In addition, any 
number of summary "displayed noise" figures of merit can be unambiguously 
defined by integrating the noise power spectrum over the corresponding two- 
dimensional display space bandwidth. 

To proceed, it is expedient to first abandon the approach of describing de- 
tector performance in terms of D* in favor of expressing it in terms of photon 
counting. Quantum detectors respond to photon flux, not power, and the tra- 
ditional D* formalism is both cumbersome and unnecessary. 

2.3.2.3 Detectors as Photon Counters. Because of the statistical nature of 
a blackbody radiation field, there is an uncertainty in the number of photons 
within any given volume. The determination of this is relatively straightfor- 
ward and is found in numerous texts dealing with quantum statistical me- 
chanics. For infrared wavelengths the rms variation in any photon-counting 
process is equal to the average number counted. In other words, if N is the 
average value of a large number of individual counts, 

8ÄT* = N . (2.54) 

Thus, the small signal-to-noise ratio of any IR detection process cannot exceed 

'S\       &NS X s (2.55) 

where AATS is the signal count and NB is the number of background photons 
counted. It is therefore convenient to think of IR detectors, plus their intimately 
associated integrating circuits, as photon counters. Then, their performance 
can be described as 

W^i " *D WV " *D Wo 

where we define T)D by Eq. (2.56) and refer to it as the detector efficiency. For 
a BLIP detector, V\D is equal to the quantum efficiency, and it can be shown 
that Eq. (2.56) leads directly to the D* expression (2.49). 

2.3.2.4 Display Noise Power Spectrum. Consider an array of N detectors 
arranged in any geometrical format and scanned, or stepped, or jumped about 
the focal-plane area in any manner that results in uniform coverage. Then it 
is conceivable that a signal-processing subsystem can be configured to sort all 
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this out and produce a displayed image correctly corresponding to the focal- 
plane image. The normalized transfer function for the image will be the entire 
system MTF, and the noise power spectrum can be written as 

G(fx,fy) = Goa\fx,fy)   [°C2 mrad2] , (2.57) 

where a(fx,fy) is the normalized transfer function of all elements following the 
point of noise insertion. This function is essentially determined by the product 
of the processor and display MTF. In any event, the integral of a2 over all 
spatial frequencies is inversely proportional to the area over which the noise 
is reasonably correlated, and this area will always be less than the resolu- 
tion area. 

Now, consider the signal-to-noise ratio that would result from averaging 
over the entire display. For a rectangular display of dimension <$>x x §y, the 
transfer function for this averaging process would be 

TF(fx,fy) = sinc(TT/*<i>*) sinc(7T/y<t>y) , (2.58) 

so the noise must be 

  roo       rco 

8T| = Go a2(fx,fy)TF\fx,fy) dfx dfy , (2.59) 
J — 00   J — CO 

but TF is so sharply peaked about the origin compared to a(fx,fy) for any usable 
system design that Eq. (2.59) reduces to 

hT2
F = («M*)-1**)-1 (2-6°) 

for anything that could be considered an imaging system. The display average 
S/N is then 

\2 

I)    = (^(MAT)2^1 • (2.61) 

But, from the viewpoint of photon counting, this must be inversely proportional 
to the total number of background photons counted NBT by all detectors over 
the entire frame time TF- Then, since 

where AA/ST is the total signal count, it must be that 

2 2 

^T = itotfÄP1^! (AT)2 • (2-63) 

Thus, 
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Now, 

dNsT T0 

dNsT 
~~dT 

-2 

NBT (2.64) 

dT       AmfM'«NAD^F • (2-65) 

^BT = A/ri~MqNADzsiF , (2.66) 
4(.//#)cs 

where (/7#)cs is the equivalent cold shield /"/# and es is the scanner efficiency. 
Then, if we adopt the convention that D0 is always to be regarded as a 

dimensionless quantity numerically equal to the effective optics aperture in 
inches and that Go is to be scaled to °C2 mrad2, then, by straightforward 
manipulation of terms, it can be shown that 

Go = (risDor
2NET2

0   [°C2 mrad2] , (2.67) 

where 

7.87 -Mg/2 

M'qt$ 
NETo = |    .„   v;   ) , (2.68) 

T)s = T0es/2T|1$)V'Ti1{!T|D/2 = system efficiency , (2.69) 

NAD      total detector area 
T|cov= —A— = —^—\—\  , (2.70) 

AFP        focal-plane area 

T)cs = ——2 = cold-shield efficiency , (2.71) 

and 

T0   = optics transmission 
es   = scan/shutter efficiency 
t\D = effective detector efficiency. 

The expression for Go, Eq. (2.67), is a central result. It expresses the magnitude 
of the display noise power spectrum in a remarkably simple form, completely 
independent of the manner of operation of the system. The parameter NETo 
depends only on the spectral band employed, the ambient temperature To, and 
the frame time IF (normally taken as 1/30 s). The numerical factor here con- 
verts inches to cm and scales the spectrum to mrad2. This fundamentally 
important parameter is shown as a function of temperature for both LWIR 
and MWIR in Fig. 2.12. 
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Fig. 2.12 NETo versus temperature for MWIR and LWIR. The noise factor NETo depends 
on the spectral region and the background temperature. Note that the value for MWIR is 
three times greater at 300 K and far more temperature dependent than LWIR. A iF of 
0.033 is used in the above. 

The aperture termD0 is dimensionless and is numerically equal to the optics 
aperture in inches, as stated. The system efficiency t\s is the product of the 
five component terms. The new term, T\COV, describes the only impact on sen- 
sitivity of the number, and area, of the detectors as the ratio of total detector 
area to the focal-plane area. At any given instant, only this fraction of the 
total focal-plane irradiance can be detected. The upper limit of this is unity, 
as it would be for a staring, contiguous array. The optics transmission is the 
only linear term in Eq. (2.69) because it only affects signal photon count, and 
not background count. All other terms affect both. 

The displayed mean-square variance is thus 

/•co        rco 

bTl = (T,sD0)-
2NETrJ2 a\fx,fy) dfx,fy 

J — CO   J — CO 

= (%Z)or zNETrTA/s , (2.72) 

where Afs is the displayed noise bandwidth. Then, a system term analogous 
to the electrical term previously discussed, NETS, is 

NET*S = [■n,-1(Do-1A#*)]NETo . (2.73) 

A reference bandwidth analogous to that used to define the electrical NET is 
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A/SR = A0  2 , (2.74) 

where A9 is the detector IFOV in the scan direction expressed in milliradians. 
Then, a meaningful and unambiguous summary noise measure is 

NET* = T1s-
1(Z>oA6)-1NET0 . (2.75) 

This term is consistent with the original intent of the electrical channel NET. 
In fact, except for the unnecessary ir/2 factor, it is equal to the electrical NET 
for a simple serial system with no overlapping scan. 

NET* is an easily determined summary noise measure, valid for any system, 
and is very useful in system design trade-offs. 

2.3.3    System Performance Perturbations 

In the preceding we have tacitly assumed mathematical linearity, white noise 
sources, and stationary input scenes. Real systems, however, must process 
moving scenes, will introduce coherent noise to some degree, and are not 
mathematically linear. The approach here is to regard these factors as per- 
turbations to the ideal. The system model described so far can be regarded as 
a first-order term in some sort of Taylor series expansion of the real case. This 
term is the limit of performance as the perturbations approach zero. Well- 
designed systems approach this limit quite closely, and in this section we 
discuss the requirements on these perturbations that make this true. 

2.3.3.1 Sampling. Any imaging system utilizing a detector array of dis- 
crete elements is inevitably sampled in at least one dimension. The very act 
of sensing the input scene in a line raster pattern assures this in the cross- 
line direction even if a continuous detecting medium is used. Large parallel- 
system focal-plane arrays are also multiplexed in the scan direction, so they 
are sampled in both dimensions. The effect of sampling is that spatial-frequency 
components can be introduced into the output spectrum that were not in the 
input. The consequences of this depend on the input scene and on the system 
MTF components both before and after the sampling process. As such, there 
is no known unique sampling effects performance measure. However, it is 
possible to examine a simple case and determine the general sampling re- 
quirements for a FLIR. 

Consider a one-dimensional object-plane scene characterized by its Fourier 
transform Aop(f). The image-plane distribution AiP(f), is then 

AMf) = MTFL(f)Aop(f) , (2.76) 

where MTFL is the transfer function of the entire IR lens system (diffraction 
and design blur). Let this function be sampled by a detector of width A6 at 
equal intervals spaced A0 apart. Then, it can be shown that the Fourier trans- 
form of the system output is related to the input by 

oo 

As(f) = a(f)   2   Mf ~ Ifs) , (2.77) 
J=-00 
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where 

Ao(f) = \S^^\MTFL(f)Aov(f) (2-78) 
TT/AÖ 

and fs is the sampling frequency, given by 

fs = -L . (2.79) 
/s      A9S 

The first three terms of Eq. (2.77) are 

As(f) = a(f)[A0(f) + A0(f - fs) + Ao(f + fs)] (2.80) 

and it is noted that unless A0(f) is zero for frequencies greater than Vrfs, the 
terms will overlap, resulting in output components that were not in the input 
spectrum. This overlapping is referred to as aliasing, and the critical frequency 
limit, Vrfs, is called the Nyquist limit. Figure 2.13 is a plot of Eq. (2.80) for 
three different values of fs- 

Linear reproduction requires both prefiltering of the input scene at the 
Nyquist limit to eliminate aliasing and postfiltering after sampling to remove 
all the sideband terms (I + 0). We note that the lens and detector act as 
prefilters and that the electronics and display act as postfilters. For typical 
aperture sizes the input prior to sampling would be essentially zero beyond 
the detector cutoff frequency, 1/A6. Then, no aliasing of any consequence would 
occur if the sample interval is A9/2, and this is said to be 2 to 1 oversampling. 
Experience has shown, however, that if the oversampling is at least 1.5 to one, 
the system can be regarded as continuous out to one-half the sampling fre- 
quency. However, since a staring system is sampled one to one, caution must 
be exercised in predicting performance based on linear analysis. Scene motion, 
or displacing the array a half element every other frame, helps alleviate this 
problem. 

Perfect postfiltering would require that the term a(f) go to zero sharply at 
i/2 the sample frequency, but this is rarely done. This is usually of no conse- 
quence to a machine interface; it is primarily a cosmetic factor to a human (if 
the sampling rate is sufficient for aliasing) and is not a major distraction at 
normal viewing angles. 

2.3.3.2 Scene Motion. A framing system integrates each point in the input 
scene, in time, over a finite interval, and samples this once per frame time. If 
there is scene motion, the input at any point varies in time, and the result 
will be an additional MTF effect due to smearing, or an amplitude aliasing 
effect, or a combination of the two. For a staring array integrating over most 
of the frame time, the effect is essentially smearing. For a scanning system, 
the integration is very small compared to a frame time, so there is essentially 
no smearing. However, the once-per-frame time sampling means that if the 
scene motion results in temporal frequencies greater than one-half the frame 
rate, temporal aliasing will occur. This results in artifacts in the output image. 
These range from asymmetrical shortening or broadening of objects to jagged 
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Fig. 2.13   The effects of sampling are determined by the amount of sideband overlap. This 
overlap decreases to almost zero at a sampling frequency four times the system reference. 

edges to multiple images that seem to jump across the display. As a general 
rule, motions resulting in slight geometrical distortion or jagged edges can be 
tolerated with no significant impact on performance, but motions large enough 
to result in multiple images and/or jumping cannot. Experience with TV and 
motion pictures indicates that 30 frames per second is sufficient for most cases. 
However, high-speed maneuvering aircraft or missiles may well require frame 
rates of 60 Hz or higher to avoid scene motion effects. 

2.3.3.3 Correlated Noise. Excess random white noise can be accounted for 
by a reduction in the effective detector efficiency. Power supply oscillations, 
clocking and timing pulse feedthroughs, etc., are deterministic, and not ran- 
dom. They may be stationary in time at the output or roll or drift through at 
a set rate. The effect of this is essentially cosmetic, with little, if any, impact 
on performance. The tolerable level depends on the spatial extent of this noise 
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and its rate of motion. Random correlated noise is the real problem, and it has 
two main sources: detector IIf noise and fixed-pattern noise. 

For a staring array, detector IIf noise results in a random spatial pattern 
correlated in space over the detector angular subtense area, and correlated in 
time proportional to the IIf corner frequency. If this IIf corner is less than the 
frame time, there will be essentially no correlation from frame to frame, and 
the impact is the same as additional white noise. If the IIf corner is appreciably 
greater than the frame rate, the effect is much worse than white noise, and 
such an array is not really usable. For a scanning system, the effect is not so 
great, but the IIf corner requirement is the same. For any raster-line output 
format, the effect is almost complete correlation along a line and some cor- 
relation from line to line. If the \lf corner is less than the frame rate, this 
noise can be removed by clamping each line to a fixed level. If it is greater 
than the frame rate, the removal by clamping will be incomplete, and the 
corresponding line-to-line noise pattern is very annoying to an operator and 
can cause serious problems in many other information processors. Again, the 
IIf noise corners in excess of the frame rate generally are not usable for scan- 
ning systems either. 

Fixed-pattern noise results from imperfect normalization of the detector dc 
offsets. For staring arrays this is a random spatial pattern fixed in time. It 
has the same effect as grain noise in a photograph and is a direct factor in 
effective sensitivity. To achieve detector random-noise limit, fixed-pattern noise 
must be reduced to at least one-third of the detector noise. This is difficult to 
do for efficient detectors, with the result that fixed-pattern-noise normalization 
for a staring array is usually the limiting noise. For scanning arrays, the 
pattern is fixed in time but varies in the cross-scan direction. Line clamping 
can significantly reduce this, so the effect here is much less than for staring 
arrays. 

2.3.3.4 Dynamic Range. Dynamic range is defined as the useful peak-to- 
peak signal swing divided by the rms noise. For an amplifier, for example, this 
would be the maximum voltage output minus the minimum voltage output, 
divided by the system noise at this point. Every FLIR component, except per- 
haps the optics, has an instantaneous, finite, dynamic range of its own, and 
the total system result is the smallest of these. In the signal processor, this 
instantaneous value is determined by the gain, and this can be variable. A 
typical desired value for the total available dynamic range of a FLIR is 1000, 
or about 10 bits digital. This means that if the rms noise in the system output 
is 0.1 K, then a target temperature range of 100 K can be accommodated. On 
the other hand, the dynamic range of the display must be variable down to 
the point where system noise is clearly visible in order to reach the limit of 
system/operator performance, and this will typically be a dynamic range of 
about 10. That is, for a noise of 0.1 K, the display black-to-white transition 
will correspond to about 1 K. In this situation, many portions of the display 
will be saturated white, or black, and will contain no information, so we must 
ensure that the unsaturated portions are where we want them to be. This 
means that at some point in the processor there must be a node of higher 
dynamic range and that the display output can select any portion of this. 
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An additional consideration in this context is called dynamic-range en- 
hancement. Large sections of the IR scene may well vary from one another in 
average temperature by 10 K or more. Then, by simple gain and level control, 
we could see detail in either area, but not necessarily at the same time. Several 
signal-processing schemes, such as level slicing and histogram modification, 
have been employed successfully to selectively adjust gain and level across the 
display according to the scene content at each location. This is really infor- 
mation processing, and the interested reader is referred to sources concerned 
with this topic. 

2.3.4    Human Operator Interface 

A human viewing any imaging sensor display can be considered as the end- 
point information processor for the composite system. Then, as previously 
stated, if we know the transfer function of any information processor, and its 
criteria for success, we can calculate the probability of such a processor to 
perform any given task relative to those criteria. Unfortunately, for a human 
observer this is a very complicated problem, and the study of this is usually 
referred to as the psychophysics of vision. To date, no completely accurate 
model exists—and perhaps never will. Nevertheless, it is possible to incor- 
porate three major characteristics into a simple model that at least gives 
approximate results for simple images and allows us to determine the system 
characteristics important for operator performance. 

2.3.4.1 A Simple Model for a Human Operator. The three following major 
characteristics are assumed: 

1. A human operator spatially integrates signals, and noise, over the 
extent of a target of interest in an optimum filter manner. 

2. A human operator temporally integrates signals, and noise, over an 
effective time interval JE- 

3. The probability of a human operator to detect, recognize, or identify 
a given object is a monotonically increasing function of the signal-to- 
noise ratio resulting after the above two integrations. 

These assumptions are not specific with respect to the exact nature of the 
spatial and temporal transfer functions to be used in calculating the effective 
signal-to-noise ratio, nor is the probability function associated with the third 
assumption specified. It is in these details that all current theories differ, and 
the quest for more accuracy drives the evolving theoretical and experimental 
work in this field. The first assumption implies the simple fact that small 
objects are harder to see in low-contrast conditions than large objects and 
certainly corresponds to common experience. The second may be less obvious 
but can be made plausible by several simple experiments. Stopping a VCR on 
a single frame clearly shows an increase in displayed noise. Variable time 
exposure photographs of a noisy CRT display will show more (or less) apparent 
noise compared to viewing the screen directly and will appear more or less 
equivalent for an exposure time between 0.1 and 0.2 s, depending on the screen 
brightness. The implication here is that the human operator sets the composite 
system bandwidth, and not the sensor. In fact, aside from flicker and scene 
motion effects, operator sensitivity performance is independent of the sensor 
frame rate as long as it is appreciably greater than 10 or so frames per second. 
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2.3.4.2 Minimum Resolvable Temperature—AART. A geometrical target of 
particular interest is a simple bar pattern of equal-sized bars and spacings. 
Perhaps surprisingly, there is a great deal of experimental evidence indicating 
a definite correlation between an operator's ability to detect, recognize, or 
identify a specific target (car, truck, tank, etc.) and the number of bars and 
spaces of a bar pattern of total angular dimensions equal to that of the target. 
Therefore, bar-pattern recognition itself has become the industry standard 
FLIR system/operator performance measure. Specifically, the system minimum 
resolvable temperature MRT is defined as the equivalent blackbody temper- 
ature difference between the bars and spaces of a standard MRT bar pattern 
required for an average operator to discern the presence on the display of this 
target. The standard pattern is four bars and three spaces (seven lines) of 
height equal to seven times the width of a bar or space (a 7:1 aspect ratio). 

To derive an expression for MRT we must assume a specific functional form 
for the first model assumption. To this end we define an effective signal S to 
be the integral over one bar minus the integral over the adjacent space. That 
is, if ATD is the two-dimensional displayed image, Ac|> is a bar width, and 7A(f> 
is its height, 

r7A<(>/2     rA<t>/2 r7Ac)>/2     r3A<t>/2 

S(A<f>) = ATD dx dy - 
J-7AA/2 J-AM9, J-7Ad>/2 JA. -7A<(>/2 J-A<|>/2 -7A((>/2 JA<|>/2 

ATD dx dy ,       (2.81) 

where we have aligned the bar pattern along x and centered it at the origin. 
This corresponds to a spatial transfer function given by 

TF(fx,fy) = (7A<t>2){sinc(Tr/;A<|>)[l - exp(./2ir/iA<|>)]} sinc(7ir/yA<i>) 
(2.82) 

Now, we can very closely approximate the displayed system response to the 
MRT target by its response to a continuous bar pattern of the same spacing, 
A0. We also note that since the bars are always seven times longer than their 
width, the system vertical MTF can be set equal to unity for this purpose. 
Thus, the displayed MRT pattern is well approximated near its center by 

-4M; I (-1)" 
In + 1 MTFs<^)C0VÄ^ (2.83) 

where MTFS is the MTF of the entire system. Then, using Eq. (2.81) we obtain 

2 

S(Ac|>) = (7Acl,2)(4)  2   /      1 

ir2/ n=o \2n + 1 
MTF« 

2re + l 
2Ac|> 

(2.84) 

All terms in Eq. (2.84) for n 3= 1 are very small compared to the first for any 
Ad> of interest, and can be ignored. Therefore, we have, to good approximation, 

S(A<)>) = (^Hf>* AT (2.85) 
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We next assume that the observer temporal integration can be accounted 
for by scaling the system noise power spectrum by the ratio of the system 
frame time iy and the eye integration time T£. That is, 

Geir = l^fG , (2.86) 

where G is given by Eq. (2.67). We also note that the effect of Eq. (2.86) is to 
replace TF in Eq. (2.68) by TE, giving credence to the previous statement that 
the system frame time is really unimportant as long as it is small compared 
to T£. Then, with Eq. (2.86), the effective "noise" is 

iV2(A<l>) = (-)Gof     f   a2(fx,fy)TF2(fx,fyM) dfx dfy , (2.87) 

where TF is given by Eq. (2.82), and a2 is the MTF2 of all elements following 
the system noise insertion. We also note that if the system noise sources are 
not all white, they can be included in a2. 

Using Eq. (2.82) we can write 

TF\fx,f,M) = (14A4))2[sinc2(^A(|)) - sinc2(277£A<j>)] 

X sinc2(7ir/yA<|>) . (2.88) 

Then, with this and Eq. (2.86), 

NZ{A$) = (14A<nl—Go)Q , (2.89) 

where 

/"CO        /*co 

Q = (14Ac|>2) a2(fx,fy)TF2(fx,fyM) dfx dfy . (2.90) 
J — CO   J — 00 

Now, from the third model assumption, MRT is that value of AT required to 
make the effective signal-to-noise ratio equal to some required value, K. Thus, 
using Eqs. (2.85) and (2.89), 

MRT(A<|>) = (0.12#Tif1/2)(-^p 
A(f> 

MTF'   X 

2A<)> 
(2.91) 

where in the above we have set IF to the normally standard value of 1/30 s. 
In FLIR system design and component trade-off analysis, it is convenient 

to express MRT in terms of normalized spatial frequency. If we define 

fir = 2A<f> (2-92) 
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and 

fo :A6 (2.93) 

then 

h = A6 
fo " A4> ' 

and Eq. (2.91) becomes 

MRT(fr) = K'NET* 

where 

K' = 0.12KJE~
1/2 

(2.94) 

MTFS Q ,V2 (2.95) 

(2.96) 

and NET* is the previously defined integrated noise figure given by Eq. (2.75) 
with iy = 1/30 s. The simplicity of Eq. (2.95) depends on this choice of NET. 
If the electrical NET were used in an expression like (2.95), the new factor 
corresponding to K' would depend on the details of system operation. 

The value of K' can be determined by laboratory measurements with the 
result that 

MRT 0.7 
NET* 

MTFs(/W/b). 
Q 1/2 (2.97) 

This function is plotted in Fig. 2.14 for an NET* of 0.07°C, the system MTF 
plotted in Fig. 2.10, and Q set equal to unity. 

The validity of the particular model used is indicated by the accuracy with 
which it predicts laboratory measurements. If the factor Q (e.g., 90) is carefully 
calculated at each target frequency fr, then Eq. (2.97) gives good results from 
about 0.5 to 1.5 fo, but tends to be somewhat large at frequencies above fo and 
low for frequencies below f0. There is little doubt that the assumed model is 
too simple to represent a real observer in all circumstances. We also note that 
Q is equal to unity if a\fx,fy) is unity over a frequency range much larger 
than fr. If the system noise is predominately white and \ta\fx,fy) decreases 
with frequency, then Q decreases with increasing frequency. Therefore, the 
factor Q is often conservatively set equal to one in FLIR component trade-off 
analyses. In the general case, the Q factor is determined by performing the 
integral (2.90). Figure 2.15 is a plot of the integrand of Eq. (2.90) for three 
different values of A<|> corresponding to fr equal to V2 fo, fo, and % fo. Here, 
the function a(fx,fy) is simply set equal to unity out to 2 fo and to zero be- 
yond that. 
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tr 

Fig. 2.14   A typical MRT curve for a system with a relative aperture AH = 01 and NET* 
= 0.14°C. MRT tends to infinity as (flfa) approaches 2.0. 

Fig. 2.15   The Q factor in MRT is determined by integrating Q(f) over all frequencies. If 
a (/") is flat to decreasing, Q is a very weak function of the target frequency. 
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2.4   SYSTEM DESIGN REQUIREMENTS 

FLIR system requirements can be grouped into three general categories. The 
first, which can be referred to as image quality, is related to how well the 
general appearance of the imagery compares with most user's expectations. 
The second group, which can be referred to as field performance, is related to 
the system's ability to provide the information required to perform its intended 
function. The final category can be called resource cost and includes such factors 
as size, weight, power, reliability, and the total cost of system ownership. All 
three categories are interrelated and conflicting, and the essence of good system 
design is the balancing of these conflicts according to the priority of the 
requirements. 

2.5    IMAGE QUALITY 

By its very nature this is obviously a subjective area, and it is actually far 
easier to describe a poor image in quantitative terms than a good one. We are 
thus reduced to discussing things we do not want and quantifying positive 
factors by similarity and experience. A standard "excellent" image would con- 
tain a more or less continuous distribution of gray scales from black to white, 
a total absence of any spurious signals, uniform response with no shading, no 
discernible random noise, and crisp, clean lines and edges. 

The first factor requires the existence of some mode within the system 
electronics capable of providing large voltage swings compared to the total 
system noise at that point, i.e., a high dynamic range. This is normally designed 
to be at least 1000/1. In addition, we must also provide manual, or automatic, 
gain and level control to select the best section of this signal spectrum for 
ultimate display. It should be noted that this cannot be done effectively by 
adjusting the display contrast and brightness controls. These controls must be 
set so that reference video zero corresponds to solid black, and reference video 
one corresponds to the maximum useful white. There is thus only one correct 
setting for these controls, and proper use of the display requires gain and level 
control of the input signal to the display. In broadcast TV this is done by the 
broadcast studio in the setup of its transmitted signal, and in the automatic 
gain control circuitry in the receiver/display. A FLIR must provide this function 
prior to the display. 

Spurious signals and uniformity were previously discussed and there is little 
to add. Observers are particularly intolerant of lines or spots fixed (or slowly 
varying) in space or time and unrelated to the underlying scene. This has the 
appearance of viewing imagery through a dirty window. The degree of this 
depends on the IR gain setting, and to eliminate it at the highest gain level 
requires that all such artifacts be reduced to about 1/6 the system noise. Ob- 
servers are far more tolerant of scene-dependent nonuniformities in IR imagery 
than in visible scenes, because no one knows, a priori, what an IR scene should 
look like. These errors result from responsivity (gain) variations and show up 
primarily as fictitious internal structure in extended uniform objects; this is 
tolerable as long as it is restricted to 10% or so variation from the mean. 

The receptors in the human eye are themselves photon counters, so there 
is always a signal-to-noise ratio associated with viewing a display even if it 
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is driven by an essentially noise-free signal. This sets the ultimate limit to 
the size and contrast of visible objects that can be seen. But, when viewing 
visible scenes directly, we do not perceive imagery getting noisier and noisier 
as the external illumination goes down. Objects just start to disappear. When 
viewing a display driven by a noisy source, we definitely perceive this noise, 
but do so as an irrelevant, masking, signal. The condition then for noise-free 
imagery is that this noise "signal" be unresolvable to the observer, and this 
requires a system display drive signal-to-noise ratio of at least 30/1. This 
depends on both the maximum temperature variation in that portion of the 
IR scene of interest and the system noise parameter NET*. Therefore, to max- 
imize the probability of providing noise-free imagery under a wide variety of 
scene temperature variations and atmospheric conditions, the NET* should 
be as low as practical. This is often in conflict with field performance require- 
ments, which may favor a trade-off that increases NET* to improve resolution. 
On the other hand, the ability to perceive extended, low-level, terrain features 
is important for orientation and general utility. As a result, a rule of thumb 
is to keep NET* less than 0.15°C for short-range (<2 km) applications and 
less than 0.07°C for longer-range applications. 

The perception of image sharpness is directly related to the degree to which 
the displayed imagery is limited by the MTF of the eye. Even the highest- 
quality photograph, with thousands of lines per inch, will eventually become 
blurred if magnified enough. No image can appear sharp unless it is eye limited. 
Thus, to ensure sharpness one need only to sufficiently reduce the display size 
or increase the viewing distance. But, this is clearly at the expense of infor- 
mation transfer, for much detail in the imagery is lost. The rule of thumb here 
is to maintain the system MTF at the reference frequency, /b = V2A6, to at 
least 0.25. 

2.6    FIELD PERFORMANCE 

The fundamental basis of user performance requirements is to be able to see 
a certain level of detail at a given distance. Usually, this is stated as a need 
to detect, recognize, or identify certain objects. A security surveillance appli- 
cation may only need to detect the presence of human intruders at a few 
hundred meters. At the other extreme, an aircraft fire-control system may 
need to identify a tank as friend or foe at a range of several kilometers. Spatial 
resolution is clearly a key parameter, but, considering the finite thermal con- 
trast of targets, atmospheric transmission, and the inevitable noise associated 
with the photon-detection process, system noise is also important. The con- 
nection between the two can almost always be made by determining the re- 
quired MRT function. This task is really one of operational analysis rather 
than system design and is usually done by specific analyses, extrapolations of 
similar successful implementations, computer simulations, or combinations of 
these. 

Therefore, to concentrate on system aspects, we assume that our field per- 
formance task is to recognize an MRT-type target of temperature AT, at a 
range R, and at a specified atmospheric transmission. We also assume that 
the atmospheric transmission can be expressed by an effective extinction coef- 
ficient ß such that the target temperature ATA available to the system is given 
by 
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ATA = ATe~pfi . (2.98) 

Now, since the aspect ratio for an MRT target is 7:1, one bar subtends an angle 
of 

Ac|> = ;§ , (2-99) 

and the target frequency is 

Then, denning Ro by 

«• - m • (2101) 

we have 

I = M = A . (2.102) 
fo     A<|)     Ro 

Therefore, since the temperature required to resolve the target is the MRT at 
the target frequency, it must be that 

ATe-Pfl = MRT(|-) . (2.103) 

Relation (2.103) is the fundamental expression for determining recognition 
range for a given system. This can be done by simultaneously plotting both 
sides of Eq. (2.103) as a function of R and noting that the intersection is the 
value of R that makes them equal; this is graphically represented in Fig. 2.16. 
We note that the factor translating target frequency to range is Äo- That is, 
in plotting the system MRT curve, stated in terms of flfo, we scale the ordinate 
to range R by 

R = RoU) (2-104) 

and thus anticipate that Ro will be a dominant factor in determining recog- 
nition range. 

The graphical procedure described above is only useful in determining the 
range performance of a specific system. What is needed for trade-off analyses 
is a closed expression relating range to system parameters. To this end we 
note that if a\f) is a monotonically decreasing function of/", we can approx- 
imate MRT by 
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R(km) 

Fig. 2.16 The recognition range of an MRT-type target can be determined by the inter- 
section of the available AT and the required AT—the system MRT. The MRT curve is shown 
for a system AR = 0.7 and NET* = 0.14°C. The atmospheric extinction coefficient used is 
0.4 km-1. 

MRT^|),0.7NET.(||sxp a 

2n 

(2.105) 

with 

a = -lnMTFs(l) 

Then, defining 

AT 
7 = 0.7NET* 

(2.106) 

(2.107) 

and using Eq. (2.105) in (2.103), we can write 

*-**- ln(l)+ ■(£)'' (2.108) 

Then, expanding the logarithm about R/Ro = 1, we have, to two terms, 

2 

In 
R 
Ro 

R 
Ro ~ 1/      2 \i?o 

R 
(2.109) 
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Using (2.109) in Eq. (2.108) and collecting terms, 

°-f)(!)2 + 2(t)-(l + 1--pRH'        *"» 
which results in 

.R  = [1 + (a - 1/2) (3/2 + ln-y - ßfi)]1/2 (2 1U) 

Ro (« - 1/2) 

Now, since the relative aperture AR is given by 

AR = D0AO , (2.112) 

we can write 

* - 4» - Gf>° • ,2113) 

and, from Eq. (2.111) we have 

7(<x - 1/2)(AB/S) 

[1 + (a - l/2)(3/2 + liry - ßR)P 
Do = •! - : .!..„      : ^-,y2 7 ^ . (2.114) 

Equation (2.114) expresses the aperture required to achieve a certain range 
as a function of the target temperature and size, the atmospheric extinction 
coefficient ß, and the system parameters AR, NET*, and MTFs(/b). The latter 
two terms depend on AR: 

NET* = (ri^Afi^NETo , (2.115) 

MTF.(l) = oW4^" 1jMTFj(l) . (2.116) 

An additional performance factor that must be taken into account is the vertical 
and horizontal field of view. This depends on the detector array format and 
the aspect ratio (usually 4/3), and is proportional to A9. That is, 

«k, ~ A9 = ^ . (2117) 

Relations (2.114) through (2.117), plus the array information necessary to 
relate field of view to A9, are sufficient for almost any system trade-off analysis. 
From Eq. (2.114) reducing AR is desirable because this either extends recog- 
nition range for a fixed aperture or allows the aperture to be reduced at fixed 
range. On the other hand, doing so reduces the field of view, increases NET*, 
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and decreases MTF at /b. If we adhere to the considerations of image quality 
(MTF > 0.25 at fc NET* ~ 0.1°C) and allow a display MTF of about 0.8, then 
Eq. (2.116) requires 0.5 as the minimum value for A«. Also, relative aperture 
is related to the IR optics (/7#) by 

WD 
(//#) = -^ , (2.118) 

where WD is the detector size—usually between 1.0 and 1.5 mils. So, the optics 
(/7#) decreases with AR, which is of no consequence except that values less 
than about 1.5 are difficult to build with good performance. Practically, we 
can take the maximum value of AR as being no greater than one. 

With this range of AR (0.5 to 1.0), the value of the term a - 1/2 ranges 
from about 0.46 to 0.89. Also, since AR varies by a factor of two, we note from 
Eq. (2.115) that to maintain a constant NET*, -r^72 must increase by a factor 
of two as AR goes from 0.5 to 1.0. This means the number of detectors must 
increase by a factor of four. In addition, the value of NETo can be determined 
by numerical integration, with the result that 

NETo = 3.42 x 10~4oC (LWIR) (2.119) 

and 

NETo = 1.05 x 10-3 °C (MWIR) . (2.120) 

The ratio of Eq. (2.120) to Eq. (2.119) is about 3, so, to maintain the same 
NET* at any given AR requires about nine times as many detectors of equal 
t]D for MWIR compared to LWIR. This is generally taken to imply that MWIR 
is not a good choice for general-purpose scanning arrays and is only a realistic 
candidate for staring-array applications. In this same context it should be noted 
that the factor of four increase required for LWIR systems as AR goes from 
1.0 to 0.5 is very difficult to do for serial systems. This severely restricts the 
aperture/range trade-offs often required for long-range applications. We note 
that for any array format, 

% ~ N1/2 , (2.121) 

where N is the total number of detectors. Thus, increasing the number of 
detectors increases the system efficiency, which in turn allows greater flexi- 
bility in system design. This is particularly important for long-range or poor- 
weather (high-ß) applications. Recognition range is a weak function of NET* 
but a strong function of A.R. This is the primary motivation in increasing the 
number of detectors—not just to achieve ever-lower values of NET*. Figure 
2.17 graphically illustrates this. 

2.7    EXAMPLE CALCULATIONS 

As an example of the relations introduced in the preceding sections, we cal- 
culate some specific values for a given system. We assume a parallel system 
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Fig. 2.17 Aperture versus range for recognition of a 2-m MRT target. The aperture re- 
quired to obtain a given range is a strong function of AR. In the above, both systems have 
the same NET* (0.14°C), requiring more detectors for the system with AR = 0.5. 

employing a linear detector array of 120 elements aligned vertically and scanned 
horizontally. The array is interlaced 2:1 to produce an output format of 240 
x 320 pixels. The assumed component parameters are given in Table 2.3. 
Using the values given in Table 2.3, the more pertinent derived parameters 
are indicated in Table 2.4. 

Then, 

MTFdiffl 4Afl 
-M = 1 - 0.36 (2.122) 

Table 2.3   Sample System Component Values 

Assumed Component 
Parameters Symbol Value 

IR optics aperture D0 4 in. 

IR optics focal length fl 11.4 in. 

IR optics transmission To 0.70 

IR optics design blur Co 0.058 mrad 

Scan efficiency Es 0.70 

Cold-shield efficiency T|cs 0.42 

Number of detector elements N 120 

Detector element dimension WXU)y 2.0 mils x 2.0 mils 

Detector efficiency no 0.10 

Spectral region Xl,\2 8.0 to 10.0 M.m 
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Table 2.4   Derived System Parameters 

Parameter Relation Value 

A0 wlfl 0.175 mrad 

fo V2A8 2.86 cycles mrad-1 

(FOV), 240A6 42.0 mrad 
(FOV)x 320A9 56.0 mrad 

AR DoAe 0.70 

^COV ATA02/(FOV^(FOV)> 1.56 x 10~3 

% *o*-s   »Icov'lcs *\D 4.76 x 10-3 

NETo [Relation (2.68)] 4.58 x 10-4°C 

Go (%Z)0)-
2NETo 5.79 x 10 "5 °C2 mrad2 

NET* G0
/2/A6 0.14°C 

MTFdesignl^)= exp[-n(/-a0)2] = exp -0.086 
fo. 

2-, 

MTFdetl jr sine 2/U. 

(2.123) 

(2.124) 

The product of Eqs. (2.122), (2.123), and (2.124) is shown in Fig. 2.10 labeled 
as "IR receiver." We next assume that the product of the signal processor and 
display can be represented by a Gaussian such that the MTF at fo is equal to 
0.90. That is, 

MTFdisplay/elec( 7" exp -0.10 (2.125) 

Equation (2.125) is plotted in Fig. 2.10, labeled "display/elec." The total system 
MTF, also shown in Fig. 2.10, is then just the product of Eqs. (2.122) through 
(2.125). 

If we ignore the Q factor of Eq. (2.97), we have, for MRT, 

MRT = 0.7 I j 
NET* 

MTFs(/7/b) 
= 0.098 (flfo) 

MTFsiflfo) 
(2.126) 

Equation (2.126) is plotted in Fig. 2.14. 
Now, for a 2.0-m MRT target, 3°C above ambient, and an atmospheric ex- 

tinction coefficient of 0.4 km-1, we calculate the following: 

a = -lnMTFs(l) = -lnO.339 = 1.08 , 

AT 3 
0.7 NET*      0.098 

= 30.6 

(2.127) 

(2.128) 



Do = \ „ ; \^/2  , \R . (2-130) 
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then, using (2.127) and (2.128) in (2.114), with D0 = 4, and solving for R, 

R = 2.4 km . (2.129) 

If we now allow D0 to vary while maintaining AR at a constant 0.7, then 
relation (2.114) becomes 

1.42 
[1 + 0.58(4.9 - 0.4R)]V2 - 1 

and this is plotted in Fig. 2.17 labeled "AR = 0.7." 

Bibliography 

Biberman, L., Ed., The Perception of Displayed Information, Plenum, New York (1973). 
Jenkins, F., and H. White, Fundamentals of Optics, McGraw-Hill, New York (1957). 
Kittel, C, Elementary Statistical Physics, John Wiley & Sons, New York (1958). 
Linfoot, E., Fourier Methods in Image Evaluation, The Focal Press (1964). 
Lloyd, M., Thermal Imaging Systems, Plenum, New York (1975). 
Smith, R., F. Jones, and R. Chasmar, The Detection and Measurement of Infrared Radiation, 

Oxford at the Clarendon Press, Oxford (1957). 
Wolfe, W. L., and G. J. Zissis, Eds., The Infrared Handbook, Environmental Research Institute of 

Michigan, Ann Arbor (Revised 1985). 



CHAPTER    3 

Staring-Sensor Systems 

Michael J. Cantella 
Massachusetts Institute of Technology 

Lincoln Laboratory 
Lexington, Massachusetts 

CONTENTS 

3.1 Introduction 159 
3.1.1 Types of Staring Focal-Plane Arrays 159 
3.1.2 Staring-Device Performance Summaries 160 

3.2 Electronic-Imaging Performance Assessment Methodology 163 
3.2.1 General Approach 163 
3.2.2 Signal and Contrast 165 
3.2.3 Sensor Noise 166 
3.2.4 Image Pattern Signal-to-Noise Ratio 173 

3.3 Tactical IR System Design and Performance 177 
3.3.1 Staring-Sensor Design Drivers and Trade-offs 177 
3.3.2 Recognition-Range Prediction Model 185 
3.3.3 Staring IR Viewer Design Example 186 

3.4 Space-Surveillance Sensor Design and Performance 192 
3.4.1   Staring-Sensor Design Drivers and Trade-offs 192 

References 205 

157 



STARING-SENSOR SYSTEMS    159 

3.1    INTRODUCTION 

3.1.1    Types of Staring Focal-Plane Arrays 

Staring electro-optical sensors are in very common use and have been designed 
much like the human eye and photographic camera. The largest commercial 
and military applications employ TV cameras that operate in the visible spec- 
trum over a very wide range of natural and artificial lighting conditions. Until 
recently, sensors were constructed mostly with vacuum imaging and scanning 
tubes.1-5 Now, a variety of solid-state, staring focal-plane arrays (FPAs) are 
becoming available to cover the UV, visible, and IR spectral regions.6-15 

Staring sensors comprise one of two types of configurations that can be used 
in the design of passive sensors. The two alternatives are presented in Fig. 3.1. 
A field of view can be covered either (1) sequentially with a small number of 
detectors and a scanning mechanism or (2) in parallel with a staring mosaic 
containing a large number of detectors. Historically, the shorter wavelengths 
have been covered mainly by staring sensors, whereas the longer wavelengths 
have been covered mainly by scanning sensors. The evolution of this division 
of spectral coverage has been driven mainly by two physical principles: 

1. Spectral distribution of photon flux. Photon flux levels from natural 
backgrounds are generally much lower at shorter wavelengths. The 
use of staring sensors is desirable because photons imaged by the optics 
are collected with essentially 100% efficiency owing to complete pop- 
ulation of the image plane with detector elements. For many long- 
wavelength applications, the abundance of photons can permit use of 

uv vis SWIR 
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■*       EMISSION ' 
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10 
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Fig. 3.1   Sensor design alternatives. 
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scanning arrays that populate only a small fraction of the image and 
still give adequate performance. Wide-angle coverage can be achieved 
with relatively simple scanner mechanisms. However, for ultimate 
sensitivity, the high photon-collection efficiency of staring sensors is 
required. 

2. FPA producibility and cooling requirement. Long-wavelength FPAs are 
more difficult to fabricate and cool adequately than those of short 
wavelength. This is the direct result of the small energy transitions 
associated with long wavelengths. FPAs must operate at very low 
temperatures to minimize dark current, and extreme purity of ma- 
terials and accuracy of process control are needed for acceptable levels 
of FPA yield and uniformity. These stringent requirements can limit 
the practicality of large FPAs, so scanning is mandatory for coverage 
of large fields of view. 

Staring-sensor focal planes collect optical radiation from the optics onto a 
photon-detecting surface to convert the image to a charge-carrier pattern. This 
pattern is usually integrated in parallel on a storage surface. Before integra- 
tion, the photocurrent can first be amplified in an intensifier to provide ex- 
tremely low-light-level operation. Many devices do not have this prestorage 
gain, but good sensitivity can still be attained by use of low-noise amplification 
in the readout process. Readout of almost all staring sensors is accomplished 
serially. This is an efficient way to access a large number of resolution ele- 
ments. For further details on construction of staring devices, the reader is 
referred to the literature.1'3'5'8"10'14'15 

3.1.2    Staring-Device Performance Summaries 

3.1.2.1 Spectral Quantum Efficiency. Figure 3.2 contains typical spectral 
quantum-efficiency characteristics of various photodetectors. The very long 
wavelengths are covered by extrinsic-Si materials used mostly in scanning 
formats for reasons noted previously. At short wavelengths, either vacuum 
photoemitters or thinned and surface-treated charge-coupled devices (CCDs) 
have been used mostly in a staring format. In the mid-IR (MWIR) band, avail- 
able detector types include HgCdTe, InSb, and PtSi and IrSi Schottky-barrier 
detectors. In addition to the detectors represented in Fig. 3.2, GeSi-heterojunction 
and GaAs quantum-well detectors recently have been operated successfully in 
the staring mode. 

Final choice of detector material can be derived from trade-offs among cov- 
erage format (staring or scanning), FPA producibility, photon flux within the 
spectral band, sensor integration time, internal noise levels, and cooling 
requirements. 

3.1.2.2 Development Status and Producibility. This chapter pertains to the 
use of large staring FPAs to achieve high photo-collection efficiency for high- 
sensitivity coverage of UV, visible, SWIR, MWIR, and LWIR spectral bands. 
Modern solid-state types of devices are emphasized in this treatment of the 
subject. Practical implementation of these staring sensors requires selection 
of FPAs of high producibility. 

An important indicator of producibility is the number of industrial firms 
engaged in the production of FPAs covering UV, visible, and MWIR spectral 
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Fig. 3.2   Detector quantum efficiency. 

regions. By far, the greatest activity is in Si-CCD FPAs operated in the visible 
spectrum. This has been fostered by the huge consumer, industrial, and se- 
curity markets for video cameras and the tremendous technological support 
provided by the Si semiconductor industry. Arrays of > 105 elements, low-noise 
performance (< 50 rms-electrons), and excellent pixel uniformity (nonuniform- 
ity < 1%) are readily available at low cost. 

Responsivity in the UV spectrum has been demonstrated with a variety of 
extensions of visible-spectrum CCD technology.6 While the basic detection/ 
collection technology is still under development, these devices could be moved 
into production rapidly because the configurations are so similar to visible CCDs. 

Schottky-barrier and GeSi-heterojunction FPAs are solid-state photoemis- 
sive devices that cover the SWIR, MWIR, and LWIR spectral bands and are 
another extension of visible-spectrum Si CCD technology.13'14 

A significant number of industrial organizations are engaged in the fabri- 
cation of InSb and HgCdTe staring FPAs.15'16 This activity is largely an ex- 
tension of previous scanning-sensor technology. Recent effort has yielded FPAs 
of high quantum efficiency and quite good uniformity in the 3- to 5-(xm band, 
and progress is being made with HgCdTe to attain the performance and pro- 
ducibility required for 8- to 12-(xm applications. 

3.1.2.3 Generic Staring-FPA Parameters. To provide a perspective for the 
reader, basic parameters associated with today's solid-state FPAs6-8'14-18 are 
presented in Table 3.1. Rapid progress is being made in the development and 
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availability of staring FPAs, so the characteristics quoted in Table 3.1 will 
require updating in the future. 

Within the next decade, the availability of very large staring arrays will 
likely be concentrated in silicon devices covering the UV, visible, and MWIR 
spectral regions. The most highly developed FPAs are visible CCDs, and arrays 
as large as 2000 x 2000 elements have been fabricated for industrial applica- 
tions.7 Recently, some of these arrays have been tailored in format and in 
readout characteristics for space-surveillance applications. Special features 
include low-noise, multichannel readout, and multiside abutability for fabri- 
cation of very large (>109 pixels) focal planes for wide-angle coverage.8 

UV CCDs have been under development as an extension of visible-spectrum 
Si CCD designs. Therefore, total resolution capability can be comparable to 
visible devices.6 Most designs treat the illuminated surface of the Si to min- 
imize carrier recombination following photoexcitation. Visible and UV devices 
have the smallest pixels, and this has evolved from requirements to match 
optics resolution performance. UV applications require the smallest pixels, but 
photolithographic technology is likely to limit pixel spacing to a few micrometers. 

A variety of Schottky-barrier FPAs of a few hundred elements on a side 
have been under development for commercial and military applications.14'17 

While currently demonstrated quantum efficiency is relatively low in the thermal- 
emission band beyond 3 |j,m, the high uniformity and high photon-collection 
efficiency afforded by very large staring arrays have permitted demonstration 
of excellent thermal sensitivity. Fabrication of large Schottky-barrier FPAs 
has been very practical. Recently, three-side abuttable devices with Schottky- 
barrier or GeSi-heterojunction detectors have become available for very-wide- 
angle applications.1819 

Table 3.1   Generic Staring-FPA Parameters 

SPECTRAL 
BAND 

DET 
TYPE 

FPA 
TYPE 

TYPICAL 
FPA 

SIZES 

PIXEL 
SIZES 
(um) 

TEMPORAL 
NOISE FLOOR 
(rms-Elect/Pix) 

NON- 
UNIFORMITY 

(%) 

OPERATING 
TEMP 

(K) 

UV Si CCD 400x400 10 to 30 1to5 1 260 to 300 

VISIBLE SI 

CCD 
(Single) 

488x640 
2000x2000 10 to 30 1 to 5 1 260 to 300 

CCD 
(Buttable) 400x400 10 to 30 1 to 5 1 260 to 300 

MWIR 

InSb Hybrid 256x256 40 to 60 80 to 500 4 55 to 80 

HgCdTe Hybrid 256x256 40 to 60 100 to 1,000 5 60 to 120 

PtSI Hybrid 512x512 20 to 40 80 to 500 2 55 to 80 

PtSI 

CCD 
(Single) 

488x640 
400x400 

20 to 40 20 to 100 0.25 55 to 80 

CCD 
(Buttable) 400x400 20 to 40 20 to 100 0.25 55 to 80 

LWIR 

HgCdTe Hybrid 256x256 40 to 60 300 to 3,000 20 40 to 80 

IrSI, 

GeSI- 
HeteroJ'n 

CCD 
(Single) 

244x320 
400x400 

20 to 40 20 to 100 1 30 to 60 

CCD 
(Buttable) 400x400 20 to 40 20 to 100 1 30 to 60 

Bol.BST Monolithic, 
Hybrid 

245x328 
240x336 50 30,000 20 300 
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Extremely small pixels are not appropriate for all applications. Because of 
optics diffraction limits, IR applications require larger pixels. In addition, 
astronomy and space-surveillance applications require very large optics for 
photon collection, so large pixels are needed to match the optics. Because of 
requirements for large pixels, there is an implied need for physically large 
focal planes to satisfy requirements for total resolution and total field of view. 
From the viewpoint of FPA fabrication yield, this usually can be achieved best 
by butting subarrays together. 

The internal noise performance of a sensor is important for low-exposure 
applications. The level needed depends on the background exposure (and noise) 
associated with the spectral band and with the mode of operation. Historically, 
intensifier vacuum tubes have had the lowest noise performance (down to a 
few rms-electrons/pixel). Because these sensors have very high gain (typically 
> 10,000), dynamic range is somewhat limited compared to solid-state devices. 
Recently, visible CCDs have been successfully fabricated with internal noise 
as low as a few rms-electrons/pixel, and very high (> 100,000:1) dynamic range 
is possible.8 For UV and visible bands, in which backgrounds are low, levels 
of a few rms-electrons/pixel are needed. Since backgrounds are higher in the 
MWIR and LWIR bands, levels of a few-hundred rms-electrons/pixel are usu- 
ally satisfactory. 

3.2    ELECTRONIC-IMAGING PERFORMANCE 
ASSESSMENT METHODOLOGY 

3.2.1    General Approach 

Electro-optical imaging systems have wide application. Vacuum tube and solid- 
state devices can be sensitive to spectral radiation ranging from the UV to the 
far-IR. Sensors can be of the scanning or staring format, and their outputs can 
either be displayed for interpretation by a human observer or processed for 
automatic detection, moving target indication, tracking, and pattern recog- 
nition. Because of the complexity of design and the diversity of applications 
for these systems, systematic and accurate analytic methods are needed for 
sensor performance assessment. 

For good utility, a performance model must encompass a wide variety of 
standards and conventions developed by a large community of experts repre- 
senting diverse technical interests. Historically, test methods and standards 
have included periodic and aperiodic bar patterns as well as point sources. 
Radiation standards have included both absolute and difference levels to sim- 
ulate various image contrasts. Noise generated within sensors includes fun- 
damental shot noise and various types of temporal and spatial noise. These 
noise sources may or may not be some function of exposure. Recent progress 
in staring-FPA technology has provided an opportunity for design of sensor 
systems of extraordinarily high sensitivity, and proper measurement and rep- 
resentation of spatial fixed-pattern noise has offered a special challenge. 

The modeling approach presented here is represented by the block diagram 
in Fig. 3.3. This model combines sensor exposure, spatial aperture response, 
and noise performance to obtain a signal-to-noise ratio (SNR). This SNR is 
formulated for a desired image pattern (point source, aperiodic bar, periodic 
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Fig. 3.3   System performance model. 

bars, etc.), and an SNR threshold is invoked to represent alternative human 
and machine performance criteria and standards.20 

The central block of Fig. 3.3 contains the image-pattern SNR models. These 
image patterns can be represented in either the space or the frequency domain. 
The modulation transfer function (MTF)-analysis block supports computation 
of SNR by appropriate representation of aperture-response functions of optics, 
FPA, line-of-sight motion, etc. These functions represent line response in the 
space domain and the corresponding MTF in the spatial-frequency domain. 
The approach described here, introduced by Schade,2122 makes maximum use 
of space-domain aperture-response functions to provide a direct visualization 
and interpretation of both performance criteria and computational results. 
Sensor aperture-response functions can be computed efficiently in the space 
domain without the use of Fourier integrals. Useful approximations can be 
formulated to provide a smooth transition between resolved and unresolved 
image-forming situations, so the model can be applied readily to a broad range 
of operational conditions, including variable range and/or variable magnifi- 
cation. Experimental techniques based on space-domain representation allow 
direct assessment of both linear and nonlinear hardware characteristics. 

The exposure computational block of Fig. 3.3 represents the combining of 
all optical-radiation quantities (from objects and backgrounds) with detector 
responsivity and sensor or eye exposure time to obtain exposures expressed in 
terms of electrons. Exposure can be normalized to a pixel or a unit area and 
can pertain to either a scanning or a staring type of sensor. This method of 
exposure computation permits assessment of sensor signal-readout, dynamic- 
range, and noise characteristics in terms of fundamental quantities that are 
independent of spectral band and operating environment. This contributes 
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greatly to universal application of the model and to the projection of sensor 
performance to new applications. 

The noise computational block of Fig. 3.3 provides mathematical charac- 
terization of various types of temporal and fixed-pattern noise. These noise 
sources may or may not be some function of sensor exposure. Temporal and 
spatial statistics are represented by appropriate amplitude and spectral char- 
acteristics. Noise-equivalent aperture functions are used to formulate math- 
ematical expressions to represent the influence on noise spectrum of sensor 
temporal and spatial aperture response. 

The mathematical function associated with each computational block is 
described in subsequent portions of Sec. 3.2, and system-application examples 
are presented in Sees. 3.3 and 3.4. 

3.2.2    Signal and Contrast 

The electron-density exposure e associated with either an object or background 
image at infinity can be expressed by 

e = 
itTjF,     ^ 

2 f 2 ÄxToxT„xLx dk   (e/m2) , (3.1) 
4e -(/"/#) 

where 

/"/# = optics focal ratio 
Ti    = sensor or eye integration time (s) 
Fs    = FPA active-area fill factor 
e~    = electron charge (C) 
\i    = lower-wavelength limit (|xm) 
X.2    = upper-wavelength limit (|xm) 
R\   = sensor spectral responsivity (AW-1) 
T0\ = optics transmission 
Ta\ = atmospheric transmission 
L\   = object or background spectral radiance (Wm~2sr~Vm   *)• 

For a graybody, Eq. (3.1) becomes 

= «JhTiF.  p     R,T0XTakekdX 2 

2<T(/7#)2 K k5[exv(hc/kTk) - 1] 

where T is the object or background temperature (K), e\ is the object or back- 
ground emissivity, h is Planck's constant (J s), k is Boltzmann's constant (J K-1), 
and c is the velocity of light (m/s). As indicated above, the integration time 
for accumulation of exposure is that of the sensor if sensor-type quantities are 
of interest. For assessment of eye-related performance, eye integration time 
is used if it exceeds the sensor integration time. 

This electron-density exposure concept is not confined to a staring FPA, but 
it can also represent the accumulated exposure collected by a scanning sensor. 
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By introducing the appropriate numerical constants, Eq. (3.2) becomes 

f ^ "::::;rr: ., (e/m*). (3.3) 5.85 x 1026r;Fs p
2        RkToXTaXzxdk 

(/7#)2 Ai X5[exp(14,388/\71) - 1] 

The FPA pixel exposure £,p is 

iP = l(T6eA2   (e) , (3.4) 

where A is the mean pixel spacing (mm). 
A useful way to express image contrast C is as a ratio of difference-signal 

to background: 

C = I^^i , (3.5) 

where e0 is the object exposure (e/m2) and e& is the background exposure 
(e/m2). For IR systems operating in an environment of very small temperature 
difference between object and background, the background-normalized 
differential-temperature contrast CA is a useful quantity, which can be com- 
puted from 

&-££«->. (3.6) 

3.2.3    Sensor Noise 
3.2.3.1 Noise-Equivalent Aperture Concept. It is very useful to character- 
ize noise sources in terms of parameters that are compatible with measures 
of cascaded aperture response and with geometric characteristics of image 
patterns. Noise amplitude in the space domain can be characterized in terms 
of its power-density spectrum in the spatial-frequency domain pn(f). This power- 
density spectrum is the Fourier transform of the autocorrelation function <j)„(X), 
measured in the space domain. Parseval's theorem indicates that the total 
noise power is conserved. 

The concept of noise-equivalent bandwidth was extended and used by 
Schade21'22 for representation of aperture response of cascaded elements of an 
imaging system. These aperture functions are deterministic. Their noise- 
equivalent bandwidths fe not only provide a simple means for computation of 
output noise, but this single measure can be used to establish a useful ap- 
proximation for MTF for a wide variety of aperture shapes. In the space domain, 
there is a corresponding noise-equivalent spread factor 8e. Differences among 
actual aperture shapes occur at relatively high MTF, where influence on total 
noise is minimal. For computation of signal from repetitive patterns such as 
square waves, the exact value of square-wave response is more appropriate. 

An example of Fourier-transform pairs for a white-noise source passing 
through a rectangular aperture function is presented in Fig. 3.4. The noise- 



STARING-SENSOR SYSTEMS    167 

DETERMINISTIC APERTURE FUNCTION 
f(s) 

(Fourier) 

RANDOM NOISE FUNCTION (White + Above Filter) 

4>(£) 

MTF 
sin K Sf 

"       JlSf 

/ f 
/   t 
/   1 
/      0 /      * /     # X   \ 

(MTF)2 

PnC)       Pnffl = 
f sinrcSf 1 

5e"=2?; e"~ 2S~28e 

Fig. 3.4   Fourier transform pairs—rectangular aperture functions. 

equivalent bandwidths for this and for some other common aperture functions 
are listed in Table 3.2. 

Schade has shown that in the cascading of aperture functions, a good ap- 
proximation for the total spread factor is 

1/2 8e = (5fi + 8f2 + • • ■) 

and for the corresponding spatial-frequency quantities, 
V2 

fe V/el        fe2 

(3.7) 

(3.8) 

A sensor can have a point-spread function that is noncircularly symmetric. 
In this case, the geometric-mean spread factor 8 represents a useful approxi- 
mation and is computed from 

8  =  (bexhey) 
1/2 (3.9) 

where 8^ is the spread-factor horizontal component (mm) and bey is the spread- 
factor vertical component (mm). This approximation will be assumed through- 
out subsequent discussions. 
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Table 3.2   Noise-Equivalent Spread Factors and Bandwidths 

Aperture Shape 
Noise-Equivalent 
Spread Factor he 

Noise-Equivalent 
Bandwidth fe 

Rectangular S 1/(2S) 

Round 0.926d 0.540/d 
Gaussian 

2A l/(4ir1/2(j) 

Diffraction-limited optics 1.79\( /•/#) 0.279/ [K( /•/#)] 

Table 3.3   Noise Considerations for Sensor Design 

Types/Sources 

• FPA temporal 
• FPA spatial 
• Scene clutter 
• Aliased scene clutter from sampling 

Mathematical Representation 

• Exposure dependence 
• Spatial and temporal characteristics 
• Image-pattern normalization 

— Aperiodic bar 
— Periodic bar 
— Pixel 
— Resel 
— Video 

Table 3.4   Exposure-Dependent Noise Classification 

Noise Type Exposure Dependence 
Temporal Quantum 

Readout 
oc Vexp (quantum) 
None (additive) 

Fixed pattern Responsivity 
Dark-level 

K exp (multiplicative) 
None (additive) 

3.2.3.2    Noise Classifications 

3.2.3.2.1 Overview. Sensor design and performance assessment require 
identification and quantitative representation of noise sources. Table 3.3 sum- 
marizes the factors that must be considered. Noise is generated within a sensor 
and from the optical-radiation environment. Mathematical representation of 
various noise sources should include functional dependence on exposure and 
on spatial and temporal characteristics. For maximum utility, noise levels 
should be normalized to laboratory test standards such as bar patterns and to 
hardware design elements such as pixel size and video bandwidth. 

A simplified categorization of various types of noise sources in terms of 
temporal and spatial characteristics is presented in Table 3.4. Temporal noise 
varies frame to frame, whereas fixed-pattern noise does not. Temporal readout 
noise and dark-level noise are not a function of exposure, and quantum and 
responsivity noises are different functions of exposure. The proportionality 
relationships to exposure are indicated in the table. 
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Temporal and fixed-pattern noise generated in background regions of an 
image usually determine the noise threshold for both visual imaging and for 
machine decisions. Therefore, relationships of noise to background exposure 
will be described in more detail subsequently and used in Sec. 3.2.4 in the 
formulation of image-pattern SNR. Detailed mechanisms of noise generation 
within sensing devices are treated in the literature.10'23-25 

3.2.3.2.2   Temporal Noise 

Quantum noise 

For a resolved image pattern, quantum-noise variance density nq can be 
computed from 

nq = Ksb = ^p^   (elm2) , (3.10) 

where &b is the image-plane exposure density (e/m2), K is the quantum-noise 
factor, £p& is the pixel exposure (e/pixel), and A is the pixel spacing (mm). The 
factor if is a measure of how ideal the photodetection process is, and is derived 
from performance measurements. For a given exposure, it is the ratio of mea- 
sured quantum-noise variance to shot-noise variance. For a real detector K is 
greater than 1 and represents excess noise not accounted for by Poisson sta- 
tistics. A typical mechanism that gives rise to this departure from the ideal 
is the presence of gain in the sensor (more than one carrier generated for a 
photon interaction). For a sensor containing discrete pixels, it can be 
computed from 

where Nq is the measured quantum rms noise (e/pixel). 

Additive temporal noise 

The origin of additive temporal noise includes the FPA readout amplifier, dark 
current, and poor charge-transfer efficiency. The additive-temporal-noise var- 
iance density ?IAT can be determined from FPA noise measurements and is 
computed from 

106iVtT 
"AT -      TF (e/m2) , (3.12) 

where NAT is the measured rms noise (e/pixel). 

3.2.3.2.3   Fixed-Pattern Noise 

Multiplicative fixed-pattern noise 

Fixed-pattern noise does not vary temporally, and can be either independent 
of or some function of exposure. An important type of fixed-pattern noise is 
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represented by an rms level that is directly proportional to exposure and is 
produced by pixel-to-pixel differences in responsivity or gain. It can easily be 
the dominant noise source, especially under low-contrast conditions. This type 
of fixed-pattern noise is termed multiplicative and is subsequently described 
mathematically. This mathematical representation applies to (1) all sensors 
viewing a source of given spectral distribution, and (2) all sensors that have 
no variation in relative responsivity, regardless of spectral distribution of the 
source. 

If each pixel has a different relative spectral responsivity, fixed-pattern noise 
will also be a function of the spectral distribution of the source. Typically, this 
applies to detectors that exhibit variations in cutoff wavelength.26 Mathe- 
matical description of this situation is very complex, and fixed-pattern-noise 
correction is less effective. This case is not treated here. 

Multiplicative fixed-pattern noise can be measured in the laboratory and 
expressed as an rms noise-modulation factor M: 

10
3
JVMFP _ 10~3E/ 

Ebfenk Tei 
M = ^-^ = ^   (m) > (3-13) 

where ATMFP is the measured rms multiplicative fixed-pattern noise (e/pixel), 
fen is the spatial noise-equivalent bandwidth of noise (cycles/mm), and U is 
the ratio of rms noise to mean exposure. For fixed-pattern noise that is inde- 
pendent from pixel to pixel, 

fen = TjT   (cycles/mm) . (3.14) 

Then, 

M = 2 X 1CT3 C/A   (m) , (3.15) 

and the fixed-pattern noise-variance density TIMFP is 

«MFP = l-^j     (e/m2) . (3.16) 

The rms fixed-pattern noise per pixel NMFP can be computed from 

NMFP = KT3(nMFpA2)1/2   (e/pixel) . (3.17) 

For cases in which fixed-pattern noise is not independent from pixel to pixel, 
computation of noise factor M is somewhat more complicated.20 

Additive fixed-pattern noise 

Additive fixed-pattern noise is not dependent on sensor background exposure. 
A common origin for this type of noise is sensor dark-current exposure. Var- 
iations in this exposure can be modeled in the same manner as described above 
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for multiplicative background-exposure noise. Comparable dark-current-related 
quantities ATDFP, /ben, Uu, MD, and «DFP can be described identically to those 
represented in Eqs. (3.10) through (3.17). Dark-current exposure ED can be 
obtained from 

ED = Mi   (e/m2) , (3.18) 
e 

where JD is the dark-current density adjusted for pixel fill factor (A/m2), Ti is 
the integration time (s), and e~ = electron charge (C/e). Then, the additive 
dark-current fixed-pattern-noise variance density («AFP = "DFP) is 

»AFP = (^f5)2   (e/nr2) , (3.19) 

and the rms fixed-pattern noise NAFP is 

iVAFP = 10"3 (nAFpA2)V2   (e/pixel). (3.20) 

3.2.3.2.4 Example of Sensor Noise Measurement and Modeling. FPA noise 
measurements can be made to separate the components into the various tem- 
poral and fixed-pattern types described above. All noise and exposure com- 
ponents are referred to the detector plane by dividing the values measured at 
the output by the gain between the output and the detectors. For intensifier 
devices, the gain of the intensifier is included. Temporal-noise components are 
obtained from frame-to-frame variations that occur in individual detector ele- 
ments (element average of rms temporal fluctuation). Fixed-pattern-noise com- 
ponents are obtained from spatial (element-to-element) variations, subsequent 
to frame-to-frame temporal averaging (spatial rms fluctuation of temporal mean). 

An example of laboratory noise measurements made on an FPA is presented 
in Fig. 3.5. These measurements are superimposed on theoretical noise cali- 
brations for shot noise and multiplicative fixed-pattern noise. Note that the 
shot-noise component varies as the square root of the background exposure, 
and the fixed-pattern-noise components (corresponding to various nonuniform- 
ities) vary directly with background exposure. 

The fixed-pattern-noise data presented in Fig. 3.5 were obtained by inte- 
gration of multiple frames of data to average temporal noise down to a neg- 
ligible value. Then the rms value of the remaining noise was obtained from 
the pixel samples. This procedure was followed for each value of exposure. At 
high exposures, the fixed-pattern noise was found to approach the theoretical 
direct variation with exposure (multiplicative). At low exposures, fixed-pattern 
noise was found to become independent of exposure (additive). 

Temporal-noise data were obtained by observation of frame-to-frame vari- 
ations from a selected pixel. This procedure avoids pixel-to-pixel variations 
caused by fixed-pattern noise. At medium and high exposures, the temporal 
noise is very close to theoretical shot-noise levels, with the displacement rep- 
resenting the square root of the quantum-noise factor K described in Eq. (3.11). 
At low exposures, temporal noise becomes independent of exposure and rep- 
resents the additive component. 
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Fig. 3.5   Theoretical and experimental noise. 

The noise parameters needed for performance modeling can be derived from 
Fig. 3.5. 

Quantum noise 

To obtain the quantum-noise factor K, select an exposure in the quantum- 
noise-limited region, for example, 104 e/pixel. The rms noise is 

Nq = 1.3 X 102   (e/pixel) . 

Then, from Eq. (3.11) 

K = 1.69 , 

and, from Eq. (3.10), the quantum-noise variance density is 

nq = 1.69E6    (e/m2) . 

Multiplicative fixed-pattern noise 

The multiplicative fixed-pattern noise is obtained by using any point on the 
linearly increasing asymptote of Fig. 3.5. The rms nonuniformity is 

U = 0.0062 . 

Using Eq. (3.15), the noise-modulation factor is 

M = 4.96 x HP7   (m) , 
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and, from Eq. (3.16), the multiplicative noise variance density is 

«MFP = 6.15 x 10 -14 eg   (e/m2) . 

Additive fixed-pattern noise 

From Fig. 3.5, the rms additive fixed-pattern noise is 

NAFP = 2.5 x 102   (e/pixel) , 

and, from Eq. (3.19), the additive fixed-pattern-noise density is 

"AFP = 3.91 x 1013   (e/m2). 

Additive temporal noise 

From Fig. 3.5, the additive temporal rms noise is 

NAT = 30   (e/pixel) . 

From Eq. (3.12), the additive temporal-noise variance density is 

nAT = 5.63 x 1011   (e/m2) . 

Total noise 

The total noise variance density n is 

n = nq + UMFP + «AFP + "AT   (e/m ) 

= 1.2166 + 6.15 X l<r14e? (3.21) 

+ 3.91 x 1013 + 5.63 x 1011   (e/m2) . 

3.2.4    Image Pattern Signal-to-Noise Ratio 

3.2.4.1 Aperiodic and Periodic Test Patterns. Bar test patterns are con- 
venient for the measurement of performance of electro-optical sensors. Per- 
formance criteria can be related to the size, shape, and frequency of the bars 
and to the signal and noise within the bar areas as defined at the output of 
the sensor. Bar test patterns are stretched by the finite spatial-frequency band- 
pass of a sensor, as illustrated in Fig. 3.6 for both aperiodic and periodic bar 
patterns. For determination of performance, it is assumed that both machine 
systems and human observers function as a spatial matched filter to provide 
optimum detection of bar patterns of any size and frequency. The detection 
threshold is then defined by a bar-pattern signal-to-noise ratio. 

3.2.4.1.1 Aperiodic Bar Patterns. Aperiodic patterns provide a useful mea- 
sure of the detection and/or reproduction of isolated image details. Performance 
based on this standard has application to image and point-source detection, 
adaptive-gate tracking, and pattern recognition. 
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Fig. 3.6   Bar-pattern noise windows. 

As indicated in Fig. 3.6, an aperiodic bar is stretched in length I and width 
w by the finite spatial-frequency response of the imaging system. The noise- 
equivalent spread-factor methods presented in Sec. 3.2.3.1 can be used with 
good approximation to determine the degree of stretching of the bar. 

The bar signal £B is obtained for the input area of the bar from 

€B = 10~
6

ESWI   (e/bar) (3.22) 

where es is the signal exposure density (e/m2), / is the bar length (mm), and 
w is the bar width (mm). For bar-detection-type applications, the most impor- 
tant component of rms noise is produced by areas of background surrounding 
the image and is obtained from the noise-equivalent image area An from 

An = 10 -*wl -e. 1 + bz\    1 + b 
w f 

1/6 

(m2) , (3.23) 

where 8 is the geometric-mean spread factor (mm). Note that Eq. (3.23) is in 
the form of the product of the input area and a noise-correction factor. 

To obtain the noise variance, the noise area An is multiplied by the total 
noise variance density n obtained from Eq. (3.21). The rms noise per bar image 
is then 

NB = HT3 
(nq + UMFP + "AFP + n.AT)wl 

(3.24) 

1 + 8' 
w 

2\^ 1 + 8' 
I2 

2\W Vi! 
(e/bar) 

3.2.4.1.2 Minimum Detectable Temperature. The aperiodic-bar standard used 
by the IR community is minimum detectable temperature (MDT). This is a 
plot of the required difference temperature for detection of an isolated bar 
(usually square) versus the reciprocal of its width. 
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The bar signal is obtained from 

£B = Kr6CAe6wZAr   (e/bar) . (3.25) 

Quantities CA and e& are obtained from Eqs. (3.4) and (3.1), respectively. Using 
Eqs. (3.24) and (3.25) to form an SNR quotient and setting it equal to a thresh- 
old TSNR, the difference temperature AT becomes the MDT. The final result, 
expressed as a function of the reciprocal width and length-to-width ratio, is 

103TSNRU'"1(n[l + (8u;-1)2]1^ 1 + 
bw'1 

(l/w) 

Vi\Vk 

MDT =   a,    (K) .       (3.26) 
CAE&(Z/^) 

To obtain MDT as a function of angular bar width 0 (mrad), measured outside 
the optics, the following substitution is made in Eq. (3.26): 

w 10~3F9   (mm) . (3.27) 

3.2.4.1.3 Periodic Bar Patterns. Periodic bar patterns are used to measure 
spatial-frequency response of electro-optical systems. The modulation transfer 
function is the sine-wave response, and can be derived with good approximation 
from measurements made with square-wave patterns of variable spatial fre- 
quency. Since modern solid-state FPAs have discrete pixels, bar-pattern fre- 
quencies need to be chosen carefully to minimize frequency aliasing due to 
spatial sampling. The use of slowly moving bar patterns is also helpful for 
estimation of the modulation envelope, which is obscured by the sampling 
process. Meaningful bar-pattern modulation magnitude can be ascertained 
even beyond the Nyquist limit. After the square-wave response is measured, 
the sine-wave response versus frequency r( f) can be computed from27 

r(f) = | IR(f) + fW) - |W) + \RVf) ■ • •] . (3.28) 

where R(f) is the square-wave response. 
Alternatively, if the sine-wave response is known, the square-wave response 

can be computed from 

R(f) = - [Kf) - \r(3f) + \r(5f) - \r{lf) . . .] . (3.29) 

Periodic bar patterns also are used to measure the maximum bar frequency 
discernible in a displayed output. This provides a good measure of a systems 
capability for reproduction of small image details. For visible-spectrum sys- 
tems, this performance is called resolving power. For TV systems, wedge- 
shaped patterns have been used to form repetitive bars of variable frequency. 
Repetitive three-bar groups contained within a square area (bar IIw ratio held 
constant for any spatial frequency) are used for TV and photographic systems. 
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3.2.4.1.4 Minimum Resolvable Temperature. The IR community uses re- 
petitive four-bar groups as the standard for measurement of minimum resolv- 
able temperature (MRT). MRT is a plot of the required difference temperature 
versus spatial frequency. MRT standards include various threshold SNR cri- 
teria based on visibility statistics, operator viewing distance, viewing time, 
fatigue, etc. 

Formulation of the SNR expressions for periodic bars requires extension of 
the methodology presented above for aperiodic bars. The periodic bar geometry 
was presented in Fig. 3.6. In the periodic direction of the bar group, the dif- 
ference signal is attenuated by losses in modulation caused by the spatial 
spread factor of the system. This loss can be approximated by the square-wave 
response R(f). The width of the bar is not increased in the periodic direction, 
so noise correction cannot be computed using space-domain techniques. In- 
stead, Schade has shown21 that the frequency-domain correction factor ß is 
required and can be computed, using the methods described in Sec. 3.2.3.1, from 

7 = ?f' f fJ0 
& - ± I   r2 df =  ^-T- , (3.30) 

where fef is the noise-equivalent bandwidth truncated at /"(cycles/mm). Note 
that ß < 1, and this produces a reduction of noise in the periodic direction to 
offset partially the reduction in signal represented by losses in square-wave 
response. 

In the aperiodic direction, noise is increased by the spread factor, and this 
increase can by expressed in terms of the bar spatial frequency. 

The minimum resolvable temperature MRT is then 

2 x 103TSNR/- 

x ({UQ + nMFP + nAFP)[l + (2/"8)2r^ + nAT} 

MRT = x {1 + [2WM]2}^    (K)    (331) 

CAsbR(f)(l/w)^ 

Note that this equation assumes that additive temporal noise HAT is introduced 
after MTF filtering, so the ß factor is not applied to that noise component. 

To obtain MRT in terms of spatial frequency outside the optics, substitute 

s    IO
3
* 

f=~ET, (3.32) 

where <)> is the angular spatial frequency (cycles/mrad). 
The MRT model has been validated repeatedly with experimental mea- 

surements. An example showing a comparison between the model and a set 
of human observations is presented in Fig. 3.7(a) for a Schottky-barrier IR 
FPA.20 The measured parameters used in the model are listed in the legend. 
In order to compare this model with the U.S. Army Night Vision and Electro- 
Optics Directorate (NVEOD) model,28 MRT was computed for a hypothetical 
IR scanning system. The results are presented in Fig. 3.7(b). Excellent agree- 
ment was achieved except at the highest spatial frequencies. These results 
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Fig. 3.7   Staring-FPA MRT model validation. 

have provided reasonably high confidence for use of this model for staring- 
system MRT prediction. Additional work is needed for further confirmation. 

3.3   TACTICAL IR SYSTEM DESIGN AND PERFORMANCE 

3.3.1    Staring-Sensor Design Drivers and Trade-offs 

3.3.1.1 IR Radiation Characteristics. The choice of optimum spectral band 
for IR imaging involves complex trade-offs among target signatures, environ- 
mental phenomenology, and hardware design. Figure 3.8 presents photon-flux 
radiance as a function of wavelength from a 300 K blackbody source. Integra- 
tion of flux within the atmospheric windows indicates that there is approxi- 
mately 46 times more flux in the 8- to 12-|xm band than in the 3- to 5-(xm 
band. For a quantum-noise-limited sensor and a given image contrast, this 
yields a sensitivity ratio of V46. Historically, this has permitted the design 
of 8- to 12-jjLm scanning sensors of excellent sensitivity. 

Recently, the availability of high-uniformity staring-FPA sensors has per- 
mitted achievement of excellent thermal imagery within the 3- to 5-Lim band 
as well. This is possible because a staring sensor typically has 10,000 times 
the photon-collection efficiency of a scanning sensor. (Photon-collection effi- 
ciency is the ratio of photon flux collected by an FPA to the photon flux incident 
on the focal-plane area defined by the field of view of the sensor.) As a result, 
staring FPAs provide high photon exposures, and even detector materials of 
low quantum efficiency can be used. 

Staring sensors operated in the 8- to 12-(im band collect so much flux that 
quite good imagery can be obtained even with low-responsivity uncooled FPAs. 
High-quantum-efficiency sensors operated in the 8- to 12-|jim band produce 
very large exposures, so it can be difficult to keep these sensors from saturating. 
Rapid readout and integration outside the focal plane could theoretically pro- 
vide extraordinary sensitivity, but this is generally not easy to implement. 
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Fig. 3.8   Blackbody photon spectral radiance. 

The signal available in each spectral band also depends on the background- 
normalized radiance contrast CA- Figure 3.9 was derived from blackbody theory 
and presents the photon contrast versus wavelength for differential changes 
in temperature. Note that the 3- to 5-(xm band is superior to the 8- to 12-(jim 
band by a factor of approximately 2.25, and this factor reduces the advantage 
of the higher photon flux in the 8- to 12-(jim band. The available contrast also 
determines the requirement for dynamic range in staring sensors. 

The background-normalized radiance contrast can also be derived for large 
temperature differences, with the results presented in Fig. 3.10. For the small 
differences shown, contrast is consistent with the results presented in Fig. 3.9 
obtained by incremental analysis. For large differences, contrast increases 
more rapidly in the 3- to 5-jjim band than in the 8- to 12-(jim band. For example, 
for a 100°C temperature difference, there is six times the contrast in the 3- to 
5-|xm band. This phenomenon produces expansion of the temperature gray 
scale in an image. 

3.3.1.2    Sensor Exposure, Dynamic Range, and Noise 

3.3.1.2.1 Noise-Equivalent Temperature. A useful FPA performance crite- 
rion for FPA design is noise-equivalent temperature (NET). NET pertains to 
resolved IR images and is the difference temperature at which the pixel SNR = 1. 
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Fig. 3.9   Blackbody differential contrast. 

The difference signal £pd is obtained by combining Eqs. (3.4) and (3.6): 

£prf = 10-6CAe6(AT)A2   (e) . (3.33) 

The total rms pixel noise N is obtained from the noise variance density n: 

N = 10-3(nA2)^   (e) . (3.34) 

Forming an SNR quotient and letting SNR = 1 and AT = NET, NET is then 

NET 
103^ 

(K) . 
CAEfcA 

Substituting Eq. (3.21) 

(3.35) 

^ 
x_m      lOHnq + AIMFP + ftFP + »AT)^    IV, 
NET = -p. 7    UU • (3.36) 
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Fig. 3.10   Blackbody difference-temperature contrast. 

This is the complete expression. It differs from the current standard for NET, 
which was derived for single-pixel scanning sensors and contains only temporal 
noise. This temporal standard (NETT) is given by 

NETT  =  ^(»Q +  »AT)» 
CAE&A 

(3.37) 

3.3.1.2.2 FPA Design Requirements Nomogram. For high-sensitivity staring- 
FPA applications, image contrast is very low, so sensor dynamic range and 
multiplicative fixed-pattern noise performance are very important. For oper- 
ation in either the 3- to 5-n.m or 8- to 12-|xm band, requirements for FPA 
multiplicative fixed-pattern noise uniformity and charge storage capacity can 
be derived from sensor NET performance requirements. 
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If the multiplicative fixed-pattern noise dominates, Eq. (3.36) becomes 

NET MFP 
-LV ''•MFP 

CAE&A 
(K) . (3.38) 

Substituting Eq. (3.16), combining Eq. (3.15), and solving for the required non- 
uniformity U yields 

U = NETMFPCA (3.39) 

Here, CA has been computed from Eq. (3.6) for a quantum detector viewing a 
300 K background. For the 3- to 5-jjim band, CA = 0.036, and for the 8- to 
12-(xm band, CA = 0.016. The required nonuniformity for each band is plotted 
in the lower section of the nomogram presented in Fig. 3.11. 

10-2 10"1 1 10 

NOISE-EQUIVALENT TEMPERATURE - NET (K) 

Fig. 3.11   FPA performance requirements for quantum-type detectors. 
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To satisfy ideal quantum-noise requirements, quantum-noise variance den- 
sity reQ, from Eq. (3.10), can be substituted in Eq. (3.36) to obtain quantum 
NETQ. The required background pixel exposure %pb then becomes 

U = C2 ^ET2    te/pixel) • (3-40) 

This exposure represents the FPA pixel storage requirement, and the rela- 
tionship is plotted in the upper portion of the nomogram of Fig. 3.11. 

The nomogram of Fig. 3.11 is constructed by letting NETMFP = NETQ. A 
typical design solution is shown for NET = 0.1 K for each of the spectral 
bands. Note that the requirements for both uniformity and dynamic range are 
significantly more stringent for the 8- to 12-(xm band than for the 3- to 5-|xm band. 

3.3.1.2.3 Fixed-Pattern Noise Correction. For high-sensitivity performance, 
most staring IR sensors require fixed-pattern-noise correction.26,29-32 If the 
noise is well represented by the additive and multiplicative categories de- 
scribed in Sec. 3.2.3.2.3, then computational methods can provide a high degree 
of correction over a wide dynamic range. Characterization of fixed-pattern noise 
is accomplished by recording one or more exposures from a uniform source. A 
time average of multiple exposures permits reduction of temporal noise so that 
a good statistical estimate can be obtained. Stored fixed-pattern-noise data 
corresponding to various exposure levels can then be used for real-time correction. 

FPAs in which additive noise dominates can be corrected most easily by 
straightforward subtraction of the stored reference pattern. This has been 
termed single-point, or offset, correction. If the multiplicative component of 
noise is also important, both additive and multiplicative computations are 
required. This has been termed two-point correction. 

Some FPAs exhibit a significant variation in detector cutoff wavelength. 
The resulting fixed-pattern noise cannot be corrected completely because the 
noise is a function of the spectral content of the scene and this is not known 
a priori.26 

3.3.1.3 Optics Resolution. The diffraction limit of optics provides a bound- 
ary for system resolution performance and an important relationship to the 
design of FPA pixel geometry. A useful perspective can be established by use 
of the noise-equivalent aperture theory presented in Sec. 3.2.3.1. 

As an example hardware design criterion, let us assume that the image- 
plane noise-equivalent spread factor of the optics 80 is one-half the size of the 
spread factor of the FPA determined by the mean pixel spacing A. This criterion 
provides good resolution but allows some aliasing due to image sampling. The 
combined optics/array angular spread factor ^ is then 

^ = 5^0   (mrad) , (3.41) 

where y0 is the optics angular spread factor (mrad). For diffraction-limited 
optics, the required diameter D0 is then 
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Do = —^—   (mm) (3.42) 

Plots of this relationship for 4 fjum and 10 |xm are presented in Fig. 3.12. Su- 
perimposed are typical diameters for a missile seeker and a search/track sys- 
tem. It is apparent that the 3- to 5-|xm band offers a significant advantage in 
resolution over that of the 8- to 12-Lim band. 

3.3.1.4 FPA Pixel Geometry. The pixel spacing of an FPA will determine 
the optics focal length required in a system. The focal length F is expressed by 

F 
103A 

(mm) (3.43) 

where VA = pixel instantaneous field of view (mrad). A plot of this relationship 
is presented in Fig. 3.13, and superimposed are typical design parameters for 
a missile system and a search/track system. Small pixel spacings permit use 
of short-focal-length optics, which allows compact packaging of the sensor. 
This compactness must, however, be traded against sensitivity reduction caused 
by the smaller optics aperture, and the requirement for reduced optics /"/#, 
which could escalate the difficulty and cost of optics fabrication. 

Another related trade-off is sensor field of view (FOV). To achieve wide FOV 
with good sensitivity and resolution requires FPAs that are physically large. 
This principle is illustrated in Fig. 3.14 for a typical search/track system de- 
signed with 200-mm-diameter, f/2 optics. Note that an FOV of more than a 
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few degrees requires tens of millimeters of FPA length. For practical realization 
of such a staring sensor, the use of a mosaic architecture and/or high-producibility 
materials such as silicon is implied. 

3.3.2    Recognition-Range Prediction Model 

Recognition range is an important performance parameter for many sensor 
systems. Prediction of this quantity requires appropriate use of object signa- 
tures, atmospheric attenuation, hardware performance, and human recogni- 
tion criteria. A useful methodology has been applied to IR sensors by the 
NVEOD,28 and an example is presented below of the extension of this approach 
for use with the staring-sensor model presented in this chapter. 

The methodology is depicted in Fig. 3.15. The principal target signature is 
thermal radiation, which is expressed as a difference temperature denned 
relative to the adjacent background. This signature is attenuated by atmo- 
spheric transmission. For relatively good transmission (i.e., 23-km visibility), 
the LOWTRAN33 model or an exponential-attenuation function is appropriate. 
For poor transmission, high-obscuration models are more appropriate.34 

Minimum resolvable temperature (MRT), introduced in Sec. 3.2.4.1, is a 
measure of hardware performance and is a function of optical spatial frequency. 
MRT can be measured directly by human observers or predicted mathematically. 

The use of MRT data for prediction of recognition-range performance re- 
quires scaling the optical spatial frequency of the sensor to the angular sub- 
tense of the target. This scaling is based on a separate set of human factors 
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• LIM RESOLUTION (CY/H) 
• RANGE/FOV SCALING 

PERFORMANCE SOLUTION 

RANGE - R(km) 

* 
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Fig. 3.15   Recognition-range prediction. 
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experiments involving real targets. A recognition criterion /SR normalized to 
the target size (usually height) is computed from 

fsR = -p-   (cycles/size) , (3.44) 

where S is the target size (m), <)> is the sensor MRT spatial frequency (cycles/ 
mrad), and R is the target range (km). The spatial-frequency scale of a mea- 
sured or computed MRT characteristic can be scaled to range using a range- 
scaling factor (kn) derived from Eq. (3.44): 

*R = R = UP   (cycles mrad~* km-1) . (3.45) 

In the past, considerable success has been achieved by use of the Johnson 
criteria for fSR, developed at NVEOD for nonsampled imaging systems. The 
recent successful development of image-sampling FRAs has fostered effort cur- 
rently in progress for updating these criteria. For purposes of illustration, the 
original Johnson criterion will be used below. While this approach ignores the 
sampling problem, preliminary tests have shown that reasonably accurate 
predictions can be made for real objects, especially with multiframe, moving 
imagery. 

The final solution for target recognition range is obtained graphically by 
overlaying MRT, target differential temperature, and atmospheric transmis- 
sion versus range, as illustrated in Fig. 3.15. This graphical technique provides 
an excellent perspective of hardware design trade-offs, performance margins, 
and operational capability. 

3.3.3    Staring IR Viewer Design Example 

To illustrate the use of recognition-range model, a design example is presented 
for an IR Schottky-barrier 320 x 244 staring-FPA sensor.35-36 This FPA has 
a 40-|xm x 40-|xm pixel spacing and 39% fill factor. Noise characteristics are 
similar to those presented in Fig. 3.5. The optics noise-equivalent spread factor 
80 is one-half the spread factor determined by the FPA pixel spacing A, but 
because of the small fill factor, optics MTF is lower and 80 is larger than those 
of the FPA. 

The MTFs of these individual components and of the product response of 
the sensor are presented in Fig. 3.16. Also superimposed on Fig. 3.16 is a noise- 
equivalent Gaussian approximation for MTF. This is a simpler analytic form 
and generally yields accurate results, because the sensor is an element in the 
cascade of imaging elements such as the display, the eye, etc. The central- 
limit theorem predicts that a cascade of aperture functions of various types 
and similar size will rapidly converge to a Gaussian form. The use of this form 
also smoothly truncates the oscillatory response (above the spatial frequencies 
shown) associated with the sinx/x type of MTF of the FPA. 

An FPA sensor spatially samples an image, and to faithfully reproduce the 
image, sensor functions of the type shown in Fig. 3.17 are required. The pre- 
filter associated with the optics and FPA would limit the system MTF to the 
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Fig. 3.17   Sampled-image detail detection. 

Nyquist frequency, and the postfilter would limit the output bandwidth to this 
same frequency. To compare this ideal Nyquist design to the design example 
presented here, the sensor noise-equivalent bandwidth fe and Nyquist fre- 
quencies are also indicated on Fig. 3.16. Note that at the Nyquist frequency, 
the sensor MTF is high (approximately 55%), which can result in the perception 
of high image sharpness. This high response also can produce image aliasing, 
but, in the author's experience, considerable aliasing can be tolerated, and the 
high image sharpness is generally preferred over the lack of aliasing in a 
system of lesser MTF, which conforms to Nyquist theory. 
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The condition of high MTF at the Nyquist frequency has presented a periodic- 
bar performance measurement and modeling dilemma because the bars will 
not be reproduced faithfully for spatial frequencies above and often even below 
the Nyquist frequency. If system response is artificially truncated at the Ny- 
quist frequency, the resulting prediction of object recognition has been observed 
by the author to greatly underestimate (by a factor of two or more) the mea- 
sured recognition capability. Additional future work is needed to better quan- 
tify these indications; however, the approximation used here is to ignore al- 
iasing in the computation of minimum resolvable temperature and to include 
in the human performance criteria the image degradation due to aliasing. 

A typical set of recognition criteria measured at CNVEO for a Schottky- 
barrier FPA system is presented in Table 3.5. In terms of pixel sampling, 2.3 
Nyquist-frequency cycles/height were required for recognition. The scaling of 
recognition range to computed MRT (with sampling ignored) resulted in the 
need for 4.6 cycles/height. The Johnson criterion (for nonsampled sensors) is 
3 to 4 cycles/height, only slightly less than the computed value. This suggests 
that performance is determined more by the MTF (high at the Nyquist fre- 
quency) and SNR than by the Nyquist-sampling limit. The slightly higher 
cycles/height than required by the Johnson criterion is believed to represent 
a reasonable way, for the time being, to embody degradation due to image 
aliasing. 

Using the methods outlined above and depicted in Fig. 3.15, a sensor can 
be designed to meet a specified recognition-range performance. Suppose that 
the following performance is specified: 

Recognition range: 3.5 km 
Object height: 3.3 m 
Object difference-temperature: 1.5 K 
Atmospheric extinction coefficient: 0.29/km. 

As a design example, computations have been made for a viewer that uses the 
320 x 244 Schottky-barrier FPA introduced above. The responsivity of the 
detectors is characterized by a quantum-efficiency coefficient of 0.24 eV"1 and 
a barrier height of 0.22 eV. Equations for signal, noise, and aperture response 
were presented in Sec. 3.2. It has been convenient to use a spreadsheet for 
these computations, and a summary of parameters is presented in Table 3.6. 
Input quantities are represented by uppercase type, and computed parameters 
are represented by lowercase type. The spreadsheet provides a convenient way 
to conduct simulations that permit iteration of the design to achieve the desired 
level of recognition-range performance. Final entries in the spreadsheet rep- 
resent the sensor design characteristics. 

Table 3.5   FPA Recognition Performance Data 

Reciprocal 
Visual Angle for 

P(rec) = 0.5 
(NVEOD Lab Data) 

(radr1 

Equivalent Frequency for Tank Height h 

Array 
Pitch 

(pixels/height) 

Array Pitch 
Nyquist Frequency 

(cycles/height) 

Model MRT 
Frequency 

(cycles/height) 

Johnson 
Criterion 

(cycles/height) 
135 4.6 2.3 4.8 3to4 
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Part A of Table 3.6 contains geometric quantities associated with the optics 
and FPA. Characteristics include optics and FPA spread factors and appro- 
priate MTF types used for subsequent MRT computations. Noise-equivalent 
spread factors are computed for the cascaded combination of these components. 
Also presented are the overall FPA size and corresponding FOV of the sensor. 

The first portion of Part A summarizes the computation of the optics spread 
factor using the methods described in Sec. 3.2.3.1. The optics spread factor 80 

is computed from the diffraction-limited expression in Table 3.2, and is in- 
creased over that value by the aberration factor. FPA pixel spread factors are 
computed from the active detector area (and other optical and electrical spread 
factors if present), and the Nyquist frequency is computed from the pixel 
spacing. Optics and FPA spread factors are combined using Eq. (3.9) to obtain 
the sensor mean spread factor. Finally, the sensor FOV is computed from the 
optics focal length and FPA size. 

Part B of Table 3.6 contains quantities that pertain to exposure and noise. 
The spectral limits of integration shown are used in Eq. (3.2) for exposure 
computations. Object temperature, emissivity, and area are tabulated. FPA 
noise characteristics cover temporal and fixed-pattern-noise types, and quan- 
tities are modeled using the methods described in Sec. 3.2.3.2. Noise variance 
density is totaled in accordance with Eq. (3.21). The total noise for a resolution 
element is also computed for the sensor mean spread factor 8 defined by Eq. (3.9). 
Part B is completed with a summary of earth-background exposure computed 
with Eq. (3.2), normalized contrast computed with Eq. (3.6), and NET computed 
with Eq. (3.37). 

Part C of Table 3.6 contains the quantities associated with computation of 
MRT for the sensor. Inputs are shown for bar-pattern type and for visual- 
system integration time and bar-resolution SNR threshold. Sensor exposure 
and noise quantities are scaled to correspond to human perception quantities. 
Finally, target temperature, atmospheric transmission, and target size and 
recognition criteria are introduced to permit scaling of sensor MRT charac- 
teristics to recognition-range performance using Eqs. (3.44) and (3.45). 

The resulting sensor MRT is presented in Fig. 3.18. Superimposed is the 
object difference temperature attenuated by the atmosphere. Intersection of 
these characteristics results in the solution of recognition-range performance. 

Also superimposed on Fig. 3.18 is the Nyquist frequency of the sensor. This 
frequency is below that corresponding to the range performance determined 
from the nonsampled methodology described above. Exceeding the Nyquist 
limit can degrade the image, and more research is required to quantify the 
effect. As indicated previously, the author's experience indicates that, espe- 
cially for moving, multiframe imagery, the human can tolerate exceeding the 
Nyquist limit by up to a factor of approximately two without significant loss 
in performance. It is believed that within this bound, useful results can be 
obtained from the nonsampled range-prediction methodology. 

This performance characterization substantiates the design of a compact 
staring sensor that can provide the required target-recognition-range 
performance. 
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Table 3.6   Tactical IR Sensor Design Parameters 

Part A - ODtics and Focal-Plane Geometry 
OPTICS 
DIAMETER (m): 0.1 
FOCAL LENGTH (m): 0.3 
Computed f/#: 3.00 
WAVELENGTH (/jm) : 4.3 
SPREAD ANGLES 
Diffraction (#iRad): 76.970 
ABERRATION FACTOR: 2 
Total (/iRad): 153.94 

Computed (arcsec): 31.75 
Spread Factor (/im) : 46.18 
MTF APPROX.-"DIFF","GAUSS": DIFF 
FPA PIXEL SIZE (Jim) 
HORIZ. TDI SHIFT: 0 
HORIZ. SPACING: 40 
VERT. SPACING: 40 
HORIZ. BINNING RATIO: 1 
VERT. BINNING RATIO: 1 
Horiz. Spacing w/Binning: 40.00 
Vert. Spacing w/Binning: 40.00 
FPA AREA FILL FACTOR: 0.39 
Horiz. Size w/Binning: 24.98 
Vert. Size w/Binning: 24.98 
OPT./CHG. SPREAD (Jim) : 0 
Horiz. Spread Factor (/im): 24.98 
Vert. Spread Factor (jim): 24.98 
Mean Spread Factor (jim): 24.98 
Mean Spread Angle (jjRad): 83.27 
Mean Spread Angle (arcsec): 17.18 
FPA NYQUIST FREQUENCY and MTF TYPE 
Horiz. Nyquist Freg (cy/mm): 12.5 
Vert. Nyquist Freg (cy/mm): 12.5 
MTF APPROX.-"RECT","GAUSS": RECT 
SENSOR MEAN RESOLUTION 
Spread Factor (/jm) : 52.51 
Noise-Equiv BW (cycles/mm): 9.52E+00 
Spread Angle (fiRad) : 175.03 

(arcsec): 36.1 
SUB-FPA NO. PIXELS W/O BINNING 

AZ.: 320 
EL.: 244 
Total: 7.81E+04 

Total FPA Length (mm): 
AZ.: 12.8 
EL.: 9.76 
Diagonal: 16.1 

SYSTEM FOV (deg) 
AZ.: 2.44 
EL.: 1.86 
Diagonal: 3.07 

Part B - Exposure and Noise Parameters 
INTEG WAVELENGTH LIMIT ((im) : 

LOWER: 
UPPER: 

OBJECT SURFACE #1 
TEMPERATURE (K): 
EMISSIVITY: 
AREA (m*2): 
Emiss ivity*Area: 

OPTICS TRANSMISSION: 
SENSOR READ. AND INTEGRATION TIMES 
READ FRAME TIME (sec): 
NO. FRAMES OF INTEGRATION 
Integration Time (sec): 

FPA Fill Factor: 
FPA NOISE PARAMETERS 
QUANTUM NOISE FACTOR: 
MULTIPLICATIVE FIXED PATTERN 
PIXEL NONUNIFORMITY (%): 
Noise Factor (m): 

ADDITIVE (DARK-CURRENT) FIXED PATTERN 
PIXEL DARK I NONUNIF (%): 0.5 
Noise Factor (m): 4.00E-07 

3.40 
4.60 

320 
0.76 

15 
11.4 
0.5 

33E-02 
1 

33E-02 
0.39 

1.1 

0.2 
60E-07 
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Table 3.6 (continued) 

ADDITIVE AMPLIFIER READOUT 
MEAS rms FLOOR (Elect/Pix): 
MEAS rms@lMHz(Elect/MHzA.5): 
PRE-NOISE GAIN 
Channel Pixel Rate (MHz): 
Floor Var Dens (Elect/mA2): 
Read Rate VarDns(Elect/mA2): 
Tot Read VarDens(Elect/mA2): 
Tot rms (Elect/Binned-Pixel): 
ADDITIVE DARK CURRENT 
MEAS CURRENT DENS (nA/cmA2) : 
Req FPA Operating Temp (K): 
Dark Expos Dens (Elect/mA2): 
Dark Exp (Elect/Binned-Pixel): 
rms Noise Dens (Elect/Pix): 

SENSOR NOISE 
Variance Density (Elect/mA2) 

Backgnd. Photoelectron: 
Mult. Fixed Pattern: 
Additive Fixed-Pattern: 
Additive Temporal: 
Total: 

Sprd Fact rms (Elect/Resel) 
Backgnd. Photoelectron: 
Mult. Fixed Pattern: 
Additive Fixed-Pattern: 
Additive Temporal: 
Total: 

EARTH THERMAL-EXPOSURE, CONTRAST, 
Earth-Bckgrnd Temperature (K): 
Bckrnd Exp Density (Elect/mA2): 
Bckrnd Exposure (Elect/Pixel): 
Incr Bckrnd Exp Dens (El/mA2): 
Normalized Contrast (1/K): 
Temporal rms Noise (Elect/Pix): 
Temporal/Pixel NET (K): 

15 
15 
1 

2.3424 
1.41E+11 
3.29E+11 
4.70E+11 

27.4 

5 
79.4 

4.06E+12 
6.50E+03 

80.6 

3.35E+13 
5.93E+12 
6.60E+11 
4.53E+12 
4.46E+13 

3.04E+02 
1.28E+02 
4.27E+01 
1.12E+02 
3.51E+02 

AND NET 
300 

3.04E+13 
4.86E+04 
3.04E+13 
4.16E-02 
2.46E+02 

0.122 

Part C - Minimum Resolvable Temperature Data 
BAR-PATTERN 1/W RATIO: 
HUMAN-EYE BAR SNR-THRESHOLD: 
HUMAN-EYE INTEG TIME (s): 
Therm-Exp Norm Contrast (1/K): 
SENSOR EXPOSURE DENSITY (Elect/mA2) 
Thermal Background: 3. 
Difference Signal: 1. 

HUMAN-EYE EXPOSURE DENSITY (Elect/mA2 
Thermal Background: 9. 
Difference Signal: 3. 

SENSOR NOISE 
Variance Density (Elect/mA2) 

Backgnd. Photoelectron:        3. 
Mult. Fixed Pattern: 5. 
Additive Fixed-Pattern:        6. 
Additive Temporal: 4. 

EYE NOISE 
Variance Density (Elect/mA2) 

Backgnd. Photoelectron:        1. 
Mult. Fixed Pattern: 5. 
Additive Fixed-Pattern:        5. 
Additive Temporal: 1. 

Sensor Noise-Eq Sprd-Fact (/xm): 
Sensor Noise-Equiv BW (cy/mm): 
FPA Horiz Nyquist Freq (cy/mm): 
FPA Vert Nyquist Freq (cy/mm): 

TARGET-TEMP/RECOGNITION & RANGE SCALING 
TARGET DIFFERENCE TEMP (K): 
TARGET SIZE (m): 
"JOHNSON" CRITERION (cy/size): 
Required Target-Freq (cy/m):       1 
Range Scaling Fact(cy/mRad/km):    1 
ATMOS EXTINCTION COEFF (1/km): 

7 
2.7 
0.1 

0.042 

04E+13 
26E+12 
) 
11E+13 
79E+12 

35E+13 
93E+12 
60E+11 
53E+12 

00E+14 
33E+13 
94E+12 
36E+13 

52.5 
9.523 
12.5 
12.5 

1.5 
3.3 
4.8 

45E+00 
45E+00 

0.29 

Sensor Mean Spread-Factor (/um): 52.51 
Sensor Mean Spread-Factor (nRad): 1.75E-01 
Sensor Noise-Equiv BW (cy/mRad): 2.86E+00 
FPA Horiz Nyquist Freq (cy/mRad): 3.75E+00 
FPA Vert Nyquist Freq (cy/mRad>: 3.75E+00 
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Fig. 3.18   Minimum resolvable temperature. 

3.4   SPACE-SURVEILLANCE SENSOR DESIGN AND PERFORMANCE 

3.4.1    Staring-Sensor Design Drivers and Trade-offs 

3.4.1.1 Design Methodology. Previous sections of this chapter have em- 
phasized the use of staring sensors for acquisition of imagery. Another im- 
portant class of applications involves the detection and track of distant point- 
source objects located within a background scene. Space surveillance is one 
example and will be used to illustrate this type of design and performance- 
characterization methodology. 

Today's electro-optical space-surveillance sensors cover the visible spectrum 
and are located on the ground. At night, when the weather is clear, these 
sensors offer outstanding sensitivity for acquisition and track of deep-space 
objects that are illuminated by sunlight.37,38 These sensors also can cover low- 
altitude objects located in the twilight regions but cannot detect objects in the 
earth's shadow. 

There is a need to upgrade current operational space-surveillance systems 
to attain more extensive and timely coverage of a rapidly expanding population 
of satellites. Recently, developmental ground-based visible-spectrum sensors 
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have been used to detect low-altitude objects located on the sun-illuminated 
(day) side of the earth, but sensitivity performance is restricted by the high 
level of background caused by sunlight scattered from the atmosphere. Space- 
borne systems are not hampered by atmospheric scatter and thus can provide 
good coverage of sunlit regions. However, earth-shadow regions cannot be 
accessed by visible sensors since there is no sunlight there. 

The IR spectrum offers an opportunity for significant extension of surveil- 
lance capability, and spaceborne systems offer the best potential because clouds 
and atmospheric attenuation and scatter are absent.39 Thermal-emission and 
earthshine signatures make the low-altitude earth-shadow region accessible. 

The development of spaceborne space-surveillance sensors will provide sig- 
nificant future operational capability. A practical approach for sensor design 
is a multispectral capability that uses the visible spectrum for most of the 
space coverage volume and concentrates IR coverage on the low-altitude earth- 
shadow region.40 A design example for a visible/IR, multispectral staring sen- 
sor is presented below. 

The fundamental performance requirements for a space surveillance sensor 
include sensitivity and coverage. To obtain satisfactory coverage rate, a sur- 
veillance fence is set up with a revisit time short enough to assure at least 
one look at satellites with highest azimuth and elevation angle rates. This 
revisit time indirectly affects range performance by limiting the photon in- 
tegration time available for each look. 

In the search process, there is uncertainty in the geometry and dynamics 
associated with satellite motion. This uncertainty is increased if the satellite 
has maneuver capability, and is bounded by available thrust. A statistical 
description of this uncertainty can be depicted as an area in range/angle-rate 
space, and a generic characteristic is presented in Fig. 3.19. Sensor sensitivity 
can be described in terms of range versus angle rate, and a generic charac- 
teristic is shown superimposed on the satellite population. The objective of 
sensor design is to ensure that the satellite population lies below the sensor 
performance characteristic. 

Computation of sensor sensitivity requires a large number of parameters, 
as shown in Fig. 3.19. Note that signature components include thermal emis- 
sion, reflected sunlight (except in the earth-shadow region), and earthshine; 
background components include sky, telescope, and cold-shield radiation and 
FPA dark current. The signal and background exposure components are com- 
puted using the methods described in Sec. 3.2.2. The performance model of 
Fig. 3.19 also includes system requirements for angular resolution and for 
coverage. These parameters are combined appropriately to compute signal and 
noise. 

For a fixed signal-to-noise criterion, sensor static (zero angle rate) range 
performance Rs can be computed from 

10'9/2F S(£%AOBJ,) 
V2 

i?o = ^ T/ —   (km) , (3.46) 

where es is the exposure from each signature component (e/m2) and AOBJ is 
the object area corresponding with es(m

2). Sensor SNR performance is a func- 
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SIGNATURES 

Fig. 3.19   IR sensor sensitivity analysis. 

tion of angle rate; it decreases linearly beyond the dwell-in-cell condition (angle 
rate for object motion of one resolution element). To assess sensor performance, 
the corresponding range versus angle-rate performance can be compared to 
the range/angle-rate statistics of space objects of interests. 

3.4.1.2 Space Environment IR-Radiation Characteristics. For space- 
surveillance applications, a variety of emissive and reflective signatures are 
available in the visible and IR spectra. These include thermal emission, sun- 
light reflection, earthshine, and earthshine reflection. The ultimate utility of 
these signatures is set by the effects of background radiation in the following 
manner. 

Space objects appear as point sources of radiation within some background. 
An ideal sensor will be background quantum-noise limited, so sensor spatial 
resolution will set a limit on SNR performance. For a given size telescope, 
ultimate spatial resolution will be determined by diffraction limits, and this 
is a function of wavelength. Based on these principles, typical signature com- 
ponents have been compiled, and their amplitudes have been normalized to 
account for wavelength-dependent diffraction-limited resolution used for back- 
ground rejection. The results are presented in Fig. 3.20. 

For graybody temperatures of 300 K or less, signature amplitude peaks at 
approximately 10 (Jim (LWIR band) and falls off rapidly in the MWIR band. 
However, reflected earthshine, especially significant at low orbital altitude, 
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Fig. 3.20   Point source signals. 

places a floor on available radiant intensity. Sunlight reflection, if available, 
can enhance these signatures in the MWIR band. Even though signatures are 
somewhat lower in the MWIR band than in the LWIR band, good sensitivity 
can be realized by use of a low-noise staring-format sensor. For higher tem- 
peratures, signal increases very substantially in the MWIR band. 

The phenomenology associated with the ground-to-space atmosphere is of 
particular importance for ground-based surveillance sensors. Transmission 
losses affect the level of signal available, and background noise is produced 
by radiation from both thermal emission and scatter. Data have been obtained 
from available measurements and from the USAF Geophysics Laboratory 
LOWTRAN program.33 Figure 3.21 contains a summary of important char- 
acteristics of both dry and tropical air masses. 

Transmission is plotted for elevation angles extending from 15 to 90 deg. 
Low elevation angles are desirable for maximum coverage from a particular 
ground site. Note that there is significant degradation in transmission at small 
elevation angles in the visible band for both air masses. In the LWIR band, 
transmission is improved in a dry air mass but is essentially unusable in a 
tropical air mass. The MWIR band maintains good transmission for both air 
masses. 

To achieve high sensitivity, low atmospheric path radiance is also desirable. 
Path radiance data for day and night conditions also are summarized in Fig. 3.21. 
(Path radiance varies much less with elevation angle than does transmission, 
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Fig. 3.21   Ground-to-space atmosphere. 

so that consideration has been omitted from this discussion.) Note that in the 
visible band, there is approximately a 106:1 increase in path radiance during 
daylight hours, which results in a substantial loss in sensitivity. In both the 
MWIR and LWIR bands, there is much less variation between day and night 
conditions, and the MWIR band exhibits significantly less background than 
the LWIR band. 

The combination of transmission and path-radiance data presented in Fig. 3.21 
suggests that the MWIR band has the highest potential for application in 
ground-based systems where site placement and coverage and day/night op- 
eration are of great importance. This environmental advantage needs to be 
weighed against the availability of signatures in the alternative spectral re- 
gions and against achievable sensor SNR performance. Exploitation of the 
desirable MWIR atmospheric parameters suggests the use of a staring-sensor 
configuration to attain high SNR through high photon-collection efficiency. 

Figure 3.22 presents sky spectral-radiance data applicable to a spaceborne 
sensor looking at the earth-limb at a 100-km tangent height. These data were 
obtained from the AFGL (Degges) model.41,42 Note that there is considerable 
structure in this background, and the nulls in the MWIR region are especially 
deep. These nulls represent significant opportunity for high-sensitivity detec- 
tion of objects and for acquisition of MWIR signature data. Exploitation of 
these opportunities suggests a staring-sensor format and low-internal-noise 
performance. 
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Fig. 3.22   Earth-limb background. 

3.4.1.3 Space-Surveillance Sensor Requirements. Table 3.7 lists several 
special requirements for space-based FPAs. Large formats are needed for si- 
multaneous achievement of high sensitivity, high resolution, and high cov- 
erage rate. A practical way to achieve high total resolution is to butt together 
FPA subarrays to form a large mosaic. To minimize the total number of sub- 
arrays, each one should be large, and this implies a high fabrication yield. 

Pixel size should match the resolution requirements of a particular func- 
tional task. For surveillance, relatively large pixels are needed for 

1. wide FOV coverage with relatively high optics //#. (To cover the FOV 
and to match the required angular resolution, small pixels require the 
optics focal length to be short, and this yields a low //#.) 

2. high sensitivity achieved by the integration (dwell) time matched to 
the angular velocity of the target. This is particularly important for 
sensor internal-noise-limited conditions. 

For track and closely spaced object (CSO) separation tasks, maximum angular 
resolution is required, so smaller pixels are needed, consistent with optics 
resolution, to provide sufficient pixel density to minimize losses in angle ac- 
curacy due to spatial sampling. 

Because of these differences in the requirements for surveillance and track- 
ing/CSO separation, there is a general need for variable pixel size. This can 
be achieved by fabricating FPAs of high pixel density (and corresponding high 
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Table 3.7   Attributes of Space-Sensor FPAs 

• Large image-plane format 
— Large high-yield subarray 
— Subarray abuttability 
— Multichannel readout 

• Variable pixel size 
— Large for search 
— Small for track and close-object resolution 

• Low temporal and fixed-pattern noise 

• Radiation hardness 

• Minimum cryogenic cooling 

total number) and then by performing a pixel-binning operation to obtain the 
larger effective pixel size. This ideally should be accomplished on-chip before 
the introduction of readout noise. 

For high sensitivity in a low-space-background environment, low readout 
noise must be achieved.8'39'40 Low fixed-pattern noise is also needed, especially 
for high-background conditions. It is very difficult to compensate for fixed- 
pattern noise, particularly the nonadditive type. The demands for signal pro- 
cessing are severe, and calibration methods can only approximate the com- 
plexity of the FPA noise characteristics and the spectroradiometric properties 
of the space environment. Therefore, achievement of high inherent uniformity 
in the FPA is of utmost importance. 

Severe high-energy radiation is likely to be part of a space environment. 
This radiation can produce spurious noise pulses of high amplitude and produce 
long-term calibration changes and damage. Shielding is difficult to accomplish, 
so inherent immunity in the FPA is an important objective. This pertains to 
both the detector materials and the readout multiplexer. 

Sensor dark currents must be reduced to levels compatible with low-level 
space backgrounds, which requires cryogenic cooling. The longer the wave- 
length, the lower the temperature. The achievement of low temperatures im- 
plies use of a refrigerator of high input power and weight and limited life. 
These requirements are of particular concern for spaceborne sensors. Therefore, 
selection of a sensor type and configuration should be influenced heavily by 
the minimum-cooling attribute. The staring-sensor format can allow mini- 
mization of cooling by efficient collection of photons of relatively short wave- 
length. In this manner, adequate sensitivity can be attained without the long- 
wavelength, low-temperature burden. 

3.4.1.4    Space Surveillance Sensor Design Example 

3.4.1.4.1 Design Requirements. An example is presented of the design of a 
small spaceborne staring sensor that can provide satellite detection with cov- 
erage over a wide range of orbital altitudes. The satellite model has two prin- 
cipal elements, a solar panel and a body. 

Suppose the sensor requirements are as follows: 

Satellite altitude range: 600 to 50,000 km 

Coverage rate: 1.5 deg2/s 
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Satellite signature components (composite elements) 

Object element #1 
Temperature: 250 K 
Area: 5 m2 

Emissivity: 0.9 
Solar reflectivity: 0.3 

Object element #2 
Temperature: 175 K 
Area: 5 m2 

Emissivity: 0.33 
Solar reflectivity: 0.9 

To accomplish long-range detection of high-altitude objects, the visible spec- 
trum provides the best opportunity because of the stronger signatures pre- 
sented in Sec. 3.4.1.2. The earth shadow covers very little total volume at high 
altitudes, so good overall coverage is possible. At lower altitudes, the earth 
shadow occupies a more significant volume, so an IR sensor is needed. IR 
signatures are not as strong, but range requirements are reduced. This com- 
bination of surveillance geometry and signature availability suggests the use 
of a multispectral sensor that shares a single telescope of minimum size.43 

Because of photon-collection efficiency, a staring-type sensor is highly desirable. 
To illustrate the design and performance-assessment process, a ten-element 

mosaic of 420 x 420, three-side abuttable CCDs is used for both visible and 
IR sensors to achieve the required wide-FOV coverage. For the visible sensor, 
a silicon CCD8 has been selected, and for the IR sensor, a Schottky-barrier 
MWIR CCD19,40 has been selected. CCDs provide low-noise readout, which is 
compatible with low-space-background exposures. Other IR materials such as 
InSb and HgCdTe also are candidates for space-surveillance applications. How- 
ever, low-sky-background performance data are not currently available for use 
in a design example. 

The characteristics of visible CCDs designed for space-surveillance appli- 
cations have been described in the literature.8 These devices have very-low- 
noise performance (approximately six rms-electrons/pixel at 1-MHz pixel rate) 
and excellent transfer efficiency at low (few electrons/pixel) exposures. 

Recently, PtSi and IrSi Schottky-barrier and GeSi-heterojunction CCDs 
have been under development specifically for space-surveillance applica- 
tions.18'19'40'44'45 Presented below is a brief summary of the pertinent char- 
acteristics of an advanced PtSi CCD used in this example. 

Schottky-barrier quantum efficiency and dark current 

Extension of the long-wavelength cutoff of Schottky-barrier devices enhances 
detection of low-temperature space objects. This wavelength extension is bounded 
by the requirements for refrigeration needed to reduce dark current to levels 
compatible with low space backgrounds. As a typical compromise, this design 
example pertains to an extended-wavelength, 6.7-|xm-cutoff, PtSi CCD, with 
detector spectral quantum efficiency as presented in Fig. 3.2. This detector has 
a quantum-efficiency factor Ci = 0.297 eV"1 and a barrier height * = 0.19 eV. 

Reduction of dark current to space-background levels requires detectors to 
operate at 65 to 70 K,19 which can be achieved with a split-Stirling refrigerator 
of low power and high reliability, suitable for spaceborne sensors. 
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Schottky-barrier CCD noise and signal-transfer efficiency 

Typical measured noise as a function of background exposure was presented 
in Fig. 3.5 for a 320 x 244-element FPA, and similar characteristics are used 
in this example. 

Just as important as the noise characteristics is the signal transfer effi- 
ciency, under conditions of low background exposure and low temperature. At 
room temperature, CCDs provide excellent transfer efficiency with exposures 
down to 1 electron/pixel.8 However, it has been recognized that the operation 
of CCDs at cryogenic temperatures and low exposure can be hampered by 
electron trapping. 

To study signal trapping, laboratory measurements were made of point- 
signal transfer efficiency versus background bias versus operating tempera- 
ture.19 An example of the results is presented in Fig. 3.23. Superimposed are 
typical exposures corresponding with earth background and ground-based sky 
background. These early results were obtained on a CCD designed for high- 
exposure earth-background applications, and tailoring of the design has been 
necessary for low sky backgrounds. Improvements have been made in both the 
design and operation of this type of CCD, and test results are also given in 
Fig. 3.23.19 These improvements have yielded excellent surveillance capability 
and are assumed in this design example. 

3.4.1.4.2 Surveillance Sensor Range Performance Prediction. The method- 
ology depicted in Fig. 3.19 is illustrated below. The equations for signal and 
noise were presented in Sec. 3.2 and pertain to a point source. It has been 
convenient to use a spreadsheet for these computations, and a summary of 
parameters is presented in Table 3.8. Input quantities are represented by up- 
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Fig. 3.23   Signal-transfer efficiency for a Schottky-barrier CCD. 
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Table 3.8   Spaceborne Sensor Design Parameters 

Part A - Optics and Focal-Plane Geometry 
VISIBLE  IP. -SCHOTTKY 

OPTICS 
DIAMETER (m): 0.3 0.3 
FOCAL LENGTH (m): 0.9 0.9 
Computed f/#: 3 3 
WAVELENGTH (fim) : 0.55 5.1 
SPREAD ANGLES 
Diffraction (fiRad) : 3.282 30.43 
ABERRATION FACTOR: 1.5 1.2 
Total (/iRad): 4.92 36.52 

Computed (arcsec): 1.01 7.53 
Spread Factor (|im): 4.43 32.87 

FPA PIXEL SIZE (Jim) 
HORIZ. TDI SHIFT: 0 0 
HORIZ. : 27 27 
VERT.: 27 27 
HORIZ. BINNING RATIO: 1 4 
VERT. BINNING RATIO: 1 4 
Horiz. w/Binning: 27 108 
Vert. w/Binning: 27 108 
OPT./CHG. SPREAD (Jim) : 0 0 
Mean Spread Factor (/im): 27 108 
Mean Spread Angle (jtRad): 30 120 
Mean Spread Angle (arcsec): 6.19 24.75 
SENSOR RESOLUTION 
Spread Factor (fim) : 27.36 112.89 
Spread Angle (fxRad) : 30.4 125.43 

(arcsec): 6.27 25.87 
EXPERIMENT RESOLUTION 
ATMOS/LOS SPRD ANGL(arcsec): 2 2 
Computed Sprd Angl (fiRad): 9.7 9.7 
Computed Sprd Fact (fim): 8.73 8.73 

Exper. Sprd Angl (arcsec): 6.58 25.95 
Sprd Angl (jiRad): 31.91 125.8 
Sprd Fact (fim): 28.72 113.22 

FOOTPRINT 6 OPERATING RANGE 
DESIRED OPERATING RNGE (km): 20000 6000 
Pixel IFOV Footprint (m): 6 00E+02 7 20E+02 
Res El Footprint (m): 6 38E+02 7 55E+02 

SUB-FPA NO. PIXELS W/O BINNING 
AZ.: 420 420 
EL.: 420 420 
Total: 1 .76E+05 1 .76E+05 

TOTAL NO. SUB FPA'S 
AZ.: 10 10 
EL.: 1 1 
Total: 10 10 

Total-FPA No. Pixels w/Binning 
Az.: 4200 1050 
El.(Image Region Only): 420 105 
Total: 1 76E+06 1 10E+05 

Total FPA Length (mm) 
Az.: 113.4 113.4 
El.(Image Region Only): 11.34 11.34 
Diagonal: 114 114 

SYSTEM FOV (deg) 
Az.: 7.21 7.21 
El.: 0.72 0.72 
Diagonal: 7.25 7.25 

FOV FOOTPRINT @ OPERATING RANGE (km) 
Az.: 2520.1 756.0 
El.: 251.3 75.4 
Diagonal: 2534.1 760.2 

Part B - Svstem Coveraae and Data-Rates 
5 00E-01 1 50E-01 Integration Time (sec): 

Dw/Cl Ang Rate (arcsec/sec): 13.2 173 
NO. FRAMES PER STARE: 5 5 
STEP-SETTLE TIME (sec): 1 00E+00 1 00E+00 
FOV Look-Step Time (sec): 3 50E+00 2 62E+00 
Read Frame Time (sec): 5 00E-01 1 50E-01 
Read Pix Rate w/Stor (MHz): 3 53E+00 7 35E-01 
Ave. Pix Rate w/Step (MHz): 2 52E+00 2 10E-01 
FPA OUTPUTS 
SELCT NO PARALLEL CHAN/FPA: 1 1 
Channel Pixel Rate (MHz): 3 53E-01 7 35E-02 
NO. QUANTIZATION BITS: 12 12 
Single Fr Mem Reg (MBytes): 2 65E+00 1 65E-01 

Coverage FOV (sq deg): 5 19E+00 5 19E+00 
Coverage Rate (sq deg/sec): 1 48E+00 1 98E+00 (continued) 
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Table 3.8   (continued) 

Part C - Exposure and Noise Parameters 
INTEG WAVELENGTH LIMIT (»im) : 

LOWER: 0.40 3.00 
UPPER: 1.00 12.00 

OBJECT SURFACE #1 
TEMPERATURE (K): 250 250 
EMISSIVITY: 0.9 0.9 
Therm Earthshine Tot Refl: 0.1 0.1 
AREA (m'2): 5.00E+00 5.00E+00 
Emissivity*Area: 4.5 4.5 

OBJECT SURFACE #2 
TEMPERATURE (K): 175 175 
EMISSIVITY: 0.33 0.33 
Therm Earthshine Tot Refl: 0.67 0.67 
AREA (m*2): 4.10E+00 4.10E+00 
Emissivity*Area: 1.353 1.353 

EARTHSHINE EMISSION TEMP. (K): 300 300 
SOLAR TEMPERATURE (K): 5900 5900 
SOLAR IRRADIANCE (W/mA2): 1390 1390 
SOLAR PHASE-ANGLE (Deg): 45 45 
Diff-Sphere Eff Sol Irr (W/m"2): 7.00E+02 7.00E+02 
OBJECT SOLAR REFLECTIVITY: 0.1 0.1 
EARTH SOLAR REFLECTIVITY: 0.3 0.3 

OBJECT IN-BAND RADIANT INTENSITY (W/sr) 
Object Surface #1 
Thermal Emission: 9.67E-19 8.66E+01 
Thermal Earthshine: 1.52E-15 2.33E+01 

Object Surface (2 
Thermal Emission: 3.77E-30 1.90E+00 
Thermal Earthshine: 8.35E-15 1.28E+02 

Solar Reflection: 1.21E+02 3.98E+00 
Solar Earthshine Reflection: 2.87E+01 9.42E-01 

DOES OBJ OCCL SKY BKG? "YES/NO":YES YES 
ATMOSPHERIC TRANSMISSION: 1 1 

THERMAL BACKGROUND PARAMETERS 
MEASURED SPECTRAL RADIANCE (W/m'2/sr/um) 

2.00E-06 
1.50E-05 

7.40 
GRAY-B 

300 

NIGHT: 2.00E-09 
DAY: 3.00E-08 

WAVELENGTH OF MEAS ()im) : 6.10 
SEL"GRAY-B"or"CONST" APPROX:   GRAY-B 
GB APPROX THERM-BKGND TEMP (K):      300 
Gray-B Approx Thermal-Bkgnd Eguiv Emissivity 

Night: 3.69E-10  2.43E-07 
Day: 5.53E-09  1.82E-06 

SOLAR BACKGROUND PARAMETERS 
MEASURED SPECTRAL RADIANCE (W/m*2/sr/Um): 

NIGHT: 3.00E-07  0.00E+00 
DAY: 3.00E-06  0.00E+00 

WAVELENGTH OF MEAS ((im) : 0.55      2.80 
SEL"GRAY-B"or"CONST" APPROX:   GRAY-B    CONST 
GB APPROX SOLAR-BKGND TEMP (K):     5900      5900 
Gray-B Approx Solar-Bkgnd Equiv Emissivity: 

Night: 1.06E-14  0.00E+00 
Day: 1.06E-13  O.O0E+00 

Solar Background Brightness (Mv/arcsec'2) 
Night: 24.3       ERR 
Day: 21.8     ERR 

OPTICS NON-REJECTED EARTH RADIANCE (NRER) 
EARTH THERMAL EMISSION 
MEAS RADIANCE (W/mA2/sr/um): 1.00E-06 1.00E-06 
WAVELENGTH OF MEAS (lim) : 5.00 5.00 
Equivalent Emissivity: 3.85E-07 3.85E-07 

EARTH SOLAR REFLECTION 
MEAS RADIANCE (W/mA2/sr//im) : 1.00E-03 2.00E-07 
WAVELENGTH OF MEAS (/im): 0.55 5.00 
Equivalent Emissivity: 3.52E-11 3.30E-12 
Brightness (Mv/arcsecA2): 15.5 18.1 

Optics Diameter (m): 0.3 0.3 
Optics Focal Length (m): 0.9 0.9 
Optics f/#: 3 3 
OPTICS TRANSMISSION: 0.9 0.9 
OPTICS TEMPERATURE (K): 

NIGHT: 120 120 
DAY: 130 130 

OPT/COLD-SHIELD EQUIV EMISSIV: 0.03 0.03 
SENSOR READ AND INTEGRATION TIMES 
READ FRAME TIME (sec): 5.00E-01 1.50E-01 
NO. FRAMES OF INTEGRATION 1 1 
Integration Time (sec): 5.00E-01 1.50E-01 
Dw/Cell Ang Vel (arcsec/sec): 13.2 173 
FPA FILL FACTOR: 1 0.5 
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Table 3.8   (continued) 

3.33E-03 
5.50E+00 

1.48E-14 
3.69E+01 
8.75E+17 
2.07E+17 

08E+18 
08E+18 

SENSOR EXPOSURES 
SELECT "Quan, Si, PtSi, 
AdvPtSi, or AdvIrSi":       Si 

SELECT "DAY" OR "NIGHT"        DAY 
Difference Signal Components (Elect/mA2): 
Object Surface #1 
Thermal Emission: 
Thermal Earthshine: 
Object Surface #2 
Thermal Emission: 
Thermal Earthshine: 
Solar Reflection: 
Solar Earthshine Reflection: 

Total Diff Signal (Elect/mA2): 
Object Surface #1: 1 
Object Surface #2: 1 

Background Components (Elect/mA2): 
Therm Gray-B Radiance Approx  3 
Therm Const-Radiance Approx: 
Therm Bkgnd (Selec'd Approx): 
Solar Gray-B Radiance Approx: 
Solar Const-Radiance Approx: 
Solar Backgnd (Selec'd Approx) 
Thermal NRER: 
Solar NRER: 
Total NRER ("DAY"or"NIGHT"): 
Optics/Cold-Shield (Night): 
Optics/Cold-Shield (Day): 
Optics/Cold-Shield (Selec'd): 

Total Backgnd (Elect/mA2): 
Total Backgnd (Elect/Pixel): 
FPA NOISE PARAMETERS 
QUANTUM NOISE FACTOR: 
MULTIPLICATIVE FIXED PATTERN 
PIXEL NONUNIFORMITY (%): 
Noise Factor (m): 

ADDITIVE AMPLIFIER READOUT 
MEAS rms FLOOR (Elect/Pix): 
MEAS rmseiMHz(Elect/MHz*.5): 
PRE-NOISE GAIN 
Channel Pixel Rate (MHz): 
Floor Var Dens (Elect/mA2): 
Read Rate VarDns(Elect/mA2): 
Tot Read VarDens(Elect/mA2): 
Tot rms (Elect/Binned-Pixel): 

ADDITIVE DARK CURRENT 
MEAS CURRENT DENS (nA/cmA2): 
Req FPA Operating Temp (K): 
Dark Expos Dens (Elect/mA2): 
Dark Exp (Elect/Binned-Pixel): 
rms Noise Dens (Elect/Pix): 

FPA TOTAL EXPOSURES (El/Pixel) 
Input Pix w/o Bin: 
Ouput Reg Pix w/V-Bin: 
Output Node w/H&V-Bin: 

AdvPtSi 
NIGHT 

7.32E+14 
4.33E+14 

■87E+12 
.90E+15 
.OOE+00 
.00E+00 

.85E-07 
1.12E+09 
3.85E-07 
9.07E+10 
1.12E+11 
:9.07E+10 
2.68E-05 
9.07E+12 
9.07E+12 
0.00E+00 
4.39E-28 
4.39E-28 
9.16E+12 
6.68E+03 

1.16E+15 
2.91E+15 

1.33E+09 
9.13E+09 
1.33E+09 
.00E+00 
00E+00 
00E+00 
11E+09 
73E+08 
11E+09 
,99E+08 
, 00E+00 

4.99E+08 
3.94E+09 
2.87E+00 

1.10E+00  1.10E+00 

00E+00 
40E-07 

2 
6 
1 

3.53E-01 
5.49E+09 
1.74E+10 
2.29E+10 

4.1 

1.00E-01 
5.40E-08 

5 
20 
1 

35E-02 
14E+09 
52E+09 
66E+09 

7.4 

0.001 

12E+10 
28E+01 

4.8 

0.0002 
48.1 

9.38E+08 
1.09E+01 

3.3 

6.70E+03 1.38E+01 
6.70E+03 5.52E+01 
6.70E+03  2.21E+02 

SENSOR NOISE 
Variance Density (Elect/mA2) 

Backgnd. Photoelectron: 1.01E+13 4.34E+09 
Mult. Fixed Pattern: 6.12E+12 1.13E+04 
Additive: 5.42E+10 5.60E+09 
Total: 1.63E+13 9.94E+09 

Sprd Fact rms (Elect/Resel) 
Backgnd. Photoelectron: 9.12E+01 7.46E+00 
Mult. Fixed Pattern: 7.10E+01 1.21E-02 
Additive: 6.68E+00 8.47E+00 
Total: 1.16E+02 1.13E+01 

- Range Performance 
DESIRED RESEL OR STREAK SNR: 6.00E+00 6.00E+00 
Req Sig (El/Resel or Streak): 6.95E+02 6.77E+01 
Req Luminous Intensity (Mv): 15.3 ERR 
Static (0-Vel) Range Perf (km): 1.27E+05 1.73E+04 
Dwell/Cell Range Perf. (km): 9.01E+04 1.22E+04 



204    IR/EO HANDBOOK 

percase type, and computed parameters are represented by lowercase type. 
The spreadsheet provides a convenient way to conduct simulations that permit 
iteration of the design to achieve the desired level of coverage rate and range 
versus angle-rate performance. Final entries in the spreadsheet represent the 
sensor design characteristics. 

Part A of Table 3.8 contains geometric quantities associated with the optics 
and FPA. Characteristics include optics and FPA spread factors. Noise-equivalent 
spread factors are computed for both individual components and the cascaded 
combination of these components in accordance with the methodology pre- 
sented in Sec. 3.2.3.1. Visible and IR sensors are designed to share the optics, 
and resolution can be selected through pixel binning to match the task (sur- 
veillance or track) as well as the range of angle rates anticipated. A binning 
ratio of one for the visible sensor matches the low angle rates associated with 
high-altitude search; a binning ratio of four for the MWIR sensor matches the 
high angle rates associated with low-altitude search. Also presented in Part A 
are the overall FPA size and corresponding FOV and footprint of the sensor. 

Part B of Table 3.8 contains quantities that pertain to system coverage and 
data rates. For a step-stare sensor, the integration time and resolution deter- 
mine the dwell-in-cell angle rate (rate for single resolution-element motion), 
and this quantity has been chosen to match the range versus angle-rate sta- 
tistics of the satellite population. This sensor uses five frames/stare for deter- 
mination of point-source motion characteristics for separation of the desired 
satellites from the star background. These quantities determine data rates 
and coverages. 

Part C of Table 3.8 contains quantities that pertain to exposure and noise. 
Spectral bandwidths as well as object and background signature components 
are shown. The space object is modeled as if it consists of two separate segments, 
and signatures include solar reflection, thermal emission, and reflected earth- 
shine from both thermal emission and solar irradiation. Background compo- 
nents include sky solar and thermal components as well as optics thermal 
emission and nonrejected earth radiation. All exposures are computed using 
Eq. (3.1). 

The FPA noise characteristics of Part C cover temporal and fixed-pattern 
noise types, and their numerical values are determined using the methods of 
Sec. 3.2.3.2. Noise is determined for FPA pixel normalizations initially, and 
then noise is computed for the sensor mean spread factor (resel) 8, defined by 
Eq. (3.9). This procedure is compatible with optimum, point-source, matched- 
filter detection theory. 

Part D of Table 3.8 permits introduction of the SNR performance criterion, 
and range performance is computed for the static (zero angle rate) using Eq. (3.46). 
The dwell-in-cell range performance is below the static range performance by 
a factor of V2~. 

A graph of range versus angle rate for the multispectral sensor is presented 
in Fig. 3.24. As anticipated, sensor performance decreases with angle rate. 
Superimposed on the graph is a typical statistical population of space objects 
to be detected in the search task. Note that the MWIR sensor covers the low- 
altitude region where the earth shadow occupies a large fraction of the sur- 
veillance volume. The high-altitude region and the sunlit portion of the low- 
altitude region are covered very adequately by the visible-band sensor. 
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Fig. 3.24   Spaceborne visible/MWIR sensor performance. 

This performance characterization substantiates the design of a compact, 
multispectral staring sensor that can provide the desired coverage and sen- 
sitivity for surveillance of both near-earth and deep-space objects. 
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4.1    INTRODUCTION 

The treatment of infrared search and track (IRST) systems in this chapter 
begins with an introduction to its practical applications in the military domain. 
IRST issues are separated into major phenomenological influences and "sys- 
tems" level considerations to aid the subsequent discussion. 

The phenomenology typical of targets and backgrounds is treated first with 
special emphasis on background variations characterized in the spatial-frequency 
domain resulting from the employment of either staring- or scanning-mode 
sensors. These are given in the form of classical power spectral density func- 
tions that subsequently can be utilized with suitable precautions in system 
performance estimates. The atmosphere as a source of attenuation and back- 
ground radiation is introduced and characterized with supporting data also to 
be used in subsequent calculations. Methods for system performance estimates 
are then outlined, including a discussion of typical IRST performance metrics. 

Signal-processing schemes such as adaptive thresholding and passive rang- 
ing also are discussed, concluding with a brief description of some actual IRST 
hardware implementations. 

Generally, the subject is pedagogically approached by asserting that the 
sine qua non of IRST performance metrics is the probability of detection and 
false alarm rate and proceeding then to calculate the components of the target 
and background signal from first principles and in some cases with a consid- 
erable number of assumptions. The characteristics of the sensor are para- 
metrically introduced with the ultimate objective of defining signal and noise 
levels and the range equation often used in discussion of IRST performance. 
The end result should enable the reader to gain an elementary understanding 
of the important issues in IRST performance and the physics that influence 
the problem, as well as a modest ability to estimate the performance of a given 
system in terms of its major specifications or to synthesize a candidate system 
to accomplish a specific IRST mission. 

The author wishes to acknowledge R. Steinberg, T. D. Conley, J. R. Maxwell, 
and D. Kryskowski in particular and the many other authors whose mere 
references hardly give due credit to their major contributions. This chapter is 
largely a synthesis of many articles written by IRST experts, included in many 
instances verbatim. As a handbook demands, it is a product of the community 
that it is intended to serve. 

4.1.1    IRST Definition 

IRSTs are a functionally defined subset or class of passive military infrared 
systems whose objective is to reliably detect, locate, and continuously track 
infrared-emitting objects and targets in the presence of background radiation 
and other disturbances. As implemented and addressed herein, the domain of 
IRST is principally confined to unresolved, point-source objects in highly struc- 
tured backgrounds and at ranges beyond 5 km. The spectral band of interest 
is 1 to 15 n-m, with emphasis on the atmospheric windows of high infrared 
transmission at 3 to 5 and 8 to 12 |i,m. This definition does not preclude other 
infrared systems providing search and track functions. Psychophysical factors 
are not generally an explicit consideration in IRST since the detection and 
tracking process is usually automated. Imaging systems, although capable of 
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providing search and track functions, are relegated to the domain of forward- 
looking infrared (FLIR) systems, which are treated in Chapter 2 in this volume. 

Most of the current research in IRST systems is concentrated in signal 
processing to extract target tracks from severe clutter. As the signal-to-clutter 
problem is the dominant theme of IRST research, it is given special emphasis, 
with many of the details common to IR systems in general relegated to other 
chapters in this handbook. In some current military environments IRST is 
considered a serious alternative to radar because of its passive nature and 
antistealth capability. 

4.1.2    IRST Versus FÜR (Gibbons') 

There are four principal distinctions between a scanning IRST and FLIR: 
1. Field of view—The standard FLIR is a relatively small-field-of-view 

device. Wide-field-of-view FLIRs are not uncommon but are usually 
low-resolution devices. On the other hand, it is not unusual for an 
IRST to scan a 360-deg hemisphere in azimuth and perhaps as much 
as 90 deg in elevation (for an airborne system). 

2. Frame time—The typical FLIR is for real-time display to a human 
observer; thus, it must "frame" at a high rate to avoid image flicker. 
A typical frame rate would be the standard TV rate of 30 frames per 
second. The IRST, on the other hand, presents information only to a 
computer. The frame rate is based on mission considerations; frame 
times of 1 to 10 s are typical. 

3. Number of pixels—The large field of view of an IRST system results 
in great numbers of pixels per frame. For example, an IRST system 
with a 360-deg azimuth field and a 50-deg vertical field would, if the 
sensor had 1/4-mrad resolution, provide 87.7 million pixels per frame. 
A FLIR might have 480 vertical pixels and perhaps 1000 horizontal 
pixels, for a total of 480,000 pixels. The IRST thus has approximately 
183 times as many pixels per frame as the FLIR. In terms of pixel 
rate, the comparison is closer. At a frame rate of 1 Hz, an IRST pro- 
cesses 87.7 million pixels per second, 6.1 times the number of pixels 
(14.4 million) processed by a FLIR at a frame rate of 30 Hz. 

4. Signal processing—The FLIR sensor is usually observed by a human 
(as the postsensor processor); the advent of automated target recog- 
nition (ATR) will gradually diminish human intervention. On the other 
hand, the IRST covers far too many pixels per frame for a human to 
track. Some form of computer-controlled data processing is used to 
separate the large number of false targets (clutter) from the true targets. 

In general, the FLIR emphasizes a real-time display, with good cosmetic 
qualities for human interpretation. The IRST emphasizes scanning a large 
volume of space, with priority on detecting small targets. The IRST usually 
does not depend on humans to screen false alarms but uses automatic data 
processing to decide the likelihood of a source being a true target rather than 
clutter. 

4.1.3    IRST System Characteristics (Hirschman2) 

An IRST system consists of a scanning telescope, optical bandpass filters, a 
detector or detector array, real-time signal-processing electronics, a computer, 
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Fig. 4.1   Typical IRST block diagram. 

a display, and other output functions. Figure 4.1 shows a block diagram of 
such a system. There also may be an auxiliary sensor that tracks the contact 
briefly when cued by the main sensor in order to carry out some functions not 
suited to the scanner, such as a laser rangefinder or some analysis of the signal 
that requires a longer dwell time on the target. 

The telescope is designed to produce an image, on the focal plane, of the 
infrared scene about the optical line of sight using the radiation received in 
all or part of the two regions of infrared transparency (windows) nominally 
given as 3- to 5-|xm and 8- to 12-(xm windows. The telescope axis may be slewed 
continuously in azimuth at a fixed rate moving the image of the infrared scene 
across the detector array fixed to the focal plane, thus generating video signals 
in the detectors, or it may stare in one direction continuously. 

Typical real-time signal processing performed on the output of the detectors 
includes amplification, electronic bandpassing, thresholding, and multiplexing 
to put the parallel video in serial format, but the processing is not limited to 
these functions. 

The computer operates on the threshold exceedances, performing tracking 
functions and evaluating each established track according to various algo- 
rithms to decide whether the signal being tracked is a threat or arises from a 
clutter source. These decisions, related to precisely defined track coordinates, 
are the major output of the system and may be represented on a display as 
symbolic video and electronically routed to user systems. 

To optimally select the spectral band for an IRST, it is necessary to take 
into account the various factors that impact the various bands in the infrared 
region.3 A predominant factor is the target signal-to-clutter ratio in each 
band. 
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Targets refer collectively to those objects that infrared systems are designed 
to detect. The source signature of a target is a composite of reflected earthshine, 
reflected skyshine, reflected sunshine, skin thermal emission, aircraft hot-part 
emission, and aircraft plume emission. 

Earthshine is defined as any radiation from the ground or clouds below the 
aircraft and includes scattered solar radiation. Skyshine is defined as radiation 
from the sky or clouds above the aircraft, including any solar scatter from the 
components. Reflected sunshine is the diffuse and specular components scat- 
tered by the airframe of directly illuminating sunlight. Thermal emissions 
result from the airframe that is heated by the aerodynamic flow of air over 
the fuselage and by solar radiation. The major "hot parts" are those components 
in direct contact with the exhaust plume gases. The plume radiation depends 
strongly on the temperature, composition, and velocity of the exhaust gases. 

Along with the target signatures, it is important that the sources and char- 
acteristics of the background clutter environment be examined. Against high- 
altitude targets, the background will consist basically of sky, a few scattered 
clouds, the horizon, and the sun. In the look-down missions, the sources of 
clutter are many and are rapidly changing. Typical background clutter for the 
look-down missions consists of sunlit cloud and cloud edges, the earth, and all 
the terrain features, either natural or man-made. 

4.1.4    IRST Applications 

IRST systems have a multitude of applications in both military and civilian 
domains. Specific applications addressed include airborne or space-based sur- 
veillance and tracking of multivarious targets against sky, ground, or sea 
backgrounds and ground- or ship-based detection of aircraft and missiles in 
background clutter. More specific military-oriented applications include ship, 
aircraft, and ground defense against incoming missiles or aircraft, general 
high-altitude or space-based surveillance/reconnaissance, and early warning 
of low-altitude air vehicles or missile launches. The general distinguishing 
features between IRST and other IR systems are high sensitivity, operation 
at relatively long ranges against mostly aerial point targets, and extensive 
employment of spatial, temporal, and spectral discrimination signal processing 
for clutter rejection and attendant reduction in false-alarm rate. 

4.1.4.1 Airborne Surveillance (Janakowitz and Raboul4). The airborne 
surveillance role of IRST is principally illustrated by the long-range detection 
and tracking of incoming intercept aircraft. The high-altitude, high-velocity 
nature of some of the targets creates a severe time compression problem stress- 
ing the need for high-sensitivity systems operating at long ranges. Higher- 
altitude, faster targets afford a somewhat easier detection problem than the 
lower-altitude cases because IR radiation from the target is increased and 
atmospheric attenuation is reduced. Originally providing a "down-look" ca- 
pability for interceptor aircraft, IRST is now principally used in an air-to-air 
intercept role, which includes down-look. Thus, the range of possible back- 
grounds spans clouds through ground clutter in non-coaltitude cases. A typical 
naval air-to-air scenario is shown in Fig. 4.2. The range of possible threat 
altitudes spans 500 to 70,000 ft and includes bombers, long-range air-to-surface 
missiles, and fighter interceptors. IRST functional and performance require- 
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Fig. 4.2   Typical Naval IRST implementation for air-to-air intercept and long-range search 
roles.4 

merits are derived from consideration of the operational scenario, threats or 
targets, environment, and host aircraft capabilities. 

The diversity of target speed, size, signature, threat countermeasures, lim- 
itations of radar performance in ground clutter, low observable techniques, 
and the engagement dynamics result in the need for an IRST system in an 
airborne surveillance role to exhibit the following capabilities: 

1. autonomously provide high probability of detection with a low false- 
alarm rate out to ranges of several hundred miles 

2. perform raid cell count (how many attacking aircraft?), multiple threat 
track while prioritizing scan and threat using possible range and range 
rate determination 

3. provide continuous coverage of the largest practicable defense swath 
width to minimize aircraft assets required in establishing a line of 
defense 

4. cue radar to the threat in an electronic countermeasure (ECM) envi- 
ronment for missile fire control/guidance, and, when possible, provide 
range data 

5. be reasonably insensitive to host vehicle environment 
6. integrate with the host aircraft fire-control systems to improve weap- 

ons delivery capability, thereby increasing its operational utility and 
mission effectiveness 

7. not seriously degrade the host vehicle performance 
8. be capable of passive estimation of target motion parameters based on 

IR measurements. 

4.1.4.2 Low-Altitude Air-Defense Ground-Based Systems (Keicher and 
Keyes5). Keicher and Keyes5 considered the acute problem of detection and 
tracking of aircraft and cruise missiles flying at very low altitudes. Radar 
systems that attempt to detect and track a low-flying target often encounter 
problems such as nulls in the antenna pattern caused by interfering back- 
scatter from the earth, false targets generated by multipath transmission, and 
difficulties in detection of targets with small radar cross sections in the pres- 
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ence of strong competing radar clutter. While there are techniques that can 
minimize these detection and tracking problems, active systems often reveal 
the location of the air-defense system and thus permit the use of air-defense 
suppression weapons. Since IRST relies upon the passive detection of the in- 
frared energy emitted by aircraft or cruise missiles, they can often complement 
radar systems by minimizing these problems. Furthermore, these systems have 
the advantage of being relatively small and low cost. 

Typically, IRSTs employ linear vertical arrays of IR detectors that scan in 
azimuth up through 360 deg. The elevation field of regard can often exceed 70 
deg with a field of view of < 10 deg. Low-altitude defense systems can use line- 
of-sight elevation angles of less than 10 deg. Figure 4.3 illustrates an IRST 
system employed on a tracked vehicle that can launch infrared surface-to-air 
missiles (SAMs). Similar systems can be employed for shipboard defense. 

The targets of interest to IRST sets employed in air-defense systems include 
low-flying manned aircraft and helicopters, remotely piloted vehicles (RPVs), 
and cruise missiles. Understanding the characteristics of these targets is im- 
portant in determining both system design and performance. The range of 
velocities of targets varies from 30 to 450 m s_1. These targets use various 
types of propulsion systems, such as piston, turbojet, turbofan, or rocket en- 
gines. The infrared "signature" of the target depends on the type of propulsion 
system, target velocity, spectral emissivity, and reflectivity of the radiating 
surfaces of the vehicle and the presence of heat exchangers required for cooling 
electrical or propulsion systems. The spatial distribution of target infrared 
radiant intensity is usually a strong function of aspect angle. The infrared 
emission can vary over a range of two orders of magnitude. 

One of the most advantageous aspects of an IRST system is its passive 
operation, allowing covert detection and tracking. It is intrinsically immune 
to rf location sensors or attack from antiradiation missiles and regarded as 

Fig. 4.3   Ground-based infrared search and track system employed with an infrared 
surface-to-air missile system. 
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difficult to jam. Another advantage is higher angular resolution. Passive ma- 
neuvering can be employed to derive absolute range and range rate in some 
circumstances (see Sec. 4.5). In addition to the requirements cited above, ground- 
based systems should be reasonably immune to battlefield smoke and haze. 

4.1.4.3    Low-Altitude Air Defense Ship-Based Systems (MacCallum6).    The 
principal role of IRST systems on ships is the detection and tracking of incom- 
ing antiship missiles. It is essentially passive, using the infrared spectrum, 
but it may employ an active mode such as laser rangefinder as an adjunct. A 
typical implementation is a track-while-scan system assigned to a self-defense 
role. 

IRST can be used alone but it would be used more effectively to augment 
the other shipboard acquisition sensors such as search radar and electronic 
support measures (ESMs). It would have the greatest utility in the detection 
and tracking of small, low-flying missiles where radar encounters severe sea 
clutter and multipath problems. These problems are minimized for the infrared 
sensor because of the superior resolution of optical systems. 

Because of the relatively short time between detection and impact of antiship 
missiles and the large data rate generated by these high-resolution sensors, 
it is necessary to have automatic target detection; that is, the sensor must 
provide the clutter rejection. The principal threats encountered in sea-based 
systems are missiles launched from aircraft, ships, or submarines with tra- 
jectories varying from sea skimming to 45 deg, and incoming supersonic ve- 
locities. Band selection in shipboard IRST is generally complex and requires 
consideration of the marine environment as well as the multiplicity of missile 
threats utilizing liquid and solid rocket propulsion as well as ramjets. Sea- 
based systems that have passive detection and track of multiple aircraft and 
missiles at sufficient range to permit defensive system activation is the primary 
goal. 

Secondary functions include navigation, station keeping, and surface target 
classification. Size and weight constraints are less critical than in the airborne 
case. A typical shipboard IRST is shown in Fig. 4.4. The single most difficult 

Confirmation and 
Tracking 

Horizon Search 

Fig. 4.4 Advanced staring IR sensors for shipboard applications. On the right is a narrow- 
field-of-view sensor tracking a high-flying missile, and on the left is a sector of a staring 
IRST performing a horizon search.6 
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problem in sea-based systems is clutter rejection, followed closely by spectral 
band selection. 

Obviously, the selection of a given spectral band will result in different 
detection ranges for different threats and is doubly complicated by extreme 
variations in weather and environmental conditions. 

A shipboard installation issue is precise stabilization of the IRST optical 
system and the trade-offs involved. Precise stabilization is needed to make use 
of the system's inherent resolution for multiple target separation and desig- 
nation. Large stable platforms provide this level of stabilization, but they are 
expensive and heavy. Lightweight optical and electronic stabilization tech- 
niques have been developed that appear feasible and promising, and recent 
field test data appear to confirm this promise. 

Because of the current approach of one IRST per ship and the complexity 
of topside equipment, reliability, maintainability, and availability (RMA) and 
coverage trade-offs must be made as follows: 

1. A mast-mounted IRST system provides 360-deg coverage; however, 
there is no personnel access to the mast because of the motion and 
electromagnetic environmental hazards. This location implies the re- 
quirement for high reliability, electromagnetic interference (EMI) proof 
enclosures, and remote fault isolation. Another consequence of mast 
mounting is the exposure of the optical system to intermittent stack 
gas immersion. 

2. A superstructure location for IRST allows the RMA factors to be re- 
laxed somewhat because of its ready accessibility for local fault iso- 
lation and repair. However, this accessibility is obtained at the expense 
of reducing the 360-deg coverage and reducing the optical horizon. The 
use of more than one sensor head is feasible given sufficiently low 
cost. 

Two generic staring focal-plane array (FPA) sensor concepts for potential 
use in future naval shipboard sensor applications are shown in Fig. 4.4. The 
first is a narrow-field-of-view sensor for target confirmation and tracking. It 
would acquire threats using hand-over data from a search mode IRST, radar, 
or self-search of a small target volume. In the track mode it could be used for 
fire control, kill assessment, and raid count. To make the sensor practical it 
would need to be low in cost as well as small and lightweight to facilitate 
mounting it high on the ship's mast. 

The second concept is for a full staring IRST for horizon coverage, 360 deg 
in azimuth by approximately 4 deg in elevation. This would exploit recent 
advances in staring FPAs and optical subsystems. The increases in sensitivity 
and declaration range make the concept very attractive. 

4.1.4.4 Satellite-Based Systems (Spiro and Schlessinger7). Satellite-based 
IRST applications include the detection and tracking of missile plume in the 
boost phase and the much more difficult task of detection and tracking of air 
vehicles against the earth background. Although satellite-based early warning 
systems usually are not regarded as IRSTs, they are included herein for com- 
pleteness. The problem of detecting targets in clutter at low signal-to-clutter 
levels is complex. The earth's background with its variety of terrain and cloud 
types represents an extreme case of clutter, and the detection of dim targets 
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Fig. 4.5   Satellite-based IRST implementation.7 

within is probably the most stressing IRST problem. A space-based IRST would 
be expected to provide attack-warning functions. 

One of the distinguishing features of IRST down-looking systems over that 
of military or commercial LANDSAT, SPOT, and other multispectral remote- 
sensing systems is the existence of elaborate signal-processing techniques to 
extract dim targets from severe clutter. Generally speaking, it is the motion 
relative to the clutter of these targets that supports hope of separating them 
from the background. Space-based IRST systems can use either scanning or 
staring-FPA implementations, both of which have to be compensated for sensor 
motion that occurs during the collections in the form of target sensor dynamics, 
drift, and vibration. These latter effects cause temporal variations in the clutter 
that must be removed by signal processing. Because of the complex interaction 
between target, wide range of backgrounds, atmospheric effects, and solar 
reflection, band selection is complex. Further, the air-vehicle dimensions are 
such that they could subtend less than one pixel, thereby rendering pixel 
registration in any multiframe processing technique extremely critical. 

Most of the system requirements can be derived from the specification of 
five quantities: the surveillance area and location (for example, latitude), the 
frequency of update, the area of the target, and its temperature. The key sensor 
parameter is the value of the footprint area; the nadir projection of a single 
detector on the earth. Given the system requirements, this defines the tech- 
nology requirement. Motion compensation is probably the most significant 
issue in satellite-based IRST besides clutter discrimination. A satellite-based 
IRST system is shown in Fig. 4.5. Important IRST requirements in this im- 
plementation are light weight and very high reliability. 

4.2    PHENOMENOLOGY 

4.2.1    Target Signature Phenomenology 

The three targets of primary interest to IRST are jet aircraft, helicopters, and 
missiles. Attendant phenomenologies associated with each as shown in Fig. 
4.6 are direct radiation from the exhaust plume, hot engine parts, aerodynamic 
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Fig. 4.6   Typical sources of radiation comprising a target signature. 
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Fig. 4.7   The relative magnitude of typical target signature components versus wavelength 
for a jet aircraft at 90-deg aspect, Ml.2 airspeed.8 

skin heating, and reflected radiation from terrain, sky, and solar sources. The 
relative intensity of the respective components shown in Fig. 4.7 depend on 
the given geometry; however, it should be noted that there is no "typical" 
signature. The importance of various components is given in Table 4.1. This 
section consists of approximate quantitative methods for describing this 
phenomenology. 
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Table 4.1   Importance of Unobscured Signature Contributors 

Band Tailpipe Plume Aero Heating Solar Sky Earthshine 

3-5 [an 

8-12 (im 

Yes 

Yes 

Noa 

Noa 

Yes 

Yes 

Yes 

No 

No 

Yes 

Yes 

Yes 

aExcept in afterburning mode or ramjets/rockets. 

Target signatures are extremely complex and are analytically treated with 
equally complex computer simulations. Measurements are the best source of 
signature data. 

For spatially unresolved targets, the total spectral radiant intensity It (w 
sr'1 ixm""1) is the quantity of most utility and is expressed as the sum It of 
the individual contributing spectral radiant intensities: 

It(\) = I (X) + Ih(\) + In(\) + Is(\) + Ie(X) + J,(X) , (4.1) 

where Ip, h, In,h,h, and Iq represent spectral radiant intensities of the plume, 
hot engine, cowling and nozzle, reflected solar and earthshine components, and 
skin aerodynamic heating from various target components, respectively. Oc- 
cupation signatures are a special case treated in Sec. 4.2.1.13. 

The total radiant intensity from the target will be loosely referred to as the 
IRST target signature. It is highly dependent on atmospheric transmission. 
As observed at the receiver it is often referred to as the "apparent" target 
radiant intensity. Section 4.3.5 considers atmosphere attenuation. 

In the most general sense, target signature predictions are elaborate affairs 
with an appreciable amount of first-principles calculations. The optimum choice 
is to use measured signature data adjusted for environmental differences. The 
next most efficient choice is to use one of several computer programs for cal- 
culating signatures that may also contain rocket or jet plume numerical cal- 
culations. The least accurate are estimates made from projected area, assumed 
reflectance or bidirectional reflectance, stagnation temperature calculations 
for skin heating, and graybody assumptions for plume emission and some 
approximation for obscuration of the plume by the airframe. More detailed 
signature predictions are treated in Volume 4, Chapter 6, of this Handbook. 
For our present purposes, only the most rudimentary methods for calculating 
signatures are presented. 

In the limit, all infrared signature calculations reduce to dividing the target 
into elements of area At over which the temperature and emissivity (reflec- 
tivity) can be assumed constant, estimating these parameters for each element 
of the object, and then summing the contribution of each element over the 
total surface. For complicated geometries and processes contributing to the 
signatures, such as engine plumes, it is necessary to use computer-based nu- 
merical methodsa'b for reasonably accurate answers. A few simple cases are 
amenable to analytical methods but are correspondingly inaccurate. 

In the subsequent sections, each of the components of It(k) are discussed. 

aSPIRITS Signature Code, distributed by Aerodyne Research, Billerica, MA (617/663-9500). 
bPCNirATAM Signature Code, distributed by ONTAR Corporation, Brookline, MA (617/739-6607). 
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4.2.1.1    Radiative Signature Components.    A general methodology to esti- 
mate target signature radiative components is as follows: 

1. Divide the object, including the plume, into elements of surface area 
Ai small enough such that the temperature and emissivity of each can 
be assumed constant. 

2. By reference to the appropriate phenomenology (plume, aerodynamic 
heating, etc.) deduce the temperature Tr of each surface element At 
and its respective spectral angular emissivity e;(\, 6, <j>). 

3. Calculate the spectral radiant exitance from each surface element At 
using the Planck expression for graybody emission: 

wKi = Ei(\, e, <|>)Ci\-5 

where 

exp(g;)-l [Wcm~2|i,m-1] ,        (4.2) 

Ci = 3.7415 x 104 W cm"2 (xm4 

C2 = 1.43879 x 104 yun K 
e;(A., 6, <|>) = directional spectral emissivity 
k = wavelength in microns 
Ti = temperature of surface element. 

4. Determine the projected area of each surface element A \ in the direc- 
tion of the observation. For a diffuse Lambertian emitter e(\, 9, <(>) = 
e(\), where e(\) is the hemispherical spectral emissivity. 

5. Calculate the radiant intensity from each element in the direction of 
the receiver: 

/;00 =  At . (4.3) 

6. Sum over all target elements: 

ITM = 2/i(X) . (4.4) 
i 

4.2.1.2 Reflected Signature Components. These components are treated in 
Sees. 4.2.1.8 and 4.2.1.9. 

4.2.1.3 Jet Engine Signature Approximations. Jet engines can be divided 
into three classes: turbojets, turbofans, and ramjets. The total infrared emission 
from jet engines consists of plume, tailpipe, exhaust nozzle, and cowling com- 
ponents, shown in Fig. 4.8. Estimation of this radiation relies on simple gray- 
body approximations. Typical jet engines meet the conditions required for 
treatment of the exhaust nozzle component as a graybody cavity, thus reducing 
all jet engine radiation components to treatment by the steps outlined in Sec. 
4.2.1.1. The emissivity e for the nozzle and tailpipe components can be taken 
to be 0.9 and to be spectrally independent. The exhaust nozzle component 
temperature Te is related to a commonly reported engine parameter known 
as exhaust gas temperature (EGT) read by thermocouple just aft of the turbine. 
EGT is a function of airspeed and altitude, and varies from 300 to 900°C for 
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High Infrared Emissions Shrouded 
by Full Length Cowling 

Cool, Mixed, 
Exhaust Plume 

Fully Cowled 

\       \      I       /      / 
High Infrared Emissions Revealed by Short Cowling 

Partially Cowled 

Hot, Partially Mixed, 
Exhaust Plume 

Tail Pipe 

Fig. 4.8   Components of a jet engine radiative signature.9 

most jet engines. Figure 4.9 gives example variations in EGT as a function of 
flight conditions. According to Hudson,8 a rule-of-thumb relationship is 

0.85EGT   [°C] (4.5) 

At rearward aspects, the exhaust nozzle component dominates the emitted 
radiation; however, consideration must be given to the possibility of obscur- 
ation by the aircraft components. 

The other required parameter for this calculation is the area of the nozzle, 
which must be obtained from manufacturers' engine data. A cautionary note 
is that in some engines the signature is suppressed by a cowling and due 
consideration must be given to the effects of this shielding on the side aspect 
viewing of the tailpipe (see Fig. 4.8). The cowling temperature must be esti- 
mated by considering heat transfer from the plume and removal due to free- 
stream air flow on the exterior. 

An additional complication is turbojet versus turbofan engines. The latter 
run at somewhat lower EGTs because the plume is sheathed by colder gas 
from the fan. The distribution and the temperature of the plume is markedly 
different. 

Generally, even the most rudimentary estimate of jet-engine radiation re- 
quires a knowledge of EGT, nozzle area and the projected areas in the direction 
of interest, emissivity of the cowling and plume (tailpipe and nozzle e = 0.9), 
and temperature of the cowling and plume. Table 4.2 gives selected engine 
data. 
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Climb 
ALT: 5000 
HM: 0.41 

EPR: 1.39 
M1: 925 
M2: 946 

EGT: 450 
WF: 14140 

PS3: 365 
FM: 30,200 

Top of 
Descent 

ALT: 35000 
HM: 0.82 

EPR: 0.93 
Ml: 44 
M2: 69 

EGT: 150 
WF: 650 
PS3:30 
FM: -100 

ALT: 1500 
HM: 0.39 

EPR: 0.94 
Ml: 40 
M2: 31.7 

EGT: 270 
WF: 1750 

PS3: 85 
FM: 1450 

Idle 
ALT: SL 
HM: Static 

EPR: 1.02 
M1: 32 
M2: 69 

EGT: 300 
WF: 1330 

PS3: 48 
FM: 2250 

ALT: Altitude (Feet) 
HM: Speed (Mach Number) 

EPR: P14.95/Pt2 Engine Pressure Ratio 
M1: Percent (100%-3600 RPM) 
M2: Percent (100%-9900 RPM) 

EGT: Degrees C 
WF: Fuel Consumption (Lbs/Hr) 

PS3: PSCA - Burner Pressure (Psi) 
FM: Thrust (Lbs) 

Core (Hot) Nozzle Area -1025 in2 

Fan (Cold) Nozzle Area - 2749 in2 

PW4460 
(MD-11 Installation) 

|PW4000 Engine Also on 747-40 (Boeing), 
[_767 (Boeing), A310 (Airbus) ] 

'Note this engine is a dual nozzle configuration—i.e. partially cowled 

Fig. 4.9   Typical flight cycle. 

Example. Calculate the total tailpipe exhaust nozzle radiant intensity from 
a jet engine with an EGT of 500°C and a nozzle area of 3500 cm2 from the 
above, noting that once some idea of the exhaust temperature is acquired, the 
distinction between turbojets, ramjets, and so forth, is secondary. 

In this instance, we resort to Eq. (4.2) for Wk and integrate overall wave- 
lengths, yielding the familiar Stefan-Boltzmann equation: 

Wx dk = -vT\ 
e 
—i 
IT 

(4.6) 

thus, 

0 9 
In = —[5.67 x 10" 12, (273 + 0.85 x 500)43500] = 1.35 kWsr"1 . 
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Table 4.2   Selected Engine Data (from Ref. 9) 

PW2000 (Partially Cowled Engine) 

PW200 featured on 757 (Boeing), C17 (Douglas-Military Transport) 

Cruise condition 
ALT = 35,000 ft 
MN = 0.78 
EPR = 1.25 
Thrust = 6500 lbf 
Nl = 3681 rpm 
N2 = 10,600 rpm 
EGT = 580°C 

Core area (hot) nozzle ~ 710 in.2 (4580 cm2) 
Fan area (cold) nozzle = 2088 in.2 (13,471 cm2)  

CFM56-2/3 Turbofan 

CFM56-2/3 used on 737 and KC-135 aircraft 

Alt =  35,000 ft 
MN = 0.75 
EPR = 1.25 
Thrust = 18,000 lbf at takeoff 
Nl = 4300 rpm 
N2 = 13,000 rpm 
EGT = 510°C (625°C at takeoff) 

Core area (hot) nozzle = 450 in.2 

Fan area (cold) nozzle = 1150 in.2   

PW 4460 

PW 4460 used on MD-11, 747-400, 767, A310 in a partially cowled configuration 

Alt = 35,000 ft 
MN = 0.82 
EPR = 1.36 
Thrust = 9500 lbf 
Nl = 3200 rpm 
N2 = 8100 rpm 
EGT = 360°C 

I            Core area (hot) nozzle = 1025 in.2 

Fan area (cold) nozzle = 2749 in.2   

4.2.1.4 Spectral Considerations and Geometry. Generally, tailpipe and 
plume radiation is significantly stronger in the 3- to 5-|xm atmospheric window 
than in the 8- to 12-(jim band. Thus, sensors viewing rearward aspects would 
likely operate in the 3- to 5-|xm band. For forward aspects, tailpipe radiation 
usually is not directly observable; thus plume, skin emission, and reflected 
components dominate. In this case 8- to 12-jim bands may offer superior per- 
formance; however, a detailed analysis considering all operational require- 
ments must be performed to validate such a choice. 

Example. For the previous example, calculate the radiant intensity of the 
tailpipe in the 3- to 5-|xm and 8- to 12-jjim band at the source-neglect atmo- 
spherics. Assume the spectral emissivity constant at 0.9. Either by explicit 
integration of Eq. (4.2) over the appropriate limits or from the Infrared Sli- 
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derulec we see that approximately 35% of the total radiation lies within the 
3- to 5-|xm band and 15% lies within the 8- to 12-jjim band: 

1(3 to 5 |i,m) = 1.35 kW sr"1 (0.35) = 0.473 kW sr"1 , 

1(8 to 12 jun) = 1.35 kW sr"1 (0.15) = 0.203 kW sr"1 . 

4.2.1.5 Ramjets. Tailpipe radiation from ramjets is calculated as in normal 
turbojets or turbofans. However, since these engines are much simpler, they 
can run at much higher temperatures. A nominal EGT for ramjets is about 
1600°C. Plume radiation can be treated similarly; however, high-speed oper- 
ation reduces the plume temperature as in conventional turbojets or turbofans. 

4.2.1.6 Plume Radiation. The principal combustion products in the plume 
are carbon dioxide and water vapor, giving rise to characteristic molecular 
emission bands.10 The strongest water bands are centered near 2.7 and 6.3 
|xm, whereas the strongest CO2 band is centered near 4.3 \im with weaker 
bands at 2.7 and 15 |xm, respectively. The spectral radiance between 4.2 and 
4.5 |xm is much larger than the water band at 2.7 (xm. The so-called red and 
blue "spikes" at 4 |xm are caused by absorption by carbon dioxide in the at- 
mosphere. Although there are also atmospheric absorption bands at these very 
wavelengths, the plume radiation is temperature broadened such that signif- 
icant amounts of shifted radiation are transmitted. This absorption effect is 
more clearly illustrated in Fig. 4.10. 

Figure 4.10 is a synthetic spectrum of an unattenuated engine plume emis- 
sion at a resolution of 0.1 cm-1. Figure 4.10 also gives a spectral plot of the 
transmittance from space to an altitude of 9 km at the same resolution. When 
the transmittance affects the plume signal, the resulting red spike, 2220 to 
2300 cm-1 (4.35 to 4.5 jim), and blue spike, 2380 to 2398 cm-1 (4.17 to 4.2 
|xm), are formed, as shown in Fig. 4.10. This particular calculation was per- 
formed to synthesize a T-38 engine, which is rather unique in that an appre- 
ciable amount of CO radiation is present. The CO radiation appears in the 
spectrum between 2100 and 2200 cm ~1 (4.5 to 4.76 |xm), as shown in the figure. 
Note that the atmospheric absorption carves out the center of the CO2 emission 
leaving the blue spike (shorter wavelength) and the red spike (longer wavelength). 

Plume radiation is dependent on EGT, Mach number, afterburning, and 
altitude and viewing aspect. Accurate calculations are extremely complicated; 
however, we again resort to blackbody approximation with recourse to several 
rules of thumb regarding the effect of the above factors. 

As a simple approximation, at T = 650°C, the limits of integration are taken 
to be 4.3 to 4.55 ^m8 with the emissivity of the gas assumed constant at 0.5 
across this band (see Fig. 4.11). Note that the spectral emissivity for gases is 
generally a function of temperature. 

In general, W\ varies from point to point within the plume because of tem- 
perature and emissivity variations, and thus, the radiant existence is itself 

"The Infrared Sliderule is available from Environmental Research Institute of Michigan (ERIM), 
Infrared Information and Analysis (IRIA) Center, P.O. Box 134001, Ann Arbor, MI 48113-4001 
(313/994-1200, ext. 2215). 
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Attenuated Signal Source 
Wavenumberlcnr1) 

Fig. 4.10   Synthetic spectrum of engine plume at a resolution of 0.01 cm  x showing the 
formation of the blue and red spike.10 

4.0 

Corrected for Absorption 
by Atmospheric C02 

Analytical 
Approximation 

4.2 4.4       4.6       4.8 
Wavelength ((im) 

Fig. 4.11   The 4.4-u.m emission band of carbon dioxide.10 

spatially variant. More generally, the radiation from the i'th element of the 
plume where Wxi can be assumed constant is 

It 
Ai f 4.55 |jim 

4.3 u-m 
e(X)Wxi dk   [W cm"2 sr  x] . (4.7) 

Calculation of the radiation from the plume requires some knowledge of the 
temperature distribution of the gases, which is a function of the flight condition 
of the aircraft. Figure 4.12 is an example of plume temperature distribution. 
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ü 
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Without Afterburner 
Thrust 15,800 lb 

250        300 350 
_|_ 
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Distance From 
Face of Tailpipe (ft) 

93°C /66°C 

With Afterburner 
Thrust 23,500 lb 

Fig. 4.12 Exhaust temperature contours for the Pratt and Whitney JT4A turbojet engines 
at maximum sea level thrust with and without afterburner (Courtesy of Pratt and Whitney 
Aircraft, Division of United Aircraft Corporation, East Hartford, CT).8 

No presumption of accuracy should be made in the above methods. It is 
illustrative of the most basic approach and may yield notoriously inaccurate 
results. 

For serious endeavors, one of the numerous currently available signature 
modelsd,e should be employed. 

Afterburning Plume. The afterburning engine consumes about five times 
the normal fuel and drastically increases thrust. The size of the plume increases 
substantially at high supersonic speeds. Because of low engine efficiency, the 
plume temperature may actually decrease. Nevertheless, if the temperature 
and emissivity can be estimated, the radiance from the plume can be calculated 
from the above (see Fig. 4.12). At higher temperatures during afterburning, 
the plume radiation spectra would be expected to broaden and the radiant 
intensity to increase by two to three orders of magnitude. 

4.2.1.7 Rocket Engines. Combustion temperatures ranging from 600 to 
4500°C are expected in rocket engines. Engine radiation may be found by the 
method of Gouffe if the EGT is known. For liquid fueled engines, EGT «= 2000 
K. At high altitudes, rocket plumes are extremely large, and generally the 
radiance can be estimated by recourse to the previous method if the spatial 
distribution is known. 

4.2.1.8 Aerodynamic Heating. The emission from the target skin10 can be 
significant at frontal aspects in the 8- to 12-ixm region of the spectrum. This 
signal component can be written as 

Iq = Lq(kMk)AT (4.8) 

dSPIRITS Signature Code, distributed by Aerodyne Research, Billerica, MA (617/663-9500). 
ePCNirATAM Signature Code, distributed by ONTAR Corporation, Brookline, MA (617/739-6607). 
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1.0 
Mach Number M 

Fig. 4.13   Calculated variation of target skin temperature with Mach number.1 

where 

Lq(K) = radiance from skin 
e(\)    = emissivity 
AT     = target surface area. 

The skin is aerodynamically heated according to the equat: ;ion 

Ts = 1   +  1~W±$M2\Ta (4.9) 

where 

Ts = skin temperature 
Ta = ambient temperature 
7 = ratio of the specific heats of air ~ 1.4 at 25°C 
M = Mach number 
ß = recovery factor (0.75 to 0.98). 

Figure 4.13 shows the variation of skin temperature with Mach number for 
an ambient temperature of 230 K. Thus, for aircraft velocities on the order of 
M = 0.7 (a typical cruise velocity) the skin temperature is approximately 20 
K above the ambient air. Figure 4.14 shows actual measured data. 

4.2.1.9 Bidirectional Reflectance. Most materials are not Lambertian (to- 
tally diffuse) reflectors, and thus their reflective properties depend on the 
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Fig. 4.14   Equilibrium surface temperature caused by aerodynamic heating (for altitudes 
above 37,000 ft with laminar flow).8 

direction of radiant incidence and observation point. As shown in Fig. 4.15, 
the geometry of the measurement is referenced to the surface normal. 

A convenient parameter to describe this relationship is the bidirectional 
reflectance distribution function (BRDF), defined as 

w9'-*:e^) = Ä^j[sr ] (4.10) 

where 

Lr     = reflected radiance in W m"2 sr"2 (power per unit projected 
area per unit solid angle) 

Ei     = incident irradiance in W m~2 

(• )pp = the polarization of the source and receiver, respectively. 

Most BRDF measurements usually use plane-wave illumination with a co- 
herent laser source at one or more wavelengths, and thus the raw data exhibit 
speckle characteristics that can be (and usually are) smoothed, to represent 
an ensemble average over many samples. Although the shape of the BRDF 
curve usually is not a strong function of wavelength within a given IR band, 
its magnitude may be, so the reader is cautioned about extrapolating a BRDF 
measured at a single wavelength to the entire IRST passband of interest. 
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Normal 

Fig. 4.15   Bidirectional reflectance measurement geometry. 

The conveniences of the BRDF parameter are that the reflected flux per 
unit solid angle (radiant intensity) can be written independent of the specific 
geometry as 

Jr = ^r = f*i   [Wsr-1] , 
allr 

(4.11) 

where <1> = flux in watts and the angular dependence notation has been dropped 
for convenience. The total polarized reflectance is the BRDF integrated over 
a hemisphere: 

Jhem 
PPP  —   I        Tw **"r   J 

■'hem 
(4.12) 

where dfl'r = dilr cos6 and the total BRDF (unpolarized) written in terms of 
its polarized components is 

f 
fvv + /hh  + /vh  + /hv 

(4.13) 

As an aside, the conventional radar cross-section definition for a planar in- 
cremental target surface element of area A can be written in terms of the 
BRDF as 

o-pp = 4TTA/PP cos6r cos0; . 

For a perfect diffuse (Lambertian) reflector, 

1 
/hh  — /vv  — /vh  — /hv  — 

f=l-, 
TT 

2<rr 

(4.14) 

(4.15) 

(4.16) 
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er = 4A cos6r cos0; . (4.17) 

Under the assumption that multiple scattering between surface elements can 
be ignored and the scattering fields from different surface elements are un- 
correlated, the total cross section of a composite target can be written as the 
sum of the cross sections of its various components. 

4.2.1.10    Natural   Sources   of   Radiation   Affecting   Target   Signatures. 
Natural sources of radiation affect target signatures by way of reflected solar 
radiation and earthshine and to a much lesser extent by lunar sources, which 
should be accounted for in signature calculations. In the general case, targets 
are complex surfaces and can be treated by dividing the surface into facets of 
constant total bidirectional reflectance and then summing over all facets com- 
prising the surface. The reflected spectral intensity Ir(k) from a surface facet 
of area A illuminated by a source of irradiance E is 

IrOO = EtOOfOOA cosQi . (4.18) 

Thus, for a strictly diffuse surface, f = p/ir, where p is the hemispherical 
reflectance of the surface. A strictly specular surface would not yield a return 
unless the receiver were located at precisely the specular angle. Although it 
is common to treat surfaces as diffuse, this may lead to large errors. The 
classical monostatic radar cross section is a commonly used quantity and is 
defined as 

o- = 4TT/A cos9; , (4.19) 

in which case Eq. (4.18) becomes 

7r(X) = Ei00-£- ; (4.20) 

however, caution is urged here because occasionally the cross section can be 
defined as 

o- = 2rttfA cos6; , (4.21) 

which has become common practice when measuring optical cross section with 
a laser. In terms of the hemispherical reflectance p, the cross section is 

o- = 4pA cos0( . (4.22) 

After the geometrical relationship between each surface element has been 
defined with respect to the source, the total intensity is the sum over all the 
surface facets of the target. 

Phenomenologically, reflected solar radiation for IRST is only important in 
the 3- to 5-|xm band since there is negligible solar radiation in the 8- to 12-(xm 
band. 
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4.2.1.11 Earthshine (Conley10). Reflected earthshine is a minor component 
of the total contrast signature for nadir viewing. However, as the view extends 
toward the horizon and the aspect becomes more side-on, the component in- 
creases. The total irradiance from earthshine on a surface element of an air- 
craft is 

#e(0,(|>) = TrLe sin2- , (4.23) 

where 

0    = angle between zenith and the surface normal [see Fig. 4.16(a)] 
Ee = irradiance 
Le = earthshine radiance. 

The radiation scattered from the aircraft is calculated as emission from a 
Lambertian source of area A. Accordingly, the scattered radiant intensity is 

-Ee(Q,$)m-nA , 
IT 

(4.24) 

where 

A = area of source 
p   = reflectivity of surface 
m = direction of scattered radiation 
n  = surface normal. 

We now assume for a first approximation that an aircraft is an assembly of a 
cylinder and planes. Referring to Fig. 4.16, the scattered earthshine radiant 
intensity for the various shapes are as follows: 

(a) (b) (c) 

Fig. 4.16 Geometry for calculating earthshine from (a) geometry for the normal of an 
aircraft surface element, (b) geometry for direction to a sensor for a plane, and (c) geometry 
for direction to a sensor for a cylinder. 
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Fig. 4.17   Calculated earthshine for the KC-135 aircraft10: (a) broadside aspect, nadir view- 
ing, and (b) broadside aspect, viewing angle 45-deg from nadir. 

Plane: 

Ie(<x,ß) = —LeA sina sinß , 
IT 

(4.25) 

where A = area of the plane. 

Cylinder: 

Je(a,ß) = rLeA sinß | 1 — cosa 
4 

(4.26) 

where A = surface area of cylinder. 

The reflectivity p and emissivity E are related; that is, p + e = 1. The 
reflectivity and emissivity depend on the type of surface and wavelength. 
Conley10 calculated scattered earthshine from a KC-135 aircraft. For earth- 
shine, a reflectivity p = 0.1 was assumed. A broadside aspect angle ß = 90 
deg and a viewing angle a = 0 and 45 deg off nadir were chosen by way of 
example. The background radiance was obtained by LOWTRAN. Figure 4.17(a) 
shows the earthshine component at a nadir viewing angle and Fig. 4.17(b) 
shows its value at 45 deg from nadir. In general, the calculation shows that 
earthshine has a peak value of 30 W sr_1 (xm_1 at angles 45 deg off nadir 
and, depending on the spectral band, may be a significant component of the 
total target signature. 
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Table 4.3   Tabular Values of Total Solar Irradiance and Band Average Transmission 
of Indicated Altitude to Space 

Case (jjim) AX 

Solar Zenith 
Angle (deg) 

Altitude 
(km) 

Total 
Irradiance 

(WcnrVm"1) 
Average 

Transmission 

1 3-5 0 3 1.56 x 10-3 0.687 

2 3-5 0 10 1.97 x 10"3 0.865 

3 3-5 30 3 1.52 x 10~3 0.671 

4 3-5 30 10 1.96 x 10~3 0.860 

5 3-5 60 3 1.37 x 10-3 0.601 

6 3-5 60 10 1.92 x HP3 0.837 

7 8-12 0 3 9.94 xlO"5 0.860 

8 8-12 0 10 1.07 x 10-4 0.920 

9 8-12 30 3 9.79 x 10~5 0.848 

10 8-12 30 10 1.06 x 10"4 0.914 

11 8-12 60 3 9.15 x 10"5 0.797 

12 8-12 60 10 1.03 x 10~4 0.884 

4.2.1.12    Solar Reflection (Conley10).    Expected solar radiation values Ei as 
calculated by LOWTRAN 7f are shown in Table 4.3. 

The spectral target irradiance due to reflected sunlight can be obtained by 
multiplying the solar irradiance at the target by the target differential scat- 
tering cross section.    Thus 

Es = WP| (4.27) 

where 
= radiance of sun 

[ls        = solid angle subtended by the sun 
T = atmospheric transmittance space to target 
p = reflectivity of target 
duldü = differential scattering cross section. 

The differential scattering cross section for certain smooth geometric shapes 
are well defined. However, for complex targets such as aircraft and other dim 
targets, the differential cross section is difficult to estimate. To convert to 
differential cross section, the radar cross section must be divided by 4TT. 

Plane. For a plane surface at normal incidence and an extended source such 
as the sun, the differential cross section becomes 

d<r 
dH 

A_ (4.28) 

fA personal computer version of LOWTRAN 7 (designated PCTRAN 7) is commercially available 
from ONTAR Corporation, 129 University Road, Brookline, MA 02146-4532 (617/739-6607). 
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where A = area of surface and ils = solid angle subtended by the sun. 

Sphere.   For a sphere, the well-known differential cross section is 

da 
da 4 (4.29) 

where R is the radius of sphere. 

Ellipsoid.   For an ellipsoid viewed at arbitrary angles, the differential cross 
section is 

4L2 a4b d(j _ 

da - 4(^cos2e + a2 sin26)2 ' (4.30) 

where 

b = one-half the major axis 
a = one-half the minor axis 
9 = angle of incidence measured from the major axis. 

The fuselage of an aircraft can be approximated by an elongated ellipsoid. 
Consider a KC-135 aircraft with b = 22 m and a = 2 m illuminated at 6 = 
30 deg at an altitude of 9 km. The solar specular intensity signal observed 
from space is shown in Fig. 4.18 assuming a reflectivity of 0.2. As the illu- 
mination angle increases to 90 deg, the solar-scattered signal will increase by 
two orders of magnitude. 
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Pig. 4.18   Calculated solar scatter from a KC-125 fuselage illuminated 60-deg from broad- 
side, 6 = 30 deg.10 
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Example. Calculate the average reflected solar radiant intensity as observed 
from space from a flat 1 m2 panel of aluminum with a Lambertian reflectance 
distribution at 30 deg to the normal at 10 km altitude in the 3- to 5-|xm and 
8- to 14-jJim wavelength bands. 

7s = p^Tcose, (4.31) 
IT 

where 
p    = average reflectance of aluminum in the band of interest 
Es = the average irradiance within the band 
A   = area of the plate 
T   = band average transmission from ground to space 
6    = angle of incidence relative to the surface normal. 

From Table 4.3 we find the following quantities (we take p = 0.8 in both 
bands): 

7r(3_5) = M x 1.96 x 10-3 x 104 x 0.860 x 0.866 = 3.72 Wsr  x , 

7r(8-12) = — x 1.06 x 10"4 x 104 x 10 x 0.914 x 0.866 
TT 

= 0.214 Wsr""1 . 

4.2.1.13 Occupation Signal. The occupation signal is the signal generated 
by a colder target obscuring the warmer background.10 Consider a space sensor 
observing the earth. If the normal signal radiant intensity observed by the 
sensor is due to background, it can be represented as 

IB = LBX2 , (4-32) 

where 

IB   = normal sensor signal 
LB = background radiance (sensor to ground) 
X   = sensor linear footprint. 

An aerospace target appearing in the sensor FOV at a temperature 20 K above 
the ambient temperature (for example, at an altitude of 9 km its temperature 
might be 250 K) will obscure the radiance from the warm terrain. Conse- 
quently, the signal from the target pixel becomes 

7o = LBX2 + AT(LT - LB) , (4-33) 

where Ay is the surface area of target viewed from above and Lr is the target 
radiance. 

The second term is the radiant intensity contrast and can be positive or 
negative. The dominant signals are the skin emission and obscuration com- 
ponents. In the short-wavelength infrared (SWIR) solar effects are large and 
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variable. At wavelengths longer than about 5 |xm, solar effects diminish. Con- 
sequently, the solar component is difficult to calculate and is not suitable for 
detection of targets from space because of its random nature. Earthshine be- 
comes less important for nadir viewing because only a small fraction of the 
fuselage will reflect earthshine. Earthshine is more observable when viewed 
from oblique angles. There is some compensation between target surface emis- 
sion and earthshine reflection as a surface of high emissivity will have low 
reflectivity, and vice versa. The plume component for aircraft targets is of little 
importance except under afterburning conditions. If we define the contrast 
signal as 

c = h+B ~ h > (4.34) 
where IT+B is the radiant intensity of target plus background and IB is the 
radiant intensity of background alone, then the contrast can be written as 

C = AT(LT - LB) . (4.35) 

4.2.1.14 Calculated Aircraft Contrast Signal (Conley10). From Eq. (4.35) 
it can be seen that the contrast depends on the ambient temperature of the 
air, the velocity of the target, the surface area of the target, and the background 
radiance.10 Consequently, it is highly dependent on season of the year, back- 
ground (terrain, snow, or water), as well as the altitude of the target. Using 
a LOWTRAN atmospheric model, Eq. (4.35) was used to calculate the contrast 
signatures of an aircraft target with a surface area of 500 m2 moving at Mach 
0.8. Figure 4.19 shows the contrast signatures during the summer at mid- 
latitudes at an altitude of 10 km. The signatures below about 5 (xm are rep- 
resentative only for nighttime conditions. Note that for these conditions, the 
contrast is either zero or negative at all wavelengths. In the 4.3- and 15-fjim 
region where the atmosphere is opaque, the contrast is zero for target altitude 
below about 50 km. In the 2.7- and 6-(i,m region the contrast is zero at all 
altitudes below approximately 9 km, where the atmosphere is opaque in these 
bands. In this case the target is at 10 km, and consequently a small positive 
contrast and negative spike is present in the band. The remaining portion of 
the spectrum can be considered window bands or semiwindow bands and are 
useful bands for space observation of low-altitude targets. For comparison 
purposes, a low-altitude signature for the same atmospheric model is shown 
in Fig. 4.20. Here, the target is located at 1-km altitude and the contrast is 
reversed, becoming positive in the window bands and zero in the opaque bands. 
An exception occurs near 13 (xm, where a small negative contrast occurs. These 
plots are representative, and the effects of seasons or cloud backgrounds versus 
terrain versus sky on the contrast spectrum are dramatic. 

4.2.2    Background Phenomenology (Suits") 

Several sources of radiation contribute to the general background that the 
IRST must deal with. Referred to as clutter, the most severe are clouds in an 
airborne search role and varying terrain in the case of down-looking systems. 
The spatio-temporal variation of backgrounds is probably the most critical 
effect in IRST performance. Specifically to maintain high sensitivity while 
holding down the false-alarm rate to some acceptable value in the presence of 
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Fig. 4.19   Calculated contrast signature of a Fig. 4.20   Calculated contrast signature of a 
500-m2 target at an altitude of 10 km observed 500-m2 target at an altitude of 1 km observed 
from space midlatitude summer conditions, T from space, midlatitude summer conditions, T 
= 294 K.10 = 294 K.10 

high clutter is the major problem in IRST systems. Other sources of background 
or noise are scattered solar radiation, earth-limb backgrounds, IR stars, and 
aurora. 

This section describes the phenomenology of each of these sources, relegating 
the actual quantitative use of the data to the sections on system performance. 
To accomplish this, some of the above sources will be characterized in terms 
of a power spectral density function (PSD), which subsequently may be used 
in a statistical description of performance; however, it should be noted that 
rarely are the PSDs sufficiently well behaved to be employed at face value in 
performance calculations. 

4.2.2.1 Sky Spectral Radiance. Sky-background radiation in the infrared 
is caused by scattering of the sun's radiation and by emission from atmospheric 
constituents. Figure 4.21 illustrates the separation of the spectrum into two 
regions: the solar-scattering region short of 3 jjim and the thermal-emission 
region beyond 4 |xm. Solar scattering is represented by reflection from a bright 
sunlit cloud and, alternatively, by a curve for clear-air scattering. The thermal 
region is represented by a 300 K blackbody. Figure 4.22 shows blackbody curves 
for temperatures ranging from 0 to 40°C. This simple model is modified by a 
number of factors: in the solar region there are absorption bands of water vapor 
at 0.94, 1.1, 1.4, 1.9, and 2.7 |xm, and of carbon dioxide at 2.7 |xm. The effect 
of these bands is shown in Fig. 4.23. 

In the thermal region, curves for those bands that have strong absorption 
(and thus strong emission) will approach the blackbody curve appropriate to 
the temperature of the atmosphere. Less strongly emitting regions may con- 
tribute only a small fraction of the radiation of a blackbody at the temperature 
of the atmosphere. The bottom curve in Fig. 4.24 is a good example. This zenith 
measurement, taken from a high, dry location, shows low emission except in 
the strong band of C02 at 15 |j,m and of H20 at 6.3 (Jim. There is also a weak 
emission peak, due to ozone, at 9.6 \im. The low-level continuum is due to the 
wings of the strong bands of H20 and C02. The effect of increased humidity 
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Fig. 4.21   Contributions from scattering and atmospheric emission to background radiation.11 

and air mass can be seen by comparing the bottom curves of Figs. 4.24 and 
4.25. Figure 4.25 shows measurements taken at a humid, sea-level location. 

The effect of increasing air mass alone can be seen in both Figs. 4.24 and 
4.25 by comparing curves taken from the same altitude at various elevation 
angles. The emission shows a systematic decrease with increasing elevation 
angle. The direction of look also has an effect in the solar-scattering region, 
as seen in Fig. 4.23, where, for a clear sky, the sun's position is fixed and the 
spectral radiance is plotted for several observer angles. 

The position of the sun has a strong effect on the scattered radiation in the 
solar region, as shown in Fig. 4.26. Here, the observer looks at the zenith. The 
elevation angle of the sun is varied but has little effect on the radiation in the 
thermal region. The temperature of the atmosphere, on the other hand, has a 
strong effect on the radiation in the thermal region but little effect in the solar 
region. 
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Fig. 4.24 The spectral radiance of a clear 
nighttime sky for several angles of elevation 
above the horizon (Elk Park Station, 
Colorado).11 

Fig. 4.25 The spectral radiance of a clear 
nighttime sky for several angles of elevation 
above the horizon (Elk Park Station, 
Colorado).11 
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Fig. 4.26 The spectral radiance of a clear zenith sky as a function of the sun position. 
Curve A = sun elevation 77 deg, temperature 30°C; curve B = sun elevation 41 deg, 
temperature 25.5°C; curve C = sun elevation 15 deg, temperature 26.5 °C.U 

4.2.2.2 Cloud Radiance. The presence of clouds will affect both near-infrared 
solar scattering and thermal-region emission. 

Near-infrared radiation exhibits strong forward scattering in clouds. Thus, 
the relative positions of sun, observer, and cloud cover become especially im- 
portant. For a heavy, overcast sky, multiple scattering reduces the strong 
forward-scattering effect. 

Thick clouds are good blackbodies. Emission from clouds is in the 8- to 13-|xm 
region and is, of course, dependent on the cloud temperature. Because of the 
emission and absorption bands of the atmosphere at 6.3 and 15.0 jxm, a cloud 
may not be visible in these regions, and the radiation here is determined by 
the temperature of the atmosphere. A striking example is given in Fig. 4.27. 
Here, the atmospheric temperature is + 10°C, and the radiation in the emission 
bands at 6.3 and 15.0 jxm approaches a value appropriate to that temperature. 
The underside of the cloud has a temperature of -10°C, and the radiation in 
the 8- to 13-(xm window approaches that of a blackbody at - 10°C. 

Figure 4.28 shows the variation of sky radiance as a function of elevation 
angle. Figure 4.29 shows the variation with respect to variations of ambient 
air temperature. Figure 4.30 shows seasonal variations. 

4.2.2.3 Ground-Level Thermal Irradiance of the Sky. The total thermal 
irradiance from a clear sky at sea level Z?(sky) may be estimated from the Idso- 
Jackson12 empirical relation using ground-level meteorological absolute air 
temperature Ta: 

E(sky) = <rTi{l - 0.261 exp[-7.77 x 10~4(273 - TJ2]} (4.36) 

where CT is the Boltzmann constant. This relation is primarily for heat-transfer 
applications. Most of the irradiance is due to emission in the absorption bands 
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on either side of the 8- to 14-jjim atmospheric window. Consequently, it is not 
directly useful for calculating the sky reflections from metal plates within the 
atmospheric window. 

4.2.2.4 Radiation from the Earth's Surface. Figure 4.31 shows the com- 
parative spectral radiances of a patch of ground at an airfield observed on a 
clear night and during the following morning with the sun shining on it. 

Figure 4.32 shows the radiance of the night sky just above the horizon and 
that of the ground at the same angle below the horizon. 

The spectra of distant terrain do not always conform to the blackbody char- 
acteristics observed in the radiance of nearby terrain. This can be seen in Fig. 
4.33, where the upper curve represents the radiance of a city on a plain as 
viewed from the summit of a mountain at a distance of about 15 miles. 

Figure 4.34 shows the diurnal variation in the 10-|xm radiance of selected 
backgrounds on the plains as measured from the summit of Pike's Peak. The 
line-of-sight distances are forest—30 miles; grassy plains—21 miles; airfield— 
19 miles; city—15 miles. 

Figures 4.35 and 4.36 show seasonal variation over North America exhib- 
iting the likely extremes between sunlit summer and overcast winter terrain 
for three different solar zenith angles. 

The spectral radiance of water bodies is shown in Figs. 4.37 and 4.38. The 
relative values of spectral reflectance over North America for several natural 
background materials are presented in Fig. 4.39 in the SWIR and MWIR bands. 

Additional data calculated with LOWTRAN are given in Section 4.2.3.2. 
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Fig. 4.31 Day and night radiance of 
grass-covered field (Peterson Field, 
Colorado).11 

Fig. 4.32   Comparative spectra of the ground and sky 
near the horizon (Peterson Field, Colorado).11 
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Fig. 4.38    Spectral radiance of the 
ocean.11 
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Clouds. Data are directional reflectance of a middle layer cloud. 

Winter Snow and Ice. Data are directional reflectance of dry snow. 

Summer Ice. Data are directional reflectance of summer Arctic ice. 

— Soil and Rocks. Data represent the average value of the bidirectional 
reflectance, (45°, 0 ,0 ,0), of gravel, wet clay, dry clay, 
tuff bedrock, and sandy loam. 

— Vegetation. Data represent the average value of directional 
reflectance of many types of vegetation (from the ERIM 
data file). 

Fig. 4.39   Spectral diffuse reflectance of earth-atmosphere constituents.11 
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4.2.2.5 Aurora. Aurora is a high-altitude background effect that may rep- 
resent limiting conditions for limb-view IRST systems. Aurora emission lines 
occur at 0.92, 1.04, and 1.11 jxm. The measured brightnesses are about 6 x 
10~8 Won"2 saline-1. 

It is difficult to investigate the aurora and airglow beyond 2.0 |xm because 
of absorption and thermal-emission processes in the atmosphere. 

The green color of bright aurora is attributed to a 557.7 nm atomic oxygen 
line; the red color is attributed to an atomic oxygen doublet at 630.0 and 636.4 
nm; the bluish purple color is attributed to molecular nitrogen. Combinations 
of these excitations may result in the visual perception of white and yellow. 
The photon radiance of aurora range from 103 to 106 Ry. (Ry is the unit symbol 
used here for a rayleigh, where 1 Ry corresponds to a photon radiance of 1/4IT 
x 106 photons s"1 cm-2 sr_1.) 

Figure 4.40 shows the auroral spectrum between 0.9 and 1.2 (xm. This re- 
production was obtained by averaging a number of individual spectra. 

High-altitude, rocket-borne spectrometers were used to obtain auroral spec- 
tra in 1973.11 Figures 4.41 and 4.42 show the spectral radiance in the short- 
wavelength infrared (SWIR) range from 1.6 to 5.6 (xm and in the long-wavelength 
infrared (LWIR) from 7.0 to 23.0 (xm. Figure 4.43 shows a profile of spectral 
radiance at 4.3 |xm as a function of altitude. The unit MRy is a megarayleigh. 
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1.039 Jim 

(0-0)N2 + (Meinel) 
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1.2 

Fig. 4.40   Auroral spectrum, 0.9 to 1.2 juri, obtained with a lead sulfide spectrometer; 
projected slit width 100 A.11 
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Fig. 4.41 Sample auroral spectral scans from an SWIR spectrometer aboard a Paiute- 
Tomahawk rocket launched from Poker Flat, Alaska, 24 March 1973. Although unconnected 
for actual rocket aspect, the data approximate the zenith radiance.11 
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Fig. 4.42 Sample auroral spectrum scan (vertical) from an LWIR spectrometer aboard a 
Black Brant rocket flown from Poker Flat, Alaska, 22 March 1973. The rocket altitude is 
96.9 km on rocket descent.11 
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Fig. 4.43   Zenith peak spectral radiance at 4.3 u,m measured with SWIR spectrometers 
flown on four different rockets under various auroral conditions.11 

4.2.2.6 Night Airglow." Airglow may be defined as the nonthermal radia- 
tion emitted by the earth's atmosphere. The exceptions are auroral emission 
and radiation of a cataclysmic origin, such as lightning and meteor trails. 

Night airglow emissions in the infrared are caused by transitions between 
vibrational states of the OH~ radical. The exact mechanism of excitation is 
still unclear, but the effect is to release energy from solar radiation stored 
during the daytime. Airglow occurs at all latitudes. 

There is evidence that some of the excitation is 

H + 03^ OH + 02 

OH + O-^ 02 + H . 

Thus, it appears that the distribution of night airglow is related to that of 
ozone. The measured heights of the airglow range from 70.0 to 90.0 km, which 
correspond to the location of ozone. 

The nightglow increases away from the zenith at approximately secö. Mea- 
surements usually are reported normalized to the zenith. 

Variations in airglow radiance during the night seem to be caused by the 
motion of large patches (airglow cells) with dimensions of about 2500 km, 
moving with velocities of about 70 ms"1. 

Figure 4.44 shows the relative airglow radiance. Airglow emissions caused 
by OH" appear as small maxima in the vicinity of 1.6 and 2.15 |xm. Although 
further emission bands are predicted in the range from 2.8 to 4.5 |xm, they are 
thoroughly masked by the thermal emission of the atmosphere. Figure 4.45 
shows the nightglow spectrum in the 1- to 2-(xm region. 
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Fig. 4.45 Airglow spectrum, obtained with a scanning spectrometer (projecting slit width 
200 Ä). The origins and expected intensities of OH bands are shown by vertical lines; the 
horizontal strokes indicate the reduction due to water vapor.11 

If one looks straight down from a satellite, the atmospheric spectrum should 
be very similar to that shown in Figs. 4.44 and 4.45. Note that for the airglow 
all results are given for the zenith itself rather than for the angles at which 
observations are usually made. 

4.2.2.7   The Sun.    The sun is a G-class star with a mean radius of about 
695,000 km. The surface temperature is approximately 5900 K by best-fit 
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Fig. 4.46   Spectral irradiance distribution curves related to the sun. The shaded areas 
indicate absorption at sea level due to the atmospheric constituents shown. 

blackbody curve, or about 5770 K for the temperature of a blackbody source 
that is the size and distance of the sun and that would produce an exoatmos- 
pheric total irradiance of 1353 W m~2 at the earth. 

The surface is largely a heated plasma that should radiate very nearly as 
a blackbody. However, the cooler atomic gases of the solar atmosphere and 
the large temperature gradient below the surface, coupled with the nonisother- 
mal character of transient surface features, lead to deviations from blackbody 
radiation. 

Figure 4.46 shows the spectral irradiance of exoatmospheric solar radiation, 
the comparable blackbody spectrum for a temperature of 5900 K, and the 
approximate solar spectral irradiance at sea level through one atmospheric 
air mass (m = 1). 

4.2.2.8 Background Fluctuations (Conley'0). Target-to-background con- 
trasts will not be constant under actual operating conditions because of the 
often large variation in background radiance. An instantaneous value of 
target-to-background contrast will be difficult to predict. Its statistical de- 
scription will be controlled by the statistics of the background, which vary 
widely over typical clutter. Generally, a typical IRST background scene is 
statistically nonstationary. 

As indicated previously by emphasis on the probability of detection, the 
system designer is interested primarily in the probability that a target signal 
will be larger than the background and in how often the background will 
resemble a target. The pertinent statistical properties of the background, such 
as the variance, must be determined. The data can be treated as stationary 
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over subelements of the scene in some signal-processing schemes. The problem 
in practice is that to obtain sufficient statistics, one frequently must obtain 
data from different types of terrain, such as forests, mountains, and so forth. 
What is done, in practice, is to separate the data into segments, for example, 
desert, mountains, and so forth. The next step is to filter out the frequencies 
where insufficient data points are available. Each data segment is processed 
separately. They can then be averaged to form an ensemble average, for ex- 
ample, of deserts, broken clouds, arctic terrain, and so forth. 

The classical treatment of background with stationary statistics usually is 
given in terms of Wiener spectra or a power spectral density (PSD) function 
[see Eq. (4.104)]. The variance of the background can be obtained from the 
PSD; thus, the signal-to-clutter ratio is determinate. Detection thresholds for 
a given probability of detection and false-alarm rate subsequently can be de- 
termined; however, because of the nonstationarity problem this procedure usu- 
ally leads to unacceptably high false-alarm rates. In subsequent sections we 
present two important time-varying backgrounds in IRST applications, clouds 
and terrain. Use of the PSD to derive detection probability in stationary back- 
grounds is given in Sec. 4.3.7. Treatment of nonstationary backgrounds follows 
in Sec. 4.4. 

4.2.2.9   The Power Spectral Density of Clouds.    One important source of 
temporal background is moving clouds. 

Conley10 considered a broken cloud distribution moving past a staring sen- 
sor. If the cloud is opaque, the radiance observed at the sensor represents the 
radiation from a blackbody at the temperature of the ambient air at the cloud 
altitude. When the atmosphere is clear, the sensor would observe the warm 
terrain. To illustrate this situation a hypothetical trace is shown in Fig. 4.47. 
This illustrates the radiance fluctuations that a downward-looking sensor would 
observe operating at a wavelength of 9 |xm for clouds at 3 or 6 km. It is 
reasonable to assume that the random arrival of clouds may be modeled as a 
Poisson process with arrival parameter adjusted for an assumed percentage of 
cloud cover. For the calculations that follow, a 50% cloud cover is assumed. 
The effect of a cloud on the measured radiance depends on the wavelength and 
the altitude, speed, size, and shape of a cloud passing through the field of view. 
For the present example, a sensor operating at 9-|xm viewing terrain with 
broken clouds at a 6-km altitude was assumed. The idea is to allow clouds to 
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Fig. 4.47   Hypothetical radiance trace caused by moving clouds.10 
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Fig. 4.48   Assumed cloud radiance trace waveform.10 

enter the field of view, reach a maximum change of radiance, and then exit. 
The effect of a cloud on the radiance trace was assumed to take one of the 
forms shown in Fig. 4.48. Obviously, many shapes may be assumed, but it is 
felt that those shown would be representative of the problem, allowing for an 
upper limit of fast entry and exit as well as for a smooth entry and exit, thus 
bounding the probable spectral roll-off that could occur with an actual cloud. 

The time required for entry and exit and the duration of time the cloud is 
within the field of view depend on the size and speed of a cloud. The radiance 
waveform may be coupled with the Poisson arrival process by convolving the 
shape with the Poisson impulses. This yields what is commonly called a "shot- 
noise" process model. 

If we denote the cloud shape trace by h(t), the assumed process may be 
taken as 

h(t) =    2   h(t - U) (4.37) 

where U are the Poisson random time arrivals. The statistical autocovariance 
function for the process hit) is obtained by convolving the process with itself, 
denoted by Rit). Thus, 

RiT) F. hieOhit + a) da 

The power spectrum is the Fourier transform of Rit); thus, 

S((0)   =   |#(ü))|2   . 

The Fourier transform of hit) is defined as 

Hiu) -F hit) expi-jwt) dt . 

(4.38) 

(4.39) 

(4.40) 

For the waveforms of Fig. 4.48(a) through (c), the corresponding Hioy) are, 
respectively, 

„,  ,       Am /sinco7V2\ 
(4.41) 
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H(co) = _2A_/coBaa. - cos&a»\  ^ (4 42) 

b - a\ w / 

(To sin[(wT0/2)(l - 2a)] 
HM = A|-(l - 2«)    (wTo/2)(1 _ 2«) 

To sin(wT0/2) /awT0 
+ T -^TolT- ~ C0SVT- 

2w 
X sin —- (1 - a) 

w2 - (4TT2/4a2T§). 
(4.43) 

For the results that follow, footprints of 200 m and 1 km were chosen as 
representative. For the 200-m footprint, cloud sizes of 200 m, 500 m, 1 km, 
and 5 km were arbitrarily assumed. For the 1-km footprint, cloud sizes of 1 
km, 5 km, and 10 km were assumed, and cloud speeds of 10 m s * and 30 m 
s-1 were chosen. As indicated earlier, a 50% cloud cover was assumed. Cloud 
size and velocity were evaluated separately for the trapezoidal waveform and 
cosine trapezoid. The power spectrum for each case was calculated. Selected 
PSDs are presented in Figs. 4.49 to 4.53 to show the effects of cloud size, speed, 
and type of waveform. All clouds are assumed to be at 6-km altitude. For clouds 
at 3 km the results should be divided by 2. Figure 4.49 shows the PSD of the 
random arrival of 200-m clouds moving at a speed of 10 m s 1 assuming a 
cosine trapezoidal waveform. The first null occurs at approximately 0.05 Hz 
with a roll-off of approximately f "55. The same situation is shown in Fig. 
4.50, except for a trapezoidal waveform, the first null occurs at approximately 
the same frequency; however, the roll-off is now changed to f ~3-5. The effect 
of an increase in velocity is shown in Fig. 4.51 for the same conditions shown 
in Fig. 4.50. The velocity of the clouds is now 30 m s"1. The first null has 
shifted to a higher frequency of approximately 0.15 Hz and the roll-off is 
now / 

The situation for larger footprints is shown in the next two figures. Figure 
4.52 shows the PSD of 1-km clouds moving at speeds of 10 m s across a 
1-km footprint. The first null now occurs at 0.01 Hz with a roll-off of approx- 
imately f~e. Figure 4.53 shows the PSD of 10-km clouds moving at speeds of 
30 m s_1 across a 1-km footprint. The first null occurs at a frequency of 
approximately 0.002 Hz with a roll-off of/""5. 

The rectangular waveform of Fig. 4.48 serves as an upper bound on the 
high-frequency roll-off rate of/"2. The first null of the spectrum depends on 
the duration of the pulses ~ IIT. This is consistent with the results shown. 
Thus, the speed and size of the cloud dictate the bandwidth of the spectrum. 
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Fig. 4.49 The PSD of 200-m clouds moving at 
10 m s_1 across a 200-m pixel using a cosine 
trapezoidal waveform.10 

Fig. 4.50 The PSD of 200-m clouds moving at 
10 ms ' across a 200-m pixel using a trape- 
zoidal waveform.10 
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Fig. 4.51 The PSD of 200-m clouds moving at 
30 m s_1 across a 200-m pixel using a half- 
cosine waveform.10 
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Fig. 4.52 The PSD of 1-km clouds moving at 
10ms ' across a 1-km pixel using a half- 
cosine waveform.10 
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Fig. 4.53 The PSD of 10-km clouds moving at 
30 m s"1 across a 1-km pixel using a half- 
cosine waveform.10 
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4.2.2.10 Spatial Structure of Background Radiance. No satisfactory model 
is available that will predict spatial backgrounds as a function of terrain, 
wavelength, and so forth. One effective model discussed by Conley10 is to 
consider a radiance trace as a random set of two-dimensional pulses whose 
widths obey Poisson statistics and whose amplitudes obey either Gaussian or 
Poisson statistics. This is a reasonable assumption since a radiance trace re- 
sembles a random telegraph signal and it has long been recognized that "shot 
noise" and the random telegraph signal obey Poisson statistics. Furthermore, 
it is expected that daytime SWIR background traces would have amplitudes 
that obey Gaussian statistics and LWIR amplitudes would obey Poisson sta- 
tistics. This is because the daytime SWIR backgrounds are governed by both 
solar scatter and thermal radiance, whereas LWIR traces are governed solely 
by thermal radiances. Therefore, it is expected that nighttime SWIR back- 
grounds also would follow Poisson statistics. The general reasoning behind 
this is the fact that the number of amplitude variations due to thermal radi- 
ances is much smaller than that caused by both solar and thermal radiance. 
For large numbers of variations, Poisson statistics approach Gaussian statis- 
tics. There is some experimental evidence supporting this model.13 

The PSD of the spatial structure can be interpreted in terms of Poisson 
statistics. The autocovariance function for a random telegraph signal is 

C(L) = oVaL . (4-44) 

The Fourier transform of Eq. (4.44) becomes the PSD and is of the form 

S(») = "2^2 > (4-45) 

where 

co   = spatial frequency 
a2 = variance of the radiance trace 
a   = reciprocal of the average pulse width; also reciprocal of the 

correlation length. 

While the output of a sensor may be described in one dimension, such as 
Eq. (4.45), the terrain itself is described by two dimensions. If we assume 
isotropy, the two-dimensional spectrum can be obtained from a one-dimensional 
output. If the one-dimensional spectrum S(co) is represented as 

S(co) = Cor" , (4-46) 

then the two-dimensional spectrum F(u>) is 

F(co) = C'co-(n+1) , (4.47) 

where 

co = (col + u$* . (4-48) 
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Thus, Eq. (4.45) becomes, for two dimensions, 

rv        \ ao"2 
F(<»x,<»y)   =   f   2    ,       2  ^      2v3/2   ■ (4-49) 

It can be shown that only a small difference in clutter leakage is obtained if 
one uses Eq. (4.45) rather than Eq. (4.49). Generally, Eq. (4.45) says that the 
PSD rolls off at - 2 for large spatial frequencies where w2 » a2. At very 
small spatial frequencies where w2 « a2 the spectrum is fiat. 

The spectrum obtained from Eq. (4.45) is similar to the envelope of the 
spectrum obtained from Eq. (4.41). However, the latter assumes the pulses 
have fast rise times. For pulses that have slow rise times, we have shown 
earlier [Eqs. (4.42) and (4.43)] that the spectrum at high frequencies rolls off 
at - 4, or with even larger negative numbers. Consequently, we may expect 
similar behavior for spatial pulses. 

In a real background radiance trace, we would, at times, expect combinations 
of structure and accordingly combinations of spectra. For example, we may 
expect spectra to be the sum of Eqs. (4.41) and (4.42). Accordingly, we also 
may expect spectra with two or more breakpoints or correlation lengths with 
different roll-off values. Fortunately, we have examples that verify these as- 
sumptions. Figure 4.54 represents a smoothed version of the calculated PSD. 
We notice the spectrum has a constant roll-off of almost -2. According to our 
model, this means the radiance trace would consist of reasonably sharp rise 
times but with an average pulse width greater than 25 km. Since the spectrum 
represents data obtained during a cloudy day, that is not an unreasonable 
value. 

Figure 4.55 shows a Wiener spectrum or PSD of an ocean background that 
can be represented as the sum of two different spectra with different correlation 
lengths: 

S(u>) = -Si(w) + S2(w) • (4.50) 

One correlation length is on the order of 8 km and the second correlation length 
is on the order of 0.1 km. Figure 4.56 shows a comparison of the model with 
the data. In the model, it is assumed that a breakpoint occurs at 0.1 cycles km-1. 

Figure 4.57 shows a spectrum of extended clouds. We have modeled it as 
the sum of two distinct spectra. One spectrum rolls off at co~4 and the other 
at a)-2. We interpret the line trace as consisting of two types of pulses, one 
with slow rise times with a correlation length of 5.5 km and the second with 
fast rise times with a correlation length of 1.2 km, as shown in Fig. 4.58. 
Figure 4.59 shows a comparison of the model with the data. The divergence 
at the high end of the spectrum is probably due to the overcorrection for the 
system transfer function in the data. 
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Fig. 4.55   PSD, ocean, blue spike band.1 
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4.2.2.11 Measured Terrain PSD Data. The data on the following pages 
(Figs. 4.60 to 4.97) is presented as a representation of measured background 
power spectra density functions, including arctic, farm and field, clouds, moun- 
tain, ocean and coastline, and urban areas. These data were gathered with the 
calibrated HICAMP II sensor mounted on NASA U-2 aircraft at a constant 
altitude of 60,000 ft. PSD data are presented in representative spectral bands 
in the SWIR 3- to 5-jxm band and the LWIR 8- to 12-(xm band and are given 
in terms of > flicks" = 10~6 W cm~2 sr"* |im~*. A correction for the response 
of the instrument must be made to render these data useful as indicators of 
the spatial-frequency content of these scenes. The approximate normalized 
MTFs of the instrument are 

MTF(SWIR) = exp(-1.21f2) (4.51) 

and 

MTF(LWIR) = exp(-1.38/-2) , (4.52) 

where /"is in cycles per milliradian. For fin cycles per kilometer, the constant 
in the above expression becomes -4.02 x 10 ~4 and -4.63 x 10 ~4, respec- 
tively. The instrument's response is relatively constant out to about 20 cycles 
per kilometer. 
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Fig. 4.60 PSD of a relatively featureless 
Arctic background with snow in the 4.46- to 
5.20-p.m band (HC393R). 
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Fig. 4.61 PSD of a relatively featureless 
Arctic background with snow in the 8.28- to 
8.76-fjtm band. The high-frequency structure 
is artifact (HC394R). 
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Fig. 4.62 PSD of moderately structured Arc- 
tic background with ice and snow in the 4.46- 
to 5.20-jmi band (HC384R). 
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Fig. 4.64 PSD of Arctic background with 
moderate structure including snow and snow 
crests in the 4.46- to 5.20-u.m band (HC351R). 
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Fig. 4.63 PSD of moderately structured Arc- 
tic background with ice and snow in the 8.28- 
to 8.76-u.m band (HC385R). 
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Fig. 4.65 PSD of Arctic background with 
moderate structure including snow and snow 
crests in the 7.80- to 13.50-um band (HC352R). 
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Fig. 4.66   PSD of farm and field terrain at 
night in the 11.64- to 12.12-|jLm band (HC426R). 

Fig. 4.67   PSD of farm and field terrain at 
night in the 4.46- to 5.20-M-m band (HC425R). 
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4.68   PSD of farmland terrain in the 3.74- 
08-M-m band (HC441R). 
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Fig. 4.69   PSD of farmland terrain in the 8.28- 
to 8.76-M.m band (HC442R). 
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Fig. 4.70   PSD of mountain terrain with some 
clouds in the 4.46- to 5.20-M.m band (HC477R). 
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Fig. 4.71 PSD of mountain terrain with some 
clouds in the 11.64- to 12.12-u.m band 
(HC478R). 
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Fig. 4.72   PSD of mountain hills and fields 
in the 4.46- to 5.20-|xm band (HC633R). 
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Fig. 4.73   PSD of mountain hills and fields 
in the 8.28- to 8.76-p.m band (HC635R). 
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Fig. 4.74   PSD of desert terrain in the 4.56- 
to 4.78-u,m band (HC741R). 
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Fig. 4.75   PSD of desert terrain in the 6.68- 
to 7.28-p.m band (HC742R). 
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Fig. 4.76   PSD of clear night sky in the 3.74- 
to 4.08-(jLm band (HC770R). 
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Fig. 4.77   PSD of the clear night sky in the 
7.80- to 13.50-M.m band (HC771R). 
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Fig. 4.78   PSD of open ocean in the 8.28- to 
8.76-u.m band (HC333R). 

Fig. 4.79   PSD of open ocean in the 4.46- to 
5.20-u.m band (HC332R). 
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Fig. 4.80   PSD of ocean island coast back- 
ground in the 8.28- to 8.76-u.m band (HC655R). 
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Fig. 4.81    PSD of ocean island coast back- 
ground in the 4.46- to 5.20-u.m band (HC654R). 
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Fig. 4.82   PSD of ocean coastline in the 8.28- 
to 8.76-u.m band (HC506R). 
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4.83   PSD of ocean coastline in the 4.46- 
20-u.m band (HC505R). 
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Fig. 4.84   PSD  of a  uniform  cloud  back- 
ground in the 4.46- to 5.20-|xm band (HC914R). 

Fig. 4.85   PSD of a uniform cloud back- 
ground in the 8.28- to 8.76-u.m band (HC915R). 
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Fig. 4.86   PSD of a clear night sky in the 3.74- 
to 4.08-pim band (HC770R). 
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Fig. 4.87   PSD of a clear night sky in the 7.80- 
to 13.50-u.m band (HC771R). 
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Fig. 4.88 PSD of a multilayer solid cloud cover 
over the ocean in the 4.46- to 5.20-u.m band 
(HC511R). 
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Fig. 4.89 PSD of a multilayer solid cloud cover 
over the ocean in the 8.28- to 8.76-|xm band 
(HC512R). 
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Fig. 4.90   PSD of broken clouds over Arctic 
terrain in the 4.46- to 5.20-fj.m band (HC356R). 
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Fig. 4.91    PSD of broken clouds over Arctic 
terrain in the 7.80- to 13.50-p.m band (HC357R). 
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Fig. 4.92 PSD of broken clouds over farm and 
field background in the 4.46- to 5.20-u.m band 
(HC303R). 
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Fig. 4.93 PSD of broken clouds over farm and 
field background in the 11.64- to 12.12-u.m 
band (HC306R). 
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Fig. 4.94   PSD of broken clouds over desert 
terrain in the 3.74- to 4.08-u.m band (HC301R). 
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Fig. 4.95   PSD of broken clouds over desert 
terrain in the 7.88- to 8.80-u.m band (HC302R). 
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Fig. 4.96   PSD of urban area in the 4.46- to 
5.20-u.m band (HC652R). 

Fig. 4.97   PSD of urban area in the 8.28- to 
8.76-|xm band (HC653R). 

4.2.2.12 Cloud-Cover Transmittance. Clouds in the atmosphere can seri- 
ously degrade satellite IR surveillance systems. To define system performance 
there is an obvious need for a quantitative statistical model defining cloud- 
cover fractions and length of cloud-free track intervals, and cloud thickness, 
which is important in thin cloud statistics inasmuch as target attenuation will 
be a function of cloud thickness. 

Calculations for altostratus clouds by Yamamoto et al.14 yield the spectral 
transmission curves illustrated in Fig. 4.98. Transmittances for three different 
cloud thicknesses are given, showing that a 50-m-thick cloud layer transmits 
less than 10% throughout the infrared. Altostratus are usually found in the 
2- to 4-km altitude range in the arctic region. The thickness of these clouds 
usually is much greater than the 50 m referred to above. 
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Fig. 4.98   Spectral transmissivity of clouds of various thickness versus wavelength. 



268    IR/EO HANDBOOK 

The curves in Fig. 4.98 illustrate the fact that the transmission decreases 
with increasing wavelength beyond the mid-infrared, that is, at wave numbers 
lower than about 1100 (wavelength >9 urn). An average over the entire mid- 
and long-wave infrared, illustrated in Fig. 4.99 shows that the transmittance 
drops to 10% at a thickness of about 30 m. 

A review of the literature available on IR properties of clouds indicates that 
only cirrus clouds, which are composed of ice crystals and are usually thin, 
with low water-vapor content, are sufficiently transparent for detection of 
targets underneath. IR transmittance by cirrus clouds is reported by Davis15 

to be approximately a linear function of cloud thickness. The experimental 
relationship he found is reported in Fig. 4.100. Cirrus clouds are quite thin, 
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Fig. 4.99   Emissivity, reflectivity, and transmissivity of clouds versus cloud thickness in 
the spectral region 5 to 50 fxm. 3 

IR Transmittance 

Fig. 4.100   Infrared transmission (10 to 12 (un) versus cirrus cloud thickness, corrected 
for probable reflections.15 
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averaging 1.2 km in a study by Platt.16 Thus, IR radiation from a target 
beneath a cirrus deck would be attenuated to about 60% of its initial level. 
This may not be a serious problem for an IR surveillance system. 

4.2.3    Atmospheric Phenomenology 

4.2.3.1 Extinction (Sattinger17). The intervening atmosphere between tar- 
get and receiver is a major source of attenuation of the signal from the target. 
Its phenomenology involves both molecular absorption and scattering. The 
calculation of atmospheric extinction is for IRST purposes generally relegated 
to a widely used computer program known as LOWTRAN, in version 7 at this 
writing. The details of the physics can be found in Volume 2, Chapter 1, of 
this handbook. In general, the investigator is obliged to run LOWTRAN or 
the equivalent for the specific case of interest, especially since IRST systems 
generally operate over a wide spectral band in which the extinction can vary 
substantially; thus, the total absorption over the band can involve a rather 
tedious process of numerical integration. Another complication is non-coaltitude 
cases. Although inaccurate, the transmission is often treated as a first ap- 
proximation by Beers law: 

I = /o °* , (4-53) 

where a is calculated from first principles or measured over some fixed path 
in inverse units of length. 

To deal with these complex phenomena, the Geophysics Directorate at 
Hanscom Air Force Base, Massachusetts, has developed atmospheric propa- 
gation codes that predict transmittance/radiance effects for sensor systems 
under these varying conditions. The Directorate provides the general com- 
munity with three major propagation codes: LOWTRAN (low spectral reso- 
lution transmission); FASCODE (fast atmospheric signature code); and 
MODTRAN (moderate spectral resolution transmission), which was developed 
recently.g 

Supporting these codes is HITRAN (high-resolution transmission), which is 
a molecular absorption database. HITRAN is a compilation of spectroscopic 
parameters from which a wide variety of computer simulation codes are able 
to calculate and predict the transmission and emission of radiation in the 
atmosphere. In addition to being a stand-alone database, HITRAN is used as 
direct input to FASCODE and indirectly to the band-model codes LOWTRAN 
and MODTRAN. 

4.2.3.1.1 LOWTRAN. LOWTRAN is a one-parameter, band-model code that 
predicts transmittance/radiance for systems with low spectral resolution 
(20 cm"1). These predictions use algorithms developed at the Geophysics Di- 
rectorate to calculate the average transmittance value for a given atmospheric 
path. 

FASCODE, MODTRAN, and LOWTRAN tapes can be purchased from National Climatic Data 
Center, NOAA, Environmental Data Service, Federal Building, Asheville, NC 28801 (704/259- 
0272). See also footnote in Sec. 4.2.1.12. 
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LOWTRAN 7, the latest version of the code, was completed early in 1988 
and released publicly in February 1989. It expanded the spectral coverage of 
its predecessor, LOWTRAN 6, to include the region from the near-ultraviolet 
through the microwave. In terms of revised models and other refinements, 
LOWTRAN 7 represents a significant increase in sophistication over LOWTRAN 
6, which had been issued in 1983. 

One of the code's major advantages is its fast computational capability, 
which makes it suitable for operational use. The modular structure of the code, 
designed for flexibility, includes options for gaseous or molecular profiles and 
for large particles in the atmosphere. The latter includes atmospheric aerosols 
(dust, haze, and smoke) and hydrometeors (fog, clouds, and rain). Because of 
limitations of the molecular band-model approximation used in LOWTRAN, 
its accuracy degrades seriously for upper atmospheric regions (above about 
40 km). LOWTRAN is used primarily as an aid for tactical systems operating 
in the lower atmosphere or on the earth's surface. It applies to the classical 
scenarios for conventional warfare: air strikes, air-to-air missions, and close 
air support for ground-launched weapons. 

A new atmospheric database for use with LOWTRAN presents six reference 
atmospheres with varied constituents as a function of altitude. It allows a 
range of climatological choices and provides separate molecular profiles for 13 
minor and trace gases. The LOWTRAN code can use extensive knowledge of 
climate and atmospheric characteristics in various geographic locations, in- 
cluding Europe and the Middle East. 

IRST LOWTRAN Extinction Calculations. For the purpose of illustration, 
the LOWTRAN 7 results for a number of typical cases of interest in IRST 
scenarios are presented in Figs. 4.101 through 4.124. Data are calculated in 
the 3- to 5-(xm and 8- to 12-(xm bands at altitudes of 3 and 10 km for horizontal 
paths of 100, 200, and 300 km. 

Typical input data are shown in Table 4.4. Up-looking cases are given in 
Figs. 4.125 through 4.140 with input data in Table 4.5. Down-looking cases 
are given in Figs. 4.141 through 4.148 with input data in Table 4.6. 

As of May 1991, DoD agencies and contractors, the National Aeronautics 
and Space Administration (NASA), and organizations around the world made 
up a group of over 1000 LOWTRAN 7 users. 
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Fig. 4.101 Total horizontal path spectral 
transmittance in the 3- to 5-u.m band at 100-km 
range, 3-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.0981. 

Fig. 4.102 Total horizontal path spectral 
transmittance in the 3- to 5-u,m band at 100-km 
range, 10-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.6211. 
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Fig. 4.103 Total horizontal path spectral 
transmittance in the 3- to 5-u,m band at 200-km 
range, 3-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.0213. 
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Fig. 4.104 Total horizontal path spectral 
transmittance in the 3- to 5-u.m band at 200-km 
range, 10-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.4950. 
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Fig. 4.105 Total horizontal path spectral 
transmittance in the 3- to 5-u.m band at 300-km 
range, 3-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.0019. 
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Fig. 4.106 Total horizontal path spectral 
transmittance in the 3- to 5-(xm band at 300-km 
range, 10-km altitude. 1976 Standard Atmo- 
sphere is calculated from LOWTRAN 7. Input 
conditions are shown in Table 4.4. Average 
band transmittance = 0.3659. 
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Fig. 4.107 Total horizontal path spectral 
transmittance in the 8- to 12-u.m band at 
100-km range, 3-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.232. 
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Fig. 4.108 Total horizontal path spectral 
transmittance in the 8- to 12-u.m band at 
100-km range, 10-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.798. 
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Fig. 4.109 Total horizontal path spectral 
transmittance in the 8- to 12-u,m band at 
200-km range, 3-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.0352. 

Fig. 4.110 Total horizontal path spectral 
transmittance in the 8- to 12-u.m band at 
200-km range, 10-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.7184. 
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Fig. 4.111 Total horizontal path spectral 
transmittance in the 8- to 12-u.m band at 
300-km range, 3-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.0010. 
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Fig. 4.112 Total horizontal path spectral 
transmittance in the 8- to 12-u.m band at 
300-km range, 10-km altitude. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.4. Av- 
erage band transmittance = 0.6487. 
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Fig. 4.113 Total horizontal path spectral ra- 
diance in the 3- to 5-(jim band looking due east 
at 100-km range, 3-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 5.403 x 10~5Wcm~2 
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Fig. 4.115 Total horizontal path spectral ra- 
diance in the 3- to 5-p.m band looking due east 
at 200-km range, 3-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 6.910 x 10"5WcnT2 

sr_1 p.m_1. 
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Fig. 4.114 Total horizontal path spectral ra- 
diance in the 3- to 5-p.m band looking due east 
at 100-km range, 10-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 2.562 x 10~6Wcm~2 
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Fig. 4.116 Total horizontal path spectral ra- 
diance in the 3- to 5-u.m band looking due east 
at 200-km range, 10-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 3.766 x 10"6Wcm"2 

sr_1 u.m_1. 
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Fig. 4.117 Total horizontal path spectral ra- 
diance in the 3- to 5-|xm band looking due east 
at 300-km range, 3-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 6.980 x 10"5Wcm"2 

1 ixm-1. 
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Fig. 4.118 Total horizontal path spectral ra- 
diance in the 3- to 5-fj.m band looking due east 
at 300-km range, 10-km altitude. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.4. Average radiance = 5.257 x 10"6Wcm"2 
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Fig. 4.119 Total horizontal path spectral ra- 
diance in the 8- to 12-u.m band looking due 
east at 100-km range, 3-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 1.898 x 10"3 

W cm-2 sr_1 u.m_1. 

Fig. 4.120 Total horizontal path spectral ra- 
diance in the 8- to 12-u,m band looking due 
east at 100-km range, 10-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 1.410 x 10~4 

W cm-2 sr_1 u-m^1. 
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Fig. 4.121 Total horizontal path spectral ra- 
diance in the 8- to 12-u.m band looking due 
east at 200-km range, 3-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 2.530 x 10 "3 

W cm-2 sr"1 [im"1. 
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Fig. 4.123 Total horizontal path spectral ra- 
diance in the 8- to 12-y.m band looking due 
east at 300-km range, 3-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 2.732 x 10 "3 

W cm-2 sr_1 (Jim-1. 

Fig. 4.122 Total horizontal path spectral ra- 
diance in the 8- to 12-|xm band looking due 
east at 200-km range, 10-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 2.11 x 10~4 

W cm-2 sr_1 u.m_1. 
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Fig. 4.124 Total horizontal path spectral ra- 
diance in the 8- to 12-u.m band looking due 
east at 300-km range, 10-km altitude. 1976 
Standard Atmosphere is calculated from 
LOWTRAN 7. Input conditions are shown in 
Table 4.4. Average radiance = 2.921 x 10"4 

W cm""2 sr"1 (jim-1. 
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Table 4.4   Typical LOWTRAN 7 Input Data for Horizontal Path IRST Cases 

Model atmosphere 
Type of atmospheric path 
Mode of execution 
Executed with multiple scattering 
Temperature and pressure altitude profile 
Water-vapor altitude profile 
Ozone altitude profile 
Methane altitude profile 
Nitrous oxide altitude profile 
Carbon monoxide altitude profile 
Other gases altitude profile 
Radiosonde data are to be input 
Output file options 
Temp at boundary (0.000—T @ first level) 
Surface albedo (0.000—blackbody) 

1976 U.S. standard 
Slant path 

Radiance with scattering 
No 

1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 

No 
Suppress ATM profiles 

0.000 
0.000 

LOWTRAN 7 Card #1 Screen 

Aerosol model used 
Seasonal modifications to aerosols 
Upper atmosphere aerosols (30-100 km) 
Air-mass character for Navy maritime aerosols 
Use cloud/rain aerosol extensions 
Use of Army (VSA) for aerosol extension 
Surface range for boundary layer 
Wind speed for Navy maritime aerosols 
24-h average wind speed for Navy maritime 
Rain rate (mmh-1) 
Ground altitude above sea level (km) 

Rural—VIS = 23 km 
Determined by model 

Background stratospheric 
0 

No clouds or rain 
No 
0.000 
0.000 
0.000 
0.000 
0.000 

LOWTRAN 7 Card #2 Screen 

Initial altitude (km) 
Final altitude/tangent height (km) 
Initial zenith angle (deg) 
Path length (km) 
Earth center angle (deg) 
Radius of earth (km) (0.000—default) 
0—short path; 1—long path 
Initial frequency (wave number) 
Final frequency (wave number) 
Frequency increment (wave number) 

3.000 
3.000 
0.000 
0.000 
0.898 
0.000 
0 

2000.000 
3500.000 

20.000 

LOWTRAN 7 Card #3 and #4 Screen 

Solar/lunar geometry type (0-2) 
Aerosol phase function 
Day of the year (91-365) 
Extraterrestrial source 
PARM1—observer latitude/azimuthal angle 
PARM2—observer longitude/sun zenith 
Sun/moon latitude (-90 to 90 deg) 
Sun/moon longitude (0 to 360 deg) 
Greenwich time (decal hours) 
Path azimuth (deg east of north) 
Phase angle of the moon (deg) 
Asymmetry factor 

1.000 
MIE generated 

180.000 
Sun 
40.000 

105.000 
0.000 
0.000 

19.000 
0.000 
0.000 
0.000 
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Fig. 4.125 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-u.m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 9.653 x 10 ~5 Wem-2 
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Fig. 4.127 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-u.m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 45 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 1.098 x 10~~4Wcm~2 

sr_1 u.m_1. 
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Fig. 4.126 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-u,m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 6.210 x 10~5Wcm~"2 
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Fig. 4.128 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-u.m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 45 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 7.102 x 10"~5Wcm"~2 

sr_1 |xm_1. 
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Fig. 4.129 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-u.m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 1.079 x 10~4Wcm~2 
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Fig. 4.131 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-u,m 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 5.583 x 10"5Wcm"2 

sr_1 u.m_1. 
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Fig. 4.130 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-u,m 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 5.583 x 10~5Wcm"2 
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Fig. 4.132 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-u.m 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 7.362 x 10~4Wcm~2 

sr_1 u-m-1. 



280    IR/EO HANDBOOK 

Wavenumber (cm-') 

3300   3000     2700         2400             2100 
1.072      I I I | [_ 

0.000 

Wavelength (urn) 

Fig. 4.133 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-y.m 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 45 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 2.555 x 10~3Wcm~2 
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Fig. 4.135 Uplooking scattered path radi- 
ance from ground to space in the 3- to 5-(jim 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 2.556 x 10~3Wcm~2 
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Fig. 4.134 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-(jim 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 45 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 7.362 x 10"4Wcm"2 
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Fig. 4.136 Uplooking scattered path radi- 
ance from ground to space in the 8- to 12-(j.m 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. Av- 
erage band radiance = 7.362 x 10_4Wcm~2 

sr_1 (Jim-1. 
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Fig. 4.137 Total uplooking path spectral 
transmittance to space in the 3- to 5-u.m band 
at a solar zenith angle of 85 deg. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.5. Average band transmittance = 0.0866. 

Fig. 4.138 Total uplooking path spectral 
transmittance to space in the 8- to 12-u,m band 
at a solar zenith angle of 85 deg. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.5. Average band transmittance = 0.163. 
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Fig. 4.139 Total uplooking path spectral 
transmittance to space in the 3- to 5-u.m band 
at a solar zenith angle of 30 deg. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.5. Average band transmittance = 0.4242. 
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Fig. 4.140 Total uplooking path spectral 
transmittance to space in the 8- to 12-u,m band 
at a solar zenith angle of 30 deg. 1976 Stan- 
dard Atmosphere is calculated from LOW- 
TRAN 7. Input conditions are shown in Table 
4.5. Average band transmittance = 0.6966. 
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Table 4.5   Typical LOWTRAN 7 Input Data for Up-Looking IRST Cases 

Model atmosphere 1976 U.S. standard 
Type of atmospheric path Slant path to space 
Mode of execution Radiance with scattering 
Executed with multiple scattering No 
Temperature and pressure altitude profile 1976 U.S. standard 
Water-vapor altitude profile 1976 U.S. standard 
Ozone altitude profile 1976 U.S. standard 
Methane altitude profile 1976 U.S. standard 
Nitrous oxide altitude profile 1976 U.S. standard 
Carbon monoxide altitude profile 1976 U.S. standard 
Other gases altitude profile 1976 U.S. standard 
Radiosonde data are to be input No 
Output file options Suppress ATM profiles 
Temp at boundary (0.000—T @ first level) 0.000 
Surface albedo (0.000—blackbody) 0.000 

LOWTRAN 7 Card #1 Screen 
Aerosol model used Rural—VIS = 23 km 
Seasonal modifications to aerosols Determined by model 
Upper atmosphere aerosols (30-100 km) Background stratospheric 
Air-mass character for Navy maritime aerosols 0 
Use cloud/rain aerosol extensions No clouds or rain 
Use of Army (VSA) for aerosol extension No 
Surface range for boundary layer 0.000 
Wind speed for Navy maritime aerosols 0.000 
24-h average wind speed for Navy maritime 0.000 
Rain rate (mm h_1) 0.000 
Ground altitude above sea level (km) 0.000 

LOWTRAN 7 Card #2 Sc reen 
Initial altitude (km) 0.000 
Final altitude/tangent height (km) 0.000 
Initial zenith angle (deg) 85.000 
Path length (km) 0.000 
Earth center angle (deg) 0.000 
Radius of earth (km) (0.000—default) 0.000 
0—short path; 1—long path 0 
Initial frequency (wave number) 800.000 
Final frequency (wave number) 1250.000 
Frequency increment (wave number) 20.000 

LOWTRAN 7 Card #3 and #4 Screen 
Solar/lunar geometry type (0-2) 0 
Aerosol phase function MIE generated 
Day of the year (91-365) 180 
Extraterrestrial source Sun 
PARM1—observer latitude/azimuthal angle 40.000 
PARM2—observer longitude/sun zenith 105.000 
Sun/moon latitude (- 90 to 90 deg) 40.000 
Sun/moon longitude (0 to 360 deg) 60.000 
Greenwich time (decal hours) 0.000 
Path azimuth (deg east of north) 0.000 
Phase angle of the moon (deg) 0.000 
Asymmetry factor 0.000 



INFRARED SEARCH AND TRACK SYSTEMS    283 

3300   3000 

1.301   _J L 

Wavenumber (cm-1) 

2700 2400 

3.0 3.5 4.0 4.5 

Wavelenglh (um) 

5.0 

Fig. 4.141 Total downlooking path spectral 
radiance from space in the 3- to 5-y-m band. 
Solar zenith angle of 0 deg. The dotted line is 
the contribution from the earth's albedo, 
= 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 1.524 x 10~4 
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Fig. 4.142 Total downlooking path spectral 
radiance from space in the 8- to 12-u,m band. 
Solar zenith angle of 0 deg. The dotted line is 
the contribution from the earth's albedo, 
= 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 2.147 x 10~3 

W cm-2 sr"1 u,m_1. 
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Fig. 4.143 Total downlooking path spectral 
radiance from space in the 3- to 5-n,m band. 
Solar zenith angle of 30 deg. The dotted line 
is the contribution from the earth's albedo, 
~ 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 1.355 x 10 ~4 
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Fig. 4.144 Total downlooking path spectral 
radiance from space in the 8- to 12-u.m band. 
Solar zenith angle of 30 deg. The dotted line 
is the contribution from the earth's albedo, 
~ 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 2.146 x 10~3 

W cm-2 sr-1 u.m_1. 
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Fig. 4.145 Total downlooking path spectral 
radiance from space in the 3- to 5-|xm band. 
Solar zenith angle of 60 deg. The dotted line 
is the contribution from the earth's albedo, 
= 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 9.148 x 10 ~5 
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Fig. 4.146 Total downlooking path spectral 
radiance from space in the 8- to 12-u.m band. 
Solar zenith angle of 60 deg. The dotted line 
is the contribution from the earth's albedo, 
= 0.4. Input conditions are shown in Table 
4.6. Average band radiance = 2.142 x 10 "3 

W cm-2 sr_1 u-m^1. 
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Fig. 4.147 Total downlooking path spectral 
transmittance from space in the 3- to 5-u:m 
band. 1976 Standard Atmosphere is calcu- 
lated from LOWTRAN 7. Input conditions are 
shown in Table 4.6. Average band transmit- 
tance = 0.4479. 
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Fig. 4.148 Total downlooking path spectral 
transmittance from space in the 8- to 12-(xm 
band. 1976 Standard Atmosphere is calcu- 
lated from LOWTRAN 7. Input conditions are 
shown in Table 4.6. Average band transmit- 
tance = 0.721. 
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Table 4.6   Typical LOWTRAN 7 Input Data for Down-Looking IRST Cases 

Model atmosphere 1976 U.S. standard 

Type of atmospheric path Slant path 

Mode of execution Radiance with scattering 

Executed with multiple scattering No 
Temperature and pressure altitude profile 
Water-vapor altitude profile 
Ozone altitude profile 
Methane altitude profile 
Nitrous oxide altitude profile 
Carbon monoxide altitude profile 
Other gases altitude profile 

1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 
1976 U.S. standard 

Radiosonde data are to be input No 

Output file options Include ATM profiles 
Temp at boundary (0.000—T @ first level) 0.000 
Surface albedo (0.000—blackbody) 0.400 

LOWTRAN 7 Card #1 Screen 

Aerosol model used Rural—VIS = 23 km 

Seasonal modifications to aerosols Determined by model 
Upper atmosphere aerosols (30-100 km) Background stratospheric 
Air-mass character for Navy maritime aerosols 0 
Use cloud/rain aerosol extensions No clouds or rain 
Use of Army (VSA) for aerosol extension No 

Surface range for boundary layer 0.000 

Wind speed for Navy maritime aerosols 0.000 
24-h average wind speed for Navy maritime 0.000 

Rain rate (mm h"1) 0.000 

Ground altitude above sea level (km) 0.000 

LOWTRAN 7 Card #2 Screen 

Initial altitude (km) 40.000 
Final altitude/tangent height (km) 0.000 
Initial zenith angle (deg) 180.000 

Path length (km) 0.000 

Earth center angle (deg) 0.000 
Radius of earth (km) (0.000—default) 0.000 
0—short path; 1—long path 0 
Initial frequency (wave number) 800.000 

Final frequency (wave number) 1250.000 
Frequency increment (wave number) 20.000 

LOWTRAN 7 Card #3 and #4 Screen 

Solar/lunar geometry type (0-2) 2 

Aerosol phase function MIE generated 

Day of the year (91-365) 180 
Extraterrestrial source Sun 
PARM1—observer latitude/azimuthal angle 
PARM2—observer longitude/sun zenith 
Sun/moon latitude (-90 to 90 deg) 
Sun/moon longitude (0 to 360 deg) 

0.000 
0.000 
0.000 
0.000 

Greenwich time (decal hours) 0.000 
Path azimuth (deg east of north) 0.000 
Phase angle of the moon (deg) 0.000 

Asymmetry factor 0.000 
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4.2.3.1.2 FASCODE. The second major code is FASCODE. The latest ver- 
sion is FASCOD3, which is now in a beta test version. It models calculations 
of the absorption line shapes for individual atmospheric species by using al- 
gorithms created by the scientists of the Geophysics Directorate. Spectral line 
data for its line-by-line calculations are contained in the HITRAN database, 
which was compiled at the Directorate. The new edition of this database, 
HITRAN "91" (issued in March 1991), expands the number of molecular tran- 
sitions to two-thirds of a million. 

Because FASCODE is a physically exact code, it achieves a much higher 
level of accuracy than LOWTRAN. However, the computer time required to 
do the complex line-by-line calculations makes it computationally much slower 
than LOWTRAN. The application for FASCODE is for all systems requiring 
predictions for high-resolution propagation. 

4.2.3.1.3 MODTRAN. MODTRAN is a two-parameter, band-model code 
covering the same spectral range as LOWTRAN and including all its capa- 
bilities. Like LOWTRAN 7, it includes separate band-model parameters for a 
set of molecules, but they are calculated at a higher resolution (2 cm-1 for 
MODTRAN compared to 20 cm"1 for LOWTRAN). MODTRAN therefore re- 
quires somewhat more computer time than LOWTRAN. 

In contrast to FASCODE, it includes its own spectral database. With the 
inclusion of both direct and scattered solar radiances, it is appropriate for low 
atmospheric paths (surface to 30 km) and middle atmospheric paths (30 to 
60 km). MODTRAN can also be used (with caution) to model bands for paths 
above 60 km. 

4.2.3.1.4 HITRAN. Beginning in the late 1960s, the Air Force Geophysics 
Laboratory began developing the HITRAN molecular spectroscopic database 
in response to the requirement of a detailed knowledge of infrared transmission 
properties of the atmosphere. The current edition of HITRAN was made public 
in March 1991, replacing the 1986 edition. HITRAN is the internationally 
recognized standard for computation and reference of the absorption and ra- 
diance properties of the terrestrial atmosphere due to molecular transitions. 

HITRAN archives spectral parameters for 30 molecular species and their 
significant isotopic variants, covering the electromagnetic spectral range from 
the millimeter through the visible. It contains information on the wave number 
of relevant transitions, their intensity, air-broadened halfwidths, self-broadened 
halfwidths, lower-state energies, and temperature-dependent quantities. The 
discrete transitions number approximately 650,000. 

In addition, HITRAN contains a supplemental file of cross-sectional data 
for molecular species that are not amenable to line-by-line formulation. These 
include species such as chlorofluorocarbons (CFCs) and heavy oxides of nitro- 
gen. The database has been expanded so that with these new data some quan- 
titative remote-sensing studies can be achieved. 

HITRAN is also being extended into the arena of hot gases through an 
analogous compilation called HITEMP, which is being developed to provide 
capabilities for hot-gas detection. 

In addition to being a stand-alone database, HITRAN is used as direct input 
to FASCODE and indirect input to the band-model codes, such as LOWTRAN 
and MODTRAN. In the latter cases, molecular bands are now run in the line- 
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by-line mode, degraded to the particular resolution of the band model, and 
then parameterized accordingly. 

There are at least 800 users of HITRAN, including DoD agencies and con- 
tractors; U.S. government agencies such as NASA, the National Oceanic and 
Atmospheric Administration (NOAA), and the Environmental Protection Agency 
(EPA); and universities and commercial enterprises throughout the world. 

4.2.3.2 Atmospheric Radiation. The atmosphere itself gives rise to a sig- 
nificant amount of background radiation in the form of natural graybody emis- 
sion due to molecules being at a finite temperature and to scattered radiation 
from the sun. In down-looking cases, the earth also reflects radiation from the 
sun. 

In this section, we show graphical data representative of the magnitude of 
these effects as predicted by LOWTRAN in typical IRST scenarios: horizontal 
paths to 300 km in Figs. 4.101 to 4.124, up-looking from ground to space in 
Figs. 4.125 to 4.140, and down-looking from space to ground in Figs. 4.141 to 
4.148. The data were calculated from LOWTRAN 7 with typical input param- 
eters shown in Tables 4.4, 4.5, and 4.6. 

4.2.3.3 Aerodynamic Influences. Depending on the application, aerody- 
namic effects can significantly influence IRST system performance. The tur- 
bulent properties of the free atmosphere can, under certain conditions, induce 
angle jitter into the tracking loops. In addition, high-performance airborne 
platforms introduce additional aero-optical effects by virtue of the laminar and 
turbulent flow fields in and around the sensor aperture and thermo-optical 
heating effects that introduce spurious radiation into the field of view. 

4.2.3.4 Atmospheric Turbulence. Turbulence induces random variations in 
the atmosphere's index of refraction (see Volume 2, Chapter 2). The lateral 
variation in index in-turn produces distorted optical phase fronts giving rise 
to image motion, distortion, added blur, and irradiance fluctuations. The index 
of refraction depends on temperature, pressure, humidity, and optical wave- 
length. In IR applications the temperature dependence is the most important. 
Quantitative effects of the atmosphere are treated statistically and are char- 
acterized by the atmospheric index structure constant Cn(m~2/3). Near the 
ground up to the first temperature inversion, C\ is a very complicated function 
of wind, solar loading, and terrain. The variation in C\ over the ocean is shown 
in Fig. 4.149. 

For most IRST applications, ground-level turbulence is not a concern; how- 
ever, the altitude dependence of C\ can be modeled crudely as 

Clih) = \ 
rl.5 x 10 13   r   _2/3-, ,  „ „„, [m  Zli] ,       h < 20 km 

h   [m] (4.54) 
0 , h > 20 km (66,000 ft) . 

(There is no accurate means of computing C«.) 
Most of the first-order effects of turbulence on IRST performance can be 

predicted with a knowledge of C\ and certain system parameters as shown in 
the following sections. 



288    IR/EO HANDBOOK 

10-15 10-14 

C„2 (m-20) 

Fig. 4.149 Cn versus altitude for the first 3000 m over the ocean. The local air temperature 
is shown on the right, with the scale on the upper right. (Note the increase in C\ at the 
base of the strong temperature inversion.)11 

Irradiance Fluctuations.   The normalized variance of irradiance fluctuation 
due to turbulence is given as 

where 

T2 _ 

2 = exp(4of) - 1 (4.55) 

of = 0.56k 7/6 \Lcl 
Jo 

(z)(L - Zf"° dz , (4.56) 

where 

(E) - average irradiance 
L    = path length 
k    = 2TT 

\ 
a2   = variance of irradiance. 

For plane waves (long-range IRST) and optical paths parallel to the ground 
(Cn = constant), 

a2 = 0.31C2k7/6Ln/e (4.57) 

The reader is cautioned that the above is a worst case estimate since receiver 
aperture averaging has not been explicitly considered. 
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Image Angular Motion.   Image angular motion in the case where irradiance 
fluctuations are small and plane-wave geometry dominates is given by 

,2 

«,?> = «*>-0*75(1) W&ß , (4.58) 

where k = 2TT/\, a = radius of the system aperture, and the phase structure 
function D$( r) is given by 

2)4,(20) = 2Mk2(2af3 j   Cl(z) dz , (4.59) 

where L is the path length. 

Example.   Calculate the irradiance variance and rms angular motion due to 
turbulence over a 100-km IRST path assuming a 4-|xm center wavelength, 
Cn = 10~17, and an aperture diameter of 0.5 m. 

From Eq. (4.57), 

/ \7/6 

of = 0.31(10-17)(40 ^10-6J    (100 x 103)11'6 = 0.067 . 

Equation (4.55) yields 

^2 = exp(0.067) - 1 = 0.07 . 

The rms irradiance variation a is about 0.26 of the mean. Equation (4.59) 
yields 

2)4,(20) = 2.9l(4Q ^xo-e) (°-5)5/3 x 10"17 x 10° x 1()3 = 2"26 • 

From Eq. (4.58), 

The rms single-axis motion is (al)1'2 = 1.9 |xrad. 

4.2.3.5 Aero-Mechanical and Aero-Optical Effects. IRST performance can 
be markedly influenced by aerodynamic effects resulting from operation of 
high-speed airborne platforms, as shown in Fig. 4.150. Performance of the 
system can be seriously compromised by poor placement on the platform or 
disregard of deleterious effects of aero-mechanical and aero-optical phenom- 
ena, resulting from high-speed air flow in and around sensor apertures. Aero- 
mechanical effects result from platform-induced vibration or from thermal 
loading on sensor components or mounting configuration. Aero-optical effects 
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Shock Wave or 
Inviscid Flow 

Fig. 4.150   Aero-optical effects. 

refer to nonuniform indices of refraction variation, which influence the prop- 
agation of optical fields around the aperture. 

Table 4.7, taken from Volume 2, Chapter 3, of this handbook, summarizes 
aero-optical effects. Of particular interest to IRST problems are mechanically 
induced gimbal jitter, tracking error resulting from aero-optical wave-front 
tilt, and thermal loading on the sensor window from aerodynamic heating. 
The designer is urged to consider carefully the potential impact of these effects 
when using IRST in airborne platforms. 

Below Mach 0.3 the (incompressible) flow generally yields small optical 
distortion. Between Mach 0.3 and —7.0, the flow fields impress optical aber- 
rations on both incoming and outgoing wave fronts. Additional aberrations 
arise beyond Mach 7.0 due to ionization and acoustical radiation effects. Optical 
degradations in these latter two regimes may compromise mission objectives 
if mitigation procedures are not implemented. 

4.3    IRST SYSTEMS PERFORMANCE ANALYSIS 

The systems performance model presented here presumes IRST operational 
requirements that define the target, background areal or volumetric coverage 
rates, the required spatial-resolution characteristics of the platform be it sta- 
tionary or moving, the probability of detection or loss of a target of targets 
with a given false-alarm rate, and the environmental conditions. Given the 
foregoing, it is possible to derive the major system parameters or combinations 
thereof and to further select, given weight/size/cost constraints, a final set or 
sets of parameters that represent realizable designs (see Refs. 7 and 18). 



INFRARED SEARCH AND TRACK SYSTEMS    291 

Table 4.7   Aero-Optical Effects in Three Mach Number Regimes* 

AO Phenomena 

Boundary layers/ 
shear layers 
Mixing layers 
(e.g., open 
cavities) 

Inviscid flow/ 
shocks 

M < 0.3 

Incompressible 
flow regime 
Natural AO 
effects 
negligible 
(injection of 
thermal energy 
can yield strong 
optical 
aberrations) 

• Calculate 
properties via 
classical fluid 
mechanics 

Negligible 
effects 

0.3 < M < 8 

Compressibility flow 
regime 
Perfect gas law valid 
Random flow phase 
variance 

20 l\   <P'! 

Jo 
Kdz, 

(€2 « D 
G = Gladstone-Dale 
parameter 
(p'2) = fluctuating 
density variance 
€2 = flow correlation 
length along optical 
axis 
L = path length 
through flow field 
In weak-aberration 
regime 
(o7\ < 1/TT) 

StrehlS « exp-(Äo-)2 

K = 2ir/\ 
Resolution loss 8ß « 

eD/sI/2 

> In strong-aberration 
regime 
(o7X » 1/TT) 

Strehl S <* (4/<r)2 

Resolution loss 9p « 
Oltz 

> Nominal aberration 
compensation 
bandwidth 
requirements > 
10 kHz 

t Thermal control of 
windows may be 
essential 

M > 8 

Perfect gas law invalid 
Chemistry of air 
important 
Ionization/plasma 
causes beam reflection/ 
refraction/absorption 
and radiation effects; 
longer wavelength 
degraded more 
Radiated sound 
intensity scales strongly 
with velocity, probably 
effects turbulent field 
Thermal control of 
optical windows 
essential 
Flow reradiation effects 
can contribute 
significantly to sensor 
background noise 

Boresite error, defocus 
Correctable via low- 
order adaptive optics 
unless angle of attack 
varying rapidly 
Phase error scales as 

A<)> « KG \  p' dz 
Jo 

Shock strength is 
function of adiabatic 
index, Mach number, 
and shock angle 

' Flow reradiation energy 
can cause sensor 
thermal noise 

Inviscid field strength 
scales as <\> a p'R 
(R = flow-field radius 
curvature) 
Shock-induced 
ionization/plasma 
formation degrades 
wave front 

*AO effects can be partitioned into three Mach-number regimes. Below Mach 0.3 the (incom- 
pressible) flow generally yields small optical distortion. Between Mach 0.3 and ~8 a host of flow 
fields impress optical aberrations on both incoming and outgoing wave fronts. Additional aber- 
rations arise beyond Mach 8 owing to ionization and acoustical radiation effects. Optical degra- 
dations in these latter two regimes may stifle mission objectives if mitigation procedures are not 
implemented. 
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4.3.1    Sensor Search Geometry 

A number of search geometries and focal-plane arrays are in wide use in IRST 
applications. These are categorized as scanning and staring systems. 

In the simple serial scanning configuration shown in Fig. 4.151, the detector 
or detector subarray is projected into the far field by the system optic defining 
angles Qx,y. The projection defines the instantaneous field of view (IFOV) and 
corresponding angular resolution of the sensor. The detector subarray projec- 
tion is scanned over angles $x<y defining the field of regard (FOR) (sometimes 
known as field of view). Scanning the IFOV over the the complete FOR defines 
a frame and the time to do this as a frame time Tf. Many scanning configu- 
rations are possible. 

In the case where multiple detectors are used, the number of possible var- 
iations in scanning increases considerably. Of particular interest is time-delay 
integration (TDI), where n detectors are scanned serially across the scene as 
in Fig. 4.152(b), the output of each detector being suitably delayed such that 
each resolution element is in effect sensed by n detectors whose outputs are 
integrated together to yield a net signal-to-noise ratio increase of Vn. 

Fig. 4.151   IRST raster scanning configuration. 

Parallel Series Sprite 

fflCDE]. 

(b) 

Readout 

Fig. 4.152   Scanning several detectors over the same source.7 
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Figure 4.152(c) shows a concept called SPRITE, which is much like TDI. In 
this concept, the delay and addition are effectively carried out within the 
detector element itself. 

In a staring system the entire focal-plane array is projected into the far field 
by the optics, as shown in Fig. 4.153. The angular subtense of the individual 
detector elements, or pixels, is again defined by %x>y and the total subtense of 
the array by §x,y. There are always gaps between detectors so that the FOR 
is not simply the sum of the IFOV of all the detectors. The solid angle generated 
by the IFOV is given as 

6*6 'xvy 

and that generated by the FOR is 

(4.60) 

(4.61) 

The number of independent resolution elements is approximately N = til a. 
A method by which the effective signal-to-noise ratio of a staring array is 

increased is shown in Fig. 4.154. Referred to as a "step-stare," the detector 

Fig. 4.153   IRST staring configuration. 

Sensor Orbit 
Trajectory of 

Target 

Patch No. 

Fig. 4.154   Step-stare scanning example with no overlap.' 
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Detector Projection 
' on Ground Plane 

Swath 

Fig. 4.155   Pushbroom scanning configuration. 

array projection is in effect held in place over the target area for a predeter- 
mined period of time. In the "pushbroom" configuration shown in Fig. 4.155, 
the moving platform scans in the motion direction. 

4.3.2    Search Volume 

The area search rate (m2 s_1) or angular coverage rate (sr s_1) may be im- 
portant IRST performance requirements driven by operational necessity. In a 
forward-looking scanning system (Fig. 4.151) the single-detector angular cov- 
erage rate is given by 

fie   —   6yW^6s   , (4.62) 

where 

(x>x = scanning rates (rad s-1) in the x direction 
ES  = scanning efficiency accounting for overlap, scanning, retrace, and 

so forth 
Qy = IFOV. 

The search volume in a look-ahead geometry is approximately 

V = -Rltfyxby , (4.63) 

where Rm is the maximum detection range. 
In a look-ahead staring system, the search rate is, in a general way, driven 

by the detector readout time; thus, 

tt = Mz 
(4.64) 

where N is the total number of detectors and tT0 is the readout time of an 
individual detector without overlap. 
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In a look-down staring system on a moving platform, the area coverage rate 
is given by 

Ä = HyVx , (4-65) 

where 
h    = platform altitude 
Vx = platform velocity in the x direction 
4>y = FORy. 

For a linear array of n detectors in the y direction, an important condition on 
the validity of Eq. (4.65) is 

troVN « ^ , (4.66) 

where 
tro = detector readout time 
N = total number of detectors 
h = altitude of the platform. 

This represents a condition that the time to read out a line of detectors trans- 
verse to the platform motion is small relative to measuring the time a pixel 
projected on the ground moves across a reference point. If this is not true, then 
there are gaps in the coverage and the coverage rate expressed by Eq. (4.65) 
is fictitious. 

For a look-down scanning system the approximate coverage rate is given by 

Ä   =   h*yVxB8    , (4"67) 

but the condition on platform velocity and scan rates is now 

2<$>x _ khQx (4.68) 
(»x        Vx 

This ensures pixel overlap from scan to scan to avoid gaps in coverage. Typ- 
ically k « 1/2. 

There are more general cases where the geometry is such that the sensor 
is looking down a "squint" angle ß of 20 to 30 deg for which the expressions 
for coverage rates are more complex. 

The projected area on the ground for the configuration shown in Fig. 4.156 
for a <}> x (() FOR is 

A = h' 
sin<|> tan(- 

cos2£ sinijj 

1 + ™»)  , (4.69) 
sini|// 
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Fig. 4.156   Geometry definition parameters for projected area on ground plane. 

where 

t = 
IT 

ß + f 

*=   ß 
<&y e TT 

+ € 

(4.70) 

(4.71) 

In the case of a platform moving with a forward velocity, scanning in the 
direction parallel to the direction of motion could be done with the forward 
motion of the platform, as shown in Fig. 4.155. This is known as "pushbroom" 
scanning; thus, a frame time would be given as 

d 
~ Vx 

(4.72) 

4.3.3    System Bandwidth Requirements 

The electrical bandwidth of the system is derived by a consideration of response 
of the detector to a step-function target input, the bandwidth being approxi- 
mately inverse to the duration the target spends within a pixel, or resolution 
element. This interval is known as dwell time; thus, 

A        K 
Av = - , 

td 
(4.73) 

where Av = bandwidth and K « 0.5 to 3 depending on the application.18 

In a scanning system, td is defined by the scanning characteristics. The 
number of independent resolution elements is 

a (4.74) 

where Q. = FOR and a = IFOV. 
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The detector dwell time td is the time required for a point target to move 
across a resolution element; thus, 

td = ^ . (4.75) 
to* 

In a staring array, the dwell time is determined by the time it takes for a 
target to move across the pixel: 

_ ^ sm8* __ R®£ (4 76) 
td '     Vx Vx   ' 

where Vx is the target velocity and RQX is the linear extent of the pixel at 
rangeR. 

A "frame" time can be defined as 

tf = 
tdNr (4.77) 

where tf is the actual time it takes to scan an entire field of regard, including 
scanning inefficiencies and detector overlap. This efficiency could range from 
0.25 to 0.75 depending on the waveform used and the detector redundancy. 

4.3.4    Angular Resolution and Aperture 

The angular resolution required of the IRST system is driven by operational 
considerations. One target diameter at the maximum detection range would 
seem to be the lowest practical limit on required system spatial resolution; 
thus, 

e,,y(TGT) = -£*- , (4-78) 
■*l max 

where Dt is the target diameter and Rmax is the maximum detection range. 
The system aperture diameter and optical aberrations determine the obtainable 
system resolution. Diffraction limits the resolution to 

e^(DIFF) = 2A4^Nd , (4.79) 

where 

Xmax = system cutoff wavelength 
Ds = system aperture diameter 
Nd    = factor > 1 expressing effect of optical aberrations. 

Given the required spatial resolution, the sizing of the collection aperture is 
subject to several constraints. Sensitivity considerations in Sec. 4.3.6 will de- 
mand a certain minimum aperture size that must be consistent with the condition 
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e^(TGT) > B^(DIFF) , (4.80) 

as determined through Eq. (4.79) and the minimum spatial resolution as de- 
termined through Eq. (4.78) or specified independently. We choose the largest 
aperture diameter that simultaneously satisfies the foregoing conditions, being 
mindful of the following practical limitation: 

/•/# = ^ * 1 • (4.81) 

The steps in the procedure are as follows: 

1. Ascertain system spatial resolution 6*,y(TGT). 
2. Derive the minimum aperture Z>min required for system sensitivity 

from Sec. 4.3.6. 
3. Substitute Z>min in Eq. (4.79). 
4. See that Eq. (4.80) is satisfied. If not, choose a larger aperture given 

by 

= 2.44 XmaxJVd 

9*,y(TGT)    ' (4'82) 

For maximum sensitivity, the detector size should be matched to the spot size 
on the focal plane. Given that the system aperture has been determined by 
appeal to the considerations in the previous section, then the approximate 
detector size is given as 

do = Qx,yfi (4.83) 

where ft = effective focal length of the system optics. 
Due to fabrication difficulties, a lower limit for the effective focal length 

can be estimated from the constraint 

^ = fl* a 1 , (4.84) 

where fl# = numerical aperture of the optical system. 
In multiple-detector systems as in staring arrays, detector elements cannot 

be made infinitely close together. To ensure that the target image on the focal 
plane does not fall between detectors, the detector spacing should be less than 
about one-half detector width for complete coverage. 

4.3.5    System Sensitivity (Seyrafi'8) 

IRST performance is typically background limited (denoted as BLIP). A point- 
source target with total spectral radiant intensity It(k) defined in Sec. 4.2.1 at 
range R from a sensor produces irradiance ETOO at the sensor aperture of 

ET(K) =  ^2  > (4.85) 
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where TaQO is the spectral transmission of the intervening medium. 
The noise equivalent flux density (NEFD), also known as the noise equiv- 

alent irradiance (NEI), is a convenient unit and is defined as that irradiance 
yielding a signal-to-noise ratio = 1. In the case of background-limited IRST 
systems, NEFD is a function of the background irradiance and is given by 

NEFD 
4(/,/#)(aAv) 

'uKeDo 

W 
I  ETfr)dk 

f TOOOETOODSUPM dk 
L->A\ 

(4.86) 

where 
= f/Do, where /"is the effective focal length of the optics 
= solid angle generated by the field of view (FOV) of the 

optics 
= electrical bandwidth 
= electrical efficiency of the temporal filter 
= aperture diameter 
= spectral bandpass of interest 

^ uv-v/       = spectral transmission of the optics 
DILIPQO = the spectral background-limited detectivity of the detector 

element. 
The preceding equation was derived under the assumption that the response 
of the detector is temporal frequency independent and that the input filter 
response is also frequency independent with transfer function Ke ranging from 
~0.7 to 0.9. The signal-to-noise ratio is given as 

Av 
Ke 

Do 
AX 
T0(\) 

S/N = 
JA\ 

ETQO d\ 

NEFD 
(4.87) 

If the signal from N independent detectors is integrated as in TDI, for example, 
then 

(S/N)* = (S/N)vW (4.88) 

or 

NEFD; 
NEFD (4.89) 

For SPRITE detectors the equivalent N is 

N = 2T- 

exp 

do/V 
(4.90) 
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where 

T    = minority carrier lifetime 
td  = transit time of the carriers through the material = Llv, where L 

= detector length and v = charge velocity 
V = [iE, where \x = mobility and E = field 
do = detector width. 

For SPRITE detectors 

nv \2<PBW 

1/2 

exp 
VV 

1/2 

where 

hv = photon energy 
Tl = quantum efficiency 
T = minority carrier recombination time 
Vs = scan speed 
w = detector width 
L = detector length 
<f>B = background flux. 

The detectivity D^LIP is further defined as 

(4.91) 

Di LIP he 
T)(X) 

L $<i . 

1/2 

(for photovoltaics) , (4.92) 

DI LIP  = 
2hc 

T)(\) 

L ^9  . 

1/2 

(for photoconductors) 

where 

TI(X.) = spectral quantum efficiency 
h      = 6.63 x 10"34 Js 
c      = 3 x 108ms_1. 

The photon flux is 

(4.93) 

<t>g = LgOOClAToik) = 
irLg(\)AT0(\) 

4(/7#)2 

where il = specified FOR or can be estimated by 

Q, 
irDo TTDO 77 

Di + Af      4f      4(/7#) 2   ' 

(4.94) 

(4.95) 

where 

TTDQ 
(4.96) 
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LBB(X) 

he 
(4.97) 

where LBBQO is the background radiance. 
Given background irradiance £BBGO, then 

Substitution of Eq. (4.93) in Eq. (4.86) yields 

4{f/#)ad(Af)1/2\ Et(\)Lq(k)T0(X) d\ 

NEED = ——w  (4.99) 
^-     T0(\)Et(k)[T)(\)f/2 d\ 

he  JAX 

for a photoconductor. 
If T0(\), Lq(k), and T\(\) are reasonably constant, or represented by their 

averages over the bandpass of interest, the above equation becomes 

N        f Et(k) d\ 

NEFD = ^m^ (ML) h ± . (4.100) 

JAX^C 

If we assume some average or constant Et(k), then 

NFFD _ Hfl*** (hM\1/2te (4.10D NEFD ~      Re      ^ToNJ    Ax • 

For a detector operated in the photovoltaic mode, 

NEFDpu = NEFD,, (4.102) 

Similar expressions for detector of postprocessing noise-limited system can be 
found in Ref. 18. 

4.3.6    Range Equation 

With a specified NEFD and S/N, the maximum range at which a target can 
be detected is 

Rr 

rf  7t(\)T0(X) d\ 

NEFD 

which, in the general case, is solved iteratively. 

1/2 
(4.103) 
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4.3.7    Clutter Noise (Conley10) 

Clutter noise is a dominant mechanism in the performance of IRST systems. 
It arises from variations in the background radiance induced by scanning a 
spatially varying scene or by sensor motion in a frame as in the case of a 
staring array. Clutter rejection is thus a dominant theme in IRST signal pro- 
cessors. Given a background power spectral density function or Wiener spec- 
trum S(f) in units of (W m~2 sr"1)2 (cycles per unit space)"1 at the aperture 
and a sensor modulation transfer function MTF(/) both assumed to be of av- 
erage quantity over a given spectral band, the rms clutter intensity can be 
computed as 

o-c = x2 
/•CO 

\MTF(f)\2S(f) df 
J —00 

1/2 

tWsr"1] , (4.104) 

where x is the "footprint" subtended at the range of interest; x2 « R20,. 
MTF(f) is the sensor modulation transfer function: 

MTF(f) = 0(f)D(f)F(f) , (4.105) 

where 

O = transfer function of the optics 
D = transfer function of the detector 
F = transfer function of the electrical filter. 

The rms noise current is then 

in = vc
R&To » (4.106) 

where R = detector responsivity in A W"1 and T0 = transmission of the 
optics. 

The transformation from scanning or sensor motion to spatial frequency is 
given by 

v = fv . (4.107) 

where 

v  = temporal frequency 
f  = spatial frequency 
V = velocity of relative motion. 

Thus, 

S(f) = S\Z) . (4.108) 

To minimize the clutter noise, MTF(f) is chosen judiciously with minimal 
compromise of the target signal, by choice of an electrical filter with appropriate 
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bandpass characteristics, as in Fig. 4.162. The design of these filters is of 
considerable importance. 

The "fundamental" frequency of interest is fo = lltd and the bandwidth is 
some multiple thereof that captures the maximum target response 

td 

where k =* 0.5 for detection systems. To translate these values to the spatial 
domain, 

(4.110) /b = 
vo 
V ' 

and 

A/b 
Av 
V 

(4.111) 

In the case of a scanner, 

*. - A (4.112) td      Vs , 

where Vs is the scanning velocity and x is the linear subtense of the scan at 
the range of the target = aß. 

The corresponding spatial frequency of interest is 

_  vo  _     1     _ 1 
/0      Vs      tdVs      X ' 

and the bandwidth is 

Ar     Avo        K       K 

(4.113) 

(4.114) 
Vs        tdVs       x 

For a staring system with drift velocity Vd, 

t, = — (4-115) 
td      Vd , 

where x is the linear subtense of a pixel at target range. 
If the starer is not drifting but the target is moving with velocity Vu then 

U-— (4-116) 

and again f0 = IIx and Af = Klx. 
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If the starer is drifting and the target is moving, then 

/0 = K^)'   Af=~x{v)- W.117) 
Jitter noise can be treated by using the jitter transfer function in the spatial 
domain. 

Example.   Suppose the scene can be characterized by a PSD of S(f) = Cf~y, 
where 7 > 1 and MTF(f) = 1 within A/-and = 0 otherwise; then 

a? = x2 
I S(f)\MTF(ff df ~ x2S(fo)Af , (4.118) 

where fo is the center spatial frequency of interest. 
For a scanning system, 

1 K 
f° = x'   Af=~x~' <4-119) 

and 

Example.   Suppose S(f) = 133 f~12 and the transfer function for a circular 
aperture is 

A(f) = - cos 
2\     _1 xf        xf T        / ~*\'1V2 

T7 { 2.44      2.44 

The detector transfer function is 

. 2 

2.44 (4.121) 

D(f) - -rfT ' W.122) 

and the filter transfer function corresponding to a second-order differencing 
filter is 

sinirvtd, . 2 
=    7;vtd   (sm7lvtd) ■ (4.123) 

In the spatial domain the electrical filter transforms to 

„,„s      sinnfVstd      Q (/) =    Jvstd   (sinVV.fa) • (4.124) 

Figure 4.157 shows the rms clutter radiance and radiant intensity as a function 
of cloud diameter with scan (or drift) velocity as a parameter. 
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Fig. 4.157   Temporal clutter noise from clouds for a 200-m footprint. 

4.3.8    Signal-to-Clutter Ratio (Conley10) 

A convenient figure of merit often used in IRST design is signal-to-clutter 
ratio, defined as 

i: T(f)MTF(f) df 

S/C 

f    \MTF(f)\2S(f) df 
J — oo 

1/2 
(4.125) 

where T{f) is the target spectrum. For a point target, T{f) = K, T(x) = Kh(x), 
and S(f) = clutter spectrum. 

Optimization of signal-to-clutter ratio in a given background does not nec- 
essarily lead to maximum system sensitivity, that is, the ability to detect faint 
targets at long ranges. In practical IRST systems design there is a considered 
trade-off to be made with regard to maximizing signal-to-noise ratio for max- 
imum target detection range or maximizing signal-to-clutter ratio for mini- 
mum false-alarm rates in structured backgrounds. 

4.3.9    Starer Versus Scanner Clutter Performance 

Spiro and Schlessinger7 give the following expression for starer versus scanner 
clutter rejection performance: 

Dst dst 

ÖsC 

■NsÄ 
1/2 (D 

tstNj    \D* St, 

(4.126) 
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where 

Dst - starer aperture diameter 
Dsc = scanner aperture diameter 
d    = detector size 
t     = dwell time 
N   = number of TDI stages 
D* = specific detectivity of the detectors. 

4.3.10    Probability of Detection and False-Alarm Rate 

This topic is covered in considerable detail in Sec. 4.4. The approach to IRST 
system design often begins with a statement regarding the single scan or frame 
probability of detection Pd (given a certain target, background, environmental 
condition, etc.) and the maximum tolerable false-alarm rate (FAR) (given the 
absence of a target under the same condition). As stated previously, a detection 
is defined as a signal exceedance of a predetermined threshold. Given a certain 
noise characteristic, this threshold defines a false-alarm rate. Thus, Pd and 
FAR are related, and the specification of both uniquely determines the signal- 
to-noise ratio required of the system. 

The IRST detection problem treated in this section consists of characterizing 
a target detection as a rectangular pulse immersed in white noise and passed 
through a matched filter, as shown in Fig. 4.158. The pulse duration will be 
taken to be the dwell time td defined previously, and the matched filter will 
have a bandwidth Av = \l2td. 

The output rms noise current is 

In   = 
w\v* 

27y (4.127) 

where w is the single-sided power spectral density of the input white noise 
(A Hz   ). The classical expression for the average false-alarm rate is 

FAR = 
2\/3td 

exp JT1 

2il 
(4.128) 

where U is the threshold current setting. 
The probability of detection is approximately 

Pd « 1 + erfl (is ~ h\ 
\V2in)_ (4.129) 

where is is the peak signal current. Note that Pd can be written as 

Pd « -U + erf Um 
(4.130) 

So, given in, the specified FAR determines it; and given Pd, it, and in, the S/N 
also is determined. The relationship between these quantities is graphically 
illustrated in Figs. 4.159 and 4.160. 
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Fig. 4.158   Description of threshold detection process. 
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Fig. 4.159 Graphical relations between probability of detection Pa, probability of false 
alarm Pfa, and current threshold It, where I„ and Is are the noise and signal currents, 
respectively. 
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4.4    IRST SIGNAL PROCESSING 

The principal IRST technical challenges are tracking subpixel targets in mov- 
ing clutter and additive noise and with a bipolar format, allowing targets to 
be above or below the immediate background level. In general, targets may 
exhibit both positive and negative contrasts with respect to the background. 

Discrimination is the process of differentiating between target and (false 
target) background clutter. In IRST systems discrimination may be imple- 
mented through differences in signal amplitude or frequency, received IR spec- 
trum, motion, or spatial characteristics. Differences can be detected in ways 
ranging from simple thresholding to sophisticated space-time correlations. All 
are generally employed in modern IRSTs. 

Electrical filters are employed for two principal reasons: to filter unwanted 
random electrical noise arising from various sources within the focal plane 
and signal processors, and to filter components of the background clutter signal, 
as shown in Fig. 4.161. The literature on filter implementation is voluminous. 
The filters required in IRST systems depend on detailed considerations of target 
and background clutter characteristics and on focal-plane architecture. Ref- 
erence 7 discusses several specific filter implementations in IRST systems. 
Finally, recursive filters may be employed in the tracking function to minimize 
the error in the predicted target trajectory. 

The objective of the signal processor in the IRST system is the reliable 
determination of the presence of a target within the field of view in a highly 
structured background and the corresponding establishment of tracks. These 
backgrounds can give rise to false targets or false alarms, thus characterizing 
detection as background structure limited (BSL). This is distinct from BLIP, 
which refers to average background irradiance levels. The classic Neyman- 
Pearson criterion20 applies to IRST: maximizing the probability of detection, 
given a tolerable false-alarm rate, is a powerful optimization criterion fre- 
quently used in IRST performance analysis. 

4.4.1    Signal-Processing Algorithms (Maxwell and Kryskowski2') 

Significant technological advances have been made in the past ten years, par- 
ticularly in the development of detector arrays and digital signal-processing 
electronics, that are being included in advanced IRSTs. These advances po- 
tentially give them high sensitivity, high resolution, long detection ranges for 
surveillance as well as fire control, and high clutter suppression capability for 
high Pd and low PFA. 

Ht(co) 

Fig. 4.161   The employment of a high-pass filter to increase the clutter-to-noise ratio. 
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The conventional way of thinking about an IRST is that it is an IR imaging 
device that provides a sequence of images in time. The simplest processing 
involves detection of the (unresolved) targets in each frame on the basis of its 
contrast. This is the process referred to as spatial processing. Spatial processing 
is a technique for estimating the background scene in the absence of a target 
so that the presence of a target can be inferred by excess contrast. In general, 
the target has some angular velocity relative to the background, and detections 
from the same target in a sequence of frames can be correlated to form a track. 
This processing is temporal processing but will be referred to as track-file 
processing. It is also referred to as velocity filtering. The combination of spatial 
processing and track-file processing is a "detect-before-track" type of algorithm. 
The spatial filtering and track-file algorithms are being used in systems today. 

It is also very useful to view the sequence of images generated in time by 
the IRST as a three-dimensional data set. Signal-processing algorithms have 
been developed that use all of the data in the process of detecting the target. 
These algorithms use both the two-dimensional spatial characteristics and the 
third-dimensional temporal characteristic of the target to detect the target. 
Such an algorithm is a "track-before-detect" type algorithm in which there is 
no separable signal-processing component identifiable as track-file processing. 
These algorithms are in the class of advanced algorithms for long-range IRSTs 
requiring a very high degree of clutter suppression. 

The multiband terminology will be used in reference to MWIR IRSTs em- 
ploying several bands between 3 and 5.5 (Jim. Typically, three bands are used 
to discriminate between solar reflections, ambient backgrounds, and plumes. 
The basis for discrimination against clutter is that the solar reflections give 
a large response in the shortest band, the ambient backgrounds are comparable 
in all three bands, and the target gives a strong response in the longest band. 

The multispectral terminology will be used in reference to the utilization 
of subbands within either or both of the MWIR and LWIR windows. The pro- 
cessing is similar to, and in principle the same as, that for the multiband 
algorithms, but the motivation is more driven by the power of signal processing 
with multiple bands and by the desire to obtain large clutter suppression with 
highly correlated background data that can be obtained simultaneously and 
in registration. 

The polarization approach to clutter suppression is based on the difference 
in the polarization characteristics in the thermal IR from targets and from 
backgrounds. The phenomenology is different but the signal processing is very 
similar to the multispectral processing for two or three bands. The same ad- 
vantages accrue from simultaneous collection and from attendant ease of 
registration. 

It should be recognized that track-file processing could be included with 
multiband, multispectral, and polarization processing, and in fact a (2N + 1)- 
dimensional signal-processing algorithm could be envisioned consisting of the 
two spatial dimensions, N (spectral or polarization) bands of data, and one 
temporal dimension as a fully advanced track-before-detect algorithm. 

4.4.1.1 Spatial Processing. Current and near-term IRSTs generally are 
configured with linear detector arrays. One-dimensional filtering implies a 
filtering of the temporal output of each detector as it scans from pixel to pixel 
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with an analog electronic filter, or a digital spatial filtering of each scan of 
each detector across the scene. 

A large number of one-dimensional analog electronic filters are possible. 
All have a high-pass characteristic to pass the high-frequency content of an 
unresolved target and to block much of the low-frequency variation from the 
background clutter. Spatial filtering is frequently limited to one dimension for 
its simplicity and because it can be implemented with analog hardware. How- 
ever, the designer may be constrained to one-dimensional processing because 
of uncontrollable nonuniformities across the array. Although the processing 
is one-dimensional, some two-dimensional processing can be effected (at least 
most easily conceptually) with digital hardware by eliminating clusters of 
detections in a single frame of imagery that cannot correspond to an unresolved 
target. 

Two-dimensional processing provides significantly more clutter suppression, 
but this requires both digital hardware and reasonably high-quality arrays 
such that corrections can be made for detector nonuniformities. 

A variety of one-dimensional and two-dimensional spatial filters have been 
utilized in target detection and clutter suppression studies. These include lin- 
ear (high-pass) filters, differentiators, nonlinear filters such as the sub-median 
filter (median and subtract), filters optimized to the target signal such as the 
LMS filter, and linear matched filters (Wiener filters). 

A generic IRST signal processor based on spatial filtering and track-file 
processing is shown in Fig. 4.162(a). Spatial filtering (or analog electronic 
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Fig. 4.162   Basic functions of a signal processor (after Ref. 7): (a) Constant false-alarm rate 
processor, (b) adaptive processor, and (c) space-time processor. 
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filtering) is the first step. Thresholding is the second step. The third step is 
track-file processing. The threshold is not generally a fixed threshold but is 
determined on the basis of the scene clutter level to maintain a more or less 
constant false-alarm rate (CFAR). This CFAR operation can be implemented 
with analog circuitry. Feedback varies the gain of a variable-gain amplifier, 
by averaging the "clutter" over a time that is comparable to a scan time, so 
that a fixed threshold later in the processing passes false alarms at a fixed 
rate that can be adjusted by the operator. 

With digital-processing hardware it is advantageous and straightforward 
to use a much smaller window and to determine the clutter level locally. This 
does a much more effective job of obtaining CFAR performance across bound- 
aries of regions of high clutter and regions of low clutter. The technique or 
processing step for determining the clutter level locally is usually referred to 
as the background normalizer. The background normalizer function is some- 
times contained in a type of filtering referred to as double-gated filtering, 
wherein a decision about a pixel in the center of the window is made on the 
basis of the statistics of the data in a window about the center pixel. 

Figure 4.162(b) shows the generic form of a more advanced spatial processor. 
This configuration is referred to as an adaptive processor and includes a "clutter 
sniffer" and a filter whose characteristics can be set by the output of the clutter 
sniffer, or a "filter bank" such that an appropriate filter can be selected for 
the clutter at hand. The background normalizer may be based on local variance 
or some other parameters determined by the clutter sniffer statistics in the 
local window to best maintain a CFAR. 

4.4.1.2 Temporal Processing. Temporal processing is track-file processing 
for this discussion, and it generally follows the spatial processing described 
above. Simple track-file processing can be done by an observer and a display, 
or detections from sequential frames of data can be stored in digital memory 
and processed. These processors generally take the form of requiring several 
(e.g., two) detections in sequential frames within a small spatial window to 
initiate a track, and M detections in N frames in appropriately sized and 
positioned windows to detect and maintain a track. The digital track-file pro- 
cessor is generally limited in the number of track initiations and tracks that 
it can maintain, so that the performance of the spatial-processing detection 
algorithm is critical. The general form of this processor is shown in Fig. 4.162(c). 

4.4.1.3 Spatial-Temporal Processing. It is convenient to view the data from 
an IRST as a stack of images in x, y, and t. The dimensions of the image stack 
are i, j, and k. In its simplest form the images are all the same in each frame. 
That is, the scene has not changed over the time period for collection of k 
frames of data, and the images in all frames are spatially registered. Under 
these conditions a sequence of k - 1 frames of data, formed by a frame- 
differencing operation between sequential frames of data, removes all of the 
background data from the static scene (except, in principle, detector noise times 
root two), leaving only a residual from the moving target. The residual from 
the moving target appears at a different spatial coordinate in each of the 
difference frames, and this constitutes the "target track." It is straightforward 
to threshold each difference frame and to do an MIN track-file processing. 
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There are many variations on the above theme, as will be pointed out. 
However, it is important to note that the potential degree of clutter suppression 
that is obtainable from frame differencing is much higher than from the one- 
dimensional and two-dimensional spatial processing described in the previous 
section. This is because spatial processing removes the low-frequency clutter 
from the scene that is unlike the target, but it does not remove that spatial- 
frequency content that is similar to that of the target. Even the best linear 
matched spatial filters are limited in their clutter suppression capability under 
ideal conditions of stationary Gaussian clutter. However, frame differencing 
(for static scenes and well-registered data) in principle removes all of the 
clutter. 

The general form of the space-time processing algorithm is shown in Fig. 
4.162(c). In the frame-differencing algorithm just described, the estimate of 
the background at time t is the scene at time t - 1. Under the assumed ideal 
conditions, the estimate is perfect except for the pixel(s) containing the target. 
A better estimate of the background might be made by averaging all of the 
images in the image stack. If the number of images is large (> 10), the noise 
in the background estimate will be reduced by the square root of the number 
of scenes averaged, and the effect of the target on any one pixel will be diluted 
by a factor equal to the number of frames. 

It has been suggested that the difference frames be thresholded and that 
track-file processing follow. This is equivalent to a binary time delay and 
integrate algorithm (TDI), and some improvement can be made by performing 
the TDI before thresholding. This is velocity filtering and may involve exten- 
sive computing for low-contrast targets. 

A number of system considerations must be taken into account for the space- 
time processing to be fully effective. These considerations are 

1. registration of images in the image stack 
2. uniformity of detectors in the array 
3. sampling in both space and time 
4. target dynamics 
5. scene dynamics 
6. target contrast. 

A main requirement for the simple frame-differencing type algorithms to re- 
move the background clutter is that the frames be registered. The pointing 
stability that can be attained with today's IRSTs that employ spatial processing 
and track-file processing provides sufficient stability for the temporal pro- 
cessing required for track-file processing (perhaps stability to one or a few 
pixels). However, for frame-to-frame-differencing type temporal-processing al- 
gorithms, accuracies to the order of 1% of a pixel are necessary, and this cannot 
be achieved by stabilization alone. For an airborne IRST the platform is moving 
relative to a three-dimensional background, and the background is at varying 
range. The result is parallax-induced scene motion in the image plane of 
the IRST. 

Hence, a crucial component of an IRST space-time processing algorithm is 
an algorithm to bring a time sequence of images into registration. There are 
a number of algorithmic approaches that have been developed for this purpose. 
The simplest of these uses an image-to-image correlation to determine the 
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displacement of one image with respect to the other and then resamples the 
second onto the grid of the first. Another approach operates on the sequence 
of difference images and forms an estimate of the displacement based on the 
scene gradients estimated from one or the other of the two images used to form 
the difference. Then the second image is resampled to the grid of the first. 
This is known as the gradient estimation (GEM) method. Another method, 
known as a subspace projection (SSP), considers the time-sampled data from 
each pixel a k- (k images) dimensional vector. The k vectors from all of the 
pixels span only a limited volume of the ^-dimensional space because of con- 
straints on the image displacements in the temporal stack of images. By pro- 
jecting out the principal components in this k space it becomes possible to 
remove much of the motion between frames of data. 

The development of the two-dimensional focal plane has provided much of 
the impetus for space-time processing for several reasons. In part it is because 
of the increased sensitivity achievable with more detectors, but it is also be- 
cause the dimensionality of the image registration problem is very much con- 
strained by the rigid focal plane. Much of the motion is of the form of an image 
displacement from one image to the next. Sensor motion also may introduce 
some rotation, and motions due to parallax likely will be uniform locally but 
not globally. 

More robust registration algorithms are required to handle the parallax- 
induced motions. Under some conditions it may be sufficient to window the 
data and use one of the above registration algorithms locally. More sophisti- 
cated algorithms may segment the scene into components with common motion, 
perhaps radiometrically or by spatial processing and texture or other image- 
processing techniques. However, in principle it takes knowledge of the range 
to each pixel in the image, along with knowledge of the platform motion, to 
determine the motion of each pixel on the focal plane (required for resampling, 
registration, and background subtraction). There is current interest in devel- 
oping algorithms that determine the range to each pixel in the scene from the 
data itself. These techniques are based on the concept of optical flow (all scene 
features move radially away from the velocity vector of the sensor platform) 
and are sometimes referred to as video moving target indicator (video MTI) 
algorithms. 

Another registration technique involves Fourier transforms and phase cor- 
relation. This technique appears to provide a much sharper correlation peak 
than that obtained by correlating the original amplitude images. 

4.4.1.4 Uniformity of Detectors in the Array. Some form of image regis- 
tration is required for IRST space-time processing. Registration is a two-step 
process involving displacement estimation and resampling. The accuracy of 
the resampling is determined by noise in the images. In the resampling process 
nonuniformity of response between detectors contributes to the inaccuracy of 
the resampling process in the same way as detector noise. Most of the IR 
systems today are limited by clutter, and performance is seldom achieved that 
is limited by system sensitivity. The potential for space-time processing to 
achieve a very high degree of clutter suppression affords the opportunity to 
build higher-sensitivity systems and to achieve sensitivity-limited perfor- 
mance. However, it is no small matter to reduce the pattern noise (due to 
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detector-to-detector nonuniformities) to the sensitivity of the individual de- 
tectors. Responsivity variations (gains), offsets, nonuniform cooling, and 1/f 
noise all contribute to nonuniformities in response that have to be corrected 
over the array containing large numbers of detectors. 

4.4.1.5 Sampling in Both Space and Time. Target motion relative to any 
background motion is the key to space-time processing. It is necessary to sample 
temporally at twice the single-pixel crossing time to avoid temporal aliasing 
effects that are manifest as time-varying target intensity effects. Spatial sam- 
pling is also very important in that the aliasing caused by any undersampling 
appears as noise in the resampling step of the registration algorithm. If linear 
arrays are used to generate the IRST images, it is desirable to use staggered 
arrays to avoid aliasing as well as multiple columns of detectors for TDI and 
increased sensitivity. The use of full two-dimensional arrays may necessitate 
a higher temporal sampling rate and some form of known fractional pixel 
displacement to avoid spatial aliasing. 

4.4.1.6 Target Dynamics. The discussion of space-time processing thus far 
has centered on clutter suppression. For the IRST scenario the target rates of 
angular motion may be very small, and this implies long observation times. 
It is likely that advanced pointing and stabilization systems will be required 
to take full advantage of the opportunity afforded by today's focal-plane arrays 
and high sensitivity. 

4.4.1.7 Scene Dynamics. Cloud scenes are dynamic rather than static scenes. 
An understanding of the dynamics of backgrounds, and especially clouds, is 
important to the specific design parameters and performance characteristics 
of an airborne IRST employing space-time processing. A good understanding 
of the dynamic characteristics of backgrounds is a requirement, and a variety 
of image-processing techniques are applicable to this problem. 

4.4.1.8 Target Contrast. A frame-to-frame difference algorithm has been 
developed wherein the difference frames were thresholded for both positive 
and negative exceedances. The positive exceedances were "ANDed," the neg- 
ative exceedances were "ANDed," and the results were "ORed" before track- 
file processing. Both positive and negative contrast targets contributed equally 
to the track-file processing algorithm. However, there is valuable information 
in the time-varying contrast as the target moves from one pixel to the next. 
Such a varying contrast can exist even for a target with a zero-average contrast 
by virtue of background obscuration. Spatial-temporal algorithms based on 
the contrast variation caused by the spatial variation of the background clutter 
currently are being evaluated for potential use in advanced systems. 

The above issues of registration, array uniformity, sampling, target and 
scene dynamics, and target contrast impact all forms of space-time processing 
algorithms. The above discussion has focused on frame-differencing type al- 
gorithms, but there are a variety of other forms that accomplish the same type 
of result that may have a quite different implementation. Some of these involve 
IIR processing or Fourier transforming the spatial dimensions of the image 
stack, while others involve a full three-dimensional Fourier transform. Yet 
another implementation involves tailoring a three-dimensional filter in the 
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two spatial dimensions and one temporal dimension, and the velocity filtering 
is implicit in the nature of the temporal dimension of the filter. 

4.4.1.9 Multiband Processing. Multiband systems in the MWIR have been 
used to reduce false-alarm rates in IRSTs as well as various tail warning 
systems. Sometimes the band that is sensitive to solar reflection is referred to 
as a guard band. The phenomenology behind the band selection is straight- 
forward. For example, a three-band MWIR system might have one band be- 
tween 3 and 4 fjun, another a redspike band beyond 4.5 |xm, and a third in 
between. Specular solar reflections clearly affect the short band most signifi- 
cantly, targets of interest affect the redspike band, and ambient graybody 
backgrounds affect all bands more or less equally. One simple processing scheme 
involves forming two ratios from the three bands by normalizing the short and 
long bands by the graybody band and discriminating targets from solar re- 
flections based on the amplitudes of the band ratios. A similar band-ratioing 
technique has been established in geological remote sensing for detecting var- 
ious soil compositions using three spectral bands in the LWIR based on known 
spectral emissivity differences. This is equivalent to the more general pro- 
cessing technique of treating the three band radiances from each pixel as a 
three-dimensional vector partitioning the three-dimensional space into target 
and nontarget regions. 

Multiband IR systems also have been considered for applications in which 
the targets may appear in any of a variety of conditions. For example, high- 
altitude targets may be above most of the water vapor in the atmosphere. In 
this case an absorption band might be useful as a means of providing a uniform 
low-clutter background. On the other hand, a good window band would be 
necessary for situations with the target at low altitude. 

4.4.1.10 Multispectral Processing. There is significant current interest in 
applying multispectral sensing techniques to the long-range IRST problem. 
One of the compelling motivations for considering a multispectral approach is 
that it is possible to collect data in several spectral bands nearly simultaneously 
and in near spatial registration. Near simultaneous collection avoids the par- 
allax problems that make the registration associated with space-time pro- 
cessing difficult and complex, and the remaining registration problems are 
determined by the sensor and can be characterized and easily corrected. 

Multispectral remote sensing is a mature technology that has been devel- 
oped over the last 25 years and is widely used in the NASA airborne and 
satellite remote-sensing community. Much of the analysis has been based on 
statistical decision theory. However, most of the applications have been with 
spectral bands in the reflective portion of the spectrum (0.4 to 2.6 n-m). An 
exception is the multispectral remote sensing done in the LWIR by the geo- 
logical remote-sensing community. 

It is only recently that thermal IR multispectral techniques have been se- 
riously considered for IRST applications. Part of the recent interest arises from 
the fact that the signal processing required is very amenable to the theoretical 
treatments of classical signal processing. Although the multispectral tech- 
niques derived from statistical decision theory and signal-processing theory 
are the same, the emphases have been somewhat different in the reflective 
and thermal multispectral regimes. In the reflective regime there is consid- 
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erable variability because of the variable solar illumination, sun and view- 
angle effects, atmospheric scattering, etc. The emphasis has been to correct 
the data for these variations before processing. In the thermal infrared it is 
temperature variations that cause a large variability that tends to mask spec- 
tral variations caused by the emissivity differences that are of interest in 
discriminating targets from backgrounds. Different techniques are required 
to remove the effects of temperature from the data, and the band ratioing was 
mostly an ad-hoc and empirical technique. 

Classical signal processing suggests that the Af-spectral channels of data 
from each pixel be treated as an iV-dimensional vector and that the likelihood 
ratio be used to discriminate between targets and backgrounds. The formalism 
is well known (and the same as that used for the statistically based multispec- 
tral processing in the reflective portion of the spectrum); however, the as- 
sumption is usually made that the data are multivariate Gaussian, which is 
not the case. One approach that has taken favor is to filter the data from each 
spectral channel with a high-pass spatial filter. This removes much of the 
scene inhomogeneity and tends to "Gaussianize" the data. The likelihood-ratio 
processing is then a matter of estimating the spectral noise covariance matrix 
and thresholding the log likelihood ratio. 

Another technique (more directly like that used in the reflective multispec- 
tral regime) is to perform a principal component analysis on the iV-dimensional 
multispectral data. In the thermal region of the spectrum there tends to be 
one principal component much larger than all the others. This principal com- 
ponent direction is associated with variations in temperature, and the others 
are associated with variations in spectral emissivity. The temperature vari- 
ations can be removed (to a very large degree) by projecting the iV-dimensional 
data onto an (N - l)-dimensional subspace and removing the principal com- 
ponent direction. Temperature variations are the cause of much of the inho- 
mogeneity, and the result of projection operation is to effectively "Gaussianize" 
the data. This technique is analogous to the well-known linear Fisher dis- 
criminant technique for two-dimensional data designed for application to non- 
Gaussian data. 

Current efforts to apply multispectral techniques to the IRST problem have 
focused on the LWIR; however, there is no reason not to include the MWIR 
and the well-established phenomenological attributes of targets in the MWIR. 
There is little spectral emissivity data on targets and backgrounds, so that 
data must be acquired to assess the effectiveness of the multispectral approach. 
The potential payoff could be large by virtue of avoiding the registration pro- 
cessing required for space-time processing. At the same time it should be noted 
that the clutter-suppression potential for the multispectral techniques are 
likely to be limited by the spectral variations in emissivity created by nature 
and the differences between these and the targets of interest. It should be 
possible to counter spectral differences that may occur in targets today. On 
the other hand, the limit to the degree of clutter suppression attainable by 
space-time processing is limited by system sensitivity and by the accuracy of 
the registration algorithm, something that is under the control (and imagi- 
nation) of the designer and is very difficult to countermeasure. 

4.4.1.11    Polarization Processing.    Polarization in the thermal IR arises from 
polarized emission. Many man-made target surfaces are smooth relative to 5 
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or 10 |xm, whereas many natural materials are correspondingly rough. Most 
paints are smooth in the IR and are dielectric. Metals also tend to be smooth. 
They tend to be specular reflectors with polarized reflectances well described 
by the Fresnel equations. The polarized emittances are thus complementary 
to the Fresnel polarized reflectances (by the Kirchoff relation R - 1 - E). 
Polarization is a function of target surface geometry and view angle from the 
sensor to the target. Shallow view angles to horizontal target surfaces provide 
maximum polarization, so polarization is a candidate for clutter suppression 
for the IRST. 

Typical polarizations from target surfaces are about 5% and many back- 
grounds are polarized at less than 1%. This suggests that an immediate factor 
of 5 in clutter suppression can be obtained just by sensing polarized radiance 
in the IRST. The sensor design considerations for a polarized sensor are very 
similar to those for a multispectral sensor with only two or three channels. A 
5% polarization is comparable to the spectral contrast associated with a 5% 
change in spectral emissivity in one spectral band. A 5% polarized radiance 
is also comparable to the pixel-to-pixel spatial variation of unpolarized radi- 
ance that constitutes clutter in typical scenes. 

The best IRST application of polarization is likely to be for targets against 
cloud and terrain backgrounds (as opposed to blue sky), where the unpolarized 
contrasts are low and the clutter is high. As with the multispectral IRST, the 
ultimate clutter suppression is dictated by nature rather than by the sensor/ 
algorithm/processor designer, and more data are needed to assess the clutter- 
suppression potential for polarization. 

4.4.2    Threshold Receivers: Detection 

The treatment presented here closely follows an extensive treatment by Stein- 
berg,22 which begins with a discussion of elementary concepts in the detection 
of targets in uniform backgrounds and proceeds to more general cases of non- 
stationary background statistics and adaptive-threshold processors. In contrast 
to the Wiener spectrum approach,18 as discussed in Sees. 4.2.2.10, 4.3.8, and 
4.3.9, the methodology presumes an arbitrary but deterministic background 
input. A statistical description of a specific processor performance within a 
certain class of backgrounds can be accomplished via Monte Carlo techniques. 

4.4.2.1 Probability of Detection and False-Alarm Rate. Detection and false 
alarms represent exceedances of a threshold by the signal and noise, respec- 
tively. Analytical treatment of these events is conventionally a statistical 
"level-crossing" problem,23 the probability of detection Pd is functionally de- 
fined as the probability that the system threshold will be exceeded in some 
time interval given hypothesis H\ (a target present). 

Similarly, the probability of false alarms Pfa is the probability that the 
system threshold will be exceeded given hypotheses Ho (a target absent). Thus, 

Pd = f Ma(t)dt}H! , (4.131) 

Pia =  I Ma{t) dt}H0 , (4.132) 
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where Ma(t) is the level or threshold-crossing rate. The assumption implicit 
in Eq. (4.131) is that the likelihood of two or more target-induced crossings in 
interval t is small and that background-induced crossing during t in Eq. (4.132) 
can be ignored. To ground the above expression in system terms, ts will be 
denned as a scan or frame time; thus, Pd and Pfa are single scan or frame 
probabilities. The false-alarm rate is thus 

FAR = ^ = Ma . (4.133) 

4.4.2.2 Sensor Output Current or Voltage Statistics. Given a uniform scene, 
the average sensor output current My is shot-noise limited and is given as 

My = H(0)Mx , (4.134) 

where Mx is the average detector noise current (from shot noise) and H(0) is 
the filter transfer function at zero frequency. The variance in the current and 
its derivative [assuming H(v) = 1] is 

Jroo 

\H(v)\2 dv = 2eMxAv , (4.135) 
o 

o-f = (2TTV)
2

O> , (4.136) 

where 

Av  = noise bandwidth of H(v) = J^\H(v)\  dv 
Mx = LBO,AT0R, where LB is the scene radiance at the aperture, fl is 

the field of view of the sensor, A is the area of the aperture, T0 

is the transmission of the optics, and R is the current 
responsivity of the detector. 

Given a nonuniform scene, the average detector current and variance is some- 
what more complex and is given as 

Mx = K0RJMTF(f)Hd(f)E(f) exp(i2-afvt) df , (4.137) 

where 

K0 = Tr7V(2/y#)2 

T0 = optics transmission 
f = spatial frequency 
MTF = modulation transfer function of the optics 
Hd( f) = spatial transfer function of the detector 
E(f) = Fourier transform of the scene irradiance distribution 
v = focal-plane scanning velocity. 

The variance of the current is written by reference to the scene power spectral 
density defined in Sees. 4.3.8 and 4.3.9: 
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(4.138) 

4.4.2.3    Level-Crossing Statistics.    Given a differentiable stochastic process 
X(t), the level-crossing rate is25 

Ma = fx{a)E{\X{t)\\X{t) = a\} , (4.139) 

where fx(a) is the probability density function of the process X(t) with deriva- 
tive X(t) evaluated at level A, and E is the expectation operator. 

As expected, the two principal difficulties with the above expressions are 
the determination of fx and the evaluation of the expectation integrals. 

Example.   Given a Gaussian zero mean stationary process X(t) with autocor- 
relation R(t), the level-crossing rate is 

Ma = *[-wr  exp 
2R(0) 

{MaY  = —9 

l 
co2s(w) d(<x)) 

exp 
S(w) d(w) 

R(0) 

(4.140) 

(4.141) 

where S(co) is the power spectral density of the process X(t) with autocorrelation 
R(t). 

For an ideal low-pass filter where S(o>) = 0 for |w| > coCo, 

Ma   = 
U)r 

V3TT 
exp 

2R(0) 
(4.142) 

4.4.2.4 Generalized Adaptive-Threshold Processor Architecture 
(Steinberg22). Consider a generalized processor to which a question is posed: 
does the signal exceed the threshold given Hi, where we have allowed for a 
threshold level that is itself derivable from the input signal and a nonstationary 
Gaussian background? This is known as an adaptive-threshold processor. 

In terms of the above quantities, a complicated but exact expression for the 
mean crossing rate is 

Ma = 
Uy(t) 

(1 - r2)1/2c()(^)[(t)(p) + pi<D(p)] (4.143) 

where 

4>(X) = exp 
-X'< (4.144) 
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f     *(X) 
J — 00 

P     \pi,yo>0' 

U(yo) = \.       ^ n [l,y0 > 0 , 
Vy(t) 

r = —— 
(Ty(t) 

yo - Afy(f) 

Vy(t) 

id where 

Afy(*)   =   h{t)*Mx{t)    , 

<HX) =       $(X) dX , (4.145) 
J — oo 

p = [<jy(l - r2i/2rl[My{t) + riLVy - yo U(yo)] , (4.146) 

f/,0j0<° (4.147) 

(4.148) 

(4.149) 

(4.150) 

My{t) = h{t)*Mx{t) , (4.151) 

(Ty(t) = (yo(t) - My(t)) = qh2(t)*{I(t)) , (4.152) 

crfU) = (yo(t) - My(t)) = q[h{t)?*{Kt)) , (4.153) 

where 

yo, yo = threshold and threshold derivative 
y(t)    = postdetection detector current 
hit)    = filter impulse response function 
q        = electronic charge 
* = convolution operator. 

Steinberg22 shows that the assumption for nonstationary Gaussian statistics 
for the filtered output current is justifiable for typical sensor parameters and 
background radiances. 

Example. Consider the case of uniform scenes and constant thresholds. It 
follows that 

Myit) = vyit) = yo = 0 and r = 0 , (4.154) 

so that 

crs(0    1 
Ma = -—■ —=<Kn.) • (4.155) 
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This expression is equivalent to Eq. (4.142) and Rice's original expression for 
Pd appropriate for zero mean Gaussian noise sources since 

Ma   = 
a«(f)    1 
Vy(t) V2lT 

exp (4.156) 

where 

yo 
<Ty(t) 

(4.157) 

so 

(jy(t) l       (-yo 
2 /    ' 

<jy(ty = -ä"(0), dy(tr = Ä(0) , 

a = yo 

(4.158) 

(4.159) 

(4.160) 

This expression is one-half the crossing rate of Eq. (4.142) because we are only 
considering positive-going crossings. 

Example. Consider a simple adaptive-threshold receiver, as shown in Fig. 
4.163, where Hi(f) = exp(-i2-nfTd), and Td introduces a delay. In this case 
the threshold current statistics become 

Signal X(t)   »■ 

H,(f) H0(f) 

H(f) 

Y0(t) Threshold 

Y(t) Signal 

Continue 
Searching ~^Y(t)>Y0(t)\

Y^ 
Target 

Detection 

Fig. 4.163   A simple adaptive-threshold processor. 
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Myo(t) = Kh0(t - Td)*Mx(t) , 

M$o(t) = Myo(t) , 

2 2 
(TyoW = kho(t - id)*Mx{t) , 

crjo(t) = K[h0(t - id)f*Mx{t) . 

An approximation to Eq. (4.143) is given as 

Ma(t) « Ma0(*)exp   ~^(t) 

where 

(4.161) 

(4.162) 

(4.163) 

(4.164) 

(4.165) 

Mao(t) = 
°~y + CTyO 

2 2 
L°";y + °"y0. 

At) = 

2<JT 
■-   J" 

(Myo - Myf 
2    , 2 

(4.166) 

(4.167) 

When Mx(t) is slowly varying with respect to h(t), Mao(t) = Mao, so that Eq. 
(4.131) becomes 

Pd 
°     fT 

Jo 
exp -At) 

dt 

Example.   For a fixed-threshold processor, 

(Tyo = (Tyo = 0 ,   Myo = yo ; 

thus, 

1  o-j> 
Ma{t) = T^^exp 

*■«   Uy 

yo - My 

-At) 

where yo is the fixed-threshold current value. 
When Mx(t) is slowly varying compared to h(t) , 

Mao = }- fV|tf(v)|2 df 
1/2 

= (Av)r 

(4.168) 

(4.169) 

(4.170) 

(4.171) 

(4.172) 

In a uniform background Eq. (4.166) becomes 
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Pd = (Av)n„s exp 
-At) 

Tf , (4.173) 

where Tf is frame time as defined previously. This again is Rice's expression, 
which expresses the probability of detection of a fixed-threshold processor in 
a perfectly uniform background. 

4.4.2.5 Adaptive-Threshold versus Fixed-Threshold Processors. As shown 
in Fig. 4.164, a fixed-threshold (FT) processor suffers a false alarm whenever 
the peak clutter amplitude exceeds the threshold, whereas the peak target 
amplitude is less than threshold. The performance is background structure 
limited (BSD. Quantum noise is insignificant. Given a properly chosen filter 
transfer function, most background crossings can be eliminated, as shown in 
Fig. 4.165, using an adaptive threshold. In this instance the IRST is quantum 
noise limited, a preferable mode of operation. 

Example. Uniform Scenes of Known Brightness. Adaptive-threshold (AT) 
performance is superior to FT only when the background scene is nonuniform. 
The AT false-alarm rate is greater than the FT rate in scenes of uniform and 
known brightness. 

A uniform background false-alarm penalty FAP is defined as 

^'Wits) <<" (4.174) 

given equal target detection sensitivities. 

<r\m ,, 

Fig. 4.164 A critical shortcoming of fixed- 
threshold processing. The slowly varying 
maximum centered at tp has its origin in the 
nonuniform background scene. The narrower 
peak at to is due to a target. The likelihood of 
a false alarm grows rapidly as the threshold 
level yo is reduced. There is no way for the 
constant-threshold processor to detect the tar- 
get peak at to without also incurring a false 
alarm arising from the clutter peak centered 
at tp. A plot of the threshold-crossing rate nn(t) 
corresponding to this figure would show that 
the probability of a threshold crossing, and 
hence a false alarm, is far greater at time tp 
than at any other time, since tp is a time of 
closest approach. 

Fig. 4.165 An important advantage of adap- 
tive-threshold processing. The mean current 
my(t) is the same as for Fig. 4.164. The adap- 
tive threshold Yo(t) accurately tracks the slowly 
varying background signal but not the more 
rapidly varying target signal. Thus, target de- 
tection is assured, and the probability of a 
false alarm is kept acceptably small. As con- 
trasted with the situation of Fig. 4.164, the 
probability of a false alarm is now no greater 
in the neighborhood of time tp than at any 
other time. 
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Y(t) 

jexp(-]2m>Td)|-HH0(u)| ^JK> «~ Y0(l) 

H(u)   ►- Y(t) 

Fig. 4.166   A simple adaptive-threshold scheme. The transfer function expC-^irvTd) in- 
troduces a delay of Td seconds, ensuring decorrelation of the random processes Y(t) and Y0(t). 

Example.   The FAP of the simple adaptive-threshold scheme shown in Fig. 
4.166 where Hi(t) is defined as 

Hi(t) = exp( - i2TrvTrf) (4.175) 

is given as 

' X    r*fyO    ~    My' 
+ 5 logiotl - a (1 - a)] ,        (4.176) FAP = 2.17 r-^— 

\1 + a 

where 

Avo 
a = ^7 (4.177) 

corresponding to H(v) and HQ{V). Suppose 

MyO     -    My 
= 5   and   a = 

o-v jy A 

then 

FAP = 17.46 db , 

a considerable degradation in performance. 

4.4.2.6 TDI Compensation for FAP (Spiro and Schlessinger7). In the case 
of time delay integration employing iV stages as described in Sec. 4.3.1, it can 
be shown that 

(^ FAPTDI = I ^—- I FAP ; (4.178) 

thus, the FAP can be decreased by using TDI in uniform scenes. Alternatively, 
the FAR can be held constant with increasing N by making \x,(t) <* 1/N1/2. IRST 
performance improves monotonically as the number of TDI stages. Since the 
noise variance increases with scene radiance, bright scenes occasion decreased 
target detection sensitivity and/or increased false-alarm rate. TDI effectively 
diminishes the variance and lowers the FAR. 
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4.4.2.7 Constant False-Alarm-Rate Receiver (CFAR). The signal processor 
in an adaptive-threshold receiver establishes the threshold level as some func- 
tion of the input signal by definition. A simple version of this scheme is shown 
in Fig. 4.167, whereby the threshold was established by a simple time delay 
and scaling transfer function. Alternatively, we can regard the generation of 
yo(t) as an estimation process where the mean video signal and quantum-noise 
estimation are components of the total estimate, as shown in Fig. 4.168. Thus, 

yo(t) = My(t) + K&y(t) (4.179) 

where My and oy are estimates of My and a>, respectively. It follows from Eqs. 
(4.167) and (4.179) that 

|i(f) = K 
M, ay 

vt + o- 

M, my Mv 

Z      i 4 
(4.180) 

Generally, the IRST scenario renders the video processor the more dominant 
consideration, and hence the quantum-noise estimator will be disregarded. 

The condition \i{t) ~ K with no target present is equivalent to the threshold 
crossing rate being independent of time. By definition this is a CFAR processor. 
In this case Eq. (4.168) becomes 

X(t)- 

H2™TdH~HwT-H -/"" 

H   H(T>) 

Fig. 4.167 Candidate processor structure that achieves constant-false-alarm-rate (CFAR) 
performance against all spatially uniform scenes regardless of brightness. Realization of 
Ho(v) requires either true dc response or dc restoration. Comparing this figure with Fig. 
4.166 shows that the mean video has been estimated as having a zero value. A unique 
feature of this processor is that the expected value of o> is equal to the rms value of Y(t). 

X(f)- 

rms Quantum- 
Noise Estimator 

0y(,)  1^ 

my(t) 

t 
^ 

Mean Video 
Estimator 

♦ 

H (D) ! 

-Y0(t) 

Y(t) 

Fig. 4.168 Generic structure of the signal processors considered in this section. The ex- 
pected value and rms value of the video signal Y(t) are denoted as my(t) and <sy(t), respec- 
tively. The signals my(t) and &y(t) are estimates for my(t) and ay(t). The adaptive-threshold 
constant K is the gain of an ideal amplifier. A target's presence is declared (rightly or 
wrongly) whenever the video signal Y(t) exceeds the threshold signal Yo(t). 
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Pfa = (FAR) Tf = Mjo exp 
-K2 

Tf , (4.181) 

where K - (yo - My)l<jy. 
The CFAR processor is a nonrealizable ideal. The estimation process is never 

perfect. 

Example: FT Processor in Uniform Scenes of Unknown Brightness.   Assume 
H(0) = 0; thus, 

FAR = (Av)rms exp 
i (yo 
2\o-. 

2-, 

(4.182) 

The current variance is proportional to scene radiance from Eq. (4.135): 

2 
<Ty    =    CM* (4.183) 

Suppose we choose yo = 8, o-yc = 8(CMXC)
1/2, where Mxc is the radiance of the 

scene used to initially calibrate the IRST and o-yC is the corresponding variance; 
then 

FAR = FARC exp 32 
(Mx - Mxc) 

Mx 

where FARC = calibration value: 

FARc = (Av)rmsexp(-32) . 

(4.184) 

(4.185) 

If Mx increases by 20%, then Mx = 1.2MXC and the false-alarm rate increases 
by a factor of 200. 

Example: AT Processor in Uniform Scenes of Unknown Brightness.   For the 
processing structure shown in Fig. 4.167, 

<Jyya   =   <Jy{l   +   O.)    , 

_2      _     2/-,    ,      3\ 
Oyy0    «     0-^(1     +     a")      , 

where a is defined by Eq. (4.177) and 

'yyo (Jy    +   O"y0 

FAR = (Av)r 
1 + a' 
1 + 

3\l/2 
exp 

2(1 + a) 
MyO    -    My 

(4.186) 

(4.187) 

(4.188) 

(4.189) 

Given H(f) is bandpass such that if(0) = 0, then My = 0 from Eq. (4.134) 
and Mx = Ho(f) = H0(Q) = 1, My0 = KHQ(0), Mx = KMX, and 



MyO    -    My 

CTv 
= Ä2 

Ml 
2AvM* 
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(4.190) 

So the exponential argument in Eq. (4.189) is proportional to scene radiance, 
and thus the FAR of the AT processor as in the FT processor strongly depends 
on scene brightness. The architecture shown in Fig. 4.168 remedies that prob- 
lem. Thus, 

Y0(t) = K&y(t)   and   My{t) = 0 

It follows that 

*0 - El**) , 
\(JyyO/ 

where <jyyo is defined by Eq. (4.188). 
It can be shown that 

May = o-y (unbiased) , 

(4.191) 

(4.192) 

2      _      2 
O"yy0    —    ö°y 1 + W^Y 

(4.193) 

(4.194) 

Steinberg22 shows that 

May  _ 
= 1 ; 

(TyyO 

thus, 

fi(0 = * K 

FAR = (Av)rms exp 
-K' 

(4.195) 

(4.196) 

(4.197) 

Thus, the false-alarm rate is independent of the brightness level in this case. 
Although the Y(t) and Yo(£) were both assumed Gaussian random variables, 
the square-root device ensures that Yo(t) is not. However, Steinberg22 shows 
that a more rigorous treatment of this problem under the conditions herein 
would not yield significantly different results. 

4.4.2.8 Slowly Varying Structured Backgrounds. Qualitatively, a slowly 
varying background is defined such that all objects in the field of view are 
much larger than a single pixel in extent. The time variations of Mx{t) are 
slow compared to h(t). Mx(t) is not "target-like." In the case where H(v) = 
bandpass limited, H(0) = 0, and H' (0) = 0, using a three-term Taylor expan- 
sion for Mx{t) it can be shown that 
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My{t) = -^H"(0)Mx(t) . (4.198) 
OTT 

From Eq. (4.135), 

(Ty(t) s 2eAvMx(t) , (4.199) 

and, as previously stated, 

M„y = (jy(t) ; (4.200) 

thus, 

Myoit) = kmay(t) = K(2eAv)l/2Ml/2(t) . (4.201) 

4.4.3    Discrimination 

4.4.3.1 Spectral Discrimination (Williams24). This consideration in IRST 
design on target and background phenomenology was first discussed in Sec. 
4.2. Certain spectral differences between the expected target and background 
may naturally occur that aid the discrimination process. A more detailed dis- 
cussion begins with a presentation of spectral contrast in the form of spectral 
irradiance examples, for various backgrounds and hypothetical targets, shown 
in Fig. 4.169. It may be possible to select two spectral bands below and above 
the CO2 "notch." The ratio of energy between these two bands (defined as the 
color ratio) will be consistently different, for example, a sunlit cloud compared 
with the threat. The two requisites in this procedure are (1) selection of two 
bands where the target variation is minimum and the background is maximum 
(or vice versa) and (2) sufficient dynamic range in the system to enable the 
first requisite. 

The color ratio of the two chosen bands for a sunlit cloud is shown in Fig. 
4.170. Four conclusions can be drawn. 

1. For the indicated spectral bands the color ratio stays relatively con- 
stant over a four-to-one variation in visibility and a ten-to-one vari- 
ation in range. This implies that spectral discrimination may not need 
to be adaptive and does not require weather or range data inputs. 

2. The dynamic range of the system must be about 35 to 40 dB in irra- 
diance (70 to 80 dB in video signal processing) to successfully process 
the spectral information. 

3. The color ratio for sunlit clouds is less than one-tenth of the color ratio 
for the hypothetical threat. This means that spectral discrimination 
can be extremely effective against sunglint clutter without signifi- 
cantly decreasing the threat detection. 

4. The color ratio for nonsolar ground clutter (from a shoreline, for ex- 
ample) is not significantly different from the color ratio for the threat. 
Spatial and temporal processing must be used in conjunction with 
spectral processing to reject the entire range of clutter inputs. 
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Fig. 4.169 Spectral contrast signatures for various materials24: (a) hypothetical threat, 
(b) sunlit cloud against blue sky, (c) dirt against foliage, (d) sunlight or water, and (e) sunlit 
rock against fog. 
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Fig. 4.170   Color ratio versus contrast and range (two-color system) for a hypothetical 
threat and sunlit cloud.24 
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Fig. 4.171   Color ratio versus contrast and range (three-color system).24 Compare with 
Fig. 4.170. 

This process can be extended to three-color or iV-color discriminants with an 
attendant increase in complexity, as shown in Fig. 4.171; the background 
source was ground clutter, which was not effectively discriminated against, 
as shown in the previous two-color-system example. Note that a modest im- 
provement in ground-clutter discrimination was obtained. This technique is 
equivalent to classic multispectral remote sensing. 

4.4.3.2 Spatial Discrimination (Williams24). The usefulness of spatial dis- 
crimination is shown in Fig. 4.172. In the upper left of the figure, the hypo- 
thetical threat is in a benign environment and no clutter discrimination is 
necessary. In the lower left, the same signal is viewed against earth back- 
ground. A spatial filter matched to the width of a point source impulse response 
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Fig. 4.172   Spatial discrimination.24 
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will be very effective against the gentle (low-frequency) hump to the left of 
the threat and moderately effective against the more pronounced hump to the 
right of the impulse. In light clutter regions, spatial discrimination is quite 
effective. 

The two traces on the right of the figure illustrate one of the major problem 
areas for spatial discrimination. Bright sunlit objects can have numerous point- 
like characteristics resulting in many false alarms if no other discrimination 
techniques are used. However, even in heavy clutter, spatial discrimination 
can serve as a useful prefilter to select only point-like objects for further pro- 
cessing. The dynamic range and linearity of the spatial processor must be 
adequate to pass the characteristics used in such processing. No hypothetical 
threat is present in either of the two right-hand traces in Fig. 4.172. 

4.4.3.3 Temporal Discrimination. This discriminant is based on the differ- 
ing temporal characteristics of the target versus background, for example, as 
a function of range closure where the target signal amplitude is increasing 
rapidly and the background is substantially constant. This difference can be 
accentuated by observation of the temporal variation in two or more spectral 
bands. 

4.4.3.4 Motion Discrimination. One of the most effective discriminants in 
IRST is motion of the target relative to the background. Ideally, a moving 
target of subpixel dimensions and intensity can be detected by background 
subtraction techniques whereby successive "frames" in memory are subtracted, 
leaving only the target signal or variants thereof. Multiple differencing is also 
extensively employed. This process is known as multiple-stage transversal 
filtering or ra'th-order differencing. In practice, this procedure is complicated 
by frame-to-frame registration problems arising from sensor jitter and by the 
correlation of time of the background clutter influenced by motion parallax 
and other natural effects. 

When attempting frame-to-frame differencing, pixel "smear" may occur be- 
cause of relative motion between platform and target scene during the finite 
time required to create a frame. Jannsens25 estimated the allowable smear 
rates with the following expression: 

Vs « 0.2(^r°-25(f Wx^Vr , (4-202) 

where 

Vs = smear velocity 
ko = correlation length of background PSD fit to a - 2 asymtotic 

slope 
a = standard deviation of the background radiance 
L = average background radiance 
AT = target area 
X2 = nadir footprint area 
VT = target velocity. 

Differencing Filters.   Casasent26 considered a number of algorithms for target 
motion discrimination as follows: 
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First differencing is given by 

Dk(X) = h{X) - 7*-l(X) , (4.203) 

where Dk is the difference signal at coordinate X after the ß'th frame and h 
is the intensity of a pixel in the &'th frame. The transfer function is 

ffi(o),) = 
1 - exp( -jwsAx) 

where 

ü)S  = spatial frequency 
Ax = vAt 
v    = relative velocity 
At = sampling interval or frame time. 

The magnitude response is 

|#i(ü>s 
1 - cosn;sAj:y/2 

2 / 

Second differencing is calculated by 

Dk(x) = |/*(JC) + Ik-X(x) - |/*-2(*) 

with transfer function 

HiUüs) = -- + exp(-jusAx) - -exp(-j2a>sAx) 

and 

\H2M\ = • (3 - 4 coscüsAa: + cos2oosA;c) 
1/2 

Triple differencing is calculated by 

Dk(x) = Ik(x) - 37A_!(x) + 3/A_2(x) - 7*_3 

Linear interpolated differencing is given by 

Dk(x) = /*_!(«) - /*(*) , 

where 

(4.204) 

(4.205) 

(4.206) 

(4.207) 

(4.208) 

(4.209) 

(4.210) 
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Ik(x) = (1 - Afi)/*(«) + Afl/*_iGc) (4-211) 

and Aß is the estimated subpixel shift between two image frames. The term 
AS is estimated by the cross-correlation of two image frames, for example, 
Ik(x) and h-i(x). The correlation surface is searched for the peak value. A 
second-order polynomial, for example, is then fitted to the correlation values 
near the peak. The coefficients of the polynomial can be used to estimate the 
subpixel shift. The transfer function is given by 

H3(w,) = [1 + AB(cosoos - 1) - cos(ü)sAß)] + j'[sin(wsAß) - AB sinws] . 

(4.212) 

A target that moves more than AB will not be suppressed by the linear inter- 
polated method. Parabolic interpolated differencing is given by 

Ik{x) = A*(AA + Vl(x) + (1 _ ^)ik(x) + 
A*(Af - 1}/,+1U) , 

(4.213) 

and the transfer function is given by 

H4{o>s) = [1 + AB2(coscos - 1) - cos(o>sAB)] (4.214) 

+ j'[sin(wsAB) - AB sinws] , 

where again AB is estimated by the cross-correlation of two image frames. 

4.4.3.5 Spatial Filtering (Casasent26). In this method, originally proposed 
by Wang,27 only one image frame at a time is considered and the background 
has highly correlated adjacent pixels, whereas the target pixels exhibit less 
spatial correlation. This can be used to design an optimal spatial filter that 
yields minimum mean-square error. This is achieved by estimating an average 
3x3 covariance matrix estimated for each image snapshot and using this to 
solve for nine coefficients that are used in a 3 x 3 filter mask. While this is 
mathematically elegant, it has a few practical drawbacks. First, this method 
requires the estimation of the covariance matrix, which can be quite time 
consuming and is not easily amenable to optical implementation. Second, this 
method requires the specification of a desired vector before the filter coefficients 
are obtained. Specifying the desired vector requires that we know whether or 
not the target is in the region of interest. This is not always feasible. Finally, 
this method does not make use of the temporal information at all. It ignores 
the fact that the targets move faster than the background. 

4.4.3.6 Spatial Differencing (Casasent26). This method28 considers 3x3 
windows centered at the same point in successive image frames. The center 
pixel value from the current frame is subtracted from the nine pixel values of 
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the same window in the previous frame. The output of this algorithm is the 
magnitude of the smallest of these nine differences. Because of the sorting 
operation inherent in this, it is a nonlinear operation. In that sense, this 
algorithm is very different than the previous five. 

To understand how this method works, we note that the targets move faster 
than the backgrounds. Thus, if the 3x3 observation window does not contain 
the target, there should be little difference between successive frames, yielding 
very small values for the difference. On the other hand, if the window in one 
frame contains a target, it is probably not seen in the same window in the 
next frame. Simple subtraction will not eliminate this target. While this method 
is attractive because of its robustness to small amounts of noise, it also has 
two drawbacks. First, because of the nonlinear ranking operation needed, an 
optical implementation is difficult. The second problem is that targets that do 
not move by more than one pixel between frames (essentially those that do 
not move out of the window) will be suppressed by this algorithm. 

4.4.4    Tracking Algorithms (Spiro and Schlessinger7) 

In IRST, detection is defined as the exceedance of a fixed or variable threshold 
(sometimes called threshold exceedance). After filtering a frame, pixels that 
meet the detection criteria in all frames form the basis of the data by which 
the characteristics and validity of that particular target are deduced (called 
track processing). Generally, conclusions drawn depend on certain a priori 
assertions regarding the expected behavior of a particular class of targets. 
IRST targets are usually expected to form long persistent linear streaks from 
which deductions can be made concerning target dynamics, such as speed and 
heading, relative to the sensor platform. Given the motion of the sensor, target 
motion can be translated into earth-fixed coordinates. The following algorithms 
are used with transversal filters with one or more stages of frame-to-frame 
differencing. 

4.4.4.1 Multidifference Algorithms (Spiro and Schlessinger7). These al- 
gorithms use bipolar thresholds set at the same absolute level and frame 
differencing. It is clear that, from the previous discussion on frame differencing 
and phasing, bipolar signals are generated irrespective of the ultimate nature 
of target phenomenology, be it occultation or emission signatures. Positive and 
negative exceedances are collected in separate virtual pixel memory locations 
that are subsequently "ANDed" together in composite memory for streak pro- 
cessing. As a target moves from pixel to pixel, each virtual pixel will generate 
both positive and negative exceedances, as shown in Fig. 4.173. Generally, 

Fig. 4.173   Positive and negative exceedances created by first-order differencing as a target 
moves from pixel to pixel.7 
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clutter does not generate both positive and negative exceedance; thus, signif- 
icant reduction in clutter can be obtained. The streak can be processed further 
by subjecting it to length, velocity, and linearity testing. 

4.4.4.2 Multithreshold Algorithms (Spiro and Schlessinger7). These al- 
gorithms are based on multiple-threshold-level exceedances using a pattern 
of expected amplitudes for a fixed number of frames. Note that a perfectly 
phased target generates a 4-pixel pattern for third-order differencing that can 
be subjected to a test involving multiple thresholds. 

The multithreshold for third-order differencing (assuming perfect regis- 
tration) is 

h *£ -it n h+i s* 3it n h+2 « -37* n h+3 > 7* , (4.215) 

where It is the threshold and D denotes "AND." The satisfaction of the above 
condition defines a target hit. 

Simulation studies accounting for noise and other imperfect conditions have 
shown that each pixel must pass the following tests in four successive frames: 

Positive contrast targets: 

h > 0.337* n Ik + i < -It n h + 2 > It n It > O , (4.216) 

h > 0.337* n h+i < -it n h+2 > 0 n 7* > 0 , (4.217) 

h > 0.337« n h+i > 0 n h+2 < -it n h+3 > it . (4.218) 

Negative contrast targets: 

Ik < -0.337* n 4+i >/(n h+2 < -It n h+3 < 0 , (4.219) 

h < -0.337* n h+i > It n h+2 < 0 n J*+3 < -It , (4.220) 

Ik < -0.337* n h+i < 0 n h + 3 > 1 n h + 3 < -h . (4.221) 

The bipolar virtual memory output passing the above tests are then "ORed" 
together to form a composite memory for streak processing. The streak again 
can be subjected to other tests of length, linearity, or velocity. A deficiency of 
this tracker is that time monotonicity is lost. 

4.4.4.3 Linear-Tracker Algorithm (Spiro and Schlessinger7). The linear- 
tracker (Fig. 4.174) algorithm may have special features peculiar to a given 
problem, but in general the concept is to test each new "hit" (threshold ex- 
ceedance) with the information obtained from past history. Initialization of 
the track starts by taking the points that have passed threshold tests and 
placing a "search box" around the point. The extent of the search box is usually 
a function of expected target speed and position uncertainties and frame time. 
As a new "hit" arrives, it is tested to determine if it lies within the search 
box. Based on two associated hits, a new search box of smaller extent can be 
erected in a preferred direction. The algorithm can be implemented with either 
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Fig. 4.174   Linear tracker algorithm target track is deduced by exceedances in search boxes 
predetermined by past target motion.7 

a no-miss rule or a one-or-more-miss rule. The tracking function is usually 
implemented in a general-purpose computer where track files are maintained, 
initiated, or dropped, depending on the rules that are established. Further 
refinements can be added by further demanding that the collected track points 
pass a linearity test. 

4.4.4.4 Advanced Processing Techniques. The IRST signal-processing 
techniques discussed herein are elementary. The literature29-31 abounds with 
advanced techniques using sophisticated statistical decision methods to detect 
and track targets in cluttered backgrounds, including three-dimensional and 
four-dimensional spatio-temporal processing, track before detect, and velocity 
filtering. The reader is referred to the above references for extensive discussion 
of advanced techniques. 

4.5    PASSIVE LOCATION AND RANGING (Ruben and Michalowicz32) 

Unlike radar, an IRST must derive range velocity and position by passive 
means from sequential azimuth and elevation measurements relative to the 
observer. In the general case both observer and target are in motion. Passive 
location for an IRST is essentially a dynamic triangulation process with the 
additional complexities of errors in azimuth and elevation measurement and 
certain maneuvers required of the observer to minimize errors in derived range. 

4.5.1    Fixed Target 

The geometry of passive location on a fixed target is shown in Fig. 4.175. Note 
that observer motion with constant velocity along üi generates a triangle from 
which two successive azimuth/elevation measurements can be made at times 
t\ and fe- 

If the measurements were errorless, only two would be required; however, 
each measurement has a finite error denoted by the dotted lines in the figure. 
The intersection of these cones defines a region of uncertainty R, and an 
estimate of the error in range is denoted by bR. This error may be minimized 
by making a number of successive measurements and resorting to least-square 
fits, for example, minimizing the error between the estimated range and the 
true range. 
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Fig. 4.175   Passive location geometry for a fixed target.3 

4.5.1.1 Line-of-Sight Statistics. Given the position *, y, z and true bearing 
6 and <|> of a target relative to an observer at the origin, the unit vector of the 
line of sight to the target is 

n = i cos6 cos<|> + j sine cose)) + k sine)) = (a,b,c) , 

with 

(4.222) 

tane = 2 ,   sin<|> = - ,   r2 = x2 + y2 + z (4.223) 

Given that the bearing measurements are Gaussian random variables with 
variance a2, the mean and variance of the components of the unit vector n can 
be written as 

2 

E(a) ~ cos6 cos<f>( 1 —— 
a 

og - o-2(cos2e sin2(t) + sin^e cos» , 

a 
E(b) ~ sin0 cosc|)( 1 —— 

of « o-2(cos2e cos2(|) + sin2e sin2<f>) , 

E(c) - sin<|>l 1 - -g 

(4.224) 

(4.225) 

(4.226) 

(4.227) 

(4.228) 
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<J2 = o-2 COS2<|>  , (4.229) 

where E is the expectation operator and <J
2
 « 1. A value of 0 for any of the 

above variances is an artifact resulting from truncation of higher order terms. 
Also, 

covariance (a,b) = a2 cos6 sin6(l - 2 cos2(J>) , (4.230) 

covariance (a,c) = o-2 cos8 cos<}> sin(() , (4.231) 

covariance (b,c) = - a2 sinO cos<() sin(j> . (4.232) 

4.5.1.2 Least-Squares Range Estimator. The methodology relies on n sets 
of bearing measurements with 2n components (azimuth and altitude). The &'th 
set of bearings is denoted by %{k) and <j>(fc), and the assumed errorless locations 
from which these measurements are made are x(k), y(k), z(k). A least-squares 
estimate function for k > 1 is given as 

- z(k) 
r(k) 

(4.233) 

S = S{e(A) - arctan   y   y(fe) 11   + £ (<)>(*) - arcsin 
k [ ix - x(k)j)        Y [ 

where r(A) = [* - a:(Ä)]2 + [y - y(k)]2 + [z - z(k)]2. The objective is to 
choose x,y,z to minimize S, providing a best estimate of position in the least- 
squares sense. 

An example of this procedure is shown in Fig. 4.176. As expected, the es- 
timates that provide the largest number of bearings yield the better estimates 
of target location. 

Rubin and Michalowicz32 conclude from a number of simulations on least 
squares estimates of position of a stationary target that (1) the most reliable 
estimates come from targets that are well off axis, (2) for short tracks, relia- 
bility is determined more by the direction of the target than by its range, (3) for 
longer tracks, the situation reverses, and (4) after about 30 s in the conditions 
shown in Fig. 4.176, the standard deviation is a few percent or less of the true 
range of target, independent of the target direction and range. 

4.5.1.3 Azimuth-Only Estimates. An estimate that lends itself to closed- 
form solutions and provides a reasonably good result in using only azimuth 
information is 

S = Sib - y(k)) - g(k)[x - x(k)]}2 , (4.234) 
k 

where g(k) is tan0(&), which leads to the expressions 

ylg(k) - g2§(k)y(k) + 2§2(k)x(k) 
x = v   2,1^ -v   ,I*N  ' (4.235) 

k k 
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Fig. 4.176 Track error versus number of measurements for various times between mea- 
surements. Least-square fit to fixed target standard deviation of range versus points on 
track 100 samples per point, o- = 0.000333, target coordinates: (50, 50, 2), R = 70.7 km, 
a = 0(VX = 0.16, Vy = 0, V2 = 0) nm s"1.32 

y = y + Xg - ~g(k)x(k) (4.236) 

where 

= hlyw . N 

- £?*» • 

(4.237) 

(4.238) 

z = taiuKOX^ + y ) 2V/2 (4.239) 

where 0(0) is the elevation angle observed at time = 0. 
The preceding procedure matches the accuracy of estimates using only bear- 

ing information; however, it should be noted that it produces biased under- 
estimates of range and does not apply in the general moving target case where 
the target changes altitude. 
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4.5.2    Constant-Velocity Targets 

The procedures for estimating range of a moving target at velocity V are the 
same as for a fixed target except for the number of parameters to be estimated. 
An expression for least-squares range estimation is 

S = 2tan6(£) - arctan 
k 

y + (k - l)Vy - y(k) 

x + (k - l)Vx - x(k) 

+ 2tan<|>(&) 
k 

arcsin 
z + (k - 1)VZ - z(k) 

r(k) 
(4.240) 

Again, the objective is to find a set of x,y,z,Vx,Vy,Vz that minimizes S, where 

r\k) = [x + (k - 1)VX - x(k)f + [y + (k - l)Vj, - y{k)f 

+ [z + (k - 1)VZ - z(k)]2 . (4.241) 

In the case where both observer and target are moving, ambiguities can 
arise, as illustrated in Fig. 4.177. 

The observer moving along vector O measures three line-of-sight angles at 
times h,t2,te of a target moving along T. By triangulation these measurements 
yield virtual positions Pi and P2 with little relation to actual target position. 

In addition, a target moving along vector T' would yield an identical set of 
line-of-sight angles and virtual positions. In general, there is no unique so- 
lution for the target position for a constant velocity observer, so the observer 
must accelerate to achieve unique convergence in the least-squares sense. 

An example of observer acceleration is shown in Fig. 4.178 with various 
conditions shown. The curves show considerable complexity, and monotonic 

Fig. 4.177   Ambiguities in position created by a moving target. 
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7.0 _ Legend 
□ = a = <0, -0.002, 0.006>, V = <-0.1, -0.1, 0> 
O = a = <0, -0.006, 0.002>, V = <-0.1, -0.1, 0> 
A = a = <0, -0.006, 0.002>, V = <0, -0.16, 0> 
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Number of Points on Track 

Fig. 4.178 Track error versus number of measurements for various velocity vectors. Least- 
square fit to fixed target standard deviation of range versus points on track. 100 samples 
per point, initial observer Vo = (0.16, 0, 0) nm s"\ target coordinates (50,10,1) km, R = 
51.0 km.32 

convergence is not always observed. In practice, a sequence of maneuvers by 
the observation platform is used to define acceleration and thus achieve unique 
convergence. 

4.6    IRST OPERATIONAL SYSTEMS 

4.6.1    Air Surveillance 

IRST systems were employed in the 1960s and 1970s on both U.S. Navy and 
U.S. Air Force fighter aircraft. Technology limitations on systems ofthat era, 
including inadequate range and high false-alarm rates, led to eventual aban- 
donment. Since 1981, a resurgence of interest by the U.S. Navy and Air Force 
has taken place, culminating in the scheduled deployment of an IRST system 
on the F-14D U.S. Navy fighter aircraft, where Navy F-14Ds will use the IRST 
in an outer air battle fleet defense role. At this writing the U.S. Air Force has 
not committed to an IRST system for the F-15 or ATF. 

F-14D IRST. IRST midwave (MW) and longwave (LW) systems built by Gen- 
eral Electric have undergone extensive flight-test evaluation at the U.S. Navy's 
Pacific Missile Test Center, Pt. Mugu, California, as part of the F-14 IRST 
Full Scale Development (FSD) Program. Flight-test results on a modified F-14A 
test aircraft meet or exceed performance specifications for the F-14D aircraft. 
Both the MW and LW IRST systems have demonstrated performance at op- 
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t;    „P^ 

Fig. 4.179   F-14D IRST sensor head and processor. 

erationally significant ranges. In addition, the IRST system's imaging capa- 
bility was recently demonstrated in flight test, and further system enhance- 
ments are planned. The IRST entered limited production in April 1990. 

The F-14D IRST is a passive sensor subsystem that searches and detects 
all thermal targets within its field of view and IR spectral band. Using a series 
of sophisticated filter techniques and software algorithms, candidate detections 
are processed, background clutter is rejected, and real targets are declared and 
displayed to the aircrew. The IRST functions in six separate modes similar in 
operation to the APG-71 tactical air intercept radar. Both azimuth and ele- 
vation scan volumes are selectable and separately controlled by the aircrew. 

The GE F-14D IRST consists of two units: a sensor head and a controller- 
processor, shown in Fig. 4.179. The sensor head, mounted in a chin pod, con- 
tains the optics and detector assembly. A three-axis inertially stabilized gimbal 
allows the system to accurately search multiple scan volumes, either auto- 
matically or under manual pilot control. 

Required signal and data processing are performed in the air-cooled 
controller-processor. 

The F-14D will be the first production U.S. fighter in 25 years to be IRST 
equipped. Operating as a stand-alone primary sensor or together with the 
APG-71 radar and/or the television camera system (TCS), the IRST makes the 
F-14D offensive sensor suite the most advanced of any U.S. or NATO fighter 
aircraft. 

4.6.2    Shipboard IRST 

An example of a shipboard IRST installation was a joint U.S./Canadian effort 
resulting in a trial installation aboard the Canadian Algonquin (DDH-283), 
as shown in Fig. 4.180. The scanner assembly, which contains the telescope, 
detector dewar, cryogenics, preamps, and the adaptive-threshold processor 
(background normalizer), rotates at 30 rpm on an electric three-axis stable 
platform. The signals are brought below decks via slip rings to the data con- 
ditioner unit, which formats them for processing and display. 

The target energy is filtered, detected, amplified, and passed to the back- 
ground normalizer, which is an adaptive-threshold device that outputs a nearly 
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Fig. 4.180   IRST stabilized platform on HMCS Algonquin. 

constant false-alarm rate, as discussed in Sec. 4.4. The CFAR signal is processed 
in the shipboard computer to separate residual false alarm. The adaptive 
threshold is derived from sampling a window 2 deg x 2 deg about the tar- 
get cell. 

The postdetection processor has three functions: (1) it establishes a track 
on detections that exhibit a degree of scan-to-scan correlation, (2) it tests each 
established track for target and clutter properties, and (3) it outputs target 
declarations. 

4.6.3    Future Activities 

The IRST is expected to play a larger role in military sensor suites as increased 
performance is progressively demonstrated in both sensitivity for long-range 
detection and clutter suppression for reduced false-alarm rates. Specifically, 
with the advent of "stealth" technology, which reduces the effectiveness of 
conventional radar, the IRST will play an increasingly important role in all 
the military domains relying on surveillance for military superiority. 
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optics resolution, 183 
photon flux, 177 
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space radiation, 194-197 
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staring FPA parameters, 162 
terrain PSD data, 261-267 

Aberrations, optical, 80, 89 
coma, 89 
spherical, 18 

Absorption, atmospheric, 252 
Absorption notches, 42 
Across-track scan axis, 3 
Adaptive-threshold processors, 311, 319-324, 

326 
vs fixed-threshold processors, 323-324 

Adhesive bonding, 98 
Aero-optical effects, 287, 289-291 

optical aberrations, 290 
tracking error, 289 

Aerodynamic effects, 44, 287 
Aerodynamic heating, 220-221, 228-230, 290 

skin temperature, 229 
Aeromechanical effects, 289-290 

gimbal jitter, 290 
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Airborne reconnaissance, 3, 7-9, 23, 24, 26, 98 

aircraft stabilization, 48 
pushbroom scanners, 18 
reconnaissance management systems, 8, 86 
terrain effects on low-level missions, 24, 27 

Airborne surveillance, 214 
Aircraft hot-part emission, 214, 220-221 
Aircraft plume emission, 214, 220-221 
Aliasing, 139,175,187-188 
Alignment, 80 
Along-track scan axis, 3 
Amplifiers 

dynamic range, 141 
transimpedance, 118 

Angle rate, 205 
Angular coverage rate, 294 
Angular resolution, 297 
Aperture-response function, 163, 164, 166-167 
Apertures 

circular, transfer function, 304 
diameter, 182-183 
IR optics, 151, 155 
rectangular, 20, 21 
relative, 151-153 
round, 20 
sampling, 79 
shape, 168 
size, 297-298 

Arrays 
focal-plane, 42, 79, 92 
mosaic, 159, 197, 199 
photovoltaic, 88-89 
readout, 89 
scanning focal-plane, 112, 292 

clutter rejection, 303-306 
dwell time, 296 
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forward-looking scanning system, 294 
look-down scanning system, 295 

staring, 111-112 
staring focal-plane, 159-205, 217, 218, 293 

clutter rejection, 303-306 
dwell time, 297 
look-ahead staring system, 294 
look-down staring system, 295 
pushbroom configuration, 294, 296 
step-stare, 293 

Aspect angle, 216 
Atmospheric extinction, 269-287 

LOWTRAN IRST extinction calculations, 
271-287 

Atmospheric extinction coefficient, 149, 151 
Atmospheric path radiance, 195-196 
Atmospheric propagation codes. See 

FASCODE; HITRAN; LOWTRAN; 
MODTRAN 

Atmospheric radiance 
IRST spectral radiance data, 274-277, 283- 

285 
Atmospheric radiation, 287 
Atmospheric scattered path radiance, 278-280 
Atmospheric transmission, 40, 41-43, 61-62, 

66, 185, 186, 195, 269 
computer codes, 43, 66 
IRST spectral transmittance data, 271- 

273, 281, 284 
Aurora, 248-250 
Autocorrelation function, 166 
Autocovariance function, 254, 257 
Automated target recognition, 212, 217 
Automatic guidance and homing, 15 
Automatic low frequency gain limiting, 73 
Automatic target cueing, 97-100 
Axehead scanners, 9-12 

absolute imaging radiometer, 9-11 
constant ground footprint, 12 
image rotation distortion, 12 
single-facet design, 9, 11-12 
spin mirror types, 11 

Background flux, 92 
Background-limited intrinsic photodetector 

(BLIP), 134 
detectivity, 133,134 

Background-limited performance, 298 
Backgrounds, 238-269 

atmospheric emission, 239-240 
aurora, 248-250 
background fluctuations, 252-253 

nonstationary backgrounds, 252-253 
stationary backgrounds, 253 

cloud radiance, 242-243 
cloud-cover transmittance, 267-269 
clouds, PSD of, 253-256, 259 
earth surface radiation, 244-247 
ground-level thermal irradiance of the sky, 

242-244 

night airglow, 250-251 
sky spectral radiance, 239-242 
spatial structure, 257-259 
sun, 251-252 
terrain, PSD of, 260-267 
thermal emission, 239 

Band selection, 315 
Bandwidth, 296 

reference, 132-133 
Bar targets, 30, 37, 87,142, 163 

aperiodic, 173-174 
minimum detectable temperature 

(MDT), 174-175 
periodic, 175, 188 

minimum resolvable temperature 
(MRT), 176-177 

sine-wave response, 175 
square-wave response, 175 

Beer's law, 269 
Biasing, 90-91 
Bidirectional reflectance, 229-232 
Bidirectional reflectance distribution function 

(BRDF), 230-231 
Blackbodies, 239-241 

difference-temperature contrast, 180 
differential contrast, 179 
photon flux radiance, 178 

Boresight specifications, 47 

Cameras, TV, 118 
Carbon dioxide 

absorption bands, 239 
emission band, 226-227 

Carbon monoxide, 226 
Cathode-ray tube (CRT) displays, 28, 34, 95, 

119 
dynamic range, 71 
filtering, 74-75 
and modulation transfer function, 76, 82- 

83 
Chalcogenide glasses, 113 
Charge storage capacity, 180 
Charge-coupled devices, 89, 111, 160 

IR, 199 
platinum suicide design example, 199-205 
UV, 162 
visible, 161-162, 163, 199 

Charge-injection devices, 89 
Chip (clip), 90 
Classification, 25-26 
Clouds 

clutter noise, 305 
power spectral density, 253-256, 259, 265- 

266 
radiance, 242-243 
radiance trace waveforms, 253-256 
scene dynamics, 314 
transmittance, 267-269 
altostratus clouds, 267 
cirrus clouds, 268 
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Clutter noise, 214, 218-219, 238, 302-306, 
308-310 

Clutter rejection/suppression, 218, 302, 308- 
310, 317 

Clutter sniffer, 311 
Cn

2. See Index of refraction structure 
parameter 

Coatings 
antireflection, 44, 46, 90 
and transmission, 65 

Cold finger, 110 
Cold shields, 60-61, 90 ,113 

design of, 92-93 
efficiency, 115 
equivalent/"/#, 136 

Cold spike, 114 
analysis, 22 

Color ratio, 328-330 
Communication, Command, and Control 

stations, 32 
Constant false-alarm-rate receivers, 325-327 
Constant footprint processing, 34-36, 51 
Contrast 

blackbody differential, 179 
differential-temperature, 166 
radiance, 178,181 

Contrast signature, aircraft, 238-239 
Cosine 0 law, 51, 53 
Cryogenic refrigerators, 89-90, 94, 110, 198 

Gifford-McMahon, 94 
integral Stirling, 94 
split-Stirling, 89, 94, 199 
Vuilleumier, 94 

Cutoff frequency, 76, 77 

Dark current, 170-171, 198 
Schottky-barrier, 199 

Data compression, 86, 96-97 
analog signal, 72-73 
methods of, 97 
predictive coding, 97 

Data links, 8, 58, 84, 86, 95, 96 
Defocus effect, 34, 51, 52-56, 89 

estimating, 53 
Densitometry, 41 
Deserts 

power spectral density, 263 
Detect-before-track algorithms, 309 
Detection, 25 

background structure limited, 308 
false alarm rate, 306-307, 308, 317-318 
probability of, 28-30, 253, 306-307, 308, 

317 
Detectivity, 59-62, 66-67, 131, 300 

background-limited, 93 
blackbody, 132 
blackbody, 60 
BLIP, 133, 300 
D-double-star, 60 

and noise equivalent radiance, 61-62 
and noise equivalent temperature 

difference, 66-67 
serial detectors, 134 

Detector efficiency, 134 
Detector noise term, 62-63 
Detector size, 298 
Detector time constant, 80-81 
Detector uniformity, 313-314 
Detector-noise limited systems, 69 
Dewars, 89-90, 110 

detector/dewar assembly tests, 93-94 
windows, 90 

Difference signal, 178 
Differencing filters, 331-333 
Diffraction, aperture, 84-85 
Diffraction, boundary-wave, 77 
Diffraction cutoff frequency, 125 
Diffraction MTF, 77-79 
Diffraction pattern, 124 
Diffraction-limited optics, 109 
Digital tape recorders, high-density, 95 
Discrimination, 308, 328-334 

motion discrimination, 331 
differencing filters, 331-333 
multiple-stage transversal filtering, 331 

spatial differencing, 333-334 
spatial discrimination, 330 
spatial filtering, 333 
spectral discrimination, 328-330 

color ratio, 328-330 
spectral contrast signatures, 329 

temporal discrimination, 331 
Displayed mean-square variance, 137 
Displays, 99, 119-120. See also Cathode-ray 

tube displays 
aspect ratio, 120 
dynamic range, 141 
frame rates, 120 
noise power spectrum, 134-138 
signal-to-noise ratio, 135, 148 
TV, 120 

Dust, 43 
Dwell time, 132, 296-297 
Dynamic range, 70-74, 141-142 

enhancement, 142 
staring sensor, 178-182 

Earth radiation, 242-247 
bodies of water, 247 
diurnal variation, 244-245 
natural background materials, 247 
seasonal variation, 244-245 
vs sky radiance, 244 
vs solar zenith angles, 246 
urban areas, 245 

Earth-limb, 196-197 
Earthshine, 193-195, 204 , 214, 220-221, 232- 

234, 238 
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calculating, 233 
emissivity, 234 
reflectivity, 234 

Emissivity, 39, 107, 133, 165 
Equivalent noise bandwidth, 63 
Evaporated leads, 90 
Exposure, 164 

dark-current, 170-171 
electron-density, 165-166 
and noise classification, 168 
pixel, 166,182 

Extrinsic silicon, 160 
Eye 

integration time, 144,165 
MTF, 148 
resolution, 119 
response, 86-87 
signal-to-noise ratio, 147 

/"/#, 116-117 
line scanner, 21-22 
relation to relative aperture, 152 

False-alarm penalty, 323-324 
False-alarm rate, 253, 306-307, 325-327 

constant false-alarm rate, 311 
Farm and field terrain 

power spectral density, 262 
FASCODE, 269, 286 
Ferroelectrics, 111, 112 
Field of regard, 292-293 
Field of view, 108-109, 185, 204, 212 
Fill factor, 165 
Film 

archival film, 95 
density, 41 
dry silver, 58 
dynamic range, 71 
minimum resolvable temperature 

difference, 86-87 
modulation transfer function, 76, 84 
on-board thermal development of, 95 
overlap writing, 87 
wet processed, 57-58 

Film imagery, 28-30, 37-39 
and minimum resolvable temperature 

difference, 37 
temperature control, 48 

Film magazine servo jitter, 85 
Film recorders, 34, 49 
Filter transfer function, 304 
Filters 

double-gated, 311 
electrical, 302-303, 308, 310 
high-pass, 308, 316 
linear matched, 310 
LMS, 310 
recursive, 308 
spatial, 310, 330-331 
sub-median, 310 

Fixed-threshold processors, 322-324 

Focal plane arrays. See Arrays, focal-plane; 
Staring sensor systems 

Forward-looking infrared (FLIR) sensors, 15- 
17, 27, 37, 100, 103-155 

common module, 108-109, 118, 119 
design requirements, 147 
detector arrays, 112 
display, 119-120 
example calculations, 152-155 
field performance, 148-152 
historical development, 108 
human operator interface, 142-146 

minimum resolvable temperature 
(MRT), 143-146 

image formation, 112-117 
image quality, 147-148 
infrared detection, 110 
vs infrared search and track systems, 212 
minimum resolvable temperature 

difference, 85-87 
performance, 123-146 
performance perturbations, 138-142 

correlated noise, 140-141 
dynamic range, 141-142 
sampling, 138-138 
scene motion, 139-140 

quantum detectors, 110-111 
resolution, 123-130 

detector MTF, 126-127 
image formation MTF, 124-126 
signal processing/display effects, 128 
system MTF, 128-130 

sensitivity, 130-138 
display noise power spectrum, 134-138 
generalized sensitivity analysis, 133- 

134 
photon counters, 134 
single-detector NET, 128-133 

signal processing, 117-119 
square-law detectors, 111-112 
symbols, nomenclature, and units, 106-107 
system diagram, 109 
thermal imaging fundamentals, 107-109 
types of FLIR systems, 120-123 

parallel, 122-123 
serial, 121-122 
staring, 121 

vs visible imaging systems, 109 
Fourier transform pairs 

rectangular aperture functions, 167 
Fourier transforms, 254, 257 
Frame differencing, 311-312, 314 
Frame time, 144, 212, 292, 297 
Fresnel equations, 317 

Gain and level control, 142, 147 
Gallium arsenide, 113 
Gallium arsenide detectors, 160 
Gaussian statistics 

and background radiance traces, 257 
Geophysics Directorate, 269 
Germanium, 113 
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Germanium (doped) detectors, 88 
Germanium silicide heterojunction detectors, 

160-161, 162, 199 
Getter design, 94 
Graybody approximations, 222 
Ground-based sensor systems, 195, 215-217 

Helicopters, 219 
HICAMP II sensor, 260-267 

MTF of, 260 
Histogram modification, 142 
HITRAN, 269, 286-287 
Human operator, 142-146 

minimum resolvable temperature (MRT), 
143 

model, 142 
Humidity, 239-241 
Hump, 114-115 
Hurter & Driffield curve, 41, 71 

Identification, 26 
probability of, 29-30 

Idso-Jackson relation, 242 
Image contrast, 163, 166, 180 
Image formation, FLIR, 112-117 

afocal telescope/IR imager schematic, 114, 
117 

instantaneous field of view, 116 
optical scanning subsystem, 113 
power, 116-117 
transmission, 115 

Image quality, 8, 86, 147-148, 152 
Image registration, 313 
Image resolution, 123-130 

impulse response function, 123-124 
modulation transfer functions, 123-130 
resolution area, 124 

Imagery stabilization, 48-49 
Independent resolution elements, 293, 296 
Index of refraction, atmospheric, 287 
Index of refraction structure parameter (Cn

2), 
287-288 

altitude dependence, 287 
Indium antimonide detectors, 41, 88, 160-161, 

199 
detectivity, 67 

Inertial drift, 47 
Inertial navigation system, 49, 50 
Infrared line scanners, 1-101 

airborne reconnaissance, 3, 7-9 
biasing of photoconductors, 90-91 
cold-shield design, 92-93 
cryogenic cooling, 94 
definition of, 3 
detector/dewar assembly, 93-94 
detectors, 88-89 
dewars, 89-90 
fundamental scanning relations, 8-9 

electrical signal bandwidth, 9 
scan rate, 8-9 
spin mirror rotation rate, 9 
velocity-to-height ratio, 8-9 

future trends, 98-100 
imaging from spacecraft, 17-19 

multispectral scanners, 19 
modulation transfer function, 75-85 
objective minimum resolvable temperature 

difference, 85-88 
scan pattern, 8 
scanner design, 8-9, 20-22 

cold-spike analysis, 22 
detector size, 21-22 
diffraction-limited resolution, 20 
//#, 21-22 
focus, 33 
ray tracing, 22 

signal processing/image preparation, 95-97 
symbols, nomenclature, and units, 4-7 
system lifetime, 97-98 
system relationships, 59-75 

dynamic range, 70-72, 73-74 
filtering effects of signal processing and 

displays, 74-75 
noise equivalent radiance, 59-62 
noise equivalent temperature difference, 

59-68 
radiance contrast, 68-69 
signal compression, 72-73 
signal processing effects on noise 

bandwidth, 69-70 
system requirements analysis, 22-59 

acoustic noise, 48 
band selection, 41-43 
coverage vs altitude, 24, 27 
defocus effect, 52-56 
detector options, 41—43 
documentation, 58-59 
electrical power, 48 
electromagnetic noise, 48 
imagery stabilization, 48-49 
installation requirements, 45 
line replaceable units, 45 
mission types, 23 
mounting design, 47 
number of parallel channels, 24-25 
reliability, 57-58 
roll compensation, 49-50 
scan field of view, 24 
scan rate, 24-25 
spatial resolution, 25-36 
Statement of Need, 23 
target temperature contrast, 39-41 
temperature control, 47-48 
thermal resolution, 36-39 
time delay integration, 56-57 
vehicle installation, 43-44 
velocity-to-height compensation, 50 
velocity-to-height ratio range, 24-25 
velocity-to-responsivity compensation, 

50-51 
vibration/shock isolation, 46-47 
windows, 45—46 
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types, 9-19 
axehead scanners, 9-12 
conical scanners, 17-19 
pushbroom scanners, 18-19 
split-aperture scanner/FLIR, 15-17 
split-aperture scanners, 12-18 

Infrared search and track (IRST), 209-344 
applications, 214 

airborne surveillance, 214-215 
low-altitude air-defense ground-based 

systems, 215-217 
low-altitude air-defense ship-based 

systems, 217-218 
satellite-based systems, 218-219 

atmospheric phenomenology, 269-291 
backgrounds phenomenology, 238-269 
definition, 211-212 
IRST vsFLIR, 212 

field of view, 212 
frame time, 212 
pixels, number of, 212 
signal processing, 212 

operational systems, 341-343 
air surveillance, 341-342 
shipboard systems, 342-343 

passive location/ranging, 336-341 
performance analysis, 290-307 

angular resolution/aperture, 297-298 
bandwidth, 296-297 
clutter noise, 302-305 
probability of detection/false alarm rate, 

306-307 
range equation, 301 
search volume, 294-296 
sensor search geometry, 292-294 
signal-to-clutter ratio, 305 
starer vs scanner clutter performance, 

305-306 
system sensitivity, 298-301 

signal processing, 308-341 
algorithms, 308-317 
discrimination, 328-334 
threshold receivers: detection, 317-328 
tracking algorithms, 334-335 

system characteristics, 212-214 
signal processing, 213 
spectral band selection, 213 
system components, 212-213 
target signatures, 214 
telescope, 213 

target signature phenomenology, 219-239 
Infrared Sliderule, 224-225 
Instantaneous field of view (IFOV), 3, 7, 30, 

32-33, 51, 54, 63,116,132, 292 
Intensifier tubes, 163 
Iridium silicide Schottky-barrier detectors, 

160-161, 199 
IRTRAN, 113 

Jet engine signatures, 222-226 
cowling, 222-223 
engine data, 225 
exhaust gas temperature, 222-223 

exhaust nozzle component, 222-224 
plume, 222-223 

Jitter, 287, 290, 304 
Johnson criterion, 186, 188 

Kirchhoff relation, 317 
Kovar glass-to-metal seals, 90 

Laminar flow fields, 287 
Lens, recorder, 83-84 
Level slicing, 142 
Level-crossing statistics, 317, 319 
Light-emitting diodes, 118 
Line-of-sight statistics, 337-338 
LOWTRAN, 185,195, 234, 235, 269-270, 287 

IRST extinction calculations, 271-287 
PCTRAN, 235 

Lunar reflection, 232 

Magnetic tape, 58 
Map matching, 86 
Materials 

composite, 98 
IR, 113 

Mean crossing rate, 319-320 
Mercury cadmium telluride detectors, 17, 42- 

43, 88, 91, 160-161, 199 
detectivity, 67 
stoichiometric ratio, 42 

u flicks, 260 
Microphonics, 89, 94 
Mil-Std-1553 Bus, 49, 50 
Minimum detectable temperature difference 

(MDTD), 36-37, 41, 174-175 
Minimum resolvable temperature (MRT), 36- 

37, 50, 143-146, 149-150, 154, 176-177, 
185-186 

NVEOD static performance model, 176-177 
objective MRTD, 85-88 
Q factor, 145-146 
Schottky-barrier FPA example, 176-177 
subjective MRTD, 85 

Mirrors 
materials, 98 
parabolic, 13-15, 21, 63, 92 
scan, 8, 15 
spin, 9, 11-15, 64-65 

Missiles, 219 
MODTRAN, 269, 286 
Modulation, 75 
Modulation transfer function, 302 

aperture, 166 
FLIR, 123-130, 153-154 

design blur MTF, 126 
detector MTF, 126-127, 128 
diffraction MTF, 124-125,128 
display, 135 
image formation MTF, 124-126 
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lens system MTF, 126,138 
optics MTF, 126 
signal processing MTF, 128 
system MTF, 128-130, 151 

IR line scanner, 75-85, 86-87 
across-track aperture diffraction, 77-78 
across-track MTF analysis, 76-84 
along-track MTF analysis, 84-85 
aperture diffraction, 84-85 
CRT spot size, 82-83 
detector as a sampling aperture, 79 
detector time constant, 80-81 
film magazine servo jitter, 85 
misalignment of split field optics, 80 
optical aberrations, 80 
preamplifier response, 81 
random vibrations, 80 
receiver, 81-82 
recorder lens, 83-84 
sinusoidal vibrations, 80 
video processor, 82 

Schottky-barrier FPA, 186-189 
sensor, 302 
staring FPA, 164 

MOSFET switches, 89 
Motion compensation, 219 
Mountains 

power spectral density, 262-263 
Multiband processing, 315 

band selection, 315 
Multiplexing, 118, 198 
Multispectral processing, 315-316 
Multispectral staring sensors, 193,199 

Narcissus effect, 114 
Narcissus reduction, 14-15, 87 
National Imagery Interpretability Rating 

Scale, 31-32 
Neyman-Pearson criterion, 308 
Night airglow, 250-251 
Noise 

acoustic, 48 
detector, 69-70 
electromagnetic, 48 
exposure dependence, 168 
fixed-pattern, 163, 165, 171 

additive, 170-173 
dark-current fixed-pattern-noise 

variance density, 171 
fixed-pattern noise correction, 182 
fixed-pattern noise uniformity, 180 
fixed-pattern-noise variance density, 

170 
multiplicative, 169-170, 172-173, 180- 

181 
FLIR system, 130-138 

Vf, 111, 141 
correlated, 140-141 
fixed-pattern, 141 
Johnson, 110-111 

measurement and modeling, 171-173 
noise bandwidth, 69-70 

pixel, 179 
sensor design considerations, 168 
shot, 163,171 
spatial, 163 
temporal, 163,165, 169,171 

additive temporal, 169,173 
additive-temporal-noise variance 

density, 169 
quantum, 169,172 
quantum noise factor, 169,171 
quantum-noise variance density, 172, 

182 
total, 173 

Noise autocorrelation function, 130 
Noise equivalent aperture, 166-168,182 
Noise equivalent bandwidth, 166-168, 176, 

187 
Noise equivalent flux density (NEFD), 299 
Noise equivalent irradiance (NEI), 299 
Noise equivalent power (NEP), 59, 71, 131 
Noise equivalent radiance (NEN), 40, 59-62, 

70, 74 
Noise equivalent spread factor, 166-168, 204 
Noise equivalent temperature (NET), 36-37, 

40, 50, 59-68,130-138, 145, 151-152, 178- 
182 

display, 136-137,148 
single detector NET, 130-133 
spot noise NET, 131-132 
summary noise measure, 137-138, 145 

Noise power spectrum, 130, 134 
displays, 134-138 

Nonuniformity, 172,180-181 
Nyquist limit, 175, 187-188 

Oblique viewing, 32-34, 50 
Occultation signal, 237-238 
Ocean backgrounds 

power spectral density, 264 
Optics collecting area, 64 
Optics transmission, 61, 64-66 
Ozone, 239, 250 

Parallel FLIRs, 122-123 
Parseval's theorem, 166 
Passive location/ranging, 336-341 

constant-velocity targets, 340-341 
track error, 341 

fixed targets, 336-339 
azimuth-only estimates, 338-339 
least-squares range estimator, 338 
line-of-sight statistics, 337-338 
location geometry, 337 
track error, 339 

Passive sensor systems, 159, 211, 216 
Performance model, staring FPA, 164 
Photocapacitors, 110, 111, 118 
Photoconductive detectors, 41-43, 67, 88, 90- 

91 
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biasing of, 90-91 
noise equivalent flux density, 301 
responsivity, 90-91 

Photoconductive gain, 70 
Photoconductors, 110, 118, 122 
Photodiodes, 110-111, 118 
Photoelectric effect, 110 
Photoemitters, 160,161 
Photographic military reconnaissance, 31 
Photon absorption, 110 
Photon counting, 134 
Photon flux, 107,159 
Photon-collection efficiency, 160, 199 

Schottky-barrier FPAs, 162 
staring vs scanning sensors, 177 

Photon-to-photon exchange heating effect, 110 
Photovoltaic detectors, 88-89 

noise equivalent flux density, 301 
Pixel binning, 204 
Pixel smear, 331 
Pixels, 30, 120 

number of, 212 
Pixels per line (NPK), 35-36 
Planck radiation law, 40, 68, 105, 107, 222 
Platinum suicide detectors, 89,160-161 

space-surveillance design example (CCD), 
199-205 

tactical IR sensor design example (FPA), 
189-191 

Plume radiation, 222-223, 226-228 
afterburning plume, 228 

Point sources, 194-195 
Poisson process, 253-254 
Poisson statistics 

and background radiance traces, 257 
Polarization, 230-231, 317 
Polarization processing, 309, 316-317 
Pollution monitoring, 44 
Postfiltering, 139, 187 
Power spectral density function (PSD), 239, 

253 
of clouds, 253-256 
of ocean background, 258-259 
of terrain backgrounds, 260-267 

Power spectrum, 254 
Power, total, 108 
Power-density spectrum, 166 
Preamplifier response, 81 
Preamplifiers, 118 
Prefiltering, 139 
Producibility, of staring FPAs, 160-161 
Pushbroom scanners, 18-19 

Quantum detectors, 110-111, 112, 134 
FPA performance requirements, 181 
photocapacitors, 110, 111 
photoconductors, 110 

photodiodes, 110-111 
Quantum efficiency, 133, 134, 160-161 

Schottky-barrier FPAs, 162, 199 

Radar cross section, 231, 232, 235 
Radiance contrast, 39, 68-69 

background photon count, 69 
Radiance derivative, 67-68 
Radiance, peak, 41-43 
Radiance, variation in, 108 
Radiant intensity contrast, 237 
Radiometers, absolute imaging, 9-11 
Random noise function, 167 
Range equation, 301 
Rate gyro package, 49 
Ray-trace programs, 80 
Rayleigh, 248 
Rayleigh criterion, 20 
Readout arrays, 89 
Receivers, 81-82 
Recognition, 26 

probability of, 28-29, 31 
Recognition range, 149-155, 185-186, 188-189 

Johnson criterion, 186, 188 
range-scaling factor, 186 
recognition criterion, 186 

Reconnaissance management systems, 8, 86 
Remotely piloted vehicles, 15 
Resolution, angular, 33-34, 35 
Resolution, diffraction-limited, 20 

for round apertures, 20 
for rectangular apertures, 20 

Resolution elements, 108-109, 160 
Resolution, optics, 182-183 
Responsivity, 147 
Rocket engines, 228 
Roll compensation, 49-50 

Sampling, 51, 55-56, 138-140, 175, 314 
Sampling frequency, 139 
Satellite systems, 218-219 
Satellites, 17-19, 192-193 

detection, 198-199 
Scan angle, 35, 54-55, 64, 66 
Scan angular coverage, 53, 57 
Scan rate, 53, 63, 89 
Scanners 

image-plane, 113 
object-plane, 113 

Scanners, infrared line. See Infrared line 
scanners 

Scanning, cold focal-plane, 114 
Scanning FLIRs, 121-123 

parallel, 122 
serial, 121-122 

Scanning sensors 
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spectral coverage, 159 
vs staring sensors, 159-160 

Scattering, atmospheric, 193 
Scene motion, 139-140 
Schottky barrier photodiode, 111 
Schottky-barrier detectors, 160-162 

CCD design example, 199-205 
fabrication, 162 
FPA design example, 186-192 
minimum resolvable temperature (MRT) 

model, 176-177 
noise, 200 
signal-transfer efficiency, 200 
space surveillance sensors, 199 

Search box, 335 
Sensitivity, IRST, 298-301 

background-limited detectivity, 300 
detectivity, 300 
noise equivalent flux density (NEFD), 299, 

301 
photon flux, 300 
signal-to-noise ratio, 299 

Sensor fusion, 86 
Serial FLIRs, 121-122 
Ship-based systems, 217-218 
Shot-noise process, 254 
Signal processing, 212, 308-341 

FLIR, 117-119 
dc level subtraction, 118 
gain and level correction, 118 
multiplexing, 118 
preamplification, 118 
scan conversion, 118 

IR line scanners, 95-96 
effects on noise bandwidth, 69-70 

Signal processing, 212, 308-341 
Signal-to-clutter ratio, 212, 213, 253, 305 
Signal-to-noise ratio 

FLIR, 131, 134 
display, 135 
response factor, 131 
source term, 131, 133 

image pattern, 163,173-177 
aperiodic bar patterns, 173-174 
minimum resolvable temperature 

(MRT), 174-177 
periodic bar patterns, 175 
sine-wave response, 175 
square-wave response, 175 

IR line scanner, 37-38 
IRST, 299, 306 

Silicon detectors, 17 
Sine-wave response, 175 
Sky 

and cloud radiance, 242-243 
power spectral density, 263 
spectral radiance, 239-242 

Skyshine, 214, 220-221 
Slant range, 33, 35 
Smearing, 139 

Snow 
power spectral density, 261 

Solar reflection, 194-195, 204, 214, 220-221, 
232,235-238 

LOWTRAN solar radiation values, 235 
Solar scattering, 236, 239-241, 257 
Space environment IR radiation, 194-197 
Space-based surveillance sensors, 163,195- 

205. See also Staring sensors, space 
surveillance 

Spatial differencing, 333-334 
Spatial filtering, 333 
Spatial frequency, 30, 76, 109 

reference, 128 
Spatial processing, 309-311 

adaptive processor, 311 
spatial filtering, 310-311 
thresholding, 311 
track-file processing, 311 

Spatial resolution, IR line scanners, 25-36 
constant footprint processing, 34-36 
National Imagery Interpretability Rating 

Scale, 31-32 
oblique viewing, 32-34 
probability of detection (recognition, 

identification), 28-31 
Spatial-temporal processing, 311-314 

frame differencing, 311-312 
gradient estimation method, 313 
image registration algorithms, 313 
image-to-image correlation, 312 
moving target indicator algorithms, 313 
velocity filtering, 312 

Speckle, 230 
Spectral band selection, 41-43, 213, 217, 218 
Spectral radiant exitance, 221 
Spectrometers 

airglow spectra, 251 
auroral spectra, 248-250 

Split-aperture scanners, 12-18 
and defocus effect, 52 
/"/#, 21-22 
folding mirrors, 13 
Kennedy split-aperture scanner designs, 

12-15 
narcissus reduction, 14-15 
optics collecting area, 64-65 
parabolic mirrors, 13-15 
spin mirrors, 12-15 
split-aperture scanner/FLIR, 15-17 

Spread factor, 167, 204 
optics/array, 182, 183 

Spreadsheets, sensor design, 188-191, 201- 
204 

SPRITE detectors, 50, 56-57, 88, 293, 299-300 
detectivity, 67 

Square-law detectors, 110,111-112,118 
Square-wave response, 175 
Square-wave targets, 38 
Stabilization, 218 
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Staring FLIRs, 121 
Staring sensor systems, 157-207 

development status, 160-161 
parameters, 161-163 
performance assessment, 163-177 

performance model, 164 
sensor noise, 166-173 
signal and contrast, 165-166 
signal-to-noise ratio, 173-177 

quantum efficiency, 160 
vs scanning sensors, 159-160, 177 
space-surveillance sensors, 192-205 

design example, 198-205 
IR radiation characteristics, 194-197 
sensor requirements, 197-198 

staring focal-plane arrays, 159-160 
tactical IR systems, 177-192 

design example, 186-192 
exposure, dynamic range, noise, 178- 

182 
IR radiation characteristics, 177-178 
optics resolution, 182-183 
pixel geometry, 183-185 
recognition range, 185-186 

Staring sensors, space-surveillance, 192-205 
design example (PtSi Schottky-barrier 

CCD), 198-205 
design spreadsheet, 201-204 
range performance prediction, 200 

design methodology, 192-194 
multispectral staring sensors, 193 
sensitivity analysis, 194 
sensor requirements, 197-198 
space environment IR radiation, 194-197 
static range performance, 193 

Staring sensors, tactical, 177-192 
design example (Schottky-barrier PtSi 

FPA), 186-192 
design spreadsheet, 188-191 

FPA design requirements, 180-182 
noise equivalent temperature (NET), 178- 

182 
optics resolution, 182-183 
pixel geometry, FPA 

field of view, 185 
FPA length, 184-185 
instantaneous field of view, 185 
spacing requirements, 184 

recognition range, 185-186 
spectral band selection, 177 

Stealth technology, 343 
Stefan Boltzmann constant, 108 
Stefan-Boltzmann equation, 224 
Storage surface, 160 
Streak processing, 335 
Strip maps, 3 
Sun, 251-252 

spectral irradiance, 252 
Surveillance, 23 
Symbols, nomenclature, and units, 4-7, 106- 

107 
System efficiency, 137 

Tactical IR sensors. See Staring sensors, 
tactical 

Target contrast, 314-315 
Target cuers, 86 
Target differential scattering cross section, 

235 
Target signatures, 99, 214, 216, 219-239 

aerodynamic heating, 228-229 
aircraft contrast signal, 238 
bidirectional reflectance, 229-232 
computer codes, 221 

PCNirATAM Signature Code, 221 
SPIRITS Signature Code, 221 

effects from natural radiation sources, 232- 
237 

jet aircraft, 220-221 
jet engine signature approximations, 222- 

225 
occultation signal, 237-238 
plume radiation, 226-228 
radiative signature components, 222 
ramjets, 226 
rocket engines, 228 
target signature predictions, 221 
total spectral radiant intensity, 221 

Targets, 214 
cruise missiles, 216 
remotely piloted vehicles, 216 
surface-to-air missiles, 216 

Targets, probability of detection 
army vehicles, 29-30 
open ocean targets, 30-31, 32 

Telescope, afocal, 114, 117 
Temperature contrast, target, 39-41 

of military targets, 39 
Temperature difference, 175 
Temperature, stagnation, 221 
Temporal processing, 309, 311 
Terrain backgrounds, 253 

power spectral density of, 260-267 
Terrain, effects of, 47 
Thermal emission, 193-195, 204 
Thermal emission, background, 239, 257 
Thermal imaging, 107-109 
Thermal resolution, IR line scanners, 36-39 

comparison to FLIR imagery, 38-39 
film thermal resolution, 36, 40-41 
minimum detectable temperature (MDT), 

36-37 
minimum resolvable temperature (MRT), 

36-37, 86 
noise equivalent temperature (NET), 36- 

37,40 
Thermo-optical heating effects, 287 
Threshold exceedances, 213, 306-307, 314, 

317, 334-335 
Threshold receivers: detection, 317-328 

adaptive-threshold processors, 319-324 
false-alarm rate, 317-318 
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level-crossing statistics, 319 
probability of detection, 217 
sensor output current, 318-319 

Time delay and integration, 56-57, 121-123, 
134, 292, 299, 324 

Track processing, 334 
Track-file processing, 309, 311, 314 
Tracking algorithms, 334-336 

linear-tracker algorithms, 335-336 
multidifference algorithms, 334 
multithreshold algorithms, 335 

Transfer function, 135,143 
Transistors 

bipolar, 118 
Turbojet exhaust temperature, 228 
Turbulence, atmospheric, 287-289 

image angular motion, 289 
index of refraction structure parameter 

(C„2), 287-288 
irradiance fluctuations, 288 

Turbulent flow fields, 287 
Two-dimensional spectrum, 257 

U.S. Army Center for Night Vision and 
Electro-Optics 

Johnson criterion, 186 
recognition-range prediction, 185 
static performance model for thermal 

imaging systems, 28, 38, 85,176-177 
Ultraviolet spectral region 

ground-to-space transmission, 196 
staring arrays for, 161 

Uniformity, 86, 198 

Units, 105 
Urban backgrounds 

power spectral density, 267 

Velocity filtering, 309, 312 
Velocity-to-height ratio, 8-9, 86 

compensation, 50 
Vibration isolation, 47 
Vibrations, 80 
Video processors, 82 
Video tape recorders, 95 
Visible spectral region 

ground-to-space transmission, 196 
satellite detection, 199 
Si-CCD FPAs, 161 
space surveillance, 204-205 

Water vapor, 42 
absorption bands, 239 
emission band, 226 

Wien displacement law, 41 
Wiener spectra, 253, 258-259 
Windows, infrared, 44 

coatings, 46 
damage to, 44 
dewar, 90 
germanium, 46 
water condensation effects, 46, 48 
zinc selenide, 46 

Zinc selenide, 46, 113 


