VOLUME 7
Countermeasure

The Infrared &
A Electro-Optical

ELECTRO-OFTICS Systems Handbook

Systems

David H. Pollock, Editor

Decoy Spectra (2000 K)

E‘— Decoy Band
1

Target Spectra (1000 K}

Wavelength (um)

DISTRIBUTION STATEMENT A:
Approved for Public Release -
Distribution Unlimited

L —————




Countermeasure
Systems

V ORM'AM E
7

The Infrared and Electro-Optical
Systems Handbook

DTIC QUALITY INSPECTREY 4




The Infrared and Electro-Optical

Systems Handbook

Joseph S. Accetta, David L. Shumaker, Executive Editors

s VOLUME 1.

= VOLUME 2.

m VOLUME 3.

= VOLUME 4.

Sources of Radiation, George J. Zissis, Editor

Chapter 1. Radiation Theory, William L. Wolfe

Chapter 2. Attificial Sources, Anthony J. LaRocca

Chapter 3. Natural Sources, David Kryskowski, Gwynn H. Suits
Chapter 4. Radiometry, George J. Zissis

Atmospheric Propagation of Radiation,
Fred G. Smith, Editor

Chapter 1. Atmospheric Transmission, Michael E. Thomas, Donald D.
Duncan

Chapter 2. Propagation through Atmospheric Optical Turbulence,
Robert R. Beland

Chapter 3. Aerodynamic Effects, Keith G. Gilbert, L. John Otten lli,
William C. Rose

Chapter 4. Nonlinear Propagation: Thermal Blooming, Frederick G.
Gebhardt

Electro-Optical Components, William D. Rogatto, Editor
Chapter 1. Optical Materials, William L. Wolfe
Chapter 2. Optical Design, Warren J. Smith

Chapter 3. Optomechanical Scanning Applications, Techniques, and
Devices, Jean Montagu, Herman DeWeerd

Chapter 4. Detectors, Devon G. Crowe, Paul R. Norton, Thomas
Limperis, Joseph Mudar

Chapter 5. Readout Electronics for Infrared Sensors, John L. Vampola

Chapter 6. Thermal and Mechanical Design of Cryogenic Cooling
Systems, P.Thomas Blotter, ). Clair Batty

Chapter 7. Image Display Technology and Problems with Emphasis
on Airborne Systems, Lucien M. Biberman, Brian H. Tsou

Chapter 8. Photographic Film, H. Lou Gibson
Chapter 9. Reticles, Richard Legault
Chapter 10. Lasers, Hugo Weichel

Electro-Optical Systems Design, Analysis, and Testing,
Michael C. Dudzik, Editor

Chapter 1. Fundamentals of Electro-Optical Imaging Systems
Andlysis, J. M. Lioyd

Chapter 2. Electro-Optical Imaging System Performance Prediction,
James D. Howe




Chapter 3. Optomechanical System Design, Daniel Vukobratovich
Chapter 4. Infrared Imaging System Testing, Gerald C. Holst
Chapter 5. Tracking and Control Systems, Robert E. Nasburg
Chapter 6. Signature Prediction and Modeling, John A. Conant,

Malcolm A. LeCompte

m VOLUME 5. Passive Electro-Optical Systems,
Stephen B. Campana, Editor

Chapter 1. Infrared Line Scanning Systems, William L. McCracken

Chapter 2. Forward-looking Infrared Systems, George S. Hopper
Chapter 3. Staring-Sensor Systems, Michael J. Cantella
Chapter 4. Infrared Search and Track Systems, Joseph S. Accetta

m VOLUME6.  Active Electro-Optical Systems, Clifton S. Fox, Editor
Chapter 1. Laser Radar, Gary W. Kamerman

Chapter 2. Laser Rangefinders, Robert W. Byren
Chapter 3. Millimeter-Wave Radar, Elmer L. Johansen
Chapter 4. Fiber Optic Systems, Norris E. Lewis, Michael B. Miller

= VOLUME 7. Countermeasure Systems, David Pollock, Editor

Chapter 1. Warning Systems, Donald W. Wilmot, William R.
Owens, Rolert]. Shelton

Chapter 2. Camouflage, Suppression, and Screening Systems, David
E. Schmieder, Grayson W. Walker

Chapter 3. Active Infrared Countermeasures, Charles J. Tranchita,
Kazimieras Jakstas, Robert G. Palazzo, Joseph C. O'Connell

Chapter 4. Expendable Decoys, Neal Brune
Chapter 5. Optical and Sensor Protection, Michael C. Dudzik

Chapter 6. Obscuration Countermeasures, Donald W. Hoock, Jr.,
Robert A. Sutherland

= VOLUME 8. Emerging Systems and Technologies,
Stanley R. Robinson, Editor

Chapter 1. Unconventional Imaging Systems, Carl C. Aleksoff, J.
Christopher Dainty, James R. Fienup, Robert Q. Fugate,
Jean-Marie Mariotti, Peter Nisenson, Francois Roddier

Adaptive Optics, Robert K. Tyson, Peter B. Ulrich
Chapter 3. Sensor and Data Fusion, Alan N. Steinberg

N

Chapter

Chapter 4. Automatic Target Recognition Systems, James W.
Sherman, David N. Spector, C. W. “Ron” Swonger, Lloyd
G. Clark, Edmund G. Zelnio, Terry L. Jones, Martin J.
Lahart

Chapter 5. Directed Energy Systems, Gary Golnik
Chapter

Chapter 7. System Design Considerations for a Visually-Coupled
System, Brian H. Tsou

o

Holography, Emmett N. Leith




Copublished by

O ERIM

Infrared Information Analysis Center

Environmental Research Institute of Michigan
Ann Arbor, Michigan USA

and

SPIE OrrTicaAL ENGINEERING PRESS
Bellingham, Washington USA

Sponsored by

Defense Technical Information Center, DTIC-DF
Cameron Station, Alexandria, Virginia 22304-6145




Countermeasure
Systems

David H. Pollock, Editor
David H. Pollock Consultants, Inc.

V OFNIM E

7

The Infrared and Electro-Optical
Systems Handbook

Joseph S. Accetta, David L. Shumaker, Executive Editors

Environmental Research Institute of Michigan




Library of Congress Cataloging-in-Publication Data

The Infrared and electro-optical systems handbook / Joseph S. Accetta,
David L. Shumaker, executive editors.
p- cm.

Spine title: IR/EO systems handbook.

Cover title: The Infrared & electro-optical systems handbook.

Completely rev. ed. of: Infrared handbook. 1978

Includes bibliographical references and indexes.

Contents: v. 1. Sources of radiation / George J. Zissis, editor —
v. 2. Atmospheric propagation of radiation / Fred G. Smith, editor —
v. 3. Electro-optical components / William D. Rogatto, editor —
v. 4. Electro-optical systems design, analysis, and testing /
Michael C. Dudzik, editor — v. 5. Passive electro-optical systems /
Stephen B. Campana, editor — v. 6. Active electro-optical systems /
Clifton S. Fox, editor — v. 7. Countermeasure systems / David Pollock, editor —
v. 8. Emerging systems and technologies / Stanley R. Robinson, editor.

ISBN 0-8194-1072-1

1. Infrared technology—Handbooks, manuals, etc.
2. Electrooptical devices—Handbooks, manuals, etc. 1. Accetta, J.
S. II. Shumaker, David L. IIL Infrared handbook. IV. Title:
IR/EO systems handbook. V. Title: Infrared & electro-optical

systems handbook.
TA1570.15 1993
621.36'2—dc20 92-38055
CIP
Copublished by

Infrared Information Analysis Center
Environmental Research Institute of Michigan
P.O. Box 134001

Ann Arbor, Michigan 48113-4001

and

SPIE Optical Engineering Press
P.O. Box 10
Bellingham, Washington 98227-0010

Copyright © 1993 The Society of Photo-Optical Instrumentation Engineers

All rights reserved. No part of this publication may be reproduced or distributed in
any form or by any means without written permission of one of the publishers.
However, the U.S. Government retains an irrevocable, royalty-free license to
reproduce, for U.S. Government purposes, any portion of this publication not
otherwise subject to third-party copyright protection.

PRINTED IN THE UNITED STATES OF AMERICA




Preface

The Infrared and Electro-Optical Systems Handbook is a joint product of the
Infrared Information Analysis Center (IRIA) and the International Society for
Optical Engineering (SPIE). Sponsored by the Defense Technical Information
Center (DTIC), this work is an outgrowth of its predecessor, The Infrared
Handbook, published in 1978. The circulation of nearly 20,000 copies is adequate
testimony to its wide acceptance in the electro-optics and infrared communities.
The Infrared Handbook was itself preceded by The Handbook of Military
Infrared Technology. Since its original inception, new topics and technologies
have emerged for which little or no reference material exists. This work is
intended to update and complement the current Infrared Handbook by revision,
addition of new materials, and reformatting to increase its utility. Of necessity,
some material from the current book was reproduced as is, having been adjudged
as being current and adequate. The 45 chapters represent most subject areas of
current activity in the military, aerospace, and civilian communities and contain
material that has rarely appeared so extensively in the open literature.

Because the contents are in part derivatives of advanced military technology,
it seemed reasonable to categorize those chapters dealing with systems in
analogy to the specialty groups comprising the annual Infrared Information
Symposia (IRIS), a Department of Defense (DoD) sponsored forum administered
by the Infrared Information Analysis Center of the Environmental Research
Institute of Michigan (ERIM); thus, the presence of chapters on active, passive,
and countermeasure systems.

There appears to be no general agreement on what format constitutes a
“handbook.” The term has been applied to a number of reference works with
markedly different presentation styles ranging from data compendiums to
tutorials. In the process of organizing this book, we were obliged to embrace a
style of our choosing that best seemed to satisfy the objectives of the book: to
provide derivational material data, descriptions, equations, procedures, and
examples that will enable an investigator with a basic engineering and science
education, but not necessarily an extensive background in the specific technol-
ogy, to solve the types of problems he or she will encounter in design and analysis
of electro-optical systems. Usability was the prime consideration. In addition, we
wanted each chapter to be largely self-contained to avoid time-consuming and
tedious referrals to other chapters. Although best addressed by example, the
essence of our handbook style embodies four essential ingredients: a brief but
well-referenced tutorial, a practical formulary, pertinent data, and, finally,
example problems illustrating the use of the formulary and data.

vii



viii PREFACE

The final product represents varying degrees of success in achieving this
structure, with some chapters being quite successful in meeting our objectives
and others following a somewhat different organization. Suffice it to say that the
practical exigencies of organizing and producing a compendium of this magni-
tude necessitated some compromises and latitude. Its ultimate success will be
judged by the community that it serves. Although largely oriented toward
system applications, a good measure of this book concentrates on topics endemic
and fundamental to systems performance. It is organized into eight volumes:

Volume 1, edited by George Zissis of ERIM, treats sources of radiation,
including both artificial and natural sources, the latter of which in most
military applications is generally regarded as background radiation.

Volume 2, edited by Fred Smith of OptiMetrics, Inc., treats the propagation
of radiation. It features significant amounts of new material and data on
absorption, scattering, and turbulence, including nonlinear propagation
relevant to high-energy laser systems and propagation through aerody-
namically induced flow relevant to systems mounted on high-performance
aircraft.

Volume 3, edited by William Rogatto of Santa Barbara Research Center,
treats traditional system components and devices and includes recent
material on focal plane array read-out electronics.

Volume 4, edited by Michael Dudzik of ERIM, treats system design,
analysis, and testing, including adjunct technology and methods such as
trackers, mechanical design considerations, and signature modeling.

Volume 5, edited by Stephen Campana of the Naval Air Warfare Center,
treats contemporary infrared passive systems such as FLIRs, IRSTs, IR
line scanners, and staring array configurations.

Volume 6, edited by Clifton Fox of the Night Vision and Electronic Sensors
Directorate, treats active systems and includes mostly new material on
laser radar, laser rangefinders, millimeter-wave systems, and fiber optic
systems.

Volume 7, edited by David Pollock, consultant, treats a number of coun-
termeasure topics rarely appearing in the open literature.

Volume 8, edited by Stanley Robinson of ERIM, treats emerging technolo-
gies such as unconventional imaging, synthetic arrays, sensor and data
fusion, adaptive optics, and automatic target recognition.
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Introduction

This volume is devoted to the technologies that deny an adversary the use of the
optical and infrared portions of the electromagnetic spectrum. Conversely, the
material contained in the following chapters describes the exploitation of this
same spectrum for achieving a tactical advantage.

Military forces all over the world are placed in jeopardy by sophisticated
weaponry, which is now available to more governments and peoples than ever
before. The proliferation of hand-held infrared guided surface-to-air missiles
makes any aircraft in the world a potential target. A single aircraft today
represents a fly-away cost comparable to a significant fraction of the total
aircraft costs the United States incurred during World War II.

Combine the threat aspect with the cost of platforms and the result should be
motivation to protect platforms from infrared threats. As a consequence, equip-
ment is needed that can increase the survivability of platforms in a militarily
hostile environment. This volume is dedicated to providing a primer for those
interested in designing and developing these types of survivability equipment.

The volume is made up of six chapters. Chapter 1 is a description of warning
systems. This includes missile warning, laser warning, and threat platform
detection. A great deal of the material is associated with clutter suppression, the
detection of targets in a background (and foreground) of competing signals. The
interest and practicability of modern warning systems is derived from the
application of microprocessors to the problem of clutter suppression and false
alarm reduction. In the early 1960s there was a flurry of activity to include
infrared warning systems on the F-111, B-52, and other contemporary plat-
forms. It soon became apparent that the system operator, sometimes the pilot,
could not distinguish the target signal from the background-generated signals.
As aconsequence, infrared warning systems fell into a period of very limited use.
It was not until the 1980s and the advent of heavy emphasis on signal processing
by microprocessors that infrared and electro-optical warning systems were
again funded for development. Today there are several systems in production or
already deployed. These include the AN/AVR-2 laser detection set and the
AN/AAR-44 and AN/AAR-47 missile warning systems. Also, many systems are
in development for the F-22 and B-2.

Warning systems are the beginning of the countermeasure process. This
element of the self-protection suite determines threat presence, threat bearing,
and, under certain conditions, degree of lethality. With this information the
operator and/or pilot can take effective evasive action and activate countermea-
sures. Some systems automate this process. The effectiveness of warning has
been well documented. Statistical data from Vietnam and the various Israeli
wars have shown that in only 20% of the aircraft losses from surface-to-air

xiii




xiv  INTRODUCTION

missiles were the pilots aware of the missile. The implication is that a warning
could significantly reduce aircraft losses.

Chapter 1, prepared by Donald W. Wilmot, William R. Owens, and Robert J.
Shelton of Georgia Tech, was enhanced by the review and contributions of many
people within the warning systems community. Louis A. Williams, Jr., of Louis
A. Williams and Associates; Jack H. Parker, Jr., of the Air Force Wright
Laboratories; Joseph J. Bastian and associates of Ball Systems Engineering
Division; and C. E. Newsom and associates of SciTec, Inc., contributed material
in several critical areas. In addition, several individuals, including David E.
Schmieder and Edward M. Patterson of Georgia Tech, consulted with the
authors on various key issues. Finally, a number of senior researchers contrib-
uted to the final product by reviewing the various drafts and offering a variety
of suggestions that have improved the chapter. These included Richard J.
Manning, Neal Butler, and their colleagues at Loral Infrared and Imaging
Systems; Wayne Paige, Robert Basta, and David Cunningham from Hughes
Danbury Optical Systems; Wayne DeVilbiss from U.S. Army CECOM; Richard
B. Cunningham and Richard B. Sanderson of the U.S. Air Force Wright
Laboratories; and many others.

Chapter 2, Camouflage, Suppression, and Screening Systems, provides an
understanding of the techniques needed to mask a platform by blending into its
background, thus reducing or eliminating the threat’s ability to acquire the
platform as a target. This can be achieved through contrast reduction or paint
schemes to obscure shape. During World War II paint schemes were used very
effectively to reduce the ability to sight ships at sea visually. Also during World
War II a technique was developed to allow antisubmarine aircraft to avoid
detection by surfaced submarines. This technique was called Yehudi. Lights
were added to the leading edge of the wings of antisubmarine bombers. The lights
replaced the background illumination that the aircraft were blocking, reducing
the aircraft-to-background contrast. The reduced contrast delayed visual detec-
tion of the aircraft until the submarines had insufficient time to submerge.

Chapter 2 describes methods for reducing platform detection in the visible and
infrared bands of the spectrum. Many modern weapons systems depend on
visual sighting for either their primary or secondary means of target acquisition.
This chapter provides the technical foundation for the use of emissivity and
reflectivity control for degrading the contrast, which provides the basis for the
detection and acquisition by these systems.

The authors of Chapter 2 are David E. Schmieder of Georgia Tech Research
Institute and Grayson W. Walker of the U.S. Army Belvoir Research, Develop-
ment and Engineering Center.

Chapter 3, Active Infrared Countermeasures, explains the technology for
protecting platforms from heat-seeking missiles, which obtain their guidance
inputs from the infrared signature of the target platform. Active infrared
countermeasures, in contrast to off-board expendable decoys, are on-board
systems that utilize an active radiator to augment the signal that the missile
receives from the platform engines and other radiating body parts. The active
radiator can be derived from numerous sources: lasers, arc lamps, incandescent
lamps, or cavities heated by burning fuel.

These types of systems evolved during the mid-1960s to respond to the terrible
toll infrared missiles were imposing on U.S. fixed-wing and rotary-winged
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aircraft in South Vietnam. The development of these systems by Sanders
Associates (now Lockheed-Sanders), Northrop (then Hallicrafters), and Xerox
Electro-Optical Systems (now Loral EOS) was one of the true technology
successes to come out of the Vietnam war. These efforts were the direct
antecedents of the systems now in inventory, the AN/AAQ-4, AN/ALQ-123,
AN/AAQ-8, AN/ALQ-132, AN/ALQ-144, AN/ALQ-147, and AN/ALQ-157. The
primary applications for these systems today are to protect the aircraft most
susceptible to surface-to-air shoulder-fired missiles, the slow fixed-wing trans-
port aircraft and low-flying helicopters. Every U.S. Army and Marine Corps
helicopter is equipped with either the AN/ALQ-144 or AN/ALQ-157.

The authors of Chapter 3 are Charles J. Tranchita, Kazimieras J akstas, and
Robert Palazzo of Northrop Defense Systems and Joseph O’Connell of U.S.
Army CECOM.

Chapter 4, Expendable Decoys, addresses flare technology to defeat infrared
guided missiles. The active infrared countermeasure systems discussed in
Chapter 8 required modulation schemes to be applied to the output of the active
radiating source to provide a time-varying signal at the missile seeker. This
signal would then interact with the seeker reticle modulated signal. The result
generates false guidance commands to the missile aerodynamic control surfaces.
Expendable decoys, in contrast, generate a very high intensity radiation source
resulting from a chemical or pyrotechnic reaction. The reaction usually involves
the burning of magnesium powder in the presence of other constituents, which
creates magnesium fluoride and magnesium oxide, providing very high signals
in the CO, and H,O bands in the mid-infrared spectrum. The high signals
received by the seeker mask the defended platform’s much lower radiated
signals and the missile is successfully decoyed away from the aircraft.

The decoy is ejected away from the defended platform by an explosive charge
drawing the threat away. Much of the chapter discussion is devoted to the science
of generating the appropriate spectral and temporal characteristics to cause the
missile seeker to accept the decoy signals over those from the defended platform.
Flare decoys are the primary defense against heat-seeking missiles for many
high-performance fighter aircraft in addition to helicopters and slower flying
transport aircraft.

Chapter 4, prepared by Neal Brune of Tracor Aerospace, Inc., incorporates
contributions on flare chemistry from Carl Dinerman, Tracor Aerospace, Inc.
Also, thanks are owed to Bernard Douda, NWSC Crane, and J oseph Koesters,
Wright Laboratories, for reviewing the chapter and making very useful com-
ments and suggestions.

The fifth chapter is on optical and sensor protection. With the advent of laser
systems for military applications there is a very real possibility of intentional
and unintentional illumination of optical sensors by lasers. Due to the focusing
properties of optics, this laser energy can be intensified such that lens elements
and/or detectors (even the eye) in the focal plane can be damaged or destroyed.
This chapter discusses, in a generic fashion, what steps can be taken in the
sensor design process to incorporate protection.

The author of Chapter 5 is Michael Dudzik of the Environmental Research
Institute of Michigan.

The sixth chapter of this volume is on obscuration countermeasures. This
chapter presents the fundamentals of the absorbing and scattering of radiation
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through obscuring media. This concept of countermeasures is to lay down a
screen between you and your adversary. The obscuring medium can be tailored
to be spectrally selective such that some sensors will be affected and others will
not. In addition to intentional obscuring screen media, there is the impact of
smoke and dust due to battle. During World War II smoke screens were used
extensively at sea by ships as well as by tanks during armored forces engage-
ments.

Chapter 6 was prepared by Donald W. Hoock, Jr., and Robert A. Sutherland
of the U.S. Army Research Laboratory, Battlefield Environment Directorate.

This infrared countermeasures volume is intended to provide an introduction
to the topic. Obviously not all the aspects of each subject could be presented due
to security classification, but sufficient material has been made available to
provide any interested reader the means to seek additional information else-
where. In other words, this volume is an excellent beginning for anyone learning
about infrared countermeasures. If used in that context the authors will have
achieved their objective.

David H. Pollock
January 1993 Westwood, New Jersey
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WARNING SYSTEMS 3

1.1 INTRODUCTION

The function of a warning system is to detect threats approaching the system
and to alert the protected entity (nation, aircraft, ship, ground vehicle, soldier)
about a near-term danger. Thus, it differs in philosophy, and in the applied
technologies, from reconnaissance and surveillance, which involve the longer
term observation and characterization of a potential adversary, and from track-
ing and/or fire control, which involve detailed concentration on a detected
threat.

Typical warning scenarios involve (1) a platform, or area, to be protected;
(2) an immediate danger; and (3) an environment containing a variety of be-
nign objects/events that must be distinguished from the potential threat. Usu-
ally a warning device is continuously operative, has a wide field of regard, and
covers a broad range of threat parameters.

The warning function involves continuous observation of the activities within
its environment, detection/recognition of threats, detailed characterization of
the threat, and alerting of its platform. Threat characterization must be of
high reliability to avoid disturbing the platform with spurious alarms; also,
it must be sufficient to enable the platform to initiate appropriate responsive
actions. Once the warning system has alerted its platform to the impending
threat, characterized it, and located it, the subsequent defensive action passes
to other elements in the platform defensive/offensive suite.

1.1.1 Types of Warning Receivers

There are many types of warning equipments and scenarios. In principle, these
include such devices as fire alarms, nuclear reactor safety alarms, and laser
radars. However, the scope of the present treatment is restricted to passive
systems that warn a platform about an attack in process from an adversary
platform. In the cases treated herein, the attack is characterized, at least in
part, by the emission of visual, infrared, or laser radiation by the attacker.
Thus, all systems addressed herein can be referred to as warning receivers.

Warning receivers can be characterized based on their general application
as tactical and strategic, and they can be further differentiated by whether the
threat emissions on which they operate are intentional or inadvertent. An
aircraft-mounted missile warning receiver watching for approaching surface-
to-air missiles (SAMs) is a common tactical system. Such systems typically
protect individual vehicles, whereas strategic warning receivers are those that
protect a large area, or nation. A satellite-borne IR warning receiver, designed
to detect intercontinental ballistic missiles (ICBMs), is an obvious strategic
example. Traditional IR warning receivers were designed to operate on the
inadvertent emissions from threat missiles. However, as laser fire control sys-
tems and laser weapons have entered the military inventory, laser warning
receivers, analogous to microwave radar warning receivers (RWRs), have evolved
as well.

This chapter addresses strategic and tactical warning receivers operating
on the inadvertent emissions of strategic and tactical aircraft and missiles
throughout the optical spectrum from the ultraviolet to the far infrared and
introduces related systems operating within the millimeter and microwave
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regions. It also addresses laser warning receivers (LWRs) operating within
this same spectrum.

Typical warning receivers addressed in detail herein include (1) tactical
missile warning receivers (MWRs) operating over the entire optical spectrum
on the plume and body emissions of tactical missiles, (2) satellite-borne systems
that detect ICBM launches and strategic aircraft against the earth background,
and (3) laser warning receivers for aircraft, ground vehicle, sea-based, and
space-based platforms.

1.1.2 Distinctions among MWRs, FLIRs, and IRSTSs

Although warning receivers often perform sophisticated spatial analyses on
the candidate threat and its surrounding environment, and although most
such systems provide target position data, they are not usually imaging sys-
tems in the classical sense of providing a pictorial display to the system op-
erator. Rather they process the scene data, test candidate threats against
preprogrammed criteria, and then alert the operator to the nature and direction
of an impending attack. If the operator response requires the use of imagery,
it is provided by some other element of the defensive/offensive suite, such as
the forward looking infrared systems (FLIRs) and the infrared search and track
sets (IRSTSs). FLIRs are usually regarded as IR televisions in that their func-
tion is to provide a detailed target scene (of limited field of view) to the operator,
whereas IRSTSs are often regarded as passive radars because their function
is to provide a wide field of coverage at rapid scan rates and relatively low
resolution. As the angular resolution of IR warning receivers improves, there
will be less distinction between the IR warning receivers and the IRSTSs. The
MWR also differs from the typical IRSTS on the basis of its military mission—
the MWR is always a component of the platform defensive system, whereas
the IRSTS may be an element of the offensive fire control suite.

1.1.3 Plan of the Chapter

Section 1.2 of this chapter outlines the scope of the warning receiver treatment
herein and establishes the illustrative examples and measures of effectiveness
for the various types of receivers addressed.

Section 1.3 presents the phenomenology of the target and background ob-
servables. It addresses the specific issues needed for subsequent warning re-
ceiver performance calculations, while relying heavily on signature, atmo-
spheric, and background data developed in preceding chapters.

Section 1.4 presents the analytical framework for warning receiver detection
calculations. An overview of the general theory of signal detection in the
presence of noise is presented. Specific statistical models commonly encoun-
tered in the analysis of warning receivers are described, and sample SNR and
detection calculations are included. A variety of signal detection concepts are
introduced, and some of the practical problems associated with real detection
systems are also discussed.

Section 1.5 presents the detailed analysis of tactical missile warning re-
ceivers by means of various example calculations and then outlines the prac-
tical equipment trade-offs and constraints for key applications.
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Section 1.6 presents an overview of space-based strategic warning systems.
Aspects of strategic warning systems that distinguish them from tactical sys-
tems are emphasized in this section. Some of the key issues associated with
satellite platforms, strategic targets, earth backgrounds, and sensor testing
are discussed. A sample system design analysis of a strategic missile warning
system sensor is also presented in this section.

Section 1.7 presents the detailed analysis of laser warning receivers by
means of various example calculations and then outlines the equipment trade-
offs and constraints involved in such applications.

Table 1.1 lists the symbols used in the chapter and provides the nomencla-
ture and units that apply to each symbol.

Table 1.1 Symbols, Nomenclature, and Units

Symbol Nomenclature Units
a Length of semimajor axis of satellite orbit k
a Solar absorptivity coefficient dimensionless
A Area m?
A Effective collecting area of optical system m?
Ag Detector area m?
AT Projected physical area of target m?
AGL Above ground level m
Byp IF amplifier bandwidth Hz
By Amplifier bandwidth Hz
c Heat capacity J/g
c Speed of light in vacuum m/s
o Contrast various
Cij Cost of choosing hypothesis H; when H; is true dimensionless
C,ZL Atmospheric factor related to refractive index m—2/3
d Diameter m
D Antenna diameter m
D* Detector specific detectivity em Hz72 w-1
dg Grating spacing m
Dy(x) Difference image intensity, frame % dimensionless
e Charge of an electron C
E Irradiance W/m?
E(R) In-band target irradiance at entrance aperture of
sensor when the target is at a slant range of R Wim?
f Frequency Hz
f Spatial frequency cycles/rad
f Effective focal length m
f Solar radiative flux W/m?
F Radiometer noise figure dimensionless
F# Ratio of focal length to diameter dimensionless
FAR False alarm rate g1
fo Bandwidth of an ideal low pass filter Hz

(continued)
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Table 1.1 (continued)
Symbol Nomenclature Units

G Optical gain dimensionless
h Altitude above the surface of the earth k
H(f) Filter transfer function dimensionless
H, Target present hypothesis dimensionless
Hy Target not present hypothesis dimensionless
H,(#) Fourier transform of h,(x) evaluated at spatial

frequency f dimensionless
hp(x) Linear weighting function dimensionless
1 Current A
Ip Average (dc) background current A
I(x) Intensity in frame k at position x dimensionless
Iims Root-mean-square value of ac portion of noise A
I Signal current A
Ir Threshold current A
I Radiant intensity Wisr
Iopp Apparent in-band radiant intensity Wisr
Iy Source intensity W/sr
k Radiant intensity/thrust ratio Wsr ! N7!
k Wave number (1/)\) m™!
k Thermal conductivity WmlK™?
k Boltzmann’s constant J/K
Kg Radiometer constant (1 to 31/2, depends on scan) dimensionless
Ly Length of a detector footprint m
LUX Illuminance lumens/m?
M, Joint probability density function normalization

factor dimensionless
n Index of refraction dimensionless
N Thrust of missile engine N
N Number of target-sized cells in image dimensionless
Np Apparent radiance of the background Wm 2sr™!?
Ng Number of detectors dimensionless
NEI Noise equivalent irradiance; input irradiance W/m?
NEP Noise equivalent power w
Neq Number of noise equivalent charge carriers dimensionless
NET Noise equivalent target Wisr
Nr Average radiance of a target Wm2Zsr !
N(x) Scene radiance at position x in the image plane Wm2er!
P Power w
P(n) Probability of n photons arriving in a measurement dimensionless
p(x1, %2, ..., %a) | Joint probability density function observed values

{x1, x2, . . ., Xn} dimensionless
Pp Probability of detection dimensionless
Ppa Probability of false alarm dimensionless
pn(D) dI Probability that the noise waveform results in a

current between I and I + dI dimensionless
Py Probability of a threshold exceedance when a target

is not present dimensionless
ps) Probability density function for signal plus noise dimensionless
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Table 1.1 (continued)

Symbol Nomenclature Units
Q1 Probability of choosing Hy when H; is true dimensionless
Q. Energy dJ
®o Probability of choosing H; when Hp is true dimensionless
r Distance variable m
R Slant range from the sensor to the target m
Ry Region of decision space corresponding to hypothesis
H 1 m
Ry Detector resistance Q
R Detector responsivity AW
R, Detector responsivity at wavelength \ AW
R, Radius of the earth km
Ry Region of decision space corresponding to hypothesis
H() m
Ry Radius of a circular orbit km
ry Surface temperature correlation length m
R, Visibility range km
SCR Signal-to-clutter ratio dimensionless
SNR Peak signal-to-rms-noise ratio dimensionless
t Time s
T Temperature °CorK
To Antenna temperature K
te Coherence time s
ta Detector dwell time s
Tf Available surveillance volume scan time s
t Integration time s
T Mean time between successive maxima of a noise
waveform dimensionless
TNR Threshold-to-rms-noise ratio dimensionless
To Standard temperature (290 K) K
Tp Orbital period s
TTI, TTG Time to intercept, time to go s
v Orbital velocity m/s
\'2 Visibility km
V, Peak pulse signal amplitude v
v(t) Signal waveform in a scanning sensor v
Vg Speed of a satellite subpoint over the surface of
the earth m/s
Vine Missile closing velocity m/s
w Wind velocity m/s
W@ Wiener spectrum at spatial frequency f dimensionless
X,y Position vectors in the image plane of a sensor m
x Dimension variable m
Xe Coherence length m
y Dimension variable m
z Dimension variable m
Greek:
(xj) Ensemble average of x; dimensionless

(continued)
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Table 1.1 (continued)
Symbol Nomenclature Units

o Attenuation coefficient or extinction coefficient km™?!
d Absolute humidity g/m®
AN Optical bandwidth or spectral linewidth pm, A
Af Electronic bandwidth or noise equivalent bandwidth Hz
Al Effective coherence length m
At Effective coherence time s
ATt Target radiometric contrast K
€ Emissivity dimensionless
¢ Output of a signal processor dimensionless
) Radiation efficiency dimensionless
n Noise spectral density A%Hz
Na Aperture efficiency dimensionless
Ms Scan efficiency factor dimensionless
0 Zenith angle deg
0 Linear angle rad
K Threshold setting dimensionless
A Wavelength pm
tA(xy, x2, .. ., Likelihood ratio
Xn) dimensionless
I Gravitational parameter dimensionless
m Magnetic permeability Wb A" lm™?!
p Inverse of the covariance matrix ® dimensionless
By Average number of photons arriving, target present dimensionless
Wik Elements of the matrix p dimensionless
Ko Average number of photons arriving, no target dimensionless
Wp Average photon arrival rate dimensionless
v Frequency Hz
p Reflectivity (diffuse hemispheric) dimensionless
Po Lateral coherence diameter em
c Standard deviation dimensionless
c Water surface slope standard deviation dimensionless
o Stephan-Boltzmann constant Wm2K™*
a Electrical conductivity Q 'm!
o2 Variance dimensionless
o; Standard deviation of counts in cell i dimensionless
T Transmission loss dimensionless
T Detector dwell time (also ¢) S
To(R) Atmospheric transmission at a slant range B dimensionless
To Effective transmission of an optical system dimensionless
v Pulse visibility factor dimensionless
o Plane angle rad
P Latitude deg
@ Covariance matrix dimensionless
|det ®| Determinant of the matrix ® dimensionless
X(rt) Characteristic scintillation dimensionless
QO Solid angle subtended by sensor FOV or radiation

solid angle sr
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1.2 SCOPE

1.2.1 Spectral Ranges Covered

1.2.1.1 Target Passive Signatures. Although the emphasis in this hand-
book is on infrared radiation and technology, this section includes a consid-
eration of the broader optical portion of the electromagnetic spectrum, ranging
from ultraviolet through visible and infrared and into the near-millimeter-
wave region. The latter is limited to passive radiometric considerations and
does not address millimeter-wave radars. The breadth of spectral consideration
is determined by the fact that passive information is available in all of these
regions to distinguish potential man-made threats from natural backgrounds.

At the core of our discussions are the mid- and long-wavelength infrared
emissions from heated missile parts and exhaust products. These represent
the most consistently available and detectable signature information. Other
significant signature features include reflected visible and near-infrared solar
radiation, exhaust plume emissions in the ultraviolet and visible regions, cold
sky reflections in the millimeter-wave regions, and negative contrast ultra-
violet and visible signatures against a bright daylight sky.

The spectral nomenclature used in this section is indicated in Table 1.2.
The regions named are consistent with current common usage.

1.2.1.2 Laser Threats. Laser warning receivers must operate over the en-
tire spectrum of military fire control and weapon lasers. In general, this en-
compasses the spectral range from the UV to the far IR. However, specific
application requirements and historical laser evolution result in various spe-
cific lasers being dominant in individual scenarios.!

During the 1960s and the 1970s military lasers consisted of solid state ruby,
neodymium-doped glass (Nd:glass) and yttrium aluminum garnet (Nd:YAG),
and gallium arsenide (GaAs) materials. The ruby and Nd:glass were used for
rangefinders, whereas the Nd:YAG became the standard for laser designators
(which often also resulted in its use for ranging as well). The semiconductor
GaAs laser found applications in communications and shorter range rangefind-
ing situations. By the 1980s, carbon dioxide (COz2) lasers were in use as range-
finders, and by the end of the 1980s both GaAs and COgz lasers were being
applied in laser beam-rider systems.

At the beginning of the 1990s there are a rich variety of lasers under de-
velopment for a variety of military applications.? These include eyesafe lasers
in the 1- to 3-um band to replace the visually dangerous ruby and neodymium
systems; tunable visual and near-IR lasers to reduce the countermeasure vul-
nerability of the fixed frequency ruby and neodymium lasers; 3- to 5-um lasers
for heat-seeking missile and IRSTS countermeasures, 8- to 12-um lasers for
FLIR countermeasures; COz and other high-coherence laser systems for laser
radar and communications applications; and high-power COg, chemical, ex-
cimer, and free-electron lasers for weapons applications. Figure 1.1 indicates
the spectral range covered by various types of lasers.
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Table 1.2 Spectral Nomenclature

Band Name Wavelengths
(micrometers)
Vacuum ultraviolet 0.05 - 0.20
Short ultraviolet (UV-C) 020 - 0.29
Solar blind ultraviolet 0.25 - 0.28
Middle wave ultraviolet (UV-B) 029 - 0.32
Long wave ultraviolet (UV-A) 032 - 0.40
Visible 0.40 - 0.70
Near infrared (NIR) 070 - 2.0
Short wave infrared 20 - 3.0
Middle wave infrared (nominal 3-5 pm) 3.0 - 6.0
Plume band 4.0 - 5.0
Blue spike band 41 - 4.3
Red spike band 43 - 4.6
Long wave (far) infrared (nominal 8-12 um) 6.0 - 15.0
Extreme infrared 150 - 100
Near millimeter wave 100 - 1000
Millimeter wave 1000 - 10000

Ti:
ALEXANDRITE SAPPHIRE
0.72-0.8 0.68-1.13

Nd:
(DOUBLED) RUBY
Q.53 0.69
RAMAN

ARGON
0.51

© RROBOYOOMAIADNAN

04 0.6
WAVELENGTH (um)

Fig. 1.1 Laser spectral range.

.8 1.0 20 30 40

6.0 8.0 100
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1.2.2 Illustrative Examples

Throughout the remainder of this chapter a few specific situations are used to
illustrate the calculational procedures and typical values encountered. The
examples have been chosen to be representative of three types of problems.
The first example deals with a tactical situation involving short ranges and
limited processing times. The second example is a strategic situation, with
longer ranges and longer data collection and processing times. The third ex-
ample is specific to laser warning receivers. The details of each situation are
set forth in the following. Deviations from these baseline situations are ex-
plored to illustrate dependencies, but unless stated otherwise explicitly, the
baseline conditions apply.

1.2.2.1 Tactical Situation. Tactical missile warning receivers can be used
to warn against air-to-ground, surface-to-air, air-to-air, and air- (or surface-)
to-surface missiles. Each presents a unique set of background clutter situations
as well as threat approach angles and speeds. The case of airborne platforms
defending against air-to-air or surface-to-air missiles presents one of the more
challenging problems in terms of signatures, backgrounds, and reaction times.

The platform supporting the missile warning receiver in the example is a
helicopter moving at 100 km/h at an altitude of 200 m. [This is approximately
a speed of 65 knots at an altitude of 600 ft above ground level (AGL). We use
SI units consistently in this chapter, although knots and feet are still in com-
mon use for speed and altitude.]

The missile is a surface-to-air missile with passive infrared guidance. It is
launched at a range of 5 km from the helicopter and travels in the same
direction as the helicopter. The missile is assumed to end its powered phase
approximately midway along the trajectory to the target. During the powered
phase of its flight, it has a signature of 1000 W/sr in the 3- to 5-um spectral
band.

The background seen by the warning receiver is a mixture of trees, grass,
and bare earth below the horizon and clear sky above the horizon. It is near
noon on a clear summer day at middle latitudes. Significant clutter can be
expected below the horizon. Atmospheric conditions are those of the mid-latitude
summer model used in LOWTRAN.3 Table 1.3 lists atmospheric transmittance
over several tactical ranges for some wavelength bands of interest. Two other
helicopters are traveling in the same direction within a 2-km radius of the
platform vehicle, and present possible false targets. Their signatures are 1000
W/sr each in the 3- to 5-wm band. Another missile has been launched inde-
pendently against the more distant of the other two helicopters. The receiver
must reject this missile as a nonthreat.

The instantaneous field of view of the warning receiver is such that the
target is spatially unresolved at the time of detection and declaration. It is
also assumed that the signature of the target is low enough to be comparable
to the clutter level (i.e., the signal-to-clutter level is less than 10) in the band
of interest after burnout. The platform of the MWR is unstable and moving,
and the missile is moving against the background.

A hypothetical nodding spinball warning receiver with three lenses, similar
to the one described in Sec. 1.5, is assumed for the tactical platform. The optical
design parameters of the tactical warning receiver are assumed to be aperture
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Table 1.3 Atmospheric Transmittances for Tactical Example

Range Wavelength Band
(km)
0.25-0.28 2.0-3.5 35-5.0 8.0-12.0
pm pm pum pum
0.5 0.366 0.608 0.725 0.921
1.0 0.139 0.546 0.667 0.877
2.0 0.022 0.477 0.593 0.808
5.0 0.001 0.379 0.467 0.657
10 0.354 0.482
20 0.233 0.288

diameter 45 mm, F# 1.78, focal length 80 mm, and 70% optical transmission.
A closed cycle Joule-Thompson cooled linear array of 10 PbSe detector ele-
ments, each 0.115 X 0.115 mm, with an array elemental center-to-center
angular subtense of 1.75 mrad and an instantaneous field of view (IFOV) of
1.44 x 1.44 mrad provide an array elevation field of view of 1.0 deg. The D*
of the detector in the 3.0 to 5.0 band is 1 x 10'® W~ cm Hz"2. The spinball
scans a 15 X 6 deg (azimuth X elevation) field at a velocity of 4000 deg/s.
This is a frame rate of 1.85/s or 48,500 pixels/s. Scan efficiency is 42%.

1.2.2.2 Strategic Situation. Electro-optical/infrared (EO/IR) strategic warning
receivers might be used to provide warning against threats that range in size
from large intercontinental ballistic missiles to small cruise missiles. Strategic
aircraft (e.g., long-range bombers) are also potential targets for EO/IR strategic
warning systems. Beyond providing warning against missile and aircraft at-
tacks, strategic EO/IR sensors can also play a role in strategic surveillance,
including ocean surveillance and surveillance of strategic relocatable targets
(SRTs). Applications considered in this handbook are limited to strategic sen-
sors designed to detect strategic missiles and aircraft.

To provide the wide-area coverage of distant threat volumes, strategic warn-
ing sensors are typically based on satellite platforms. The altitude of such
platforms can be anywhere from approximately 100 km to tens of thousands
of kilometers, depending on the application and design concept.

The spectral wavelength band in which an EO/IR strategic warning system
might operate also depends on the specific application. Because the exhaust
plumes of ICBMs and other large strategic missiles are intense infrared sources
that radiate most strongly in the near- and mid-IR parts of the spectrum, near-
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and mid-IR sensor concepts are usually considered for ICBM warning appli-
cations. There are, however, concepts that call for ICBM warning sensors to
operate in the UV part of the spectrum. At the other end of the spectrum,
long-wave infrared (LWIR) sensors may be the most appropriate for the de-
tection of cruise missiles and strategic aircraft. For these types of targets, the
IR radiation from engine exhaust plumes is often a relatively minor contributor
to the overall IR signature. Thermal emission, peaking in the LWIR part of
the spectrum, from relatively cool surfaces on the air vehicle, often dominate
the IR signature of these targets.

Background signatures play an important role in the design of a strategic
warning system. Even for the most intense strategic targets, background clut-
ter might limit the performance of the system. Typically, the spatial extent of
a strategic target is small compared to the size of the background area that
contributes to the output of a detector. This area is called the detector footprint.
Large detector footprints lead to large background signals that are a source
of noise and clutter. For near-IR sensors, background solar clutter can mask
the signals radiated by an ICBM. For LWIR sensors operating in the atmo-
spheric windows, terrain clutter and cloud clutter can make the task of de-
tecting strategic aircraft and cruise missiles very difficult. Consequently, the
selection of a detector footprint size is a critical element in the design of a
strategic sensor. The selection involves trade-offs among sensor altitude, optics
size, number of detectors, spectral band, and clutter processing concepts. Typ-
ically, the footprint size (at the surface of the earth) that results from these
trade-offs is of the order of 100 m to a kilometer or so, projected onto the earth’s
surface.

The EO/IR technology required to develop a strategic sensor is usually quite
different from the technology associated with tactical sensor development.
Because strategic sensors must detect targets at very long ranges and over
large search fields, large optics (of the order of 1 m in diameter) and large focal
plane arrays (hundreds of thousands of detectors) are usually required. Because
they operate in space, there are unique power, cooling, communications, and
support requirements. Operation in the radiation environment of space and
testing, prior to deployment in space, are other important considerations in
the development of strategic sensors.

1.2.2.3 Laser Warning System Scenario(s). Laser warning receivers are
apphcable to fixed-wing aircraft, helicopters, ground vehicles, ships, and sat-
ellites.* Functionally, they alert the platform to impending attack involving
fire control, or weapon lasers; they also may directly activate appropriate
countermeasures.® There are two related, but inherently different, scenarios
involving laser receivers: (1) self-protection (i.e., warning) and (2) general mon-
itoring of the adjacent field of battle, termed electronic support measures (ESM)
in the electronic warfare (EW) community. These two scenarios are illustrated
in Figs. 1.2 and 1.3, respectively.

The laser warning receiver self-protection example of Fig. 1.2 consists of a
heliborne laser designator (or rangefinder) illuminating a tank from a range
of 2 km. The laser is assumed to be a 1.06-um Nd:YAG system with an output
energy of 150 md, a pulse duration of 30 ns, and a beam divergence (full angle)
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of 0.25 mrad. The laser is 100 m above ground level and there are no smoke
or clouds intervening between the laser and its target. The local weather
conditions correspond to a “clear, standard day” with a visibility of 23 km.
Note, that the assumed laser beamwidth, 0.25 mrad, subtends only 0.5 m at
the tank, and it is not at all certain that the beam will strike the tank at the
point where the laser warning receiver is located.

The ESM scenario of Fig. 1.3 involves three participants; the laser desig-
nator and its tank target, as previously illustrated in Fig. 1.2, and an airborne
laser ESM system located many kilometers away from the designator/tank
engagement. Environmental conditions are the same for both scenarios. The
objective of the standoff ESM system is to determine the level of laser activity
on the battlefield, measure the laser parameters, and locate the threat lasers.
In this case, the threat lasers are not targeted toward the laser receiver plat-
form. Although this scenario is not addressed in detail in this chapter, un-
derstanding of its similarity to, and difference from, the more classic warning
scenario is important to avoid confusion between these two scenarios. The
equipment requirements for these two situations are often drastically different.

1.2.3 Measures of Effectiveness

Many system-level performance parameters can be used to describe the effec-
tiveness of a warning receiver. These range from general factors such as prob-
ability of detection and false alarm rate to more specific characteristics such
as direction-finding resolution.

1.2.3.1 Missile Warning Receivers. Table 1.4 lists® some measures of ef-
fectiveness (MOEs) associated with missile warning receivers. The table also
contains a definition of the MOEs and typical or desirable values of the MOE
that might be required in tactical and strategic situations.

An important distinction in the table of MOEs is that between detection
range and declaration range. The first is always greater than the second,
because time is needed to process information and decide if the detected object
is a threat or not. (If the range were increasing with time, it is unlikely that
the object would be declared a threat.) The interval between the two events
is often called latency time.

The individual measures of effectiveness are not independent. For instance,
it is always possible to increase the probability of detection or declaration by
relaxing thresholds and other decision criteria; these same actions increase
the false alarm rate. False alarm rates can likewise be lowered at the expense
of missed detections or declarations. At the extreme, a nonoperating sensor
yields an ideal false alarm rate of zero, which is accompanied by obviously
unacceptable rates of detection and declaration.

Time to go (TTG) or time to impact (TTI) are parameters determined from
system estimates of range at declaration and the closing speed of the missile.

SNR and signal-to-clutter ratio (SCR), which are intermediate parameters
that determine the values of various measures of effectiveness, are not listed
in this table. They are discussed with more detail in the sections on target
signatures, backgrounds, and clutter.



16 IR/EO HANDBOOK

Table 1.4 MWR Measures of Effectiveness and Typical or Desirable Values

MOE Definition Tactical Strategic

Py Detection probability 0.95-0.99+ 0.98+

FAR False Alarm Rate 1.0 - 0.1/hr 10 /day

FAR, Noise induced FAR 10°-10* /hr 10* /day

FAR, Clutter induced FAR 107 /hr 10* /day

R, Detection range 1-10 km 10%-10* km

Ry Declaration range 1-10 km 10%-10* km

FOR Field of regard 0-360° az 0.1-1 ster

+ 45°el

DOA Direction of arrival resolution + 45°az NA

TTG(TTI) Time to go (impact) 1-30 s 1-30 min

TTL., Warning time (maximum TTI) 2-30s 1-30 min

Vi Missile closing velocity resolution + 10 m/s NA

Ng, Number of missiles handled <10 <100

Prioritization Ability to prioritize among multiple ~ Yes Yes
threats

Latency Processing time - detection to 05s 10s
declaration

Blanking Blank after detect or CM activation ~ Yes No

NEI Noise equivalent irradiance Band Band
(sensitivity) dependent dependent

Altitude Min. & max. operating alts. 0-10 km 10%-10* km

Outputs Signals to human or CPU

1.2.3.2 Laser Warning Receivers. Laser warning measures of effectiveness
for the self-protect scenario relate to the efficiency with which the laser in-
tercept enables the threatened platform to take protective action. Functionally,
this involves detection of the signal, discrimination of real signals from false
signals, characterization of the laser, and localization of the source. Table 1.5
presents common self-protection LWR measures of effectiveness and typical
ranges for them.

Signal detection is related to system sensitivity and is usually limited by
solar-shot noise and Johnson noise in the visible and near-IR regime and by
detector/thermal noise in the mid and far infrared. For laser warning receivers,
the source energy may strike the receiver directly, or it may be directed toward
the receiver from an intermediate scattering object. As a result, the incident
signal level from the same nominal scenario can range over many orders of
magnitude, depending on exactly how the laser energy reaches the receiver.
Thus, because typical scenarios can readily expose such a system to a signal
range of 4 to 10 orders of magnitude, receiver dynamic range is as important
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Table 1.5 LWR Measures of Effectiveness

Measure of Effectiveness Common Value

Sensitivity 10%to 10° W/cm?

Peak Signal for Correct Analysis 1to 10** W/em?

Dynamic Range (Analytic) 10** to 10*® irradiance ratio
Dynamic Range (Destruction) 10*® to 10*'? irradiance ratio
False Alarm Rate 1 per hour or per day or per mission
Probability of Detection 0.9 t0 0.99

Spectral Resolution Band to 0.01 um

Temporal Resolution (Duration) <100 ns

Temporal Resolution (PRF) 1to 103 s

Temporal Resolution (Interval) 10" to 107 s

Direction of Arrival 1° to 45°

as receiver sensitivity. In particular, it is important that the directly incident
laser signal not destroy the receiver nor cause saturation effects that result
in incorrect signal characterization. The system sensitivity along with the
largest signal that is correctly analyzed are the primary intensity-related
measures of merit. These combine to define the dynamic range over which the
system carries out a proper analysis, whereas the signal level at system de-
struction limits the survivable dynamic range.

Effective false target rejection is a major LWR requirement. Sun glint,
lightning, gun flashes, explosions, various optical beacons, and virtually any
transient light source are potential false targets. These are rejected by LWRs
that employ coherent detection techniques. Steady optical sources, such as
battlefield fires, which can be difficult problems for a missile warning receiver,
are readily rejected by the transient-oriented circuitry of typical laser warning
receivers. Typically, complete immunity to all false sources is usually desired,
whereas white-noise-generated false alarms are typically specified in terms of
a maximum number of false alarms per unit time (related to a typical mission
duration). In addition, most LWR specifications include an appropriate electro-
magnetic interference (EMI) requirement.

It is common to specify LWR performance in terms of a simple radiometric
probability of detection for a specific minimum laser intensity.

Threat parametric characterization can be carried out at two different levels.
For LWRs that serve only to alert the platform and define the threat, it may
be adequate to make coarse measurements of laser wavelength, intensity,
duration, and pulse repetition frequency to distinguish among weapon, range-
finding, designating, communication, or countermeasure lasers. Typically,
weapon lasers are at specific wavelengths and usually have long-duration
pulses, rangefinders are of short duration and low repetition rates; designators
are similar to rangefinders but at higher repetition rates; countermeasure
lasers are also similar to rangefinders but of substantially higher intensity,
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and communication lasers are modulated continuous wave (cw) sources, or
very high repetition rate pulsed ones. Consequently, the LWR community often
speaks in terms of binning the laser parameters for threat recognition.

For LWRs that are directly linked to laser countermeasure transmitters, it
may be necessary to derive a detailed characterization of the laser waveform
from the intercept. Typically, this involves accurate measurement of the pulse
repetition rate and/or pulse interval. The accuracy required for such appli-
cations can require measurement precision that is a small fraction of the basic
signal parameter involved.

The threat localization issue for laser warning receivers is quite different
than it is for the missile warning receivers because of the potential ambiguity
in the actual source of the photons incident on the receiver. For a directly
incident beam, threat localization can be relatively straightforward. However,
should the intercept involve target or atmospherically scattered photons, it is
much more difficult to derive threat directional data. In particular, these sec-
ondary scatter/reflection intercepts can cause some types of systems to provide
misleading directional data. In such cases the location figure of merit should
be a two-element criteria: first, indicating whether the intercept is direct, or
not, and then, if direct, indicating the threat direction to some degree of pre-
cision. Angular accuracy requirements vary with platform and scenario. In
most situations a minimum of quadrant localization is desired. For airborne
laser receivers a specification analogous to that required for conventional radar
warning receivers (RWRs), a few degrees may be adequate, whereas precise
counterattack may require directional accuracy to better than a milliradian.

For laser ESM scenarios, as defined in Fig. 1.3, receiver sensitivity is the
dominant measure of effectiveness. Three-dimensional source localization (not
just instantaneous direction) is usually desired; as is detailed, wideband char-
acterization of the laser waveform; i.e., duration and pulse repetition rate (or
interval).

1.3 OBSERVABLES
1.3.1 At the Source

1.3.1.1 Tactical Missile Observables. Missiles generate characteristic
emissions in the optical bands that are inadvertent to their propulsion and
vital to the detection and warning process. The most prominent of these are
associated with the combustion of fuel during boost and sustain phases.” Dis-
crete frequency emissions from rotational and vibrational transitions of water
vapor and carbon dioxide molecules account for much of the exhaust emission.
In addition to the well-known 4.3- and 2.7-pm bands from COz and H»0, there
are a wealth of transitions in the visible and ultraviolet spectral bands, some
of which originate from trace constituents in the fuel. Table 1.6 lists a few of
the more common line emissions found in missile plumes. The practical use
of any of these optical emissions for warning purposes is determined by at-
mospheric transmission properties, detector and optics technology, and back-
ground and clutter levels. It is likely that efforts in missile propulsion tech-
nology will be directed toward reducing many of these unintentional
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Table 1.6 Common Plume Spectral Lines

(Zvr:)v elength Origin Comments

15 CO,
6.3 H,0 Intense, heavy attenuation
4.9 Co,
43 CO, Intense, moderate transmission
2.7 H,0 Intense, heavy attenuation
2.7 Co,
2.0 CO,
1.87 H,0
1.38 H,0
1.14 H,0

characteristic emissions, so their presence in future-generation missiles cannot
always be assumed.

The intensity of plume emissions varies with many factors such as angle of
the missile relative to the receiver, altitude and velocity of the missile, and
so on. Figure 1.4 shows® some qualitative variations in plume intensities. The
viewing angle of the missile determines how much of the plume is obscured
by the missile body. Variations of MWR look angle along the trajectory of the
missile depend on the type of guidance in use by the missile. As examples,
consider proportional navigation guidance and command line-of-sight guid-
ance. With proportional navigation the missile is always seen at a constant
look angle from the target. On the other hand, command line-of-sight schemes,
such as beam-rider missiles, appear at a varying look angle to the aircraft,
but always line up with the same point on the ground. The latter are more
difficult to detect because they remain fixed with respect to the background
clutter features. The variations in signature resulting from changing look
angle may deceive warning receiver signal processors that depend on intensity
variations to deduce range and velocity.

In addition to the discrete, combustion-related lines discussed, the skin of
the missile also provides detectable radiation. Slight temperature or emissivity
differences between the missile skin and adjacent background areas or reflec-
tions from the skin may prove more robust indicators than plume emissions.
The high speeds of most missiles contribute to the temperature difference
because of aerodynamic heating effects, which remain difficult to counter or
avoid. The ratio of plume to skin radiation in the missile signature varies with
the view angle, which, as noted, may vary along the trajectory.

In addition to the discussed gaseous constituents, the exhaust plume may
also contain carbon particles that behave as graybody emitters at a temper-
ature approximately equal to the exhaust gas temperature. Exhaust gas tem-
peratures vary with fuel and motor design. An approximate temperature for
a kerosene and liquid oxygen missile exhaust is 2000 K, and the radiant in-
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Fig. 1.4 Radiant intensity variations that affect IR amplitude discrimination.

tensity in the CO2 plume band for a vehicle of this type is typically 108 W/sr,
plus or minus an order of magnitude.® Small tactical missiles with solid fuels
would exhibit signatures in the range of 102 to 10* W/sr in the same band.
Scaling to other spectral bands depends on the relative contribution of line
emissions, exhaust gas continuum, and skin and tailpipe thermal emissions
in a given situation.

The intensity of the missile signature depends strongly on the type and size
of motor. As a first approximation, it can be assumed that the signature in-
tensity in any of the optical bands is proportional to the rate of fuel combustion,
which is approximately proportional to the thrust of the motor. A rule of thumb
for scaling missile signatures is thus

I =EkN , (1.1

where k depends on the spectral band. A more realistic scaling approach sets
intensity proportional to a power of thrust:

I = kEN* (1.2)

where I is in watts per steradian, N is in newtons, and both & and a are band
dependent.

Real missile motors do not maintain constant thrust with time. In addition
to the major thrust phases of the missile (launch, boost, sustain, and burnout),
there are variations within each phase. Figure 1.5 shows thrust versus time
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Fig. 1.5 Thrust versus time for several missiles.

for several missile types. A scaling law for the effect of viewing angle variations
in observed signature is

Iy = Igo sin(® + &) , (1.3)

where Igo is the intensity at beam viewing angle (8 = 90 deg) and 0 is the
azimuth angle of the observed missile. The offset angle ¢ is a small correction
whose value depends on the geometry of the missile and plume.

Ultraviolet emissions from exhaust plumes are another source of missile
observable. Figure 1.6 shows® spectral radiometric data from the combustion
of JP4 fuel in an F404 turbojet aircraft engine in afterburner mode. Very high
speed missiles also generate ultraviolet radiation in the bow shock wave. Gas
temperatures in the bow shock wave of a 7800 mile/h post burnout missile at
a 25 mile altitude have been measured at over 6000 K. This source of radiation,
however, is more significant for strategic missiles than for tactical missiles.

Visible waveband detection of threat missiles may be based either on the
emitted light from the rocket plume or from scattered ambient light from the
missile body. The former case is similar to the infrared band, with plume
intensity proportional to some power of the rocket motor thrust. The second
case depends on the contrast between reflected ambient illumination from the
missile body and that reflected from adjacent background areas. Ambient il-
lumination levels are discussed in Sec. 1.3.3, along with background material
reflectances in the visible waveband. Target reflectances depend on the outer
surface of the missile skin, which may be paint or other protective coatings
rather than polished bare metal. Reflectances of some bare metals at wave-
lengths from the ultraviolet and visible through the infrared are shown!® in
Table 1.7. Reflectivities for other metals and other wavelengths can be esti-
mated by the Hagen-Rubens relation.*’
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Fig. 1.6 UV spectral data from F404 engine.

Table 1.7 Reflectivity of Metals (%) (Normal Incidence)

X;V)de"g‘h Copper  Gold Nickel  Steel
0.25 25.9 38.8 37.8 32.9
0.36 27.3 27.9 48.8 45.0
0.45 37.0 3.1 59.4 54.4
0.50 3.7 47.0 60.8 54.8
0.60 71.8 84.4 64.9 5.4
0.70 8.1 92.3 68.8 57.6
0.80 88.6 94.9 69.6 58.0
1.00 90.1 72.0 63.1
2.00 95.5 96.8 83.5 76.7
3.00 97.1 88.7 83.0
4.00 97.3 96.9 911 87.8
9.00 98.4 98.0 95.6 92.9
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2 2 (4mv\ "2
pzl—;=1—;(—£) , (1.4)

where p is reflectivity, n is index of refraction, ¢ is speed of light in vacuum,
v is frequency of the radiation, p is absolute magnetic permeability, and o is
electrical conductivity. Because o is very large for most metals, their reflec-
tivities are high.

U.S. military paints are described by a five-digit classification system known
as Federal Standard 595a. The third and fourth digit of this number are the
visible band reflectance in percent. The first digit describes the approximate
directional reflection properties of the coating according to gloss or highly
specular = 1, semigloss = 2, and lusterless or diffuse = 3. Differences in
reflectances between target and background are much better than hue or color
differences for target detection. In the case of glossy surfaces, glint or glare
from sunlight or moonlight may also supply a transient indication of target
presence, but water, snow, and ice backgrounds can produce similar specular
reflections. Figure 1.7 shows!' spectral variations of diffuse spectral reflec-
tances for a number of typical real target materials from the near ultraviolet
through the visible spectral region.

100 | ILLUMINATION: DIFFUSE HEMISPHERICAL | ]
VIEWING ANGLE: NORMAL TO SAMPLE WHITE PAINT
! (LOCKHEED SPEC. $TM 37-307)
80
=
]
] il . |
o 60
o GREY PAINT
N (GD/IPOMONA SPEC. FMS1004)
E
S
o WEATHERED __ |\ . .. i i —]
0 40 ALUMINUM — >
uw (F-86 FUSELAGE) | / ] - -—F
i V" ORANGE PAINT /
w B g LIGHT BLUE PAINT (MIL-TTL-32) /
o L (MIL-TT-E-515) |
20 ; LL | RED PANT /|
/./ 1" DARK BLUE PAINT ";“Ln'i—o-aéW."L-L-ws”c/
4 MIL-C-81352 -
| ,4-/”.,(,_..__. : MIL-TT-E-527)>— ] ;;/-:z-:
ﬁm’-,.‘_/@.;:m?;:;:_:_—?:_—_ e ]
0
0.30 0.35 0.40 0.45 0.50 0.55 0.60

WAVELENGTH (pm)

Fig. 1.7 Diffuse reflectances of target materials in ultraviolet and visible spectral regions.
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The millimeter wave and near millimeter wave regions can also be used for
target detection by exploiting reflectance differences. Most metallic objects are
highly reflective at 35 GHz, whereas natural terrain backgrounds are more
emissive (see Sec. 1.3.3). For a downward looking situation, the reflected cold
sky can provide sufficient contrast against the warmer earth backgrounds to
permit target detection. Water and snow/ice again provide problematic back-
ground situations.

1.3.1.2 Strategic Target Observables. The EO/IR observables associated
with strategic targets depend strongly on the specific targets that are to be
observed. Large ICBMs emit strongly in the infrared part of the spectrum as
a result of the intense IR radiation from their rocket exhaust plumes. By
comparison, strategic cruise missiles and strategic aircraft effectively radiate
very little infrared energy.

ICBMs and submarine-launched ballistic missiles (SLBMs) have signifi-
cantly more thrust than tactical missiles, resulting in significantly larger
EO/IR signatures. To generate this thrust, large quantities of fuel must be
burned, resulting in a tremendous amount of heat energy being released in
the rocket exhaust. This heat energy results in intense electromagnetic energy
being radiated in the EO/IR part of the spectrum. In a spectral band 1 pm
wide centered near a wavelength of 2.7 um, the exhaust of the first stage of
an ICBM might effectively radiate as much as 1 MW/sr or more.

As is the case for tactical missiles, ICBMs and SLBMs usually contain water
vapor, carbon dioxide gas, and sometimes solid particulates in their exhaust
plumes at temperatures near 2000 K. Consequently, the 2.7- and 4.3-pm mis-
sile bands are the spectral bands most often (but not exclusively) considered
for ICBM/SLBM missile warning.

For cruise missiles and strategic aircraft, the emissions from hot exhaust
gases are much smaller than for ICBMs and SLBMs. The reason for this is
primarily that the motors on these vehicles generate much less thrust than
the motors on an ICBM or SLBM. In addition, these vehicles must be detected
at lower altitudes than strategic ballistic missiles. This results in long at-
mospheric slant paths from the target to the sensor, and atmospheric trans-
mission over these long paths greatly reduces the apparent target intensity
in the missile plume bands.

Because of the difficulty with detecting cruise missiles and strategic aircraft
in the missile bands, sensor concepts involving operation in the atmospheric
window bands (e.g., the 8- to 12-um LWIR band) are often considered for cruise
missile and strategic missile detection. In these bands, the EQ/IR observables
result from the air vehicle itself, rather than its exhaust plumes. The phenome-
nology leading to these signatures is basically the same as for tactical aircraft.

1.3.1.3 Laser Warning Observables

Basic Source Parameters. The basic laser parameters are determined by the
laser material, the laser cavity (or resonator), and the laser pumping mech-
anism. Individual laser configurations are application specific and selected to
provide the appropriate parameters required. The choices are dictated by the
available technology.
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Laser wavelength is primarily determined by the laser material with a
variety of individual laser “lines” possible from any individual material. The
specific laser line emitted is selected by the resonant cavity employed. Laser
polarization is also cavity configuration dependent; whereas typical gas lasers
are linearly polarized, many high energy, solid-state, military lasers radiate
an unpolarized beam.

Polarization, purity of wavelength, and beamwidth are related to the modal
properties of the laser. A laser operating in a single longitudinal mode and a
single transverse mode will have a well-defined polarization, a narrow spectral
width, and can be collimated into a narrow diffraction-limited beam. Con-
versely, a laser operating in a highly multimode manner is often unpolarized,
has a broad spectral width, and radiates as an area source of wide beamwidth.
The laser designer strives to achieve high-efficiency, low-mode operation for
most applications as this results in higher power density on target. As laser
output power is increased, various optical and thermal imperfections and non-
linearities limit the single-mode power output. Consequently, tactical military
lasers are often highly multimode devices. Further elaboration of the basic
laser properties requires specific discussion of laser type (gas, solid state, chem-
ical, semiconductor, and so on), lasing element (neodymium, COg2, gallium
arsenide, and so on), host material (yttrium aluminum garnet, glass, ruby,
and so on), pump mechanism (flash tube, electronic, diode laser, and so on), and
cavity type (confocal, planar, unstable, @-switched, and so on) all of which are
beyond the scope of this section.

The temporal structure of a laser beam is also a function of the various
parameters outlined here. Some of the relations that are important to laser
discrimination and recognition processing are now discussed briefly.

In general terms, current military lasers can be temporally characterized
as continuous wave, long-pulse, or short-pulse lasers. These distinctions are a
function both of the inherent laser mechanisms involved and of the military
application.

The cw lasers, of which gallium arsenide semiconductor lasers and CO2 gas
lasers are examples, are usually modulated at high rates, from kilohertz to
gigahertz, and are used in applications such as communications or missile
guidance, in which they can carry large amounts of information; in laser radars
wherein heterodyne detection is used; or, in the case of the semiconductor
lasers, in missile proximity fuze applications where small size is important.

In applications where high energy is important and short durations are not
required, lasers, such as ruby or neodymium:glass, can be pumped with a burst
of energy (flash tube) and then be allowed to lase during the normal relaxation
time of the laser medium. Although this varies considerably among materials,
it is often in the 0.10- to 0.5-ms regime. Laser illumination and weapon systems
often fall into this category.

When short pulse duration is important, or high peak powers are desired,
Q@-switched lasers may be used. The resonant cavity of such lasers is disabled,
sometimes by misaligning one mirror, until the laser pumping is completed,
and then the cavity is realigned quickly and the laser pulse grows very rapidly,
depleting the “inversion,” at which time lasing ceases. This is the common
mode of operation for the Nd:YAG lasers used in rangefinders and designators.
Typically, the pulse duration of such lasers is in the 15- to 30-ns range and
the pulse repetition rate may vary from 1 Hz to tens of kilohertz.
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Coherence. Propagation of electromagnetic waves is a four-dimensional pro-
cess. For the situations of interest in this chapter, a laser beam can be envi-
sioned as propagating during a time ¢ in a direction z and expanding orthog-
onally in x and y. When such a beam originates at a source that radiates at
precisely the same frequency (wavelength) at all times, the wave travels reg-
ularly with the instantaneous intensity at each point along the direction of
propagation and is totally described in terms of the intensity at the source at
that instant and the number of wavelengths, or partial wavelengths, between
the source and the observation point as illustrated in Fig. 1.8(a). If, however,
the source were to change wavelength slightly, on a random basis, the regu-
larity of the propagating wave is affected as well. The instantaneous amplitude
is described by a simple, deterministic, sinusoid over an interval that corre-
sponds to the time during which the source radiated a specific frequency as
shown in Fig. 1.8(b). The property of an electromagnetic field whereby the field
at one specific point and time correlates with the field as observed at another
point and time is termed coherence.

Real sources, even lasers, are imperfect, and their output can be regarded
as constantly varying over some range of frequencies.!? The wavelength var-
iation corresponding to this frequency fluctuation (or spread) is termed the
linewidth of the laser. The time during which the laser emission effectively
consists of a pure single-frequency wave is referred to as the coherence time
of the laser, and the longitudinal distance along which the wave propagates
during this coherence time is called the coherence length. The relationships
among the wavelength, linewidth, coherence length, and coherence time are
defined in Fig. 1.8(b). Equation (1.5) is the basic relation between the frequency,
velocity, and wavelength. In Eq. (1.6), coherence length and coherence time
are related quantitatively, as illustrated in Fig. 1.8(b); and in Eq. (1.7, co-
herence length is expressed in terms of the spectral linewidth.!® There is a
large body of literature on the nuances of optical coherence theory including
Marathay,'* Mandel and Wolf,!®> and Baron and Parrent.!® For the purposes
of laser warning receiver analysis, the following relations are particularly
germane because coherence discrimination is usually implemented in terms
of a coherence length measurement:

4

A== (1.5)
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Al. = cAt. , (1.6)
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Fig. 1.8 Laser coherence length concept: (a) coherent wave and (b) partially coherent wave.
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)\2
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(1.7

where \ is the wavelength in meters, ¢ is the speed of light in meters per
second, v is the frequency of the wave in hertz, Al. and A¢. are the coherence
length and coherence time, respectively. The net result of Eq. (1.7) is to define
the laser coherence length in terms of the spectral linewidth A\, which is the
laser parameter typically measured or specified.

As a consequence of the temporal element in this description, coherence is
often termed temporal coherence. From the perspective of the coherence deg-
radation along the direction of propagation, it is also termed longitudinal
coherence.

For a few lasers, such as the COz lasers used in superheterodyne laser radars,
temporal coherence is a primary parameter that is carefully selected, moni-
tored, and controlled because it is directly related to system performance. For
most other military applications, coherence is a secondary parameter. Al-
though much more coherent than the sun or other natural sources, such lasers
are only partially coherent, and coherence per se is ignored, whereas the focus
is on beamwidth, bandwidth, and resultant power density. Table 1.8 lists the
coherence length of lasers and other sources as calculated from typical laser
specification sheets.!”

If the beam, even one from a “coherent” laser, is traveling through a prop-
agation medium that itself is changing with time in a random fashion, then
we also expect to find a reduction in the longitudinal coherence length. In
addition, if the propagation medium exhibits variations laterally across the
beam (i.e., at right angles to the direction of propagation) it may be said that
the lateral coherence of the beam is affected. Because the atmosphere is in a
constant state of turbulence and its turbulence is reflected in its optical prop-
erties, such effects must be considered in the design of laser warning receivers
that measure coherence, or use it to distinguish among sources. The somewhat
artificial distinction between longitudinal and lateral coherence is useful for

Table 1.8 Coherence Length of Lasers and Other Sources

Source Approximate
Coherence Length
(meters)

Incandescent (Unfiltered) 107

Sun (Silicon Band) 10

Light Emitting Diode (LED) 10%

He Ne Laser 10!

Diode Lasers 10%t0 1

Dye Lasers 10% to 1

CO, Lasers 10* to 10+
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LWR considerations because of the different origins of the incoherence—the
laser source linewidth is the dominant contributor to temporal (or longitudinal)
coherence degradation, whereas the atmospheric effects are the dominant con-
tributor to lateral coherence degradation. Section 1.7 illustrates the ways in
which the coherence in these two dimensions affects the design of laser warning
receivers.

Radiation Patterns. Optical sources can be characterized as either area sources
or point sources. Conventional optical sources generally behave as area sources.
For illumination systems consisting of an area source and an optical system
focused at infinity, the output beamwidth is well modeled by a cone of rays
(not necessarily circularly symmetrical) originating from the final collimating
optic with a beamwidth given by the throughput relationship

As X Qs = Ay, X Qp , (1.8)

where the first product refers to the radiation source area and its angular
radiation pattern, whereas the second product refers to the output optic area
and its angular radiation pattern. The conical beam with a linearly expanding
beam diameter is an accurate presentation of the behavior of such beams at
distances that are long with respect to the diameter of the final optic. Some,
if not most, military laser systems are very highly multimode devices, and
they are well represented by this model with the intensity internal to the beam
having a Gaussian distribution.

Coherent, single-mode lasers, even when they emanate from a large di-
ameter laser cavity, are better characterized as point sources, are capable of
diffraction-limited performance, and are typically used in diffraction-limited
optical configurations. Figure 1.9 illustrates the spatial evolution of a diffraction-
limited beam intensity, which appears initially to be cylindrical evolving into
the expected conical form as it reaches a distance of d?/2.44\ from the aperture,
where d is the diameter of the aperture. By 2d?\ it has settled into a steadg
conical expansion corresponding to an intensity reduction with range of 1/R*;
at shorter ranges the intensity of the beam is quite complex.1318:19

At optical wavelengths where X is a small number, this well behaved 1/R 2
region may not be established until the laser beam is many kilometers from
the laser. The region in which the beam exhibits the 1/R2 dependence is termed
the far field, and the close-in region is the near field.

- 244 —

Fig. 1.9 Spatial evolution of the beam from a uniformly illuminated aperture.
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Within the far-field region, the irradiance E(0,¢) of the laser beam directly
incident on a laser warning receiver is given by

16,
E®b) = 2 Rf)T , (1.9)

where I(0,¢) is the source radiant intensity in watts per steradian, T represents
the transmission of the intervening atmosphere, and (6,4) are the angular
coordinates of the receiver with respect to the center of the beam. To determine
the total received power it is only necessary to integrate the beam irradiance
over the aperture.

For distances within the near-field range, the situation is much more com-
plex and requires solution of the Fresnel integrals.'®

Uniformly illuminated circular apertures produce the [Bessel(x))/x pattern
illustrated in Fig. 1.9; Bessel(x) refers to the Bessel function tabulated in
various mathematical handbooks and tables.?’ The resultant optical beam
shapes, including the sidelobes, are identical, in principle, with those found
in microwave-radar beams. However, because typical lasers seldom uniformly
illuminate their output optics and, typically, the output amplitude distribution
is Gaussian shaped, the off-axis direct-beam intensity is usually relatively
low.2! Thus, typical laser warning receiver scenarios seldom involve intercept
of distinct sidelobes, as do the analogous radar warning receivers. However,
the materials of the laser optics, as well as the internal structures, mounting
elements, etc., do cause off-axis scattering and reflection, which is somewhat
analogous to the sidelobes of the microwave regime. Most of this spurious
scatter arises as the laser beam exits the laser and is referred to as port scatter.?
It typically has three specific sources: (1) scatter from the optical material of
the collimating lens, which is relatively omnidirectional and 3 to 6 orders of
magnitude lower than the main beam; (2) multiple reflections among the var-
ious lens and laser surfaces, the intensity of which is a strong function of the
specific configuration; and (3) strong spurious, specular, reflections from spe-
cific internal structures. The latter may be highly directive and collimated and
only a few orders of magnitude less intense than the main beam.

1.3.2 Propagation through the Atmosphere

1.3.2.1 Missile Signature Propagation Overview. The utility of a partic-
ular emission line or band for warning purposes depends on its transmission
through the atmosphere, among other factors. Some more obvious candidates,
such as the molecular transition band of COz at 4.3 pm, are made less appealing
by their attenuation over moderate pathlengths. In this case, the outer edges
of a temperature-broadened emission line can propagate for some distance
through cooler atmospheric COs. Figure 1.10 shows'! the effect of atmospheric
attenuation on the spectral distribution of plume emissions. Ultraviolet ra-
diation, which appears attractive for warning purposes because of the low
natural background and clutter levels at low altitudes, suffers significant at-
mospheric scattering as well as absorption over modest pathlengths.

The topic of atmospheric transmission is treated extensively elsewhere in
this handbook. This section explores only the impact of atmospheric effects on
typical missile observables and provides estimation rules for design purposes.
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1.3.2.2 Tactical Missile Signature Propagation.
path lengths are moderate and homogeneity of the atmosphere can be assumed,
it is possible to use a Beer’s law estimate to approximate atmospheric effects,
although a detailed spectral calculation like FASCODEZ? or HITRAN?* would
be more accurate. Intermediate resolution models like LOWTRAN?® or
UVTRAN?® are useful if plume radiation is not dominant. The extinction
coefficient depends on the detection band and spectral distribution of the source.

Degraded atmospheric conditions can change these extinction coefficients
dramatically. Table 1.9 shows®’ some coefficients for the 8- to 12-pm band
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Fig. 1.10 Modification of spectral distribution of plume emission by atmospheric attenuation.

In a tactical situation, where

Table 1.9 Extinction Coefficients in 8- to 12-pm Band

Weather Condition

Extinction Coefficient
(km)

Haze

Light fog

Moderate fog

Heavy fog

Light rain

Moderate rain

Heavy rain

Light snow

Moderate snow

Heavy snow

Very clear and dry

Clear

0.105
1.9
35
9.2
0.36
0.69
1.39
0.51
2.8
9.2
0.05
0.08
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An empirical expression!® for atmospheric attenuation as a function of wave-
length and visible band visibility (a figure normally available from meteoro-
logical reports) is given by

-q
=3.91( \
Ty = exp[ v (0—55) R] ) (1.10)

where V is the visibility and R the range, both in kilometers, and \ is the
wavelength in micrometers. The exponent q depends on the size distribution
of scattering particles; ty})ical values are 1.6 for high visibility, 1.3 for average
conditions, and 0.585 V* for low visibilities (<6 km).

The choice of spectral band should not be made on atmospheric transmission
alone. Other factors such as target size and contrast with background enter
into the considerations. Figures 1.11 and 1.12 compare?® the SNR for two
different bands for different situations. The first is based on a man-sized target
with no aerosol in the atmosphere and short ranges. The man is approximately
the size of tactical missile targets. Note that the 8- to 12-um band is better
for short ranges, but a BLIP (background-limited performance) detector in the
3- to 5-pm band could outperform the 8- to 12-pm system at ranges beyond
5 km. The second figure is for a small, high-temperature target at high altitude
and longer ranges. It is important to note that no plume emissions are con-
sidered here, only hot blackbody radiation from a tailpipe, for example, and
that the higher clutter levels in the 8- to 12-pm band are not considered. The
3- to 5-wm band is better under these conditions. However, with current de-
tector technology, the 8- to 12-um band is still superior in a tropical environ-
ment for all but very hot targets. At long ranges and with hot targets the 3-
to 5-pm band could potentially emerge as superior with detector technology
improvements.

1000

TARGET: MAN B e e
PATH: . HORIZONTAL N
ATMOSPHERE: NO I
AEROSOL

8-12

8-12{ 1]

m B LR A
|55 [ N ---- BLIP DETECTOR CASE ——
pm N = GENERAL CASE

| ~IN0
01 23 456 7 8 910 1112 13 14 15
RANGE (km)

0.1

Fig. 1.11 SNR for man-sized target.?®
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Fig. 1.12 SNR for small, hot targets.?®

The effect of atmosphere on target to background contrast is generally the
primary concern, so a more careful definition of contrast is in order. Absolute
contrast at zero range, defined as the difference between target and background
radiances (or temperatures) at the target can be written

Ca = Nr — N, (1.11)

where the subscripts T and B refer to target and background radiances re-
spectively. In the case of airborne targets, the background radiance is under-
stood to be that coming from the atmosphere behind the plane of the target
for the following discussions. The units of this contrast parameter are units
of radiance (or temperature). More frequently encountered is the relative contrast

Nr—Np _ Nr—Ng

CR =GNz + Ng) ~ Np

(1.12)

which is unitless.

The effects of atmospheric attenuation and path emission on contrast depend
on which definition of contrast is involved. For relatively flat target and back-
ground spectral radiance distributions, the band-averaged atmospheric path
transmittance T can be applied to the in band radiances. In the case of absolute
contrast, the emission factors cancel and the contrast is reduced by the band
averaged atmospheric path transmittance factor. In the case of relative con-
trast, the emission term cannot be neglected in general. If the transmitted
radiances are represented by lowercase symbols and defined as
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nT = NTT + Nae ng — NBT + Nae , (1.13)
where 7 is the band averaged atmospheric transmittance and Ny, is the atmo-
spheric path emission in the same spectral band, then the two transmitted
contrasts can be written as

¢y = np— ng =1(Nr — Ng) = 1Ca , (1.14)

and

np —ng (Nt — Np) + Noe — Nae

g = - (1.15)
(ve)(ny + np) ()7 (N7 + NB) + Nae
_ Nr — N _C Nr + Np
" Naot + (Np + Np)2 ~ "E\Nyp + Nz + 2N/t
~ TCR<TNB - Nae) . (1.16)

In some cases, such as short horizontal paths, Ng7 + Nz = Np and we are
left with ¢z = TCr. In these expressions lowercase symbols refer to transmitted
radiances or contrasts, whereas uppercase symbols are zero range values. For
a further discussion of contrast in relation to electro-optical systems analysis
methods, see Pinson.?®

1.3.2.3 Strategic Target Signature Propagation. For strategic warning sen-
sors designed to detect ICBMs and SLBMs by their emissions in the missile
plume bands, atmospheric transmission plays a key role in determining the
apparent intensity of the missile as it rises through the atmosphere. While
the missile is low in the atmosphere, much of the IR radiation of the exhaust
plume is absorbed by the water vapor and carbon dioxide gas in the atmosphere.
However, as the missile rises in altitude, the concentration of water and carbon
dioxide in the atmosphere rapidly decreases, and the atmospheric transmission
from the target to the sensor greatly improves, resulting in orders of magnitude
increases in the apparent intensity of the missile.

Signature propagation considerations for cruise missiles and strategic air-
craft are much the same as for tactical aircraft, although the slant paths are
typically longer and extend from the target to a sensor in space. Nonetheless,
the treatment of contrast propagation presented in Sec. 1.3.2.2 also applies here.

1.3.2.4 Laser Signature Propagation

Atmospheric Attenuation. Lambert’s law (i.e., the exponential attenuation
of power with distance) is an adequate representation of the average reduction
of laser intensity as it propagates from the source to the laser warning receiver:

7 = exp(—aR) , 117

where 7 is the transmission factor, « is the attenuation coefficient in inverse
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kilometers, and R is the range in kilometers. Laser attenuation and scattering
coefficients are tabulated in the literature; see, for instance, Kneizys. 30

For slant paths through a nonhomogeneous atmosphere, Eq. (1.17) must be
expanded to take into account the variation of a along the path. Equation
(1.10) of Sec. 1.3.2.2 can be used to estimate laser attenuation as a function
of visibility range.

Attenuation, although important to LWR system performance, is not the
only significant atmospheric issue. Atmospheric scatter and atmospheric scin-
tillation, which are discussed in the sections that follow, are items of major

concern.

Atmospheric Scatter. Figure 1.13 shows the components of the atmospheric
attenuation discussed in the prior section. (Absorbers other than O3 have been
omitted in the development of this figure.) Throughout the visual and into the
mid-IR spectral region, the dominant source of near-earth and low-altitude
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Fig. 1.13 Components of atmospheric attenuation.
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Fig. 1.14 Angular scatter patterns: (a) atoms (Rayleigh) and (b) aerosols (Mie)—not to
scale; front to back ratio can be of the order of 100 to 1.

attenuation is the aerosol scattering component. Thus, in this region, the light
that is attenuated is not absorbed, just redirected. (This figure is based on that
originally presented by the RCA Electro-Optics Handbook31 replotted by
Patterson®? with data from Patterson and Gillespie®® and corresponds approx-
imately to a 23-km visibility.)

In Sec. 1.2.2.3, on typical scenarios, reference was made to the fact that
typical laser beamwidths, when incident on their targets, may be smaller in
extent than the target itself. As a result, the laser beam may not directly strike
the laser warning receiver. However, when it is not directly incident, it usually
passes nearby. Thus, detection of light scattered from the adjacent air is a
major aspect of LWR design. Figure 1.14 shows the angular scattering func-
tions for the two major scattering components, atoms and aerosols. Atomic
scatterers, dominant in the UV spectrum and in the upper atmosphere, are
relatively isotropic (Rayleigh scattering), whereas the larger aerosols, domi-
nant at the lower altitudes, scatter preferentially in the forward direction (Mie
scattering). Fortunately, this results in a relatively large available signal for
the tactical laser warning receiver, even in a “near-miss” situation. The specific
angular scattering function that applies to a system calculation is a function
of the atmospheric constituents, and their size distribution, as well as the
specifics of Mie scattering theory that treats the scattering pattern of the
individual aerosol particle. This, in turn, requires that we define the atmo-
spheric conditions before we can quantify these effects Ishimaru®? prov1des
an overview to this area; Zardecki and Deepak® and Bissonnette®® address
the specific case of narrow- ban%, near-axis laser scatter for very low visibility
conditions, and Kabanov et al.3¢ provides a statistical model of angular inten-
sity of the scattered light for coastal haze conditions applicable to the off-axis
scenario (see Sec. 1.2.2.3).

Target Scatter/“Splash.” For the self-protection scenario, the laser warning
receiver is located on the laser target platform. As discussed previously, the
laser is not always directly incident on the receiver, and the laser photons
must reach the receiver via a secondary scatter, or reflection, process. One
scatter source, the adjacent atmosphere, is discussed in the prior section. The
other scatter source is the target vehicle itself. Laser warning receivers may
be positioned so that they view the scatter from a portion of their own platform.
To avoid confusion with the atmospheric scatter case we will, occasionally,
refer to this latter situation as target splash.

Signal intensity from target splash intercepts is a function of the vehicle
bidirectional reflectance distribution function (BRDF), which describes the
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intensity of light scattered in a particular direction as a function of light
incident in some other direction.3”7 The scatter from most vehicle surfaces is
more or less proportional to the cosine of the angle off the normal to the surface
(i.e., Lambertian) with some specular components. The intensity of the splash
is a function of surface material, surface texture, incident angle, and viewing
angle. For land vehicles this signature is dominated by the environmental
conditions at the time (i.e., mud, dirt, dust, and so on).

For the standoff ESM scenario, target splash from a distant target can be
the primary signal source.

Atmospheric Scintillation. Atmospheric turbulence potentially affects laser
warning receiver analysis and design in several ways: it causes random an-
gular deflection of the beam; it reduces the long-term temporal coherence of
the beam; and it causes the initially smooth wavefront to degenerate into a
series of overlapping sectors that randomly interfere with each other, resulting
in a mottled beam.38 The first two effects are minor with respect to terrestrial
laser warning receivers that are targeting typical tactical lasers: the beam
wander is of the order of tens of microradians, whereas the laser beams are
often 10 to 100 times wider; similarly, the temporal fluctuations occur at
millisecond rates, and the coherence times of the lasers of interest are seldom
that long. However, the mottling of the beam, illustrated®® conceptually in
Fig. 1.15, becomes a practical issue in two ways: (1) lateral motion of either
the laser or the receiver and the natural turbulent motion of the atmosphere
produces temporal amplitude fluctuations of the signal directly incident on the
LWR and (2) the random instantaneous transverse irradiance pattern can se-
verely impact the performance of specific LWR configurations.

Scintillation effects are addressed in depth elsewhere in this Handbook; the
LWR relevant issues are reviewed briefly herein.

The irradiance fluctuations can be readily visualized by envisioning a point
detector positioned within the pattern of Fig. 1.16 as the black and white
pattern therein moves randomly.*° It also can be visually appreciated that the
larger the receiver gets, the more cells it covers, and the less fluctuation there

rP—_-—
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TRANSMITTER TURBULENCE

RECEIVER
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Fig. 1.15 Tllustration of the origin of scintillation effects (conceptual). (From Ref. 40; re-
printed by permission of John Wiley & Sons, Inc.)
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0

Fig. 1.16 Atmospheric scintillation appearance.*

will be in the detected signal. Typically, laser warning receivers are small
aperture devices; therefore, the scintillation-induced signal level fluctuations
must be incorporated in system design/analysis. The usual approach is to
estimate the variation expected and to allow an additional system gain margin
(i-e., more sensitivity than would be required in the absence of scintillation,
to obtain the requisite probability of detection).*!

The transverse variation in wavefront amplitude also impacts the optical
configurations involved in the parametric characterization of the intercepted
laser. This is discussed in depth in Sec. 1.7. The issue in this regard has to do
with the wavefront-sampling process by which separate, adjacent apertures or
detectors extract energy from the beam. Subsequently, their outputs are com-
pared to deduce beam coherence, direction, or wavelength. Obviously, the re-
sult of comparing the intensities of adjacent detectors will be perturbed by a
pattern like that of Fig. 1.16. As a result, many equipment configurations that
operate well in the laboratory are defeated by scintillation in the field.
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Fig. 1.17 Lateral coherence length versus turbulence path length.*?

From the perspective of propagation observables, the transverse character-
ization of a propagating beam involves the measurement of the transverse
coherence diameter. Note that although the transverse irradiance distribution
and the transverse coherence dimensions are related, they are two different
parameters. Transverse coherence measurement has been carried out by sev-
eral investigators. Figure 1.17 presents®®*2 the transverse coherence diameter
for some typical conditions.

Note, that for a typical example, say a 0.6943-um ruby laser beam on a
horizontal path several kilometers long, the transverse coherence distance is
of the order of several centimeters. Many, if not most, laser warning receivers
are smaller than this; thus, adjacent apertures close together could be expected
to characterize the source properly. However, coherence diameter, which is the
most commonly measured transverse scintillation parameter, is only a partial
characterization of the beam. Because the sharp peaks and valleys of the
transverse amplitude distribution arise from the destructive interference of
adjacent beam segments and the beam is not coherent beyond its coherence
diameter, it follows that the detailed structure of the peaks and valleys occur
over an even smaller lateral distance. If searching for a small, relatively con-
stant amplitude segment of the beam, one must use a sector that may be a
4o to a Vioo of the transverse coherence diameter.

1.3.3 Backgrounds and Clutter

In many cases, the performance of warning systems is clutter limited rather
than noise limited. The key to probability of detection and false alarm rate is
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the signal-to-clutter ratio rather than the SNR. Signal is usually defined as
the difference between the irradiance from a target containing resolution ele-
ment and that from an adjacent resolution element. The signal-to-clutter ratio
thus involves the local background mean as well as variations in the back-
ground and the target intensity. This section includes a brief survey of the
background and clutter properties likely to be encountered in passive warning
situations. Terrain clutter is discussed separately from cloud and sky clutter.
Various clutter metrics useful in evaluating system performance are defined
and typical values presented. A short discussion of background levels at typical
threat laser wavelengths concludes the subsection.

1.3.3.1 Terrain Backgrounds. In the spectral region below 4 pm, reflected
and scattered solar radiation is one of the major contributors to background
radiation levels. It is unlikely that specular reflections will be significant from
missile bodies, because missile designers will probably attempt to avoid glint
and glare signatures. A comparison of diffuse reflectances of various back-
grounds and target materials may be of some use. Table 1.10 lists*®*¢ short-
wavelength reflectances for a number of background materials. These values
are for high elevation angles. Caution should be used in applying them at
angles below 30 deg, where most surfaces become more specular in their behavior.

Table 1.10 emphasizes vegetation backgrounds and short-wavelength IR.
For visible wavelengths, a summary of general terrain background reflectances
is contained in Table 1.11, which is taken from Ref. 45.

Spectral variations in reflectance are much more pronounced below 4 um
than above, so the values quoted in these tables should not be extended beyond
the spectral ranges indicated therein. Figure 1.18 shows spectral variations
from the UV out to 4 pm for several backgrounds likely to be encountered in
down-looking situations. The effect of chlorophyll on the reflectivity of vege-
tation at 0.72 to 1.3 pm should be noted. Few man-made surfaces exhibit such
pronounced changes over limited wavelength differences.

Table 1.10 Short-Wavelength IR Background Reflectances

Material or Background Type Hemispheric Reflectance
(%)

Grass 24%
Wheat 26
Maize 22
Pineapple 15
Sugar cane 15
Deciduous woodland 18
Coniferous woodland 16
Swamp forest 12
Open water 05

Dry soil (light color) 32
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Table 1.11 Luminous (i.e., Visible Band) Reflectances for Backgrounds (from Ref. 45)

Background Feature Approximate
Reflectance
(%)
Bay 34
Bay and river 6-10
Water Surfaces Inland waters 5-10
Ocean 3-7
Ocean, deep 35
Forest (jungle) 3-6
Forest (open) 4-10
. Fields, dry plowed 20-25
Vegetation Fields, green 3-6
Fields, wheat 7-10
Grass, dry 15-25
Ground, bare 10-20
Ground, very white 11-15
. Ground, some trees 7-10
Soils/Snow Sand, dry 2431
Sand, wet 18
Rock 12-30
Snow, white field 70-86
Concrete 15-35
Man Made Blacktop 8-9
Clouds, dense, opaque 55-78
Clouds Clouds, nearly opaque 44-55
Clouds, thin 36-40
Average terrain, except 5-6
barren land
Barren land 13
General Terrain Types Sand, snow, and salt flats 20-40
Mature or old growth 4-10
New growth 7-15
Dormant or dry growth 15-25
Inland water 7

The intensity and spectral distribution of natural illumination sources are
just as significant as the reflectances of the target and background materials.
Figure 1.19 indicates?® the variation in intensity of visible band illumination
under various situations. Systems that depend solely on reflected ambient
illumination to detect targets must have a high sensitivity if they are to provide
night capabilities. Conversely, short-wavelength emissions from the missile
plume are more easily detected against the lower background and clutter levels
that exist during night or low-illumination periods. Ultraviolet radiation is
strongly absorbed or scattered in the atmosphere. In the solar blind region of
the UV spectrum from 250 to 280 nm, very little natural solar illumination
reaches the earth.
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Fig. 1.18 Spectral variation for several downlooking backgrounds.

At wavelengths above 4 pm, emitted radiation dominates reflected radiation
in most tactical situations. Background and clutter levels are determined by
the physical temperature of the terrain surface and the emissivity of the ma-
terials. Environmental effects induce variations in material temperatures
throughout diurnal and seasonal cycles. Figure 1.20 shows*$ typical summer
diurnal variations in temperature over several days for eight common terrain
background materials. Most background scenes are a mixture of several of
these materials. The cyclic variations are also evident in clutter levels that
result from transitions from one material type to another. Seasonal cycles
change not only the temperatures but also the physical characteristics of many
background materials, most notably deciduous vegetation and snow and ice
covers. Less readily sensed environmental factors, such as the water concen-
tration at root level, determine equilibrium temperatures and surface optical
properties. Figure 1.21 illustrates*’ how the root level water concentration
affects midday air to leaf temperatures under strong sunlight conditions. Dif-
ferences in plant species sensitivities to root level moisture may enhance clut-
ter levels in a multiple crop area. Soil temperatures are also dependent upon
the water content of the soil. Table 1.12 shows some measured soil to ambient
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Fig. 1.19 Ambient light levels under different conditions.

air temperature differences at midday as a function of the volumetric water
content.

The effect of rain on terrain backgrounds is to reduce signal contrast as
well as background clutter. Surfaces are driven to temperatures near to that
of the falling rain, and surface optical property differences are minimized by
the wetting effects. The temperature of a falling raindrop approaches the wet
bulb temperature of the surrounding air within a few seconds,® so the ambient
wet bulb temperature is a good approximation for terrain background tem-
peratures after a short period of rain.

It is often assumed that terrain background materials will exhibit a Lam-
bertian type emissivity variation with viewing angle. Although this may be
a reasonable assumption if no other data are available, most natural surfaces
are not Lambertian. Figure 1.22 shows*® the mean effective temperature of a
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Fig. 1.21 Soil moisture effects on vegetation backgrounds.?’

Table 1.12 Soil-to-Air Temperature Differences as a Function of Soil Water Content

Soil Water Volumetric

Midday Soil-Air

Concentration Temperature Difference
(cm*/cm’) °C)

0.00 27

0.08 19

0.16 11

0.27 0
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Fig. 1.22 Apparent effective temperature as a function of depression angle.

small sample area of grass viewed from various depression angles. Some of
this variation may result from partial obscuration of the dirt beneath the grass
in the case of short cropped grass. Similar studies of dirt, asphalt, and other
materials show similar but less pronounced variations with depression angle.
Other statistical parameters of the clutter such as standard deviation, corre-
lation length, and other spatial parameters, also vary with viewing angle.

Special Cases—Water and Snow Backgrounds. The optical properties of water
surfaces are very dependent on viewing angle. For a flat water surface, the
reflectivity and emissivity can be calculated directly from the index of refrac-
tion at a given wavelength. However, water backgrounds are rarely encoun-
tered in a flat condition. Wind is the primary driver of surface irregularities
on large bodies of water. Cox and Munk*® have developed an algorithm for
relating water surface angles with prevailing wind conditions. The sea surface
is treated as many facets whose slope components exhibit a Gaussian distri-
bution. The anisotropy in facet orientations depends on wind direction aniso-
tropy. Equation (1.18) relates the mean square slope o to the masthead wind
velocity, w in meters/second (our primary concern with water waves is the
potential for false alarms due to sun glint or other reflections):

o® = 0.003 + 0.00512w = 0.004 . (1.18)

Models for estimating the equilibrium temperature of water surfaces are of
limited value because of the strong local variations in water temperatures. In
the case of small isolated bodies of water, the physical temperature can be
estimated using an empirical relation®® given by

T, = 56.182 — 0.95454® + 0.0021307®% + ATmonth , (1.19)

where T, is the water temperature in Celsius, ® is the latitude in degrees,
and AT month is a correction term for monthly variations given in Table 1.13.
The numerical values were determined by Cloud®® using data from the U.S.
Geological Survey Station, Reston, Virginia.
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Table 1.13 Water Temperature Monthly Corrections (°C) (from Ref. 49)

Month Temperature  Month Temperature
Jan -12.5  Jul +2.8

Feb -11.1 Aug +1.45
Mar -10.1  Sep 0.00
Apr -6.2  Oct -4.22
May -2.2  Nov -8.45
Jun +0.3 Dec -10.50

The emissivity of water surfaces in the infrared varies with both wavelength
and viewing angle. Figure 1.23 shows®! the emissivity of flat water surfaces
as a function of depression angle for the spectral range between 1 and 15 pm.
Note the nonlinear vertical scale selected to emphasize small variations near 1.0.

The angle at which water is viewed has a strong effect on infrared emissivity.
Figure 1.24 shows®? this in the form of an apparent temperature difference
between the surface and the corresponding blackbody temperature at three
different wavelengths. Zenith angle is the primary variable. Wind speeds of
0, 1, 5, and 15 m/s are illustrated. The effect of surface roughness on apparent
temperature is illustrated® in Fig. 1.25. In the case of sea water, the salinity
has some effect on the surface optical properties. However, the effective tem-
perature difference between pure water and sea water is much less than the
other illustrated effects. It ranges from 0.02°C near zenith to 0.05°C at about
85 deg from zenith. The sign is always negative (sea water appears colder
than pure water by %0 of a degree or less). Figure 1.26 shows52 the ratio of
relative reflectances for pure and sea waters in the region from 4 to 16 pm.

Snow backgrounds introduce another factor—the age of the snow surface.
Fresh fallen snow is nearly black in the infrared bands, but the emissivity
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Fig. 1.23 Spectral emissivity of water in the infrared region for several angles of view.?!
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Fig. 1.24 Effect of viewing angle on apparent temperature of water (as a function of wind
speed and wavelength).

decreases with time. Sublimation and thawing, along with refreezing cycles,
alter the surface properties. Figure 1.27 shows®® the spectral reflectance of
snow with natural aging.

Table 1.14 shows®* some measured reflectance data on various snow types
for the 3- to 5- and 8- to 12-pm bands. Note the nominal factor of three variation
in both bands.

Other spectral regions, besides the visible and infrared are effected by aging
and cycle effects in snow. Passive millimeter-wave radiometers can detect
strong variations in surface reflectivity when snow has been thawed and re-
frozen. This phenomenon, known as metamorphic (or refrozen) snow, can gen-
erate contrasting patches of the order of meters in diameter across the snow
surface.
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Fig.1.25 Effect of surface roughness on apparent temperature (as a function of wind
velocity and wavelength).
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Table 1.14 Reflectance of Various Snow Types

Snow Characteristics

Reflectance (%)

Density . 3-5 um 8-12 um
(kg/m) Description Band Band
160 Metamorphosed grains 0.1-1 mm, some 1.27 0.51
clustering, pock marked surface, 1 mm
peak to trough
220 Broken crystals, 0.1-1 mm, drifting 0.94 0.44
snow, very flat
320 Melt-freeze ice crust, pocked surface, 3 2.86 1.46

mm peak to trough

1.3.3.2 Cloud and Sky Backgrounds.

Clear sky background levels in the

infrared are determined by the emission and scattering of the atmosphere
components along the line of sight at each wavelength. A code such as
LOWTRANS? is useful for calculation of path emissions. In window regions
such as the 8- to 12-pm band, the elevation angle determines the path length
to space (effective temperature of 3 K), hence colder backgrounds can be ex-
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Fig. 1.28 Clear sky spectral background.5®

pected near the zenith. Figure 1.28 shows® the clear sky spectral background
as a function of elevation angle.

An empirical equation for estimating the clear sky zenith radiometric tem-
perature as a function of ground level air temperature and humidity has been
derived by Idso.?® It treats the atmosphere as a graybody at ground level air
temperature with an emissivity e, which is dependent on temperature and
humidity. The equation can be used for broadband radiance or for narrower
8- to 12-pm or 11 to 12-wm bands with different sets of numerical coefficients.
The equation is

Tsky = € Toir = [a + 5% exp(c/Tai)]“Tair , (1.20)

where § is the water vapor pressure in mbars and the coefficients q, b, and ¢
are band dependent. For the broad 8- to 14-pum band, a = 0.24, b = 2.98 x
1078, and ¢ = 3000. For the narrower 10.5- to 12.5-pm band, which is useful
for calculating cold sky reflectances,a = 0.10,5 = 3.53 x 1078 and ¢ = 3000.
For the full thermal spectrum, the expression takes the form

Toy = [0.70 + 5.95 X 10755 exp(1500/Tair)]*Tir - (1.21)

The Idso approach is convenient for zenith sky temperatures in the broad bands
indicated. A more general empirical approach due to Martin and Berdahl®”
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predicts clear sky emissivity as a function of wavelength X and zenith angle
0. Sky emissivity is given by

es(\0) =1 - (1 - e;)[@] explb(1.7 — 1/cos8)] , (1.22)

tav

where ¢/, the total sky emissivity, can be estimated from the dew point tem-
perature Tqp in kelvins by

2

o = 0711 + 056( L2) 4 073 Lk (1.23)
s 100 100/ ° '

and the factors b and [#(\)/fav] are determined from Table 1.15.

In the visible and ultraviolet spectral regions, sky backgrounds are pri-
marily the result of scattered solar radiation. During daylight hours this scat-
tered background radiation is so intense that postburnout missiles or other
passive targets are potentially detectable due to their negative contrast against
the “bright” sky. The intensity of the scattered sky radiation decreases with
altitude.

Cloud-filled skies represent a different background and clutter case for tac-
tical situations. In the infrared, clouds behave as graybodies with an emissivity
near one. The equilibrium temperature of the under side of a cloud layer is
usually close to the ambient air temperature at the altitude of the cloud base.
This can be estimated from the ground level air temperature and the typical
air temperature lapse rate by

Tair(h) = Tair(0) — 6R , (1.24)

where Tair(0) is the ground level ambient air temperature in degrees Celsius
and 4 is the height of the cloud base in kilometers.

Table 1.15 Best-Fit Parameters for Determining Sky Emissivity (from Ref. 57)

Wavelength
(am) engt b=A & +B W, =C & +D
A B c | D
3-33 1.493 -0.867 1.124 0.600
(Broad band)
8-14 1792 -1113 1.807 1.034
8.8 1.281 0.771 5.119 -1.192
9.6 1.305 0.715 5.321 -1.609
11 1778 -1.159 3.174 0.452
15 5.778 5.258 0.041 -0.007

17-22 -0.691 1.653 -1.549 1.298
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Fig. 1.29 Measured spectral cloud reflectance.

Clouds are frequently broken and irregular instead of uniform overcast, in
which case clutter statistics become significant. In the case of down-looking
sensors, cloud tops often provide a source of reflected solar radiation, also
generating high clutter levels. Figure 1.29 shows®® the spectral variation in
cloud reflectance from the ultraviolet into the mid infrared.

1.3.3.3 Clutter. Backgrounds are rarely uniform and stationary, so the spa-
tial and temporal variation in backgrounds must be considered in missile
detection problems. With the exception of sun glint from choppy water surfaces
and cloud edges (see Fig. 1.42 in Sec. 1.5.1.1 for an example) and platform-
motion-induced effects, naturally occurring temporal variations are generally
insignificant in tactical situations and easily compensated for in strategic
situations. Spatial variations in background radiance, on the other hand, place
severe demands on detection algorithms.

The definition of appropriate clutter metrics depends on the sensor system
and target size and location. A two-dimensional Fourier transform or auto-
correlation function of the received image provide most of the detail needed
to characterize the clutter, but are difficult to implement in real time. Simpler
metrics, such as standard deviation of the radiance, may be misleading because
of undefined spatial frequencies. A clutter metric suggested by Schmieder and
Weathersby®® uses standard deviations within target-sized areas and has been
shown to correlate well with the ability of human observers to detect targets
in clutter. It is

N ;2\ 12
clutter metric = (E N’) , (1.25)
=1

where the image space has been divided into N approximately target-sized
cells and o; is the standard deviation in each cell. This definition is of limited
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utility when the target is smaller than the instantaneous field of view of the
sensor, which is the case with many present day sensor systems, but may be
useful with future high resolution missile warning systems. The signal-to-
clutter ratio (SCR) can be related to system performance. Techniques to isolate
targets from clutter are discussed in Sec. 1.4.2.6.

The one-dimensional power spectral density (PSD) is frequently used to
describe background clutter. The frequency dependence of natural background
PSDs is often well behaved, following a PSD(f) = Cf™" form, where f is the
spatial frequency (in cycles per angular or linear unit) and n is either 1 or 2.
Figure 1.30 shows®® a representative one-dimensional clutter PSD from the
red spike region (4.39 to 4.57 pm). Note the shift in behavior from 1/f 2 at
lower frequencies (typical of cloud structures) to 1/f at higher frequencies
(typical of structured ground patterns). The units of this PSD are (nW srt
cm ™2 pm™H)2/(cycles/km). The constant C relating PSD to frequency, which
depends on spectral band and clutter levels, can range from 10~ 1 t0 103. Nom-
inal values of 1 for the exponent and proportionality constant can be used as
a first approximation for estimating clutter levels.

One-dimensional PSDs are a convenient metric for clutter considerations,
but real-world backgrounds are isotropic only for direct downward or upward
viewed scenes, and not always then. Nonvertical viewing angles introduce an
anisotropy to the background image that can be corrected with the cosine of
the depression angle, if known.

102
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Fig. 1.30 PSD curve showing 1/f variations.®’
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Atmospheric attenuation of clutter contrast must also be considered. Ranges
from observer to target and observer to background plane are generally not
equal, and contrast attenuation is greater for the clutter than for the target
signal level. For nonvertical viewing angles, the foreground clutter is atten-
uated less than the distant background clutter.

Clutter levels are subject to environmental factors and exhibit diurnal and
seasonal variations. Hetzler®! has studied diurnal and seasonal variations of
distant hilly and mountainous terrains in the western United States and noted
dependencies on solar load and sun angle. Balick and Doak®? have documented
the relation between observer and sun angles on forested backgrounds. Clutter
autocorrelation functions can provide an indication of the severity of the clutter
for typical target-sized objects. The distribution of spatial frequencies in terrain
clutter varies over the diurnal cycle.

Ben-Yosef®® suggested an empirical model for estimating the clutter au-
tocorrelation function once physical parameters of the terrain have been es-
timated from measurement data. The physical parameters are the heat ca-
pacity, the heat conductivity, and the solar absorption coefficient of a surface
element. If T(x,y) is the temperature of a surface element at position (x,y),
the autocorrelation function is defined as

Rr(Ax,Ay) = ([T(x + Ax,y + Ay) — (D)1 * [T(x,y) — (T)]) , (1.26)

where the averages ( ) are taken over the entire scene. The fixed terrain
parameters are heat capacity c(x,y), heat conductivity k(x,y), and the solar
absorption coefficient a(x,y). They have correlation lengths of r¢, rz, and rq,
respectively. The autocorrelation function of the terrain area can be expressed as

Rr(r) = (A1 + A») exp(—riry) , (1.27)

where rp is the surface temperature correlation length, a function of time, and
can be expressed as

Al + A

m . (1.28)

I'T(t) =

The factor B is the ratio of the conductivity and absorption correlation lengths,
B = ri/rq, and the time dependent quantities A; and Az are given by

Ai(t) = [Kf() — C? Ax(®) = [KfF(®)? . (1.29)

The main time dependent variable is the radiative flux f(¢), usually the solar
load, and the factors K and C are coefficients to the stationary state solution
for the ground temperature distribution

al(x,y) 1
k(z.y) Ck(x,y) . (1.30)

T(x,y,t) = Kf(t)

If the three autocorrelation lengths of the physical parameters can be obtained
from knowledge of the terrain composition or analysis of several thermal im-
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ages of the area, the temperature autocorrelation function (and consequently
PSD) can be calculated for any given radiative flux input f(¢).

A subset of the clutter problem is that of discontinuities in the background
components. Interfaces between land and water, or vegetation and bare soil,
can exhibit discrete changes in radiance even greater than that of the clutter
on either side. Spatial filtering can usually discriminate against these discon-
tinuities, but the importance of adaptive local thresholding to accommodate
these rapid shifts in background level should not be ignored.

1.3.3.4 Earth Background for Strategic Targets. When viewed from space,
the earth and its atmosphere represent sources of intense EO/IR background
signals. This background results in noise and clutter that can compete with
actual targets in the detection process. For sensors operating in atmospheric
window bands, the hard earth, with all the variability of its terrain and sky
features, represents a major source of clutter. This clutter makes the detection
of cruise missiles and strategic aircraft very difficult. Even for sensors oper-
ating in missile plume bands, the view from space can be quite cluttered.
Although the atmosphere might be semiopaque in these bands, solar reflections
off high clouds can effectively blind sensors operating in the near-IR portion
of the spectrum.

In addition to being a source of noise and clutter, earth backgrounds can
have a profound effect on the apparent signature of the less intense strategic
targets (namely, cruise missiles and strategic aircraft). For example, because
strategic targets may be viewed against a warm-earth background, the ap-
parent radiance of the target may be less than the brightness of the back-
ground, resulting in negative contrast signatures. As a result, strategic warn-
ing sensors might have to deal with positive contrast targets, negative contrast
targets, and in some cases, targets that have zero contrast in a particular
spectral band.

1.3.3.5 Background Levels for Laser Warning. LWR background sources
give rise to a steady level of background noise and spurious signal-like events.
Potential false signals within laser warning receivers are contributed by sev-
eral sources including

« scene clutter resulting from steady-state solar reflectance and thermal
self-emission

¢ sun glint

* battlefield sources, such as gunflashes and fires

¢ lightning

* electromagnetic interference (EMI)

* cosmic rays.

Typical, static scene clutter, either solar or thermal, is not usually a significant
issue within laser warning receivers because LWRs are usually staring sys-
tems, sometimes even nonimaging, often with low angular resolution. In ad-
dition, they typically are electronically designed to optimize the SNR of short
pulses in the micro- and nanosecond regimes and, thus, usually incorporate
high-pass filters that tend to block any residual scene image structure.

The constant noise background that arises from the quantum statistical
variations (shot noise) in the detected background photons is the dominant
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source of noise in many laser warning receivers. For LWRs at wavelengths
shorter than 2.5 to 3.0 wm, the solar background is the primary noise source;
for longer wavelength systems the dominant shot noise source tends to be the
thermal background.

Sun glint from various reflective, or refractive, surfaces that have some
relative angular motion with respect to the laser warning receiver can cause
very large signals with surprisingly rapid rise times. Typical sun glint sources
include reflection from vehicular windshields, from water surfaces (when the
LWR is aircraft mounted), and even from water droplets in sea-going scenarios.

Battlefield sources, such as gun flashes and the transient pulses associated
with explosives, are potential false alarm sources, particularly when the optical
rise time is rapid. Note that some such sources, many large caliber gunflashes
for instance, also have a multipulse transient that can spoof laser warning
receiver circuits that use multipulse logic to reject false targets. On the other
hand, battlefield fires that are a prime source of concern to airborne missile
warning receivers are of little significance to laser warning receivers since
they are relatively static and are rejected by the high-pass circuits involved.

Lightning is a serious problem with laser warning receivers; it is intense,
has a rapid rise time, and exhibits multipulse structure. Moreover, the light-
ning photons are accompanied by a strong electromagnetic pulse in the rf range.
Lightning has been characterized,%* and its parameters with respect to laser
warning receiver design have been studied.

Electromagnetic interference, primarily from weapon system associated ra-
dars, has been a common source of laser warning receiver false alarms. This
has occurred because many military lasers, specifically rangefinders, are col-
located with, and operated in conjunction with, high-power fire control radars.
Typically, this has not been an issue with the radar warning receiver com-
munity because these signals are, in fact, their target source.

Cosmic rays are energetic, charged particles that constantly bombard the
earth, originating mostly from solar sources. Typical particle counts are of the
order of several particles per minute per meter squared and vary with a variety
of astronomical, geographical, and local conditions.®> When a laser warning
receiver is designed to respond to, and alert upon, a single-pulse laser range-
finder, it becomes susceptible to cosmic rays as a false signal source. A portion
of these rays, as they bombard the receiver, pass through the detector junction/
surface and release electrons that are indistinguishable (in conventional de-
tectors) from laser-generated photoelectrons.

1.4 SIGNAL DETECTION THEORY

1.4.1 Introduction

Before a warning receiver can provide warning of an impending threat, it must
first detect the threat. To accomplish this function in a timely fashion, the
threat usually must be detected at long range. At such a range, the signal
produced by the threat and received by the warning receiver may be weak and
difficult to detect. Noise, generated by several sources, competes with the threat
signal for detection. On occasion, the threat signal may be so weak that the
noise effectively masks it, and the warning receiver is unable to detect the
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threat. Sometimes, noise may cause the warning receiver to indicate the pres-
ence of a threat when there is no threat present. Because noise causes these
missed detections and false alarms to occur on a random basis, the process of
signal detection must be described in statistical terms. Specifically, we must
describe the process in terms of probabilities; viz., the probability of detection
and the probability of false alarm.

If a warning receiver were to make many independent observations of a
target under identical conditions, the target would be detected only some frac-
tion of the time. This fraction is the conditional probability of detection Pp. It
is the probability that a target is detected given the condition that a target is
present. Likewise, if the receiver were to make many independent observations
with no target present, it would declare a target to be present some fraction
of the time. This fraction is the conditional probability of false alarm Pra, and
those false target declarations are false alarms. Since warning receivers con-
tinually monitor the environment, false alarms will be generated in a random
fashion over time. The average number of false alarms per unit time is the
false alarm rate (FAR).

The key figures of merit describing the detection performance of a warning
receiver are Pp, Pra, and FAR. They are, of course, functions of the design
parameters of the warning receiver, target parameters, and environmental
parameters. Determining the value of these functions for a particular warning
receiver design and specific threat conditions requires that the signal and noise
at the receiver detection decision circuit be described in statistical terms.
Specifically, the probability functions describing the signals in the detection
circuits for the case when a target is present and the case when a target is
not present must be determined.

The required probability function depends on the target signal character-
istics and the nature of the dominant noise sources present in the particular
sensor application. In some cases, the dominant source of noise may be noise
originating in the sensor electronics. Examples of this kind of noise are pream-
plifier noise and electronic readout noise. Another important source of noise
originates in the quantum nature of the detection process. In the process of
converting incoming IR energy into an electrical current, discrete packets of
light energy (photons) generate photoelectronsina random fashion. As a result,
the number of photoelectrons collected in a measurement interval is a random
quantity. In many EO sensor applications, the fluctuations in this quantity
can represent a major source of noise. For example, if a weak IR target is being
viewed against a bright, uniform IR background, the quantum fluctuations in
the observed background level may limit the detectability of the target. A
sensor operating under these conditions is said to be a background limited
performance (BLIP) sensor.

Yet another factor that can limit the detectability of a target is background
clutter. As EO/IR technology has advanced, it has become possible to develop
warning systems with the sensitivity required to respond to low-signature
threats. For these sensors, the detection performance is often limited by struc-
ture in the signals produced by the backgrounds against which the targets
must be detected. This type of background structure is called clutter. Clutter
signals usually exhibit noiselike qualities and are often described in statistical
terms. The analysis of problems involving target detection in clutter often
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involves the same techniques as used in the analysis of problems involving
signal detection in random noise.

This section introduces some of the basic concepts in the theory of signal
detection in the presence of noise and clutter. Some of the more common
statistical functions encountered in the analysis of EQ/IR signal detection
problems are described. Examples of detection performance calculations are
also presented, and advanced signal detection concepts are introduced.

1.4.2 General Theory

1.4.2.1 Gaussian Probability Density Function (Single Event in White
Noise). In the simplest form of target detection in an IR warning receiver,
the output of a detector channel is filtered by a linear time-invariant filter to
reduce the effect of noise and is then compared to a fixed threshold level.
Anytime the filter output exceeds the threshold level, a target is declared to
be present.

For a passive IR receiver designed to detect a target that is intense enough
so that quantum fluctuations of the signal can be neglected, the threat signal
can be modeled as a deterministic signal. For example, when the target is at
a long range from the receiver, it can be modeled as a point source with a
constant radiant intensity. The irradiance at the entrance aperture produced
by this target can be calculated by including the effects of range and the
propagation path transmission. This irradiance is focused by the optics onto
a detector where the IR radiation is converted into an electrical current. Be-
cause the target point image, in general, moves across the detector as a con-
sequence of real target motion or optical scanning by the warning receiver,
the detector current varies with time. With a knowledge of the optical blur
function, the detector geometry and responsivity, and the image motion, this
time-varying current can be calculated. The output of the filter can finally be
determined using the known input current waveform and linear filter theory.

The signal appearing at the threshold detector is also corrupted by noise.
There are many important instances when signal and noise may be described
independently of one another. One such case is the background limited per-
formance case. When a sensor is operating under BLIP conditions, the domi-
nant source of noise is the fluctuation in the background current level that
results from the quantum nature of light. The characteristics of these fluc-
tuations are essentially unchanged by the addition of a signal that is small
compared to the average intensity of the background. For such a case, the
signal and noise may be considered to be additive. That is, the waveform at
the input to the threshold circuit may be considered to consist of the signal
current described previously plus a noise waveform. This noise waveform is
independent of the signal waveform and has the same characteristics whether
or not a signal is present.

With the additive signal and noise model, a noise waveform is introduced
to the detector channel prior to the filter. It is usually the case that the noise
waveform varies rapidly in time compared to the response time of the filter.
That is, the bandwidth of the noise is large compared to the bandwidth of the
filter, and the noise current at the input to the filter can be modeled as white
noise with a spectral density of n in square amperes per hertz. Under these
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conditions, the noise waveform at the output of the filter is characterized by
a Gaussian probability density function. Specifically, the probability that the
noise waveform results in a current between I and (I + dI) is py(I) dI with
pn(I) given by the following expression:

T2
u)—] ) (1.31)

Iy = ——— exp[—
pN \/ 217 Irms 2131'1’15

where I is the average (or dc) current and Irms is the root-mean-square value
of the ac portion of the noise waveform. In terms of the noise spectral density
at the input to the filter, the Irms current is given by the following expression:

Lims = A2 . (1.32)

In this expression, Af is the noise equivalent bandwidth of the filter and is
obtained from the filter transfer function H(f) by the following expression:

Af = J:IH(f)[z df . (1.33)

When a deterministic signal is added to the noise waveform, the probability
density function that describes the filtered output current is still a Gaussian
density function. The probability that the output current is between I and (I
+ dI) at a time corresponding to a particular point in the deterministic signal
(say at the peak of the signal) is pg(I) dI, where pg(I) is given by the following
expression:

I — _ 2
(__M] . (1.34)

1
—_— expl| -
V27 Iins p[ 2Il‘?ms

The variance associated with this probability density function is the same as
before, but now the mean value has been shifted by an amount equal to I,
the value of the deterministic signal at the selected point in time.

With the probability density function for the signal plus noise known, it is
possible to determine the probability of detection. A very good approximation
is that the probability of detection is equal to the probability that the value
of the signal plus noise current exceeds the threshold current I at the instant
the deterministic signal reaches its peak value. That is, the probability of
detection Pp is given by the following expression:

ps() =

Pp = fl ps(D dI . (1.35) -

Defining the peak signal-to-rms-noise ratio (SNR) as Is/I;ms, and the threshold-
to-noise ratio (TNR) as (It — Ip)/Iyms, the expression for Pp can be rewritten
in the following form:
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1 o0
Pp = —— —u%2) du |, 1.36
D /27 JTNR - SNR) exp(~u"/2) du ( )

where the integration variable u is the normalized current, (I— Ig — Ig)/Iims.

Figure 1.31 presents a plot of the above expression for Pp versus TNR minus
SNR. The figure shows that when the noise and signal-plus-noise cases can be
characterized by Gaussian probability density functions with equal variances,
a value of SNR minus TNR equal to 1.28 is required to achieve a Pp of 0.90.

As might be expected, Pp increases toward unity as the threshold current
is set to lower values. However, doing so also increases the probability of false
alarm. This is illustrated by Fig. 1.32. This figure shows two Gaussian prob-
ability density functions, both with the same variance. One density corresponds

PROBABILITY OF DETECTION

-1.0 0.0 1.0 2.0 3.0
SNR - TNR

Fig. 1.31 Probability of detection as a function of SNR and threshold setting.
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(a) (b)
Fig. 1.32 Probability of detection and false alarm for (a) no target present, where shaded

area represents the false alarm probability, and (b) target present, where shaded area
represents the probability of detection.
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to the noise-only waveform and is centered at a mean value of Ig. The other
density function corresponds to the signal-plus-noise case and is centered at
a mean value of Iz + I;. For a detection threshold set at I7 as shown in the
figure, the area under the portion of the signal-plus-noise density curve cor-
responding to current values above the threshold current It is the probability
of detection. This is indicated by the shaded area in the figure. As the threshold
setting is lowered, this area, corresponding to the probability of detection,
increases toward unity, but so does the area under the noise-only curve, cor-
responding to the probability of false alarm.

The probability of false alarm during an observation interval will, of course,
lead to a false alarm rate in a system that continually searches for targets.
Rice®® solved a problem that allows us to relate the FAR to the TNR. He
analyzed the statistical properties of white noise filtered by an ideal low-pass
filter of bandwidth f; and determined the mean time between successive max-
ima in the filtered noise. Assuming the filter in the threshold detection circuit
is a low-pass filter, then to a good approximation, this time is also the mean
time between false alarms in the threshold detection circuit. Using Rice’s
expression for mean time between successive maxima, T, the FAR is given
by the following:

3
T, = — exp(TNR2%2) , 1.37)
fo
FAR = —— (1.38)
—_ Tm . 0

This expression is plotted in Fig. 1.33 with FAR/fo as a function of TNR.

1072,

1078 [ |
3.0 4.0 5.0
TNR

Fig. 1.33 Probability of false alarm as a function of threshold setting.
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Fig. 1.34 Receiver operating characteristic curves. Plots of probability of detection versus
false alarm rate with SNR as a parameter.

The probability of detection data presented in Fig. 1.31 and the FAR data
presented in Fig. 1.33 can be combined to show the probability of detection as
a function of the FAR with SNR as a parameter. The result of doing this for
the previously presented detector example is shown in Fig. 1.34. The curves
in this figure are the receiver operating characteristic for pulse detection in
the presence of additive filtered white noise.

If we assume that a real filter can be approximated by an ideal low-pass
filter with a bandwidth f;, we can use Fig. 1.34 to determine the detection
range of a point target in the presence of white Gaussian noise. To do this, we
must determine the SNR. Obtaining the SNR for a sensor viewing a point
target is straightforward if the sensor sensitivity can be expressed in terms of
a noise equivalent irradiance (NEI). By definition, the SNR in terms of the
NEI is given by the following expression:

_E(R)
SNR = 127 (1.39)

where E(R) is the in-band target irradiance at the entrance aperture of the
sensor when the target is at a slant range of R from the sensor. In this example,

source intensity Io 100 W/sr
slant range R 5 km
atmospheric transmission 7,(R) = 0.3

Il

NEI = 2x10~ " W/ecm?
filter bandwidth = 10,000 Hz
ER) = @—TG(R) =12 x 107! W/em? | (1.40)

R2
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SNR = —+ =6 . (1.41)

From Fig. 1.34, we see that we can achieve a probability of detection of 0.9
and a FAR of 0.08 per second. The value of SNR minus TNR at this operating
point, as obtained from Fig. 1.31, is 1.28. Consequently, the TNR must be set
at 4.72 for the receiver to perform at this operating point.

1.4.2.2 Matched Filter Detection. In the example just presented, the spec-
ification of the sensor NEI allowed the detection statistics to be determined.
The determination of the sensor NEI requires a detailed signal-to-noise cal-
culation. In general, this calculation must consider the ability of the sensor
optics to collect energy radiated by the target and transfer that energy to a
detector; the noise and response characteristics of the detector; and the effect
of signal processing on the SNR. An example of a scanning sensor designed
to detect point targets is used to illustrate this type of calculation.

The input to the sensor is the irradiance E resulting from a point source at
a slant range R. That is,

I

E(R) = =5

1o(R) , (1.42)

where I is the source intensity in watts per steradian and 7, is the path
transmission. In general, the source intensity and path transmission are func-
tions of wavelength over the spectral range of the sensor, and I and 7, must
be defined in terms of appropriate spectral averages. In this example, we
consider all quantities to be appropriate spectral averages.

The energy gathering ability of the sensor optics is characterized by the
area of its collecting aperture Ao and the overall transmission of the optics 7,.
The IR radiation collected by the optics is focused onto a detector where it is
converted to an electrical signal. In general, this electrical signal is a function
of time because the focused energy moves across the detector as a result of
target motion or, in the case of a scanning sensor, because of optical scanning.
In the ideal case of uniform detector response across the detector surface, fast
electrical response of the detector, and perfect focusing of the collected energy,
the electrical signal v(¢) is a rectangular pulse of duration ¢4. The time ¢, is
the time it takes for the focused energy to traverse the detector and is called
the detector dwell time.

_The noise associated with the detector, particularly in the case of scanning
systems, is often characterized in terms of the detector’s specific detectivity
D*. This parameter is defined as follows:

(AgAf)”
oo —
D* = —gp (1.43)

where NEP is the detector noise equivalent power, A is the area of the detector,
and A f is the noise equivalent bandwidth of the electrical filter used to filter
the signal.
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In a scanning system, the target produces a signal pulse as it traverses the
detector. The filter must be selected to maximize the SNR. Decreasing the
bandwidth decreases the noise at the output but also decreases the signal. A
point is reached where a reduction in the bandwidth results in a reduced SNR.
Increasing the bandwidth too much causes the noise to increase and an overall
reduction in SNR. The optimum bandwidth is achieved with a “matched filter”
For the ideal case of a rectangular pulse of duration, ¢4, the noise equivalent
bandwidth is equal to 1/(2¢4).

Since the NEP is by definition the power incident on the detector that
produces an SNR of unity, the SNR produced by a point target is as follows:

SNR = (I"T“)(AOTO)<L> . (1.44)

R? NEP

In this expression for SNR, the first term in parentheses is the signal irradiance
at the entrance aperture of the sensor, the second term accounts for the light
gathering power of the optics, and the last term represents the sensitivity of
the detector. Using the definition of D* and the noise equivalent bandwidth
for a filter matched to a rectangular pulse, the expression for the SNR is

IotaAoToD*(212)"2

SNR =
R*\V/Ay

(1.45)

This expression is valid for the ideal case of perfect matched filter processing
and perfect focusing of the collected light onto the detector. In practice, it may
not be possible to achieve perfect matched filter processing, and all of the light
collected by the optical system might not be completely focused onto the de-
tector. As a result, the SNR achieved in a practical system may be somewhat
lower than predicted by Eq. (1.45). Following Hudson,'® these processing and
optical inefficiencies can be accounted for by introducing the pulse visibility
factor v, defined as follows:

2

_ (Vo) 1 v
v = (Vss> i (1.46)

where V), is the peak pulse amplitude of the signal pulse at the output of the
signal processor and V; is the peak amplitude that would be observed if there
were none of the losses described above. Using this definition of v, the expres-
sion for SNR for the nonideal case can be written as follows:

IotaAgtoD*(vtg)"?

SNR =
R:V/Ay

(1.47)

The maximum value that v can assume is 2; its actual value can be determined
by an analysis of the current waveform generated at the detector and the
transfer function of the processing electronics.
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1.4.2.3 Integrate-and-Dump Detection. In the matched filter detection ex-
ample, the detector output is a continuous analog signal that is filtered by an
electrical filter before being applied to a threshold detection circuit. This is
the usual type of detection processing applied to simple scanning systems as
well as typical laser warning receivers. However, for staring sensor systems,
a different kind of detection processing is often utilized. In staring systems,
the signal current is often applied to an integrate-and-dump circuit. In this
circuit, the signal current is integrated for a time #;, the integration time. At
the end of the integration period, the output of the integrator is sampled and
the integrator is reset, or “dumped,” before integrating to obtain the next
sample. The sampled signal at the output of the integrator represents the total
number of charge carriers that were generated by the detector during the
integration time and is compared to a threshold level to determine if a target
is present.

Instead of using D* to characterize the sensitivity of a detector and integrate-
and-dump circuit, its sensitivity can be specified in terms of the detector re-
sponsivity Ry and the number of noise equivalent charge carriers Neq. The
responsivity is the number of amperes of electrical current produced by the
detector per watt of incident optical power, and Neq is the number of signal
charge carriers that must be produced at the detector in an integration time
to produce an SNR of unity at the output of the integrate-and-dump circuit.
Using these definitions, the SNR for an ideal integrate-and-dump detection
system is

IoToAoToR)

1.48
R%Nq (1.48)

SNR =

)

where e is the electronic charge, 1.6 X 10719 C.

1.4.2.4 Binomial Probability Function (Multiple Observations). The detec-
tion performance of a warning receiver is sometimes improved by using M-
out-of-N detection logic. For this case, N independent observations are made
and a target detection is declared if the detection threshold is exceeded M
times. If the probability of a threshold crossing caused by the presence of a
target is Py, the probability of detection Pq for an M-out-of-N detector is

P, = § M _pla -V, (1.49)
JEMJIN — I

This probability function is the binomial probability function.

If Py is the probability that an observation results in a threshold exceedance
when a target is not present, the probability of false alarm Pra for an M-out-
of-N detector is

N N!

Ppa = J:EMJ!(N — !

Pj(1 — PN . (1.50)
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The design procedure for an M-out-of-V detector usually begins with a spec-
ified probability of false alarm requirement. For a fixed number of observations
N, the designer can solve the Pra equation to determine the combinations of
M and Py that result in the specified false alarm probability. Given the prob-
ability functions that describe the signals for the case when the target is
present and the case when the target is not present, the designer can determine
the single-look probability of detection P;, corresponding to each (M,Pg) com-
bination. Then, for each (M,Py,P1), the Py equation can be evaluated to give
the probability of detection as a function of M. The value of M that gives the
largest probability of detection can then be determined by the designer. This
procedure is repeated for different values of N to determine the sensitivity of
the probability of detection (for a fixed probability of false alarm) to the number
of observations.

1.4.2.5 Poisson Probability (Low Intensity/Quantum Effects). In situations
where only a small number of photons are available for detection in a mea-
surement interval, the Poisson distribution gives the probability of detecting
a specified number of photons in terms of the average arrival rate of the
photons. For an average arrival rate of p, photons per measurement interval,
the probability of rn photons arriving in any specific measurement interval is
P(n), given by the following expression:

exp( — pp)it,

P(n) = '
n!

(1.51)

In terms of wo, the average number of photons arriving when no target is
present, the probability of false alarm, Py, is

=] n
Pgy = 3, SR Bl (1.52)

= n!

where k is the threshold setting for the detector. For a specified false alarm
probability, this expression can be solved to establish the proper threshold
setting.

The probability of detection Pp is given by the following expression:

==} n

Pp="73 exp(—m)% , (1.53)

n=

where p, is the average number of photons arriving when the target is present
and « is the threshold setting. By using the value of k obtained by solving the
false alarm expression, the probability of detection that can be achieved for a
specified false alarm rate can be determined as a function of the photon arrival
rates po and ;.

1.4.2.6 Signal Detection in Clutter. The treatment of the detection process
presented in Sec. 1.4.2.1 dealt with the detection of a signal pulse in the
presence of white Gaussian noise in a single receiver channel. This example
is particularly relevant when the dominant source of noise in a warning re-
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ceiver is internally generated or results from quantum fluctuations in the
detected IR flux. Usually, however, targets must be detected against a spatially
and temporally structured background. Often, this background clutter rep-
resents the noise source that limits the detectability of the target. To minimize
the effect of clutter, detection concepts that go beyond simple thresholding
concepts must be utilized. In such cases, the simple statistical models previ-
ously presented can be used to establish first-order system design parameters
or the upper limit on sensor performance, but they are not adequate for com-
pletely describing the performance of sensors that utilize sophisticated clutter
rejection techniques.

In some cases, adequate detection performance can be achieved using a
single detector channel and appropriate signal processing. A classic approach
to the detection of an IR point source threat is a combination of spatial and
temporal discrimination.®” One hardware implementation consists of a spa-
tially scanned IR detector, a postdetection threshold circuit, a pulse-width-
measuring circuit, and a tracking circuit that associates threshold crossing
data (e.g., position and intensity) obtained in multiple observation frames.
Because in a scanning system, there is a direct correspondence between the
pulse width of a signal and its spatial extent, spatial discrimination is provided
by the combination of a scanning detector and postdetection filtering. Because
clutter sources are often larger in spatial extent than the targets that are to
be detected, long-pulse-width waveforms are rejected as clutter. Temporal dis-
crimination is provided by the tracking circuit. Using the tracker, candidate
signals that exceed threshold must also form tracks that satisfy certain track
criteria (e.g., rate of intensity growth and track velocity) before they are de-
clared to result from the presence of a target. Sophistication can be added by
means of postdetection filtering, automatic gain controls, threshold or pulse
width adaptation, and higher order, multiple trackers.

The use of a track processor to improve detection performance is one example
of the use of multiple observations to enhance the detection process. For this
example, multiple frames of data are used to determine the presence or absence
of a target. Other examples of multiple observation detection schemes utilized
by warning receivers include multispectral observations, polarization mea-
surements, and two-dimensional spatial sampling. For such systems, proba-
bility functions that give the probabilities of occurrence for various combi-
nations of observational outcomes are required. These probability functions
are called joint probability density functions. For the case of n observations,
p(x1, X2, . .., xn) is the joint probability density function for the set of obser-
vations {01, Oz, . . ., O,}. The probability that O; is between x; and x1 + dx1,
O, is between x2 and x2 + dxg, ..., O, is between x, and x, + dx, is p(x,
X2, ..., %n) dx1 dxz ... dxn.

A commonly used and often useful example of a joint probability density
function is the density function for a Gaussian process consisting of n obser-
vations. This density function is the generalization of the probability density
function for the one-dimensional Gaussian process described previously. It is
given by the following expression:

1 n n
p(ay,x2, . . ., %) = My exP[~§ 21 kzl wirle — (N = (xk>)] (1.54)
==
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where {x1, x2, . . . , 2} are the observed values, M, is a normalization factor,
(%) is the ensemble average of the observed values, and Wi are the elements
of the matrix . The matrix p is the inverse of the covariance matrix ®, where
elements of ® are defined as follows:

Dy = (xixj) — (xaXx;) (1.55)

where the brackets ( ) denote an ensemble average. Also, the normalization
constant M, is related to ® by the following expression:

M, = 2m) Y%det @72 | (1.56)

where |det ®| refers to the determinant of the matrix. In Eq. (1.54) M, is the
normalization constant required so that the joint probability density functions
integrated over all possible outcomes is unity. The ensemble averages (x;)
characterize the values about which the observations are clustered, just as the
mean value does in the case of the one-dimensional Gaussian density function.
Whereas a single parameter describes the variance of the observed values in
the case of the one-dimensional Gaussian process, an array of parameters is
required to specify the variance of the observed values for the case of n ob-
servations. These parameters are the elements ®;; of the covariance matrix.

For the simple case of n statistically independent observations, each with
a Gaussian distribution characterized by a variance 2, the covariance matrix
is an n X n diagonal matrix with each element equalto o” The probability
density function for this case is

plxg, X9, ..., %) = (211-02)_"/2 exp[— 2 (x; — (xi))2/202] . (1.57)
i=1

For the general Gaussian density function previously defined, the probability
density is given as a function of the observation variables {x1, x2, . . . , xa}. If
we consider these variables to be the coordinates of an n-dimensional Cartesian
coordinate system, then from the definition of the Gaussian density function,
the surfaces of constant probability density in this coordinate space are gen-
eralized ellipsoids defined by the following relationship:
n n

1 k21 win(x; — (x;))(xx — (x)) = constant . (1.58)

J

The two-dimensional case is easiest to visualize. For that case we have a two-
dimensional coordinate space, and the contour of constant probability density
is an ellipse.

When observations are made that include different classes of objects, such
as target objects and clutter objects, different joint probability density functions
characterize each object class. For reliable detection (i.e., distinction between
target and clutter) to be achieved, these density functions must be well sep-
arated in the described observation coordinate space. Quantitative measures
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of the degree of separation, such as the Mahalanobis distance,®® can be defined
and used to assign particular observations to the appropriate object class.

Figure 1.35 from Pollock®® shows an example of some actual multiple ob-
servation IR data. The data were obtained by making observations of an in-
frared target and a clutter background in two spectral bands. Each observation
consists of a measurement of the intensity I1 in one spectral band and the
intensity I in the other spectral band. The results of the observations are
shown plotted in Fig. 1.35 as a scatter diagram, with the density of points in
the I;-I; plane being representative of the probability density functions of the
target and background. Also shown in the figure are ellipses centered on the
centroids of the target and background data points. The sizes of the ellipses
are chosen so that 95% of the target data points falls within the boundary of
one of the ellipses and 95% of the background clutter data points falls within
the boundary of the other ellipse. These ellipses overlap significantly, indi-
cating that this particular two-color observation scheme does not result in good
target/clutter discrimination.

The distribution of data points within the ellipses shown in Fig. 1.35 also
indicate that the density function describing the target and clutter for this
particular case are not approximated very well by Gaussian density functions.
This is often the case for actual infrared measurement data. For the case of
multicolor observations, the contours of equal probability density usually as-
sume irregular shapes, such as shown® in Fig. 1.36 for the case of three-color
IR observations.
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Fig. 1.35 Two-color IR target and clutter data.%®
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Fig. 1.36 Three-color IR data for targets and different classes of clutter.®

1.4.2.7 Decision Theory. Whether a warning receiver is to declare a target
present or not present based on a single observation or on multiple observa-
tions, some strategy for deciding whether or not a threat is present must be
implemented. The selection of an appropriate decision strategy is important
because each time a warning receiver makes a wrong decision, a cost is in-
curred. For example, if a threat was declared to be present when there was
no threat, a flare might be released, and the supply of flares available to counter
actual threats would be unnecessarily reduced. If the warning receiver fails
to declare a threat when there is in fact a threat present, the platform that
was to be alerted by the warning receiver might be destroyed by the threat.

A variety of decision strategies are possible. One strategy is the Bayes
decision strategy in which the average risk per decision is minimized. Math-
ematically, risk is defined as the cost associated with a particular decision
times the probability of that decision occurring. In the case of a detector that
must choose between hypothesis H; (target present) and hypothesis Hy (target
not present), the average risk 7 is

7 = Coo(1 — Qo) + C10Q0 + Co1Q:1 + C11(1 — Q1) , (1.59)

where C;; is the cost of choosing hypothesis H; when H; is true (i,j = 0,1),
Qo is the probability of choosing hypothesis H; when Hy is true (error of the
first kind), and @ is the probability of choosing hypothesis Hy when Hj is true
(error of the second kind). In a receiver based on the Bayes decision strategy,
the decision process is one that minimizes this expression.
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The minimization of the average risk involves the selection of an appropriate
decision surface. For the case of a decision based on an observation consisting
of n measurements (xi, X2, ..., xn), the outcome of an observation can be
presented as a point in an n-dimensional Cartesian space with coordinates (x1,
X2, . .., Xn). This Cartesian space can be divided into two regions, R1 and Ry,
such that if the point representing an observation falls in R1, hypothesis Hy
is selected, and if the point falls in Ry, hypothesis Hy is selected. The surface
that separates these two regions is the decision surface.

The choice of a decision surface influences the values of @o and @1 appearing
in the expression for the Bayes average risk. The designer of a receiver based
on the Bayes decision criterion must select the decision surface so the resulting
values of Qo and @) minimize the average risk. Techniques for doing this are
described by Helstrom.™

Often it is not possible to implement a detection algorithm based on the
Bayes criterion because of the difficulty with assigning a value to the cost of
an error or because the prior probability of a target being present is not known.

For the case of a warning receiver, a common alternative criteria is based
on the assumptions that the prior probability of a target being present is
usually very low, and that a reasonable decision criterion for the receiver is
one that results in a specified false alarm rate while achieving a maximum
possible detection probability. This detection criterion is the Neyman-Pearson
detection criterion.

As was the case for the Bayes detection criterion, the appropriate decision
surface must be found to implement a receiver based on the Neyman-Pearson
detection criterion. For the Neyman-Pearson case, the regions R1 and Ro must
be found such that Qo is equal to a specified false alarm probability, and the
probability of detection (1 — @1) is a maximum. The corresponding decision
surface can be obtained in terms of the conditional joint probability density
functions py(x;, %y, . .., Xs) and p;(xy, Xo, ..., Xn), Where po(x;, xg, . .., %n)
is the joint probability density for the case of no target present (Ho), and
p1(%q, X5, . . ., X,) is the joint probability density for the target present case
(Hy). In terms of these density functions, the equation defining the decision
surface is"®

pl(xl, x2, ey xn)
p()(x]_, xz, “ e ey xn)

= A(xy, %g, ..., %) = Ao , (1.60)

where Ag is a constant chosen to give the specified false alarm probability, Qo.
The function A(x;, x5, . . . , X») is called the likelihood ratio; implementation
of the Neyman-Pearson criterion is accomplished by evaluating this function
for the observed signal and determining whether the result is greater than or
less than the constant Ag. If it is greater than Ao, the observation point is in
region R1, and a target is declared to be detected. If it is less than Ao, the
observation point is in region Ry, and the no target present hypothesis is
chosen.

The Neyman-Pearson decision strategy based on likelihood ratios described
here requires that the joint probability density functions be known. In situ-
ations where the detection process is limited by background clutter, these
functions are often not known a priori. In some cases, the density functions
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can be considered to be known functions with a number of unknown param-
eters. As the warning receiver makes observations, these parameters can be
estimated, and likelihood ratio techniques can be applied. Such receivers can
be adaptive in the sense that the parameter estimates made by the receiver
can change as the background and target characteristics change. By contin-
ually updating these parameters, the receiver can be designed so that some
aspects of its detection performance remain unchanged as its operating en-
vironment changes. For example, a receiver might be designed to yield a
constant false alarm rate as it searches for targets against different types of
backgrounds. Such a receiver is called a constant false alarm rate (CFAR)
receiver.

Still more general detection techniques can be applied when little is known
a priori about the probability density functions. In distribution-free detectors,
as few assumptions as possible are made about the distribution functions. This
type of receiver is designed so that a constant level performance (e.g., a constant
false alarm rate) is achieved without a specific knowledge of the density func-
tions. Pattern recognition and artificial intelligence techniques are additional
examples of techniques that can be utilized when the designer of a warning
receiver has inadequate data about the statistics of the targets and their
background.

1.4.3 Signal Detection Issues in Modern Warning Systems

The Gaussian and the Poisson probability functions described previously ad-
equately model a number of important noise processes encountered in the
analysis of the detection capability of warning systems. However, as previously
discussed, the performance of modern EO/IR warning systems is often limited
by the natural or man-made variations in the background scene in which
targets must be detected. Consequently, characterization of the statistical prop-
erties of background variations, or background clutter, is an important element
in the analysis of such warning systems.

In some cases, relatively simple statistical models can be used to describe
backgrounds quite well. For example, Hunt and Cannon’’ suggested that op-
tical image clutter can often be modeled as a Gaussian random process provided
that the model allows the mean to vary rapidly in space and the covariance
to vary more slowly in space.

Description of background clutter in terms of a Wiener spectrum is also
common. Such a description is particularly useful for the determination of the
output variance of a linear processor acting on the background. For such a
processor, the output in terms of the scene radiance at the image plane of a
sensor can be mathematically modeled as follows:

{ = fhp(X)N(x) dx , (1.61)

where N(x) is the scene radiance at position x, A,(x) is the linear weighting
function for the processor, the integral is over the complete image, and { is
the output of the processor. If the scene radiance can be modeled as a random
process, the processor output is a random variable. Typically, we are interested
in variations of the background scene radiance about the average value of
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background radiance level. Under such circumstances, we can take the average
background radiance to be zero and model the scene radiance as a zero-mean
random process. Then, the variance of the processor output is as follows:

3 = f f hpyX) hp(yYXNX)N(y)) dx dy , (1.62)

where the brackets denote a statistical ensemble average and the order of
spatial integration and statistical averaging has been interchanged. The func-
tion (N(x)N(y)) is the autocorrelation function of the background. Provided
this function is stationary, in the sense that it depends only on the difference
between x and y, the Wiener spectrum can be defined as the Fourier transform
of the autocorrelation function. Specifically,

W) = I(N(X)N(x + 3)) expl —2wd - f]dd , (1.63)

where W(f) is the Wiener spectrum and f is the spatial frequency. With this
definition, the expression for the variance of the processor output becomes

(% = f |H,(®PW(£) df , (1.64)

where H,(f) is the Fourier transform of Ap(x).

Although statistical models such as those described here can sometimes be
used to accurately describe backgrounds and are often used in the first-order
design of warning systems, they frequently fail to be useful for predicting the
ultimate detection performance of a clutter-limited warning receiver. For ex-
ample, although a Wiener spectrum description of a background may be useful
for calculating the variance of the output from a signal processor, there is no
guarantee that the statistics of the output are such that a knowledge of the
variance can be used to predict false alarm rates. If the statistics of the output
were Gaussian, a knowledge of the variance would allow the probability of
false alarm to be calculated, as shown previously. However, many clutter
backgrounds are characterized by the presence of “rare” features (e.g., man-
made objects, solar glints, and so on) that provide the major source of false
alarms for a warning system. The probability density function for the signal
processor output would be decidedly non-Gaussian in such a case, and a knowl-
edge of the variance would not be sufficient for the calculation of the false
alarm rate.

Consequently, issues relating to the validity of detection performance pre-
dictions often arise in the development of modern, clutter-limited warning
systems. To deal with these issues, designers rely as much as possible on
empirical background data. To support the requirement for background data,
there have been numerous and varied background data collection efforts. Sim-
ulation, using empirical data, has become an important tool in warning system
design. By using simulation techniques and measured background data, simple
statistical models can be avoided and more accurate detection performance
predictions can be made.
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However, although the empirical data bases and simulation techniques have
proven useful, they are not without problems and issues. With background
data, there is the issue of data reduction. Simplified statistical models of back-
grounds, such as those exemplified by Wiener spectrum descriptions, use par-
ametric descriptions that are obtained by averaging appropriate quantities
over a large set of background samples (i.e., statistical ensemble averaging).
If such descriptions are avoided in a detection performance analysis, the mas-
sive amounts of essentially unreduced data must be used instead. Furthermore,
there are often issues associated with the completeness of the background data
base as well as its accuracy. Typically some form of data extrapolation is
required since it is not unusual for an existing data base to contain data
collected under conditions somewhat different from those that are simulated.
Finally, with any simulation, validation is always an important issue.

As a result of the difficulties associated with detection performance predic-
tion by analytic and simulation techniques, field testing usually is an ex-
tremely important step in the assessment of warning system performance.
Preprototype development and testing is usually a critical element in the
development of a modern clutter-limited warning system. Prior to the field
testing of the prototype system, the warning system designer must face the
challenge of efficiently designing a system with the sufficient robustness to
compensate for the uncertainties of the performance prediction process.

1.4.4 Signal Detection Issues in Laser Warning Systems

1.4.4.1 Overview. To apply the general signal detection theory of Sec. 1.4.2
to laser warning receivers, it is necessary to address the statistical properties
of the laser signal, the system noise, and the relevant clutter.

The laser signal differs from the signals involved in the missile warning
receivers because of its coherence. There are two distinct consequences of laser
coherence with respect to signal detection. One consequence relates to the
statistics of laser light generation and amplification. The phenomenology of
laser photon statistics may become an issue whenever the laser receiver is
detection limited by the noise in signal; i.e., signal shot noise. Although this
is a common situation with superheterodyne, or coherent, laser transceivers
that operate in a photon-counting regime, it is seldom the limiting noise for
direct-detection laser warning receivers and is not addressed herein. A more
significant consequence of the source coherence is that the laser beam expe-
riences scintillation, described in Sec. 1.3.2.4, as it propagates through the
atmosphere. Consequently, the statistics of the atmospheric turbulence are
imparted to the detected laser signal and become a significant factor in ter-
restrial laser warning receiver design and analysis.

The detector and background noise parameters applicable to the laser case
are similar to those applicable to the missile detector situation, any differences
are a function of the different spectral regimes and temporal bandwidths in-
volved and are not a consequence of the laser source per se.

Similarly, clutter in the laser warning regime differs only from that of
concern in the missile warning case because of the different spectral bands
and optical configurations involved.
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1.4.4.2 \Laser Pulse Detection in White Noise. Laser warning receivers,
operating in the visible through the near-IR, up to wavelengths as long as
3 pm, are potentially noise limited by the shot noise associated with the solar
background. Longer wavelength systems are typically background limited by
the thermal background, either that of the external scene, or the internal
background of the receiver system. In the visual to near-IR regime, the solar
background may be suppressed by spectral filtering (in some configurations),
and in the mid- and far-IR the thermal background is suppressed by the use
of “cold” filters and “cold” baffles, both situations resulting in a lower mag-
nitude of noise flux striking the detector. When the relevant noise flux and,
therefore, the magnitude of its statistical fluctuations is reduced, then other
noise sources become dominant. For background shot noise and for the majority
of the detector noises relevant to LWR applications, the noise spectrum is
constant with frequency; i.e., white noise, and the equations of Sec. 1.4.2.1
apply, assuming that the laser signal is a deterministic quantity. However, in
most near-earth scenarios, the latter assumption is negated by the effect of
the atmosphere on the propagating beam.

1.4.4.3 Laser Signal Statistics in the Presence of Scintillation. The statis-
tics of the laser signal incident on the detector are a complex function of the
laser transmitter, the detector optics, and the atmospheric conditions over the
path.” (The scintillation phenomena is illustrated in Sec. 1.3.2.4.) The laser
signal is characterized by its probability density function (PDF); i.e., the prob-
ability that the signal irradiance is in the range between E and E + AE.
Alternatively, some authors characterize scintillation effects in terms of the
cumulative probability that the laser irradiance is above some value. Figure
1.37 shows a plot of the cumulative probability of the laser intensity as incident
on a small detector after traveling over an 8-km near-earth path.” These data
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indicate that the laser irradiance is at, or below, its average value about 75%
of the time and is at, or below, 10 times its average value about 99% of the
time. Figure 1.38 shows a plot of the probability density (PDF) of the laser
intensity for a 1-km near-earth path.”* (Note that these two illustrations in-
volve data taken at different ranges, locations, and times and are not neces-
sarily comparable situations.) The following paragraphs outline the procedures
necessary to quantify the effects of such scintillation on the LWR detection
process.

The statistics of laser scintillation have been studied for many years, and
a rigorous analytic solution relating the incident irradiance to the atmospheric
and test parameters exists only for the cases of very weak scintillation and
very strong scintillation. For the case of weak scintillation, the probability
density functlon is log-normal, and for very strong scintillation it is negative
exponential.” However, many, if not most, practical LWR cases involve the
regime between these two extremes.

For the purposes of LWR analysis, the weak scintillation theory is appro-
priate for short-range, low-turbulence conditions, whereas experimental data
(coupled with the assumption that the statistics of the scintillation remain
approximately log-normal) can be used for first-order design at higher levels
of scintillation as illustrated next.

In optical scintillation theory, the signal irradiance is traditionally ex-
pressed in terms of its randomly fluctuating field amplitude, x(r,t), as

E(rt) = (E(r) expl2x(r,t)] , (1.65)
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where E(r,t) is the laser irradiance at the point r and time ¢ and (E(r)) is the
time-averaged value of the irradiance. The irradiance E in this expression is
the relevant variable for LWR signal analysis. Normalizing to the average
value and taking the natural logarithm (i.e., to the base e) of both sides of this
equation yields

E(rt)

In &)

= 2x(rt) , (1.66)

As a consequence of the interaction of the propagating field with the many
random, refractive index variations along its path, the log-amplitude of the
field, x(r,t), tends to be a random variable with Gaussian, or “normal” statis-
tics.”® Hence, the logarithm of the irradiance is also a random variable with
“normal” statistics and laser signal scintillation is referred to as being “log-
normal” Note that the normal function is fully defined by its mean and its
variance o2, and that the square root of its variance is the root-mean-square
(rms) signal fluctuation. Thus, so long as the scintillation is properly char-
acterized by log normal statistics, the signal statistics are fully defined by the
variance of the log-irradiance.

Because analytic treatments of this subject address the electromagnetic field
amplitude, rather than the irradiance, of the laser beam, the literature typi-
cally quantifies the variance of the log amplitude, rather than the variance of
the irradiance. For the case of log-normal statistics, the variance of the log-
irradiance is related to the variance of the log-amplitude by the simple expression

2 402 (1.67)

where 0% is the variance of the log irradiance and (rf‘( is the variance of the log
amplitude; i.e. the variance of the log irradiance is simply four times the
variance of the log amplitude.”™

In the weak scintillation region the variance oi of the log amplitude is given
by the expression

o? = 0.124K7R™6C2 (1.68)

where C2 is the atmospheric refractive index structure constant averaged over
the path length R in meters and % is the wavenumber (27/)) in inverse meters.
The parameter C? is a description of the atmospheric internal turbulence, not
of the optical propagation per se. However, estimation of this parameter is the
first and most critical element in quantifying the optical signal fluctuations.
The parameter C? decreases with altitude and is a strong function of time of
day and the local terrain and/or terrain variations.

From Eq. (1.68), the scintillation is approximately an inverse function of
wavelength. As a consequence, scintillation effects that are very important to
laser warning receiver analysis in the visual and near-IR bands are minor at
the longer laser wavelengths near 10 pm.

Equation (1.68) was developed specifically for the case of a spherical wave,
and the literature contains other deviations carried out assuming a plane wave
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situation in which the numerical term 0.124 becomes 0.31. It can be shown
that Eq. (1.68) with the constant equal to 0.124 also holds for a detector located
in the far field of a typical laser beam.”®

These equations address the scintillation at a point in space, rather than
over the aperture of a detector. A large optical aperture averages over the
time-varying, spatially inhomogeneous laser beam, resulting in less signal
variation.”” Figure 1.39 indicates’ that the averaging effect is small for ap-
ertures of a few millimeters or less, which is typical of many laser warning
receivers. Thus, the aperture-averaging computation, which may be a critical
issue in computing the performance of large-aperture laser radar or laser
communication systems, can usually be neglected for laser warning receiver
performance analysis.

The cumulative probability of the irradiance for log normal signal variations
is given by the expression

InE, + (1/2)02]} 169

1

P(E,) = 2{1 + erf[ (20%)1/2
where P(E,) is the cumulative probability that the irradiance will be equal
or less than the value E,, with E, the normalized irradiance, EAE), and oiw
is the variance of the log-irradiance. The standard error function (erf) is tab-
ulated in many mathematical tables.”® [Note that the logarithm specified in
this equation is the natural log (i.e., to the base e), whereas incident irradiance
ratios are often specified in terms of an appropriate intensity ratio stated in
terms of decibels, which are defined as 10 times the common log (i.e., to the
base ten) of the irradiance.]

For situations in which the weak scintillation approximation holds, the
statistics of the irradiance incident on a detector are determined by calculating
the log amplitude variance from Eq. (1.68) converting it to the log irradiance
variance with Eq. (1.67) and applying this variance to Eq. (1.69).
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The weak scintillation situation holds for atmospheric conditions and path
lengths such that

o2 <03 . (1.70)

Experimental data indicate that, although the weak scintillation approxi-
mations fail and Eq. (1.68) for the log amplitude variance becomes invalid
beyond the limits of Eq. (1.70), the scintillation statistics retain their log-
normal form over a larger range, which includes much of the range of interest
for LWR computations. Thus, for longer distances and/or worse atmospheric
conditions, it is often acceptable to utilize experimental amplitude variance
data [rather than the parametric relation of Eq. (1.68)] and yet continue to
rely on Egs. (1.67) and (1.69) to estimate the probable signal statistics.

For our purposes, the scintillation magnitude can be illustrated by assuming
an approximately worst case corresponding to the beginning of the scintillation
saturation regime with the variance of the log amplitude at its saturating
value of 0.3. Using Eqs. (1.67) and (1.69) and plotting the resultant cumulative
probability that the incident irradiance is equal to or less than the value
indicated on the x axis, we obtain the solid curve of Fig. 1.40 where the incident
irradiance on the x axis is expressed in terms of decibels above (or below) the
normalized irradiance. This data is representative of visual and near-IR laser
scintillation over typical, near-earth tactical engagements with the signal
fluctuations decreasing as the LWR is designed for higher altitude and longer
wavelength scenarios.

The LWR design and testing implications of these incident irradiance fluc-
tuations can be better illustrated by considering the quantity “one minus the
cumulative probability,” which is plotted as the dashed curve of Fig. 1.40. This
quantity corresponds to the probability of detection (in the absence of solar or
detector noise) that would be expected with the system threshold value set at
the level indicated on the x axis. Note that the probability of detection would
be about 29% with the system threshold set at the average and would not
reach 98% until the threshold level was reduced 13 dB (a factor of 20) below
the average value. From the perspective of an LWR field test or operational
deployment, the instantaneous signal level is more than 6 dB (a factor of 4)
above the average about 4% of the time, and this might result in incorrect,
overly optimistic, estimates of the observed system performance, or an exces-
sive estimation of the laser source energy. Thus, these occasional high-intensity
excursions may give rise to apparently anomalous behavior during system
testing and/or deployed operation.

In the presence of scintillation, the instantaneous incident signal level is
often below the average (nonscintillating) value. One effect of this phenomena
is that an LWR that is specified in terms of its probability of detection exhibits
degraded effective sensitivity during field operations. For instance, to achieve
a specified probability of detection of 94% in the presence of the scintillation
represented by Fig. 1.40 an LWR with a sensitivity of 10™* W/ecm? at the
specified (or even higher) probability as measured in the laboratory (no scin-
tillation) would have to be derated by 10 dB (a factor of 10) to a sensitivity of
1072 W/cm in the field. (This general approach leads to the concept of gain
margin.*))
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1.5 TACTICAL MISSILE WARNING RECEIVERS®

1.5.1 Signal Processing Considerations

The problem of detecting a passively guided threat missile from a tactical
aircraft platform presents challenging requirements. The missile warning sys-
tem must function continuously without air crew intervention, declare a threat
rapidly, and be capable of activating countermeasures within the limited time
before missile impact. The missiles present a variety of sizes, signatures, and
trajectories, and background and clutter levels are often comparable with mis-
sile signatures. Missile signatures may change during the trajectory as the
missile passes from boost to sustain or postburnout phases. The system must
detect threat missiles with a very high probability, while minimizing false
alarms. It must also be capable of distinguishing false targets, such as other
aircraft and their weapon firings and flares, as well as missiles that are not
threats (e.g., not approaching the aircraft).

Several approaches to the tactical missile warning problem have been ex-
plored by system developers. These include active radar systems, often pulsed
Doppler, which provide information on the range, position, and velocity of the
missile; passive infrared systems, which offer covertness at the cost of limited
information on range and velocity; and various other electro-optical systems
exploiting special features of one or another spectral band.

Active radar systems suffer from a limited detection range and lack of
covertness. One advantage, however, is that these systems will detect threats

#Portions of this section were written by Louis A. Williams, Jr., of Louis A. Williams, Jr., and
Associates, Cincinnati, Ohio.
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regardless of burnout conditions. Thus, the active pulse Doppler MWR can
function effectively as long as it has a detection range adequate for counter-
measures effectiveness. This can be contrasted with warning receivers that
depend on plume emissions and, hence, must detect the missile at longer ranges
prior to its burnout. Another problem facing active radar missile warning
receiver systems is the low cross section of threat missiles and the potential
of even lower values from developments in signature reduction technology.

Passive infrared warning systems provide covertness and a reasonable de-
tection range, but are limited in their ability to detect postburnout missiles
against severe infrared clutter backgrounds. Atmospheric signal attenuation
may also limit detection times.

Systems operating in low transmission spectral regions may offer covertness
coupled with low background and clutter problems. However, the very factors
that lead to low background levels, namely attenuation of background and
clutter radiation, also limit the missile detection range of the system. As is
the case with the passive infrared MWR systems, clever signal processing
algorithms are required to extract enough information to declare the object a
threat and to reject a wide range of potential false targets.

The optimum missile warning system might be a fusion of several of the
active and passive sensors and technologies. A properly fused system would
not just “OR” the outputs of two independent sensors or systems, but would
constantly monitor the total environment and alter the weightings (or even
operational status) of the sensors as the situation demanded. The multispectral
sensor fusion approach for missile warning receivers, however, may require
additional considerations. Cost and aircraft integration constraints are major
factors in missile warning receiver systems, and the concept of fusing two or
more already expensive systems requires careful design and planning. Active
systems are not within the scope of this chapter, so the remaining discussions
of multisensor systems and sensor fusion refer to two or more passive optical
Sensors.

1.5.1.1 Spectral Band Selection

Overview. The choice of spectral band(s) for a warning receiver is generally
determined by a consideration of threat signature characteristics and antici-
pated clutter conditions as well as scenario aspects. Short-range missiles prob-
ably will still be in boost phase at the time of detection, and in this mode, the
3- to 5-pm plume band provides better signal-to-clutter ratios than the 8- to
12-pm band. Longer range missiles will enter sustain or coast phases long
before impact, and the system must be able to continue to detect the missile
from the longer wavelength skin emissions or reflected radiation.

Because of the difference in atmospheric attenuation with wavelength, the
use of a carefully selected dual-band system may provide information about
the range (and velocity) of the source of radiation. The determination of range
depends on dual-band measurements at two distinct time intervals with suf-
ficiently different band ratios. Figure 1.41, based on LOWTRAN calculations,
shows relative band intensity ratios as a function of range for several different
band pairs in the infrared. The source of radiation for these curves is a 600°C
blackbody, typical of a hot missile exhaust pipe. Note that most of the curves
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Fig. 1.41 Relative band ratios versus range.

become nearly horizontal beyond 10 km. SNRs also diminish with range, so
the accuracy of intensity ratios is decreased along with the sensitivity to range
variation. In tactical situations, we are rarely concerned with declaration at
ranges beyond 10 km.

Typically, system performance can be classified as either noise-limited or
clutter-limited. With the exception of clear blue sky backgrounds, most situ-
ations are clutter-limited. Although SNR can be optimized by proper system
design, signal-to-clutter ratio is determined by the nature of the background
and target. The significance of a given signal-to-clutter ratio can be modified
with proper filtering and other signal processing techniques.

Spectral Band Trade-Offs in the Infrared Spectrum. A variety of clutter
rejection techniques have been used in the development of infrared sensors.
Spatial discrimination techniques have included spatial filtering and matched
filtering. Temporal discrimination techniques have included scan-to-scan cor-
relation and signal growth. Spectral discrimination techniques have included
two or more spectral bands, spectral ratios, spectral differences, and adaptive
spectral processing. Adaptive thresholds have used tapped delay lines, variable
high- and low-pass filters, and two-dimensional adaptation. Postprocessing
discrimination has included such factors as track density, track density var-
iation, threshold crossing rates, azimuth and/or elevation tracking rates or
accelerations, and azimuth and/or elevation location.

In the 3- to 5-um spectral region with light clutter, a spatial filter matched
to the width of the target can be quite effective in reducing the large-scale
earth and cloud shapes in the field of view. Examples of spatial signatures are
shown in Fig. 1.42. In the first example, the postulated target is in a benign
environment, and little clutter discrimination is necessary. In the second ex-
ample, the same signal is viewed against an earth background. A spatial filter
matched to the width of the target signal is fairly effective against the low-
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Fig. 1.42 Spatial signature characteristics.

frequency hump to the left of the target and is moderately effective against
the more pronounced hump to the right of the target.

As the threshold is decreased, the variations in background clutter become
more significant, because a threshold significantly above the clutter at one
point in the field of view may produce excessive false alarms in another part
of the field of view. Adaptation of spatial filtering and/or threshold level to the
varying background has proven to be an effective way to increase system
sensitivity for a given false alarm rate. The concept can be envisioned as two
parallel channels—one measuring the background statistics, usually in the
region around the target channel, and the other channel using the first chan-
nel’s measure as the baseline for a target threshold setting. The adaptive filter
frequently has a feedback loop to maintain a constant false alarm rate. An
advantage of the CFAR approach is that the load on the postthreshold com-
putational circuits remains constant. A disadvantage is that there is loss of
sensitivity in uncluttered environments when compared with a simple thresh-
old. The advantages usually far outweigh the disadvantages.

One of the major problems for spatial filtering is bright sunlit objects. Figure
1.42 shows the problems that can be caused by sun glint. Typical data from
sunlit clouds and water sun glint are shown in the right two traces in the
figure. Bright sunlit objects can have numerous pointlike characteristics re-
sulting in many false alarms if no discrimiation techniques other than spatial
are used. Even in heavy clutter, however, spatial filtering is a valuable prefilter
to select only pointlike objects for further processing. The dynamic range and
linearity of the spatial processor must be adequate to pass the characteristics
used in the latter processing.

Tracking algorithms can be used to separate some sun glints from targets.
Temporal discrimination of this fashion can produce massive computational
requirements in regions of heavy clutter. Another potential problem with tem-
poral discrimination is that the threat signal may vary. For example, an air-
craft target may fly through clouds or change in aspect angle with respect to
the viewer. Figure 1.43 shows some representative temporal signatures to
illustrate the point. The first example in the figure shows a well-behaved target.
The second example shows a target that is varying because of changes in aspect
and atmospheric transmission. Both plots are for a target that is approaching
the observer, and the time axis is time to intercept.
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Fig. 1.43 Temporal signature characteristics.

If the tracking algorithm accepts such short-term variations for valid tar-
gets, the system will suffer from an increased false alarm rate from clutter
sources. More complex tracking algorithms require more computer speed and
memory capacity. Even with more complex algorithms, the threshold must be
increased in heavy clutter regions to avoid increased false alarms or computer
overload. Sun glint can exhibit even faster short-term variations than most
targets, as shown in the right two plots in Fig. 1.43. In the right two plots,
the time scale is partly expanded to show the short-term variations of sun
glint. For water sun glint, the irradiance difference incident on a given pixel
can change significantly in milliseconds.

An approach that has been used with some success is spectral processing.
Spectral processing is based on the idea that the spectral shape of a sun glint
and a target are recognizably different because of the large difference in tem-
perature and spectral emissivity of the sources. Spectral discrimination is
usually added to a system in addition to spatial and temporal discrimination.
Spectral discrimination is especially effective against sun glint for low-altitude
aircraft and missiles.

Sample spectral signatures are shown in Fig. 1.44. A hypothetical target
similar to a small blackbody viewed at long range is shown on the top left of
the figure. Various background signatures are shown in the other plots in the
figure. The energy below the COz notch at 4.4 pm is higher than the energy
above the notch for the sunlit cloud and the water sun glint. The reverse is
true for the target and the ground clutter shown. This difference forms the
basis for many spectral discrimination schemes.

Spectral discrimination requires a more complex focal plane and analog
circuits. One way of providing spectral discrimination is to have parallel de-
tector arrays view the same instantaneous fields of view through different
spectral filters. The signal ratios between common elements in the two arrays
are related to the temperature and emissivity of the source and, thereby,
provide a discriminant. Potential problem areas for spectral discrimination
include the short-term variations in some types of clutter (e.g., water sun glint)
when compared with the time to switch between detector arrays, selection of
spectral bands that minimize variations with range and weather, and main-
taining wide dynamic range and linear performance in the signal processing
ahead of the spectral discrimination circuits.
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Fig. 1.44 Spectral contrast signatures.

Spectral Band Trade-Offs in the Ultraviolet and Visual Spectrum. The use
of ultraviolet radiation to detect missile plumes has been explored by various
workers. A photon counting detector consisting of a multi-anode microchannel
array has been used to obtain UV imagery of a Polar Bear Scout rocket plume
at a range of 1.2 km in the 250- to 270-nm range.”® An SNR of nearly 150 was
obtained as a result of the low natural background illumination in this par-
ticular band. However, atmospheric attenuation of the radiation from the
9-m-long by 1.8-m-diam plume, whose temperature was estimated at 2300 K
for the aluminized solid fuel, reduced photon levels to the point where long
integration times were necessary for detection and image generation.

Under sunlight conditions, the visible band may provide the best possible
condition for detection of postburnout missiles.®° The intense visible radiation
associated with most missile exhaust plumes makes the band useful for boost
and sustain phases with or without sunlight. Because plume temperatures are
on the order of 1500 to 2500 K (peak radiation at 1 to 2 pm), whereas solar
radiation has a distribution characteristic of a 5900-K source (peak radiation
at 0.55 um), it should be possible to reject solar glint from sea and clouds with
a dual-band system.

Detecting Subpixel Targets. Tactical warning receivers must offer constant
surveillance of a large field of regard, so high-resolution imagery of the po-
tential target is generally not practical. Consequently, most detection events
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involve targets whose extent is of the same order or less than the instantaneous
field of view, or subpixel targets. In the tactical scenario defined in Sec. 1.2.2,
the range to target is 10 km at launch and 5 km at burnout. If the missile is
assumed to be 1 m in length, it subtends a maximum of 0.1 mrad if seen
broadside. In the case of plume detection, the plume can be treated also as a
1-m-long target. A threat missile approaching the platform will most likely
present an aspect angle of no more than 30 deg off the nose, so the projected
length of missile body or plume will be less than 0.5 m, or less than 0.1 mrad
at the warning receiver at burnout.

Working with subpixel targets limits some of the spatial filtering or pattern
recognition techniques that might be used for detection and classification. Most
of the algorithms useful in this context exploit the fact that the target moves
against a cluttered but stable background. A simple frame-to-frame or scan-
to-scan differencing is often inadequate because of motion of the sensor with
respect to the fixed background. Double differencing and various interpolation
techniques have been used to compensate for background shifting. Casasent
et al.®! have evaluated the performance of six different algorithms (single
differencing, double differencing, linear interpolated differencing, parabolic
interpolated differencing, spatial differencing, and spatial filtering) for detec-
tion and tracking of subpixel targets in a moving background. The assumptions
of this study are close to those of our tactical situations. The targets are small
in size (a few pixels at most, if not subpixel), target radiances are close to those
of the background level, targets move relatively fast compared to the back-
ground, the background movement between frames or scans is usually less
than a pixel, and sensor noise level is low compared to target and background
signals.

If I (x) is the intensity in frame % at position x, single differencing can be
defined as

Urx) — Ip—1(x)]

Dy(x) = 5

(1.71)

where Dy (x) is the difference image intensity. In the benign case of stationary
background, the only nonzero parts of this image are the pixels that differ
because of target motion and, at a lower level, the increased uncorrelated noise.
Double differencing is described by

D) = —%Ikm + L) - %Ik—z(x) , (1.72)

and requires three frames or scans containing the target to perform detection.
The linear and parabolic interpolation differencing schemes use two or three
frames to estimate the background subpixel shift. The differencing operation
takes the form of

Dp(x) = I—1(x) — Ly(x) , (1.73)

where the shifted frame I;(x) is obtained from the estimated shift Ag by
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Lx) = @ — A () + Aplp-1(x) , (1.74)

in the case of linear interpolation, or

T(x) = %‘iﬁh_lu) LA - ADLG)
LAs@s — Dy (1.75)

2

for the case of parabolic interpolation. Both of these interpolation methods
attempt to align the backgrounds before subtracting, thus compensating for
sensor motion or jitter.

Spatial filtering, described more fully by Wang,?? uses only one frame at a
time, but exploits the spatial correlation of backgrounds to distinguish them
from the more correlated target with a 3- x 3-pixel-square filter mask. Tem-
poral information (the movement of the target against the background) is
ignored in this approach. Spatial differencing, proposed by Patterson et al.,®
considers 3- x 3-pixel windows centered at the same point in successive frames.
The center pixel from the current frame is subtracted from the 9 pixels of the
same window in the previous frame. The magnitude of the smallest of the nine
differences is the quantity of interest. If a target has moved out of a window
between frames, this quantity will be larger than for nontarget containing
windows. The method is insensitive to targets that move less than a pixel
between frames.

Figures of merit for the algorithms include a background suppression factor
(BSF), which is the ratio of variances of a background-only image before and
after processing, the ratio of target signal strength after processing to before
processing, and the uncorrelated noise variance in the output image. Of the
six algorithms considered, parabolic interpolated differencing outperforms the
others by most figures of merit, but implementation in realtime situations may
require parallel processing.

1.5.1.2 Millimeter-Wave Detection. In the case of passive millimeter-wave
radiometers, the principal target detection mechanism is a difference in re-
flected ambient radiation from the target and from adjacent background sur-
faces. The source of the radiation is usually a cold sky for down-looking cases.
Targets are more reflective than typical background materials and thus show
negative contrast. Common millimeter-wave frequencies for target detection
are 35 GHz (9000 wm) and 94 GHz (3500 pm), based on atmospheric trans-
mission considerations. Typical sky temperatures at these two wavelengths
are indicated®* in Table 1.16.

The sky is effectively warmer at 94 GHz than at 35 GHz, as can be seen in
the table, and becomes even more so with higher humidities. This leads to a
preference for 35 GHz for passive systems. An idea of the variation in material
reflectances at normal incidence can be obtained® from Table 1.17, which
shows emissivities at normal incidence for a number of terrain-type materials
as well as metal. Because of the increasing penetration with longer wave-
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Table 1.16 Radiometric Sky Temperature Variations with Atmospheric Conditions

Condition 35 GHz 94 GH:z
Clear 34K 60 K
Fog (0.32 g/m®) 58 150
Rain (2 mm/hr) 77 143
Rain (4 mm/hr) 120 255

Table 1.17 Material Emissivities at Normal Incidence at 35 GHz (from Ref. 84)

Material Emissivity
Sand 0.90
Asphalt 0.83
Concrete 0.76
Plowed soil 0.92
Coarse gravel 0.84
Heavy vegetation 0.93
Smooth rock 0.75
Dry grass 0.91
Dry snow (deep) 0.88-0.76
Metal 0.0

lengths, surface properties are less important at millimeter wavelengths than
at visible or infrared wavelengths.
The radiometric contrast of the target with respect to background is given by

ATt = etgtTigt + ptetTsky — ebkdThkd — pbkd Tk , (1.76)

where the emissivity € and the reflectivity p are approximately complementary
(e + p = 1). Maximum detection range is determined by the target radiometric
contrast and factors characterizing the antenna, the radiometer sensitivity,
and the processing parameters. The passive radiometer range equation® can
be written in the form

%
D2 %)
R = <“‘§;2 )(ATATT){ (Bre/2By) }[ : ] , @I

Kp[To + (F — 1)Tol/| (SNR)"2

where the four major terms represent antenna, target, radiometer, and pro-
cessing contributions, respectively. The parameters are
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Antenna
ma = aperture efficiency

D = antenna diameter

A = operating wavelength

m = radiation efficiency
Target

A7p = projected physical area of target
ATr = target radiometric contrast

Radiometer

Bir = IF amplifier bandwidth

By = amplifier bandwid:ch

T, = antenna temperature of background

F = radiometer noise figure

To = standard temperature (290 K)

Kr = radiometer constant (1 to 3\/2 depending on scan)
Processing

SNR = power SNR.
A simpler form of the range equation can be written as

__[ MaArATr ]1/2

1.
QAT min(SNR)2 (1.78)

where Q4 is the antenna solid angle and ATmin is the minimum detectable
rms temperature difference, usually of the order of 0.1 K or better for state-
of-the-art radiometers.

Note that range increases with antenna diameter and operating frequency
(except for atmospheric attenuation effects), decreases with the square root of
the receiver noise figure F, and is relatively insensitive to SNR. Atmospheric
attenuation effects are summarized®* in Table 1.18.

1.5.1.3 False Alarms and False Target Rejection

Overview. The most serious defect in a warning system is a missed event.
The consequences of a missed detection for a warning system are much more
severe than for a search and track or target detection system, so the system
designer places a premium on maximizing probability of detection. The con-
sequence may be an increase in false alarms and false target declarations. (In
the following paragraphs, false alarms are considered as the result of noise or
natural background clutter, whereas false targets are considered to result from
man-made objects in the scene that do not pose a threat to the platform.)

False targets are rejected by virtue of their trajectory or classified by their
radiometric properties. False alarms must be rejected by considerations of
recent noise and/or clutter statistical properties. Sophisticated signal process-
ing algorithms will do much to reduce the false alarm rate, as discussed in
the previous section. False target rejection, however, usually demands more
information about the source of the radiation.
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Table 1.18 Atmospheric Attenuation in Millimeter-Wave Bands (from Ref. 84)

One Way Loss (dB/km)

Farameter 35GHz | 94GHz
Clear air: 0.12 0.4
Rain: (mm/hr)
0.25 0.07 0.17
1.0 0.24 0.95
4.0 1.0 3.0
16.0 4.0 7.4
Cloud: (Type)
Rain 5.14 35.04
Dry 0.50 3.78
Fog: (g/m®)
0.01 (light) 0.006 0.035
0.10 (thick) 0.06 0.35
1.0 (dense) 0.6 3.5
Snow (0°C) 0.007 0.0028

False Targets. False targets are due to man-made objects or events that
satisfy some of the criteria that the warning receiver uses to detect targets,
but fail in others. Examples of false targets include fuel-fed ground fires, flares
(both countermeasure and illuminating), artillery firings, napalm, aircraft,
and other missiles and rockets, both friendly and hostile but threatening other
platforms. Depending on the receiver spectral band, sun glint from reflective
objects, arc welders, industrial fires, and bright lights can also be false targets.

Position and velocity information are among the most useful discriminants
for rejecting false targets. An object that remains fixed in relation to the
background or increases its range from the platform is probably not a threat.
Unfortunately most tactical warning systems sacrifice direction and range
accuracy for response time. A dual-band system may provide adequate range
rate of change information without sacrificing response times by monitoring
changes in band ratios. Motion of the point source relative to a fixed background
pattern can be detected with correlation techniques, but this provides little
information about the radial velocity of the target with respect to the platform.
Furthermore, systems with command line-of-sight guidance may not exhibit
detectable tangential motion.

Exploitation of the inverse square variation of irradiance with range is one
of the more direct sources of information on range rate of change. It is also,
like the band-ratio method, a technique whose accuracy and sensitivity de-
crease with increased range, but it may be practical at tactical ranges. It
assumes a constant radiation output from the target over the interval in ques-
tion. A low SNR can adversely impact range estimation accuracy in such a
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system. In addition to system noise, clutter related variations in the local
background level, target aspect variations, and local path attenuation can
induce errors in this technique.

1.5.1.4 Direction of Arrival. The type and accuracy of direction of arrival
information depends primarily on whether the system is of the scanning or
staring type (see Sec. 1.5.2.1). In the case of a mechanically scanned detector
(or detector array), the direction of the missile can be determined from the
orientation of the scan mechanism at the time of detection. Accuracy depends
on the instantaneous field of view of the detectors, the scan rate, and the signal
processing techniques used for detection. Staring systems are limited by the
number of detector elements and the field of view of each. Accuracy is generally
no better than a single pixel, and probably several times that limit.

As previously indicated in Table 1.4, an accuracy of 90 deg is often adequate
for tactical situations and most countermeasures. This level of accuracy pro-
vides adequate information to select which of several flare dispense units to
use, for example. Advanced countermeasures, which may concentrate their
energy into a narrow range of angles, put greater demands on angle-of-arrival
accuracy. Sampling or scan rates must still remain high to maximize the
response time available for countermeasure use.

Platform jitter or line-of-sight instability can also degrade angle-of-arrival
accuracy. If the (platform) line-of-sight motion has spectral components of
significant amplitude at frequencies higher than the detector sampling fre-
quency, high-resolution images are blurred, having an effective point spread
function larger than predicted statically. Techniques have been developed™®
to compensate for line-of-sight motion in low-photon-rate situations. Using the
line of sight x,y error signal from a gyroscope or accelerometer, the instan-
taneous error is subtracted from each detected photon event, and the corrected
position is stored in memory. This technique has been demonstrated by de-
tection and imaging of a rocket plume in the 250- to 270-nm ultraviolet region.
High temporal resolution (100 ns) permits processing of individual photon
events. Typical vidicon or charge-coupled devices (CCD) have temporal reso-
lution of about Y40 s, and the technique becomes less useful when such detectors
are used.

1.5.1.5 Range and Time to Impact Estimates. One method of estimating
the missile range and velocity is an analysis of the intensity history of the
received signal. The irradiance at the receiver varies with source intensity,
range (via the 1/R? effect), and atmospheric attenuation and can be approxi-
mated by

E, = -lzI exp(—ar) + N, , (1.79)
r

where I is source radiant intensity, r is range, « is atmospheric extinction co-
efficient, N is noise or clutter, and E, is the in-band irradiance at the receiver.

The time derivative of this irradiance, which can be determined from a time
history of the received signal by the relation
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Fig. 1.45 Time variation of signature with range in the infrared for selected values of
atmospheric attenuation.
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contains information about the range and its time derivative, the radial ve-
locity, dr/dt. At long ranges, 2/r is small compared to o and the atmospheric
attenuation predominates. The time to intercept, TTI = —r/(dr/dt), can be
expressed in terms of the rate of change of the irradiance at the receiver as

2
T = Bt = aldrdd) * (1.81)

Figure 1.45 shows the percentage variation in intensity per second as a function
of range for extinction coefficients of 0.1, 0.5, and 1.0 km ~ ! and a radial velocity
of 600 m/s. The small relative change in intensity at long ranges, when the
signal is lower, indicates the susceptibility of this technique to system noise.

A major weakness in this approach is the assumption that the output of the
missile is constant with time. Figure 1.5 gave outputs as a function of time
for several typical missiles from which constant output was shown to be an
exceptional situation.

1.5.1.6 Discrimination—Threat Versus Nonthreat. If the only source of
missilelike radiation in the vicinity were the approaching threat missile, the
function of the warning receiver would be nothing more than detection and
providing range and direction information. In tactical situations, however,
there are likely to be numerous other objects of a similar nature in the vicinity
of the platform. The majority of these probably pose no threat to the platform,
but to make that decision requires some degree of classification on the part of
the warning system.
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Trajectory information is the most useful data for threat classification for
IR systems. During the final intercept phase, the angular velocity of a true
threat is near zero. Prior to that phase, an increasing irradiance level may
indicate an approaching object, but a collision trajectory is not confirmed.
Decreasing intensity does not necessarily make the object a nonthreat. At
burnout, the intensity from an approaching missile exhibits a decrease with
time, but the magnitude and rate of this decrease make it easy to distinguish
from a receding missile.

In a system with poor direction of arrival resolution, time to intercept may
be the only available trajectory information. If an object shows a TTI that
decreases at a rate consistent with supersonic radial velocity, it is reasonable
to declare it a potential threat. If this high-speed approach continues to within
a few seconds TTI, a threat is almost certain, and countermeasures should be
activated.

Spectral discrimination techniques of the sort used to reject clutter and false
targets can be applied to the classification problem also. A primary issue is
the difference between aircraft exhaust spectra and missile or rocket exhausts.
Many of the same exhaust products are present in both, so line emissions may
not be an adequate distinction. Temperature differences, however, offer a pos-
sible discriminant. The exhaust temperature of missile engines is often® of the
order of 2000 K, whereas nonafterburning turbojet exhausts fall in the range
of 1000 K. The former temperature has a spectrum peaking at 1.45 pm, whereas
the latter peaks at 2.90 pm.

1.5.2 Equipment Considerations

Several factors drive the physical size and weight of a warning system con-
strained to achieve a specified combination of operational requirements such
as field of regard, sensitivity, refresh rate, and environmental tolerance.

1.5.2.1 Scanning/Staring. One of the first decisions after the choice of spec-
tral region is the selection of a method for converting the temporal and spatial
variations in each pixel of the field of view into one or more time-varying
electrical signals. One method for achieving this end is two-dimensional
electromechanical scanning. Scanning systems may use a single detector or a
detector array. A second method for achieving this end uses a fixed field of
view or staring detector. Staring systems may also use either a single detector
or a detector array.

The choice of a scanning versus a staring sensor is driven by system as well
as hardware implementation design constraints. Scanning systems are not
useful for detecting short-duration features that may be critical for some types
of missile declaration or false target rejection methods. Staring systems, be-
cause they cover the entire field of regard continuously, do not miss short-
duration events.

A staring system, on the other hand, requires a detector array with a large
number of elements to achieve the same spatial resolution a scanning system
can provide with relatively few elements. High spatial resolution is important
for some types of missile declaration or false target rejection methods. Scanning
systems can provide high resolution with far fewer detectors than staring
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systems. Cost, size, weight, reliability, and aircraft integration all become
factors in the final selection of scanning versus staring.

Electromechanical scanning can be divided into object plane scanning and
image plane scanning. Object plane scanning requires larger mechanically
moving parts than image plane scanning, but the off-axis imaging require-
ments on the optics are reduced, and the defocusing problems of image plane
scanners are eliminated. Staring systems with more than 1 pixel can consist
either of a continuous surface detector scanned by an electron beam (e.g., a
vidicon) or a mosaic of discrete detector elements scanned by analog or digital
circuitry connected to, or part of, the mosaic. Like image plane scanners, large
field-of-view staring systems can have challenging optical design problems.

One of the more successful object plane mechanical scanners used for tactical
infrared warning is the spinball. The spinball consists of a number of lenses—
typically three or four—mounted in a great circle in a ball-shaped assembly
that rotates around a linear detector array (see Fig. 1.46). As the ball spins
on the array axis, each lens in turn scans one bar of object space. Successive
bar scans can be either coincident with the previous bars or can be offset to
scan a larger field of view. In practice, the bars may be offset by optical wedges
in front of each lens rather than by tilting the axis of the great circle. The
advantages of the spinball include continuous rotational motion, constant ve-
locity scan, high scan efficiency, large scan fields of view, and high frame rates.
The disadvantages include limited resolution, inability to cold shield or cold
filter the detectors, and multiple optics.

Most developmental activities are concentrated on two-dimensional staring
detector arrays, even though most current operational systems use mechanical
scanning. The mosaic offers potential advantages in reliability, production cost,
and higher performance. Optical designs to accommodate staring arrays are
also the subject of research and development.

DETECTOR

DOME

Fig. 1.46 Spinball object plane mechanical scanner.
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1.5.2.2 Sensitivity. With a mechanical bar scan, the electrical bandwidth
needed to provide optimum response to a point source is approximately

Af = — (1.82)

where t; is the detector dwell time. The dwell time is given by

afnksT

te = oo :

d 00 (1.83)
where

o = detector azimuthal subtense

B = detector elevation subtense

n = number of detectors

kse = scan efficiency

T = frame time

O, = azimuthal total field of view

Qg = elevation total field of view.

The dwell time for a staring detector is just the scan efficiency times the frame
time, so the required bandwidth for a staring array can be substantially less
than for a scanning array. (Of course, the required number of detectors for a
given field of view and resolution will be proportionally more.) The resulting
increased sensitivity tends to compensate for the poorer detectivity of current
staring arrays compared with the smaller linear arrays designed for mechan-
ical scanning systems.

The sensitivity of a warning receiver is usually given as the noise equivalent
irradiance. A simplified formula for NEI is

2FIQUA )2
NEI = ———, (1.84)
DED*TO
where
F = optical focal length
QO =ap
D, = optic diameter
D* = specific detectivity of the detector
7, = optical transmission.

The optic diameter plays three important roles in warning receiver design.
First, the optic diameter, and thus the optical aperture, directly influences the
system sensitivity. Second, the optic diameter determines the ultimate limit
on system resolution, although most warning receivers are sensitivity limited
rather than resolution limited. Finally, the optic diameter, together with the
field-of-regard and stabilization approach, determine the cross-sectional area
of the receiver. For an airborne system, the cross-sectional area is important
both from a drag point of view and in terms of radar cross section.
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Spectral bandwidth is usually controlled by using a spectral filter ahead of
the detector. In the infrared region, the spectral filter should be cooled for best
performance by mounting it in the detector dewar. The purpose of cooling the
filter is to reduce the out-of-band self-emission of the filter. In the visible region,
self-emission is not the predominant photon source, and cooling is not a common
practice.

A variety of noise sources influence the value of D* that can be achieved
in a particular system configuration. Significant sources of noise might include
background-induced photon noise, detector load resistor noise, detector 1/f noise,
amplifier noise, and readout noise.

Because the magnitude of the mentioned noise sources depends on the spe-
cific detector operating conditions and configuration, care must be utilized
when assigning a value to D* in the system sensitivity equation. It must be
remembered that D* for a particular detector/amplifier combination is a func-
tion of the wavelength of the incoming signal radiation, the frequency at which
the signal is chopped, and the level of the background flux incident on the
detector. Care should be taken to see that the value of D* used in a system
sensitivity calculation corresponds to the conditions under which the detector
must operate in the sensor. Specifically, the D* should be appropriate for the
target wavelength, the detector dwell time, and the incident background flux.

For example, often the D* for a detector is measured in the laboratory under
conditions of high background flux levels. Under such conditions, a photon-
induced background noise might be the dominant source of noise, and the
detector is said to be operating as a background limited performance detector.
If this same detector is used in a warning receiver design that utilizes a cold
shield to reduce the background flux incident on the detector, then the D*
measured in the laboratory under conditions of high background flux would
not be the appropriate value of D* to use in the system sensitivity calculation.
For a BLIP detector, D* scales as 1 over the square root of the background
flux level.

The detector load resistor noise is usually thermal noise, whereas the am-
plifier noise current is a function of the amplifier short circuit noise voltage,
open circuit noise current, and equivalent input circuit impedance including
device capacitance.

In the infrared region, the detector is usually cooled to reduce the detector
thermal noise current to an insignificant value. For a spectrally wideband
detector, the preamplifier noise and load resistor noise are usually small com-
pared with the photon noise, and such systems are typically background limited.

Conversely, for a narrow-band detector, if a cold filter and cold shield are
used to reduce the background photon flux, the photon noise current can be
decreased to the point where the load resistor and/or amplifier noise is dom-
inant. In other words, as the optical spectral bandwidth and the detector’s
warm field of view are decreased, a point is reached where the system detection
capability is limited by load resistor and/or amplifier noise rather than by
detector performance. In the infrared region, extremely small spectral pass-
bands are required to reach the point where the system is amplifier noise
limited.

In the visible spectrum, the primary source of unwanted background photons
is solar reflection and scattering rather than thermal background emission.
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At night, the solar flux is essentially zero and no improvement in NEP is
provided by a narrow spectral filter; the photon noise current is already as
small as can be achieved. Conversely, a wide spectral passband incurs little,
if any, loss in sensitivity. With a good detector, the detector dark current is
small, and the detector D*, which is proportional to the reciprocal of the de-
tector noise current, is quite high. With an avalanche photodiode or photo-
multiplier and a good amplifier, individual photons can be counted.

During the day, the solar flux is large enough that the photon noise dom-
inates and other noise sources are not very important. Under these conditions
a very narrow spectral filter (i.e., less than 1%) is required to reduce the photon
noise to a level comparable to the other noise sources. Conversely, a wide
spectral passband passes so much solar flux that system sensitivity may be
quite poor.

1.5.2.3 System Implementation. Warning receiver display techniques usu-
ally are limited to situation awareness displays. Detection of a threat surface-
to-air or air-to-air missile usually occurs only a few seconds before counter-
measures must be deployed. Automatic interaction between the warning re-
ceiver and the countermeasures dispenser minimizes the time delay in initi-
ating a response to a perceived threat.

Other factors that become significant in the final design of a warning re-
ceiver are the interactions between the warning receiver and its platform,
especially if the platform is a highly maneuvering aircraft. Stabilization may
be accomplished either electronically or mechanically, with electronic stabi-
lization the more common. EMI from the platform may be a limiting factor in
the sensitivity achieved by the receiver. High-powered radios or radars can
induce signals in the sensitive detector circuits of a warning receiver. Finally,
the physical size and weight of the warning receiver can limit its applicability.
Especially for small helicopters, weight and power consumption may play the
deciding role in determining whether a particular warning receiver can be used.

1.5.3 Numerical Example

As an example of potential system performance, consider the system and sce-
nario described for tactical situations in Sec. 1.2. The 1.44-mrad IFOV cor-
responds to 7.2 m for a missile range of 5 km, so the missile is unresolved. The
dwell time for the spinball system described is 0.172 ms [Eq. (1.83)] with a
corresponding bandwidth of nearly 30 kHz [Eq. (1.82)]. The NEI is then 2.8
x 1077 W/m? [Eq. (1.84)).

With a 1000 W/sr target signal at a range of 5 km and an atmospheric
transmittance of 0.48, the target irradiance is 1.9 X 10~% W/m?, so the SNR
is nearly 70. A typical background in this case would be distant vegetation
and atmospheric emission from the region beyond the missile. Assuming an
air temperature of 10°C and an emissivity of 0.98, the Planck equation® yields
a background radiance of 1 W m~2 sr~!. Hence, adjacent pixels would have
an irradiance of about 10~ W/m?, yielding a signal level 20 times the back-
ground level. For a benign vegetation background, the clutter level at this
resolution will be®! equivalent to 1°C or a radiance variation of about 2%, so
the SCR is nearly 1000.
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From the discussion of Sec. 1.4.2.1, if the threshold level is selected for a
TNR of 10, a FAR of 3 x 10717 per second is attained and the detection
probability is in excess of 0.999. This is clearly a benign situation. Even if the
missile signature drops to 10 W/sr after burnout, the SCR is still 10 and a
TNR of 10 is still possible.

1.5.4 Testing

Testing of an entire tactical missile warning receiver, as opposed to individual
component testing, presents a number of challenges. The firing of missiles
(even unarmed) against warning receivers on manned aircraft platforms pre-
sents unacceptable safety hazards, however, drone testing has been carried
out with success.3% Devices that simulate the variation in target irradiance
resulting from R? and atmospheric transmission changes can be constructed
using filter wheels or other mechanical or electronic controls on the source of
illumination. Simulating realistic background clutter and receiver and missile
motions require a more complex test bed. Developments in infrared scene
simulators suggest the possibility of high-fidelity real-time total scene projec-
tion at some future date.

Flight line testing of installed systems to verify performance is less de-
manding in terms of the diversity of conditions and fidelity required. A simple
filter wheel and source device can be utilized for performance confirmation
testing.

1.6 STRATEGIC WARNING RECEIVERS

1.6.1 Introduction

Another important class of IR warning receiver is the strategic IR warning
system. IR sensors may be used to detect intercontinental ballistic missiles
(ICBMs), submarine launched ballistic missiles (SLBMs), strategic bombers,
and cruise missiles. As is the case for tactical missile warning systems, a
strategic warning system must provide continual surveillance of a threat vol-
ume, detect threats with a high probability of detection and low false alarm
rate, and communicate warning and threat assessments to the appropriate
user in a timely fashion. Here, however, it is the strategic forces of a country
that are to be warned as opposed to a tactical platform, such as a single aircraft.
Although a top-level functional description of a strategic warning system
might be similar to that of a tactical warning system, the nature of the strategic
warning problem leads to major differences in the design of strategic and
tactical sensors. These differences result primarily from the global nature of
the threat. A strategic attack can be initiated from virtually any place on
earth. As a result, the threat volume that must be covered by a strategic
warning sensor is much larger than that of a tactical sensor, and the ranges
at which threats must be detected by strategic sensors are typically orders of
magnitude longer than the detection ranges required for tactical sensors.
Another key difference between strategic and tactical warning systems in-
volves the nature of the sensor platform. In the tactical case, the warning
system is usually situated on the platform that is to receive the threat warning.
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In the strategic case, it is not a single platform that is to receive the warning;
it is the strategic force. Furthermore, because of the far-reaching nature of
the threat, strategic warning systems must often be situated at long standoff
ranges from the strategic forces that require the threat warning. Consequently,
strategic warning systems usually are located on dedicated surveillance plat-
forms, with the most common such platforms being airborne and satellite
surveillance platforms.

Because there are major differences between the requirements for strategic
and tactical warning systems, it is natural that the designer of a strategic
system must face different design challenges than the designer of a tactical
warning system. Because of the requirement for high sensitivity (i.e., long
detection ranges), the designer of a strategic IR warning system often considers
designs with large optics, large IR focal plane arrays (FPAs), and extensive
signal and data processing. Because strategic warning systems may have to
be deployed in space, space power and cryogenic cooling technology are critical
elements in the design of strategic systems. In addition, the issues of platform
survivability and communications must be considered in the design of dedi-
cated surveillance platforms.

This section summarizes some of the key features of strategic warning sys-
tems and highlights design issues associated with these systems. Character-
istics of strategic targets are discussed, and platform options and design con-
cepts are described.

1.6.2 Target Characteristics

1.6.2.1 Ballistic Missile Trajectories. The trajectory of an ICBM consists
of four distinct phases—the boost phase, the postboost phase, the midcourse
phase, and the terminal phase.

During the boost phase, multistage rocket engines lift the missile payload
to an altitude of approximately 200 km with speeds in the neighborhood of 7
km/s. At this point, the powerful booster engines shut down, and the payload
has enough kinetic energy to follow a ballistic (free-fall) trajectory thousands
of miles to its target.

The energy imparted to the payload during the boost phase is derived from
the chemical reaction involving the rocket engine propellants. This reaction
may involve either solid or liquid propellants, but in either case, the reaction
is highly exothermic and a large amount of heat is generated. Although much
of this heat is converted into thrust, some invariably results in the generation
of a strong IR/EO signature. It is this signature that occurs during the boost
phase, which typically lasts only a few minutes, that makes an ICBM most
susceptible to detection by an IR/EO strategic warning system.

Many modern ICBM missile systems are multiple, independent reentry ve-
hicle (MIRV) systems. They carry a number of reentry vehicles (RVs) that can
be aimed at different targets. A postboost vehicle (PBV) maneuvers to different
trajectories and drops each RV off when it arrives at its intended target tra-
jectory. Decoys (RV replicas, balloons, chaff, and so on) may also be deployed
by the PBV during this phase. This is the postboost phase of the trajectory.

The postboost phase is particularly important in the design of an antiballistic
missile (ABM) system, because a single ABM “shot” could destroy multiple
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RVs if it destroys the PBV before it deploys all of its RVs. However, from a
strategic warning point of view, this phase is less important than the boost
phase. Although a PBV does use rocket motors to maneuver, these are small
motors with IR/EO signatures that would be difficult to detect by an early
warning surveillance system.

Likewise, the midcourse phase is not the phase where a strategic warning
system is likely to be utilized. This phase refers to the time from RV deployment
to the time when the RVs reenter the earth’s atmosphere. During this time
period, the RVs, along with any decoys or other penetration aids (penaids) that
might have been deployed by the PBV, fall freely under the influence of gravity
toward their targets. While falling in the vacuum of space, the RVs radiate
very little IR energy. They have small emissivity-area products, and depending
on their thermal design, may be quite cool (approximately 200 K). Conse-
quently, they are very poor IR targets, and typically are not candidate targets
for IR strategic warning systems.

The last few minutes of the ICBM trajectory is called the terminal phase.
During these final few minutes, the RVs and their associated penaids reenter
the earth’s atmosphere. As they reenter, atmospheric drag strips the lighter
penaids from the vicinity of the RVs and also causes heating of the RVs, making
them good IR targets.

Although the terminal phase is important in the consideration of ABM
system concepts that utilize terminal defense options, the strategic warning
function must be accomplished much earlier in the ICBM trajectory.

1.6.2.2 Ballistic Missile IR Signatures. Boost phase signatures of a ballistic
missile show great variability depending on the propellant type, size of the
missile, and flight conditions. The hot exhaust plume of a solid propellant
missile contains particles that lead to continuum radiation in the IR part of
the spectrum. On the other hand, liquid propellant systems may contain only
hot gases in their exhaust, resulting in the radiation of IR energy into discrete
spectral bands. These bands are determined by the specific gases that are
present in the exhaust plume. Consequently, a critical consideration in the
selection of a spectral band for a strategic warning system involves an as-
sessment of the exhaust products of the missile systems that are to be observed.

The vast majority of chemical rocket engines use as a source of energy
chemical reactions that result in the exothermic formation of oxides. The most
common oxides formed are water (H20) and carbon dioxide (COz). For example,
the propellant combination of hydrazine (fuel) and nitrogen tetroxide (oxidizer)
results in the formation of both water and carbon dioxide in the combustion
process. The fuel/oxidizer combination of hydrogen (Hs) and oxygen (Oz2), used
in the Space Shuttle’s main engines, results in the formation of water in the
combustion process.

Because water vapor and carbon dioxide are commonly present in the ex-
haust products in ballistic missile boosters, the IR bands in which they radiate
are leading candidates for strategic warning sensor bands. At temperatures
typical of those found in the exhaust of a ballistic missile, water vapor radiates
strongly in IR bands centered at 2.7 and 6.3 pm. Carbon dioxide radiates
strongly in a band centered at 4.3 pm.

Although it may be that the vast majority of strategic rocket engines dis-
charge large quantities of water and carbon dioxide in their exhaust plumes,
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thereby making the IR emission bands of these species logical candidates for
the spectral bandpass of a strategic warning sensor, the possibility exists that
strategic rockets that do not radiate strongly in these bands could be developed.
For example, the developers of rocket engines have considered the possibility
of designing rockets that use high-energy propellants. Some of these propel-
lants produce neither water nor carbon dioxide at the exit plane of the rocket
motor.

A rough estimate of the IR energy radiated by a strategic missile can be
made on the basis of the size of the visible plume and the temperature of the
plume.®® At low altitude, the visible exhaust plume of an ICBM is approxi-
mately 4 m in diameter and 50 m long; the plume temperature at the exit
nozzle is approximately 1800 K; the average temperature of the visible plume
is about 1400 K. A blackbody at a temperature of 1400 K has a peak spectral
radiant exitance of 7 X 10* W m~2um ! at a wavelength of 2.1 um. Consid-
ering the plume to be a blackbody with surface area of 600 m?, we arrive at
an estimate of 40 MW of radiated power in a 1-um spectral band. The amount
of this power that is collected by a strategic warning system depends on the
viewing aspect. If we assume, for the sake of this rough estimate, that the
plume radiates isotropically, then we conclude that an ICBM will radiate on
the order of 3 MW/sr in a typical plume band.

Although this estimate of the plume signature of an ICBM serves to show
that strategic missiles are very intense IR targets, the accurate determination
of the IR signature of an ICBM is a complicated problem. At low altitude,
atmospheric transmission is an important factor that must be considered. As
is the case for tactical missile signatures, a sizeable fraction of the total IR
energy radiated by a missile plume is absorbed by the atmosphere. However,
as an ICBM rises above the heaviest concentrations of water and carbon dioxide
in the atmosphere, the atmospheric transmission improves, and the apparent
IR intensity of the missile increases. At higher altitudes, the signature changes
as a consequence of the multistage nature of an ICBM. The latter stages of an
ICBM have less thrust than the first stage of an ICBM and correspondingly
have less intense IR signatures. Also, at high altitude, the missile is moving
very fast in a rarified atmosphere, leading to a complicated interaction of plume
and atmosphere. This interaction plays a major role in determining the high-
altitude signature of an ICBM.

1.6.2.3 Strategic Aircraft Signatures. Whereas the strategic ballistic mis-
siles are very intense IR targets because of the large amount of IR energy
radiated by their exhaust plumes, strategic aircraft are relatively weak IR
targets and pose a significantly more difficult detection problem for a strategic
warning receiver. The jet engines on a strategic aircraft operating under cruise
conditions have orders of magnitude less thrust than a strategic ballistic mis-
sile. Consequently the IR energy radiated by the exhaust plumes of these
engines are also orders of magnitude less. Detection from an orbital platform
of strategic aircraft by virtue of their engine exhaust plumes is also complicated
by the fact that the spatial extent of the engine exhaust plumes are relatively
small, and the line of sight to the plumes may be obscured by the aircraft
fuselage and wings. Also, because strategic aircraft must be detected at lower
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altitudes than strategic ballistic missiles, atmospheric transmission losses add
to the difficulty of detecting strategic aircraft engine exhaust plumes.

Another source of IR energy emanating from a strategic aircraft that could
be exploited by a strategic warning system is the IR radiation that is (by
reflection and thermal emission) radiated by the aircraft structure. In terms
of the average radiance of the aircraft structures, N7, and the projected area
of the aircraft as seen from the position of the sensor, Ay, the radiant intensity
of the aircraft structure is NrA7. The apparent intensity level actually ob-
served at a sensor is this intensity level attenuated by the transmission of the
intervening atmospheric path plus the contribution from the radiance of the path.

When making sensor signal level calculations, it is typically not the ap-
parent intensity level per se of the target that is important. What is important
is the contrast between the target and the background. Thus, we define the
apparent contrast intensity of the target to be the difference between the
apparent intensity of the target and the apparent intensity of the background
that is obscured by the target. Using this definition, the apparent radiant
intensity Iapp of the aircraft structure is given by the expression

Iapp = (N7 — NB)Ar7 , (1.85)

where 7 is the atmospheric transmission from the aircraft to the sensor and
NpAr is the radiant intensity of the background that is obscured by the aircraft.

To make a rough estimate of this intensity level, we consider the case of a
280-K background, a 285-K target with an emissivity of unity, a target area
of 100 m2, and a transmission of 70%. For such a case, the apparent contrast
intensity of the target in the 8- to 12-pm spectral band is approximately
200 W/sr.

A strategic sensor based in space to collect IR energy radiated by the hard-
body of a strategic aircraft typically must operate in an atmospheric trans-
mission window band. The sensor must be capable of detecting energy that
passes through long atmospheric slant paths, particularly for aircraft and
cruise missiles flying at altitudes near sea level. For these IR sensor appli-
cations, spectral bands with the highest possible transmission within the 3-
to 5- and 8- to 12-pm atmospheric transmission windows are most often con-
sidered. This is in contrast to tactical and strategic ballistic missile warning
systems that may be designed to operate at the edge of an atmospheric trans-
mission window band where plume radiation from the target might be
concentrated. ‘

An important feature of the hardbody signature of an aircraft, as implied
by the expression for the apparent target intensity, is that these signatures
can be either positive contrast or negative contrast signatures. That is, when
the average target radiance, N7 is greater than the apparent background
radiance Np, the apparent intensity of the target is positive; when the average
target radiance N is less than the apparent background radiance, N, the
apparent intensity of the target is negative.

Because both Ng and Nt vary with target altitude, the hardbody signature
of a strategic aircraft is a function of the altitude of the aircraft. As a function
of altitude, the signature may change from a positive contrast signature to a
negative contrast signature. For such a case, there would be an altitude where
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the apparent target intensity would be zero. Obviously, a target with zero
apparent intensity cannot be detected by a strategic warning system. However,
the apparent target signature also depends on the wavelength band of the
sensor, and in general, when the apparent target signature is zero in one band,
another band can be found where the apparent intensity is nonzero. Conse-
quently, sensor concepts involving the use of multiple spectral observation
bands might be considered for strategic systems that must rely on aircraft
hardbody signatures for their detection capability.

1.6.3 Backgrounds

Background clutter presents a particularly severe problem for strategic warn-
ing sensors designed to detect aircraft and cruise missiles. Because these tar-
gets are effectively low-intensity point targets, the signals they produce at the
sensor are typically a small fraction of the average background level. In order
that the signal be detectable above the sensor noise, the average background
level must be made as small as possible by utilizing small detector footprints.
However, even when the detector footprint has been made small enough so
that the target can be detected above the average background, spatial and
temporal variations in the background level make it difficult to reliably detect
low-intensity targets.

For the case of strategic warning systems designed to detect aircraft, IR
sensors are typically required to operate in the atmospheric IR transmission
windows. Operating in these bands, they must contend with sources of clutter
on the surface of the earth and in the intervening atmosphere. Radiance var-
iations associated with different terrain features and clouds are often com-
parable in magnitude with the radiance difference between a strategic target
and its local background. When these background variations are summed over
the entire detector footprint, the variations in the background signal level may
exceed the signal level by orders of magnitude for low-intensity targets. Con-
sequently, strategic warning systems designed to detect aircraft and cruise
missiles must utilize sophisticated clutter rejection techniques. The spatial
resolution required for a strategic warning receiver depends on the specific
operational requirements imposed on the system. For example, strategic sen-
sors might not only have to provide warning of a missile launch but also might
be required to provide an estimate of certain tactical parameters, such as
launch raid size, launch pad location, and missile type. Operational require-
ments such as these might ultimately determine the spatial resolution re-
quirements for the strategic warning system. However, a more fundamental
factor that must always be considered in the establishment of a spatial reso-
lution design point is the influence of background signals on the detection
process. The strength of the background signals that compete with signals
from relatively localized target sources (e.g., missile plumes and strategic
aircraft) increases as the size of the detector footprint on the earth background
increases. Too large a footprint leads to an unacceptable level of false alarms
caused by background clutter.

For the case of IR sensors designed to detect strategic missile boosters,
background clutter caused by solar reflections typically represents the most
stressing background signal. An estimate® can be made by starting with the
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fact that the solar flux above the earth’s atmosphere in a spectral band from
2 to 3 um is approximately 50 W/m? Atmospheric absorption in a missile
detection band near 2.7 severely attenuates the solar radiation that is reflected
from the earth background to the sensor. Assuming that only 0.005 W/m? out
of the original 50 W/m? is reflected by the background, a detector footprint of
10 x 10 km is exposed to a total background signal of 0.5 MW.

The fraction of this power that is radiated in the direction of the sensor
depends on the viewing geometry. For points on the surface of the earth where
the solar energy is reflected at a near-specular angle to the sensor, the back-
ground intensity is the greatest. Because these near-specular points comprise
a relatively small fraction of the surveillance volume, it may be acceptable to
“blank” this region to eliminate it as a source of false alarms. Doing this would
require a second sensor to view this region at a nonspecular angle to maintain
complete coverage of the surveillance volume.

A rough estimate of the intensity of the solar background at nonspecular
angles of reflection can be made by assuming that the background is a diffuse
reflector. With this assumption, the background intensity from a 10 X 10-km
detector footprint corresponds to an intensity of 200 kW/sr. Although this
background level is large, the peak IR intensity produced by a typical ICBM
may be more than an order of magnitude larger than this value. Thus, strategic
warning sensors with detector footprints as large as 10 x 10 km might provide
adequate performance. Such a footprint size can readily be achieved from
geosynchronous altitudes and higher.

The strategic missile threat includes SLBMs as well as ICBMs. In addition,
warning systems might also be required to track the upper stages of the ICBMs.
Because both SLBMs and ICBM upper stages produce considerably less thrust
than the first stage of an ICBM, the IR radiation from their exhaust plumes
is less intense than the radiation from a first stage ICBM missile plume.
Consequently, detection thresholds must be set lower and smaller detector
footprints must be utilized to minimize the number of false alarms generated
by the background. Bloembergen et al.® conclude that a 2- x 2-km detector
footprint would be an appropriate size for the reliable detection of a 300-kW/sr
target. Such a spatial resolution can also be readily achieved from geosyn-
chronous altitude. For example, the sensor aperture diameter required to match
a diffraction-limited spot to a 2- X 2-km detector footprint at a range of 40,000
km and wavelength of 3 um is only 6 in.

1.6.4 Sensor Concepts

1.6.4.1 Space Platform Considerations. Strategic warning systems are often
required to have coverage that is both global and continual. Consequently, the
platforms most often considered for strategic EO/IR warning sensors are sat-
ellite platforms in earth orbit. The selection of an appropriate earth orbit to
give the required coverage involves many factors. For example, for an earth-
looking system in a low earth orbit, the effective search field about the point
on the surface of the earth directly beneath the satellite (the satellite subpoint)
may be quite limited. Furthermore, because of the speed with which the sat-
ellite moves with respect to the surface of the earth, this limited field of cov-
erage moves rapidly past areas that must be monitored by the system. Con-
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sequently, a fairly sizeable constellation of satellites might be required to
provide the necessary spatial and temporal coverage. On the other hand, fewer
satellites in high earth orbit might provide the necessary coverage, but because
of the longer slant ranges involved, larger sensors might be required to achieve
the necessary sensitivity and spatial resolution.

There are numerous other factors that affect the selection of an orbit, in-
cluding the space environment itself. The lifetime and performance of sensors
could be seriously affected by operation in the Van Allen radiation belt. This
belt of trapped high-energy charged particles consists of an inner and outer
portion. The inner belt begins at an altitude of approximately 250 to 750 miles,
depending on latitude, and extends to an altitude of approximately 6200 miles.
The outer belt begins at an altitude of approximately 6200 miles and extends
to an altitude between 37,000 and 52,000 miles, depending on solar activity.®”

Satellite Orbits. The spatial coverage provided by space-based strategic sen-
sors is in large part constrained by the orbital parameters of the satellite
platform. In general, earth satellites follow an elliptical path as they orbit
around the earth. The speed of the satellite subpoint as it passes over a par-
ticular point on the surface of the earth depends on the orbital altitude of the
platform. Strategic warning sensors might be deployed at orbital altitudes
ranging from a few hundred kilometers to 36,000 km or higher. The path taken
by the satellite subpoint, the satellite ground track, depends on the parameters
necessary to completely define the orbital ellipse and the gravitational law
that describes the way in which the satellite moves along its elliptical path.

To completely describe the orbit of an earth satellite, a number of param-
eters, or orbital elements, must be speciﬁed.88 First, the size and shape of the
orbit must be specified. In the case of an elliptical orbit, the parameters that
do this are the length of the semimajor axis and the eccentricity of the ellipse.
The orientation of the ellipse in inertial space must also be specified. Three
parameters are required to do this. To specify the orientation of the orbit, a
reference coordinate system must be defined. A commonly used reference sys-
tem is the so-called geocentric-equatorial coordinate system. The origin of this
nonrotating Cartesian coordinate system is at the center of the earth with the
Z axis pointing in the direction of the North Pole. The X axis points in the
direction of the vernal equinox, the direction from the center of the sun to the
center of the earth at the instant of the vernal equinox. In this coordinate
system, the orbital inclination angle is specified as the angle between the
normal to the orbital plane and the Z axis. The point where the satellite crosses
the XY plane heading north is called the ascending node, and the angle between
the X axis and the line from the origin to ascending node is called the longitude
of the ascending node. The description of the orientation of the orbit is com-
pleted by specifying the argument of perigee. This is the angle between the
line from the origin to the ascending node and the line from the origin to the
point of closest approach to the earth (perigee), measured in the direction of
the satellite’s motion. The final parameter describing the orbit is the time of
perigee passage. This is the time when the satellite was at perigee and specifies
the phase of the orbital motion.

The period of the orbit depends only on the size of the semimajor axis of the
orbital ellipse and is given by the following expression®®:
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T, = 27“; e (1.86)

where T}, is the orbital period, a is the length of the semimajor axis, and p is

the gravitational parameter equal to 3.986 x 10° km?%/s% For circular orbits,
this expression can be rewritten in terms of the satellite altitude % as follows:

T, = 1.66 x 10”%6370 + A)*? [min] , (1.87)

where £ is expressed in kilometers. Also, for circular orbits, the orbital velocity
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where R, is the radius of the orbit. In terms of the satellite altitude (in kilo-
meters), the orbital velocity is

631
v = oo oy sl (1.89)

The expressions for orbital period and orbital velocity are plotted in Fig. 1.47.
From the figure we see that orbital velocity of a low-altitude satellite at about
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Fig. 1.47 Orbital period and velocity versus orbital altitude (circular orbits).
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200 km is approximately 7.8 km/s. Neglecting the rotation of the earth, the
speed ug of the satellite subpoint over the surface of the earth is

Re
Ug = (m)v y (1.90)

where R, is the radius of the earth. Thus, for low-altitude satellites, where
the altitude is much smaller than the radius of the earth, the satellite ground
track moves with a speed that is approximately equal to the orbital velocity.
Consequently, a low-altitude surveillance satellite passes over the observation
area quite rapidly. On the other hand, satellites at higher altitudes dwell over
a target area longer. For one particular type of orbit, the geostationary orbit,
the satellite subpoint remains stationary on the surface of the earth. This
occurs when the satellite is in an equatorial orbit at an altitude of 35,800 km.
This is a particularly useful orbit for a strategic surveillance sensor system.

1.6.4.2 Sensor Design Options. Early strategic surveillance sensors op-
erating in the infrared part of the spectrum typically achieved the necessary
spatial coverage by scanning discrete infrared detectors over the search field
of view. Scanning was necessary because the number of resolution cells in the
search field usually exceeded the number of discrete IR detectors available to
the sensor. A wide variety of scanning techniques have been applied to space-
based IR sensors. Often, scanning has been accomplished by relying at least
in part on the motion of the platform to provide the necessary scan motion.
Spinning the spacecraft to scan the instantaneous field of view of the sensor
has been employed on such early systems as the Tiros and Nimbus meteoro-
logical satellites. For low-altitude sensors that fly over the surveillance area,
the motion of the spacecraft along its flight path might be used to scan a linear
array along a swath beneath the spacecraft. This scan mode is called pushbroom
scanning.®® A variation to this type of scanning utilizes an electro-optical
scanner to obtain cross-track scanning while the spacecraft motion provides
the in-track scanning. An example of a sensor design based on this scanning
concept is the thematic mapper sensor.

With the development of IR focal plane array technology, staring IR sensor
concepts have become an option for strategic warning systems. In these con-
cepts, the total search field of view is spatially sampled by a large array of
detectors. Because the individual detectors do not have to scan the field of
view, long integration times can be achieved with the resulting benefit of
improved sensor sensitivity. However, the price of this improved sensitivity is
a very large number of detectors. For example, as seen from a geostationary
orbit, the surface of the earth subtends an angle of 17.4 deg. A detector with
a 2- X 2-km footprint at nadir subtends an angle of 56 prad. For a staring
sensor to cover all of the earth’s surface visible from geosynchronous orbit
would require 23 million detectors.

In addition to providing improved sensitivity, staring sensors are particu-
larly well-suited for moving target indication (MTI) detection applications. In
these applications, the sensor attempts to detect a target that is moving over
a cluttered but stationary background; e.g., a strategic aircraft flying over
varied terrain. With the field of view of a staring sensor held fixed with respect
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to the stationary background, clutter can be rejected by taking differences of
successive frames of data. For detectors viewing only the background with no
target present, the differencing process results in a zero output signal. For
those detectors that are traversed by the moving target, the differencing pro-
cess results in a detectable, nonzero signal.

This type of MTI detection can be readily implemented for earth-looking
sensors in geostationary orbit. From such an orbit, a sensor can “stare” at a
background that is effectively stationary, with only some residual motion re-
sulting from sensor line-of-sight drift and jitter, and some relative motion of
elements within the background (e.g., clouds moving with respect to the surface
of the earth). However, implementing this kind of detection scheme for sensors
in orbits other than geostationary orbits is more difficult because the ground
track of the sensor moves with respect to the surface of the earth. For these
situations, the step-stare technique is a candidate for achieving the MTI de-
tection capability of a staring sensor.

In the step-stare approach, the footprint of the sensor detectors is held on
a fixed observation point for the period of time required to collect the necessary
number of frames of staring data. This is the staring portion of the step-stare
cycle. After this data has been collected, the detector footprint is moved, or
stepped to a new observation region. This is the step portion of the cycle. This
step-stare cycle continues as the satellite moves along its orbital path and is
analogous to the vertical/horizontal (V/H) compensation technique used in
airborne photoreconnaissance systems for platform motion compensation.

There are a number of practical difficulties associated with the effective
implementation of the step-stare concept for a space-based strategic warning
system. For example, for an instantaneous field of view of a reasonable size,
different points on the surface of the earth within the field of view move with
different velocities with respect to the satellite, making it difficult to stare at
the whole background contained in the instantaneous field of view. Further-
more, because background elements such as clouds and terrain features are
at different altitudes, they move with different angular velocities as seen from
the moving sensor platform. As a consequence, the platform motion induces
apparent motion in the background that degrades the performance of MTI
detection concepts.

1.6.5 Strategic Warning Sensor Design Example

A figure of merit that is commonly used to characterize the sensitivity of a
strategic missile warning system is the noise equivalent target (NET). NET
is defined as the apparent in-band target intensity that produces an SNR of
unity at the output of the sensor detection circuits. In terms of slant range
from the sensor to the target R, the collecting area of the sensor optics A, the
effective transmission of the optics 7,, and the noise equivalent power (NEP)
of the detector, the NET is given by the following expression:

R2NEP

NET = A

(1.91)

This expression can be rewritten as
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R2ALA )2
NET = ——é—% , (1.92)
cl'o

where NEP has been written in terms of the detector D*, the detector area
Ag, and the noise equivalent bandwidth of the processing filter Af.

For a scanning sensor, the noise equivalent bandwidth can be related to the
detector dwell time 74, the time it takes for the detector footprint to scan across
a fixed point in the search volume. Assuming that the processing filter is a
matched filter for a rectangular signal pulse of duration 74, the noise equivalent
bandwidth is

1
= 9 (1.93)
The detector dwell time is determined by the size of the surveillance volume,
the amount of time available for scanning the complete surveillance volume,
the size of the detector field of view, and the number of detectors in the sensor
focal plane. Specifically, the detector dwell time is given by the following
expression:

_Ms TrNaQ

Qs H (1.94)

Td

where T is the time available to completely scan the surveillance volume, (s
is the solid angle subtended by the search volume,  is the solid angle sub-
tended by the detector field of view, Ng is the number of detectors, and v; is
a scan efficiency factor.

The detector field of view can be written in terms of the size of the detector
footprint at the range to the target. Assuming square detectors, we have

Q = (Lyp/R)? , - (1.95)
where Lyp is the length of the detector footprint. We also have

Q= Ad (1.96)

r*

where f is the effective focal length of the system.

Substituting the expressions for the noise equivalent bandwidth, the detec-
tor dwell time, and the detector field of view into the expression for NET,
we find

NET =

RF#)’L ve
% f"( 50 ) (1.97)

toD*n  \nsTfNaAq

where the area of the collecting aperture has been taken to be circular with
a diameter D and F# is the focal ratio f/D.
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As a specific example, we consider a missile surveillance sensor located in
a geosynchronous orbit for the purpose of detecting ICBM and SLBM launches.
The nominal slant range from the sensor to the target is 40,000 km. We take
the size of the detector footprint at nadir to be 2 km. The surveillance volume
is 0.008 sr, the solid angle subtended by the earth as seen from synchronous
altitude. A total of 5000 detectors are assumed. Each detector is 0.01 x 0.01
cm and has a D* of 5 x 101! W~! ¢cm Hz"2. The optical system is an f/4 system
and has effective transmission of 0.5. This corresponds to an aperture diameter
of half a meter. Fifteen seconds are allocated for scanning the search volume
with a scan efficiency of 0.8. Substituting these parameter values into Eq.
(1.97), the expression for NET, we find that this sensor has an NET of 1.6 kW/sr.

1.6.6 Testing

The testing of strategic warning systems poses problems that can be quite
different from those encountered in the testing of tactical warning systems.
These differences relate primarily to the fact that strategic sensors are usually
larger and more sensitive than tactical sensors and must typically operate in
a space environment.

Because of the long range at which strategic sensors must operate and
because of their large search fields, strategic sensors often have large optics
and many detectors. Mirrors of diameters equal to a meter, or more, and
infrared detector arrays with elements numbering in the hundreds of thou-
sands must be tested. Special facilities are usually required to test these types
of components and systems.”! At the component level, components must be
tested for their ability to operate in the vacuum of space under conditions of
weightlessness and exposure to high-energy radiation and solar loading. Test-
ing of these sensors at the system level requires test facilities that include
large vacuum chambers, accurately controlled infrared sources, and extensive
signal and data processing support.

Unlike tactical warning systems, EO/IR strategic warning sensors are pro-
duced in limit&d numbers. A complete constellation of strategic warning sen-
sors might consist of only a few satellites. Typically, each sensor is developed
and placed in orbit at great expense. Often, these sensors are placed in orbits
such as geosynchronous orbit where they are inaccessible for repair. For these
sensors, an on-orbit failure represents a great monetary loss as well as a
possibly significant and lengthy reduction in strategic warning capability. For
these reasons, ground testing is an extremely important aspect of strategic
warning sensor development.

1.7 LASER WARNING SYSTEMS

1.7.1 Overview of a Laser Intercept Event

Figure 1.48 illustrates a typical laser intercept event as defined in Sec. 1.2.2.3.
Radiation from a variety of laser and nonlaser sources impinge on the laser
warning receiver. There are four distinctly different laser intercept paths po-
tentially associated with the threat laser. These include
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Fig. 1.48 Laser warning receiver—incident energy.

o the direct beam—the most intense source and the best temporal replica
of the initial laser pulse

* the splash of the laser on an adjacent portion of the target vehicle (or
adjacent objects)—sometimes the largest available intercept as the laser
beam size is often smaller than the vehicle and it may not directly
strike the receiver

+ scatter of the laser off the adjacent atmosphere—resulting in a weak,
temporally stretched version of the laser pulse

* scatter arising from internal coatings and dirt at the laser port—a weak,
wide-angle beam with a few high-intensity angular spikes.

Note that only two of these four intercept paths (i.e., the direct beam and
the port scatter) reach the receiver from the angular location of the target.
The source of the target splash and atmosphere scatter have very little rela-
tionship to the location of the threat laser. This may have major implications
for direction finding (DF) systems.

The aerosol-scatter intercept plays an important role in standoff ESM ap-
plications (see Sec. 1.2.2.3).

In addition to the laser, the receiver is exposed to high-intensity solar ra-
diation; either directly from the sun in the field of view (FOV) (most LWRs
are wide FOV and the sun may always be in the FOV) and/or from cloud,
aerosol, and terrain scatter.

1.7.2 System Overview

LWR development is currently in a dynamic state.%%9 Figure 1.49 presents a
list of design decisions that must be addressed explicitly, or implicitly, in the
development or selection of a LWR. This decision-tree is intended to (1) tie
together the individual parameter discussions herein, (2) serve as an ordered
list for the designer/purchaser of an LWR as they contemplate the smorgasbord
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DIRECT INCIDENCE
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TEMPORAL ACCURACY / PRECISION
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PULSE DURATION
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Fig. 1.49 Laser warning receiver design issues.

of subsystems from which an LWR is assembled, and (3) provide an outline
for the system design process. Subsequent paragraphs pose the design/
performance questions that must be addressed for the individual items listed
in the figure.

1.7.2.1 Spectral Band and Target Lasers. Spectral band coverage tends to
fall into four ranges: the visible/near-IR silicon band, which includes the bulk
of currently deployed threat lasers; the extension of this band into the eyesafe
1- to 3-pm regime; the 8- to 12-um band, primarily for the COz laser near 10.6
pm; and the 3- to 5-pm band to cover potential missile and IRSTS counter-
measure lasers.

Should the system address low-coherence, low-power, semiconductor lasers?
Should it intercept, and analyze, nonlaser sources such as arc lamps and photo-
illuminators, either for inherent data on such systems, or to provide unam-
biguous identification, and, therefore, rejection of, these nonlasers?

1.7.2.2 Scenario. Should the system be configured for only direct intercept,
or should it also receive signals scattered from adjacent portions of the platform,
or from the adjacent air? If so, does it need direction of arrival (DOA) capability;
what does DOA mean in these cases? Will the DOA, spectral, and/or coherence
subsystems “work” with splash and scatter sources? Should the system inter-
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cept splash and/or scatter when the threat laser is attacking an adjacent plat-
form, or just when it is attacking the protected platform?

Both sensitivity and angular coverage are driven by scenario details that
include platform dynamics, terrain, altitude, and range variations as well as
the obvious parameter of range to the target.

1.7.2.3 Parametric Measurement. What precision and accuracy is required
for the measured laser parameters? All the parametric specifications should
be considered as a group rather than individually. There is no need to measure
a parameter such as pulse duration or wavelength to a high accuracy, or at
all, if other easier to measure parameters allow the system to identify the
threat sufficiently to enable successful countermeasure/avoidance.

In all of these measurements, it may be possible that general binning of
parameters, as opposed to high-precision parametric characterization, provides
all the data necessary to deduce the threat nature and initiate the counter-
response.

1.7.2.4 Source Localization Measurement. Location may be an ambiguous
parameter for LWRs. Typically, laser source location, rather than the site of
the scattering or reflecting object/aerosol is the desired parameter. It may be
necessary to determine whether the source is a direct hit, or scatter from an
adjacent tree or cloud, so that the platform does not turn away from the real
threat and counterattack the tree! What accuracy is required for location data?
The airborne RWR community has fielded many systems with several degrees
of direction of arrival angular precision; why must the LWR be better? Con-
versely, a particular application may require high accuracy to initiate counter
fire or some other directive countermeasure.

1.7.2.5 Spectral Measurement. Is spectral data important to target iden-
tification, or is it sufficient to know that the source is coherent and to assess
its function by its temporal characteristics? Is the spectral difference between
Nd:YAG and Nd:glass truly important, or are their different temporal char-
acteristics sufficient to flag the YAG as a designator and the glass as a range-
finder, or countermeasure? Possibly spectral resolution is not needed at all,
just solar rejection, which can be provided by rise time or coherence mea-
surements.

1.7.2.6 Amplitude Measurement. In the ESM application of the Fig. 1.3
system, sensitivity is a dominant requirement, whereas for the LWR self-
protection application, the sensitivity is more readily obtained and a major
amplitude consideration for an LWR is to avoid direct-incidence detector de-
struction. The next concern is to ensure that a saturating signal results in a
“graceful” measurement degradation. It can be catastrophic if the pulse stretch-
ing often associated with laser saturation causes the system to classify a nearby,
threatening laser as merely “sun glint” (Electronic circuits such as logarithmic
amplifiers can provide a wide dynamic range for amplitude measurement.) Is
absolute amplitude determination of military value? Why? What should be
concluded from such data? Possibly only relative amplitude between two spec-
tral, angle, or coherence measuring channels is required. If so, it is necessary
to account for the impact of scintillation on the measurements.
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1.7.2.7 Temporal Measurement. Coarse temporal measurements can often
be used to bin the different categories of laser threats; i.e., rangefinder, des-
ignator, and so on. However, precise temporal measurements may be necessary
to establish the pulse repetition frequency (PRF) or the pulse interval mod-
ulation (PIM) code for designator countermeasures. Precise pulse duration and
pulse shape data is seldom required in laser warning situations, unless rise-
time measurements are used for threat/sun glint discrimination.

One troublesome problem with pulse duration measurements is establishing
the portion of the pulse on which the measurement is to be made. Should it
be the 3-dB point? For single, several-nanosecond-long pulses, this is an im-
portant issue. How is the 3-dB point to be determined; sample and hold the
entire pulse? (To do this accurately may require more than a 100-MHz band-
width.) Can it be stored in an optical fiber, or digital rf memory (DRFM)-type
circuit? Possibly a simple hard-limiter with threshold-crossing logic is ade-
quate even if there is some ambiguity about the exact measurement point?
Even if the single pulse constraint is relaxed and pulse duration is only re-
quired for trains of pulses, will there be a problem establishing a meaningful
3-dB point, in the presence of signal scintillation?

1.7.2.8 Noise, False Alarms, and False Signals. Probability of detection,
particularly for the direct incidence case, is often easy to come by; but false
alarms are a common problem. The noise bandwidth must be kept low and the
detection thresholds high to avoid shot noise and electronic noise false alarms.
When noise external to the detector becomes the limiting parameter, as is
often the case because of Johnson noise in the load resistor, or preamplifier
noise, postdetection gain within the detector can be used to override it. In the
silicon band, avalanche diodes with a postdetection internal gain of 10 to 100
may be used for this purpose.

When white noise false alarms are within specifications, sun glint, EMI,
and even cosmic rays may become a significant source of false “signals.” His-
torically, it has always been one of these three that has degraded otherwise
successful LWR development efforts. Sun glint can be attacked by spectral
filtering as well as by coherence and temporal discrimination. In addition to
the usual EMI suppression techniques, the LWR may require an optically blind,
but otherwise identical, coincidence channel to reject spurious rf signals. Fi-
nally, cosmic rays (arriving at a rate on the order of a few per minute per
square meter) have reportedly been to blame for the inability of such systems
to achieve the requisite one per hour, per day, or per mission false alarm rates,
when the system has single pulse requirements placed on it. In this case,
correlation of adjacent, identical, optical channels may be required.

1.7.3 Radiometric Analysis

1.7.3.1 Peak Amplitude—Sample Problem. Figure 1.50 shows the signal
irradiance Einc in watts per square centimeter, for the directly incident laser
beam on the LWR in the self-protection scenario outlined in Sec. 1.2.2.3. The
six curves present the incident irradiance as a function of distance from the
0.150-J, 2.5 x 10~ * rad, laser source for different visibility ranges; «, 23, 10,
6, 3, and 2 km, respectively. The system parameters involved are discussed in
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Fig. 1.50 Direct incidence signal intensity for sample scenario with visibility as a parameter.

Secs. 1.3.1.3 and 1.3.2.4. The curves of Fig. 1.50 are plotted from the following
equation:

104 Q. exp(—aR)

2
e a0t R [W/em?] , (1.98)

Eine = 107

where Q. is the initial laser energy in joules, At is the pulse duration in seconds,
0 is the angular beamwidth in radians; R is the range in kilometers; and a is
the attenuation coefficient in inverse kilometers. This expression assumes a
uniform circular beam and a rectangular pulse shape.

These curves illustrate two issues: (1) for typical tactical ranges, directly
incident irradiance is measured in watts per square centimeter to kilowatts
per square centimeter; therefore detection is relatively easy, whereas satu-
ration and burnout are the problems, and (2) atmospheric attenuation (i.e.,
weather) is the dominant factor at long ranges (as in air force and navy scen-
arios), whereas it makes less difference at a few kilometers (as in army scenarios).

Figure 1.51 shows the signal irradiance, in watts per square centimeters,
on a receiver at distances of 0.5 and 4 m, respectively, from an illuminated
spot, a situation that might occur when the incident laser beam strikes the
target but is not incident directly on the LWR. The receiver is presumed to be
pointed directly toward the illuminated spot, and the reflecting surface is
assumed to be a Lambertian reflector (see Sec. 1.3.2.4). The three parametric
curves for each offset show the signal level on the receiver for visibility con-
ditions of 23-, 6-, and 3-km visibility ranges, respectively, with the receiver
at an angle of 60 deg off the perpendicular to the surface. These curves have
been computed with the following equation:
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Fig. 1.51 Target splash signal level for sample scenario with visibility and receiver/spot
offset as parameters.

—4 _ R
10 p cosﬁ%%——) [W/em?] , (1.99)

Eine =

where Q. is the laser energy in joules, At is the pulse duration in seconds, R
is the laser-to-target range in kilometers, B is the angle of the receiver relative
to the perpendicular to the surface, and r is the offset of the receiver from the
illuminated spot in meters. This expression assumes a rectangular laser pulse
and that the laser spot on the target appears as a point source to the receiver
(implying that the subtended spot is smaller than the receiver spatial reso-
lution and all scattering centers on the target are viewed with the same de-
tection efficiency). In addition, the Lambertian scattering assumption, while
reasonably illustrative, is by no means adequate for an accurate signal pre-
diction, and the actual bidirectional reflectance distribution function (BRDF)
of the specific target of interest must be considered (Sec. 1.3.2.4).

Note that for the stated conditions the intensity of the target splash incident
on the detector is of the same order as that of the direct beam. This conclusion
is somewhat counterintuitive, as one might expect the target-scattered signal
to be substantially weaker than that which was directly incident on the de-
tector. This rough equivalence is a consequence of the fact that, the applicable
spreading loss in the case of direct incidence is determined by the large target/
receiver separation R, and in the splash case by the much shorter off-set range
r. This tends to compensate for the wide angle of the Lambertian scattering.
The parametric relation between the direct beam and the target splash irra-
diances is given by the expression

Edirect . 4 X 10_6 7'2

— 1.100
Esplash p COSBG2 R2 ( )
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where r is the offset in meters and R is the laser to LWR distance in kilometers.
For the present 2-km range and 0.5-m offset, this ratio is equal to 26.7, and
at 10 km the ratio is 1.07. Hence, the laser scatter from the LWR platform,
and/or adjacent objects, is a potentially significant design parameter, which
might be exploited to increase the probability of detection or, conversely, might
give rise to false direction indications in some configurations.

For laser/target/receiver geometries, wherein the laser spot is outside the
receiver FOV and/or the angle between the receiver and the normal to the
scattering surface approaches 90 deg, the scattered signal incident on the LWR
approaches zero. For that reason the system designer exploiting this phenom-
enon might consider a separate channel/detector pointed toward the platform
itself.

Wide-field-of-view, wideband, laser warning receivers can be readily con-
structed with a sensitivity in the 1 mW/cm? range (for 10 ~% W/em? sensitivity,
or better, substantial performance trade-offs are required). Thus, detection of
target splash by a receiver located on the same target but outside the direct
beam is quite practical in many situations of tactical interest. In particular,
note that even for the 4-m offset the detection range of a 10-mW/cm? receiver
would exceed the visibility range; thereby enabling warning against most
optically targeted weapons involving lasers of this size.

The incident signal level resulting from atmospheric scattering requires a
more complex treatment because total irradiance at the receiver is a function
of the angular scattering function of the aerosols as well as the attenuation.
The angular scattering pattern is a function of the aerosol constituents, their
density, and their size distribution. Section 1.3.2.4 addresses the issues involved.

The irradiance incident on an LWR located off the axis of the laser beam
results from several sources as discussed in Sec. 1.3. The relative contributions
of port scatter and aerosol scatter are a function of the specific threat, its
output optics, and the prevailing atmospheric conditions. Figure 1.52 indicates®*
the relative contributions for arguably “typical” laser warning threats/conditions.
Note that for the typical visible/near-IR-band situation, the aerosol scatter is
the dominant contributor for most near-axis intercepts.
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Fig. 1.52 Components of off-axis incident irradiance for typical laser threats: (a) visible/
pear-IR bands and (b) far-IR bands.
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Fig. 1.53 Near-axis scatter signal levels for various visibilities and ranges: (a) 2-km range
and (b) 10-km range.

For aerosol scattering, visibility alone is no longer an adequate atmospheric
descriptor (as it is for the atmospheric attenuation incorporated within the
prior direct incidence and target splash calculations), and the calculations are
cast in terms of various standardized atmospheric conditions. Such calculations
are based on the theoretical literature®®% and reflected in various laser prop-
agation codes.%"%° Unfortunately, these codes, which are available to and used
throughout the electro-optics community, do not at this time incorporate the
necessary off-axis scatter algorithms. Thus, each investigator/analyst has his
own variant of the standard theory and codes.

Figure 1.53 presents'® an array of accurately calculated atmospheric-scatter
plots for a variety of laser intercept scenarios and environmental conditions.
The atmospheric model adopted for these calculations is mid-latitude winter
with an aerosol model corresponding to the Fenn-Shettle rural (75% relative
humidity) conditions.!?? The cases selected correspond to the 2-km sample
scenario and the longer range, 10-km variant of it and include a range of
visibility conditions corresponding to those used for the direct incidence and
target splash calculations illustrated. For low-visibility conditions, it may be
necessary to consider multiple scatter photon paths as well as the simple,
single-scatter situation discussed in Sec. 1.3. The model used to generate these
plots includes the effect of multiple scatter, which was found to be negligible
for the specific cases plotted.
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From the calculations and data presented it can be concluded that a laser
warning receiver, with a sensitivity of the order of milliwatts per square cen-
timeter can detect lasers incident on or passing near its platform for the tactical
situation represented by the sample problem. Note also that there is a stringent
dynamic range specification since the direct beam is 50-dB optical (10 log,
optical power) or 100-dB electrical (20 log, output current) above the scatter
signal levels and it is at absolute levels approaching detector and preamplifier
damage, or nonlinearity, thresholds.

1.7.3.2 Duration. Figure 1.54 shows a laser in the upper left corner trans-
mitting over a 2-km path corresponding to the example scenario. Three de-
tectors are represented in this figure at three different aspects with respect to
the beam.

The receiver at the end of the laser beam, corresponding to the self-protection
scenario, is illuminated directly by the laser. Its output pulse occurs about 6.7
ps after the laser fires, its temporal shape is that of the laser pulse, of the
order of 30 ns, and its peak intensity is shown in Fig. 1.50.
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Fig. 1.54 Atmospheric scatter—received pulse duration as a function of receiver location
and field of view.
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Next to that receiver we have positioned another one, just outside the laser
beam and pointed directly at the source. The pulse at this receiver results from
atmospheric and port scatter. Only the atmospheric scatter is represented in
the output waveform shown here. Air molecules and aerosols at the aperture
of the laser scatter light directly to the detector. The path length for this
scattered light is just the radial distance 2 km, and this scatter forms the
leading edge of the received pulse. Later, molecules farther away from the
laser are illuminated, and then they side-scatter light into the receiver. The
path length for this scattered light is slightly longer so it arrives later. (The
original laser pulse is shown dotted in the figure.) This receiver is also at a
larger angle to the beam and the scattering function is less; thus, the intensity
is lower. These phenomena cause the slightly stretched pulse shown in the
figure.

The third receiver illustrated is orthogonal to the laser beam and corre-
sponds to the ESM application. The laser receiver is assumed to have a 10 deg
field of view and is located 10 km from the laser beam. As a result it views a
1.74-km portion of the laser path. The laser pulse takes 5.8 us to traverse this
field, side-scattering at a low intensity, as it goes across. The received pulse
shape has a rise and fall time determined by the laser output rise and fall
times, a duration nominally equal to the transit time, and an intrapulse tem-
poral drop-off because of the attenuation experienced by the pulse as it transits
the field.

This variation of pulse shape as a function of receiver FOV and beam aspect
is an important factor in system design when it is necessary for the system to
detect atmospheric scatter. Note that the matched filter for the wide, low-
intensity side-scatter would have a narrower electronic bandwidth than one
designed for the shorter direct beam by approximately the ratio of their du-
rations, or about 5.2 X 1073, and that this would correspond to a sensitivity
improvement proportional to the inverse of its square root, or about 13.9. This
potential for reducing the white noise associated with the stretched pulse
partially compensates for the intensity reduction resulting from the angular
scattering pattern in this direction.

1.7.3.3 Signal Scintillation. The signal level incident on the laser warning
receiver is a function of atmospheric scintillation effects and varies in time in
a random fashion. The magnitude of the variation is a function of the atmo-
spheric conditions and of the aperture area of the receiver as discussed in Secs.
1.3.2.4 and 1.4.4.3. Because the typical laser warning receiver has a small
effective aperture, little aperture averaging takes place, and the signal scin-
tillation is often that of a point detector. As a result, the incident signal level
must be treated statistically, and the postdetection processing must allow for
the signal fluctuations involved. From the example computed in Sec. 1.4.4.3
(using the saturating level of the signal variance), it was determined that the
receiver would need more sensitivity (i.e., a scintillation gain margin) by about
10 dB (optical) to detect reliably a scintillating pulse than it would need to
detect the same pulse in the absence of scintillation.

It turns out that this signal scintillation is less of a concern in LWR design,
at least with respect to the system sensitivity requirements, than it is in many
other laser applications. This can be better appreciated by considering the
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typical short-range/near-ground scenarios and long-range/air-ground scenarios
separately.

Note from Fig. 1.50 that direct incidence detection at the shorter ranges
requires a sensitivity only of the order of 1 W/cm? and that the more stringent
sensitivity requirement, say 10 ~3 W/cm?, is driven by the necessity to achieve
effective near-axis scatter intercepts. Moreover, if the origin of the atmo-
spherically scattered (and target splash) illumination is considered, one finds
that the incident signal consists of contributions from many independent scat-
tering centers (aerosols) distributed over many turbulent atmospheric cells.
As a result, it can be shown that there is very little scintillation associated
with the scattered signal. Hence, in a receiver configured for such a scenario,
the design sensitivity is driven by the lower level off-axis scatter requirement.
This off-axis signal does not have any appreciable scintillation variation and
it is at least a few orders of magnitude lower than the scintillating, directly
incident signal. Hence, there is virtually always an inherent gain margin
sufficient to ensure reliable detection of the directly incident scintillating sig-
nal. (Scintillation-related saturation may be a design problem.)

In the longer range ground-to-air situation, as the range increases, the
physical dimensions of the laser beam on the target also increase, whereas the
aerosol scatter decreases; hence, the probability that the detection is a result
of direct incidence increases. In that case, the scintillation margin becomes
more important, but much of the path is in higher altitude less-turbulent air
and the magnitude of the direct beam scintillation is substantially less.

Although the signal amplitude variations (scintillation) caused by atmo-
spheric turbulence have less impact on the LWR sensitivity requirements than
might be expected, the mottled spatial pattern imparted to the beam by the
turbulent atmosphere has significant practical implications for the optical
configurations used for coherence, spectral, and directional measurements as
discussed in Sec. 1.7.4.1.

1.7.3.4 Noise Levels

Solar Shot Noise in Visible-Band Systems. A common “worst case” for solar
irradiation on a laser warning receiver is for the sun to be in the field of view.
The average current from this solar energy is given by the expression

Isolar = R)\E)\AAA;-T s (1.101)

where R, is the detector responsivity in amperes per watt at the wavelength
of interest, E, is the solar spectral irradiance in watts per square meter per
micrometer at the wavelength of interest, A\ is the spectral bandwidth in
micrometers, A, is the effective collection area of the receiver in square meters,
and 7 is transmittance of the optics. The statistical variation of this average
current gives rise to the solar shot noise according to the relation

Lot = QelsoiarA)"? (1.102)

where e is the charge of an electron, 1.6 X 107 !° C, and Afis the electronic
noise bandwidth.
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It is convenient at this point to introduce the concept of system optical gain
G, which is the ratio of the irradiance incident on the collection aperture to
the irradiance within the focal spot at the detector. For many systems, this is
equal to the ratio of receiver to detector areas, Ag/Ag. For most optical systems,
G has a large value; 10° is not uncommon. However, for typical wide-FOV
laser warning receivers, G is often of the order of unity as a consequence of
the throughput constraints, and the receiver effective collection area is often
nominally equal to the detector area.

Combining these expressions, we can express the solar shot noise current
by the following equation:

Isolar shot = (2eTGR)YAE\AN"2(A4A )72 (1.103)

For the situation where the responsivity is 0.65 A/W (typical for silicon de-
tectors at near-IR wavelengths), the optical gain-transmittance product is 1;
the electronic system is designed as a matched filter for the laser pulse with
Af = 1/(2At), and A4 is expressed in square centimeters, Eq. (1.103) reduces to

_ A 1%
Isolar shot = 3.23 X 10 12(E)\A)\)1/2<A_‘:> [A] . (1104)

Assuming a pulse duration of 30 ns and a detector area of 2.5 x 1073 cm?

(i.e., 0.5 mm linear dimension), for the sample scenario and noting that 1200
W m ™2 um ™! is a reasonable average value for E) over the visible band and
that 400 W m ™2 um ™! is reasonable in the vicinity of 0.9050 pm, one obtains
the shot noise current indicated in Table 1.19.

The actual spectral bandwidth that would be used in such a receiver would
be a function of a number of design variables that are discussed in Sec. 1.7.4.
Various options include wideband, 0.4- to 1.1-um single channels (which could
have 1.5 times as much noise as the wide visible wavelength band specified
in the previous example) and arrays of spectrally narrow filters (as represented
by the narrow-band example in the table).

For the situation where the sun is not in the field of view and the receiver
is viewing solar-illuminated terrain, or sky, the incident irradiance is reduced
by the sky/terrain reflectivity, which is typically between 0.5 to 0.01, and the
reflecting terrain/sky should be treated as an area source.

Johnson Noise. Johnson noise results from the thermal excitation of the
electrons in any resistor. The noise level in the current domain is specified by
the equation

Af\ 2
I3ohnson notse = (4kT)1/2<R_f) s (1.105)
l

where £ is Boltzmann’s constant, 1.38 x 10723 J/K; T is the temperature in
degrees Kelvin; R; is the load resistance in ohms; and Af is the electronic
bandwidth in hertz.
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Table 1.19 Noise Calculations for Sample Scenario

Noise Assumed Parameters Parameter Value Noise Current
(amperes)
Optical Gain 1
Detector Area 0.0025 cm?
Responsivity 0.65 A/W
. Solar Irradiance,
polar Sv?ﬁig'de 0.45 10 0.7 ym 1200 W m? pm?
’ Optical Bandwidth 0.25 pm
Electronic Bandwidth 16.67 MHz
Pulse Width 30x10°s
1.61 x 10%
Optical Gain 1
Detector Area 0.0025 cm?
Responsivity 0.65 A/W
Solar Irradiance,
(S:;?:Oahg;n . 0.9050 um 400 W m? ym!
near-IR) ’ Optical Bandwidth 100 A (0.01 pm)
Electronic Bandwidth 16.67 MHz
Pulse Width 30x10°s
1.86 x 10°
Temperature 300K
Electronic Bandwidth 16.67 MHz
Johnson Pulse Width 30x 10°s
Resistance 1000 @
1.66 x 10°®
Detector Area 0.0025 cm?
Responsivity 0.65 A/'W
Electronic Bandwidth 16.67 MHz
Detector Pulse Width 30x 10°s
Detector D* 3 x 10
W' cm Hz'”? 4.42 x 10"

Because typical laser warning receivers are electronically wideband, and
the internal resistance of the detectors may, consequently, be low (of the order
of 50 to 5000 Q for silicon p-i-n detectors), Johnson noise can be a limiting
system parameter. Assuming a room temperature silicon p-i-n detector with
an internal resistance of 2000 () configured for maximum detection efficiency
(matched filter with the load resistor equal to the internal detector impedance),
this expression can be approximated by

_1pf 17
IJohnson noise — 2.88 x 10 12<E> [A] . (1.106)
Note that the detector internal resistance and the matched load resistor con-
nected in parallel to it would correspond to an effective resistance of 1000
in the configuration described.
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The data in Table 1.19 indicate that the Johnson noise is of the order of the
wideband solar shot noise and that it is significantly larger than the narrow-
band solar shot noise for the conditions considered. Typically, the designer of
such a narrow-band LWR would be inclined to consider an avalanche-type
detector to obtain postdetection signal gain prior to the load resistor Johnson
noise, thus approaching the more sensitive background-limited situation. Con-
versely, for the wideband case, the avalanche detector would not provide a
significant sensitivity advantage because the system is initially background
limited.

Internal Detector Noise in Visible-Band Systems. For visual band LWR ap-
plications, silicon detectors, of either the p-i-n or avalanche variety, are prime
candidates. The detector noise is characterized by the detector D*. The resul-
tant detector noise current is given by the expression

R
Idetector noise — D_: (AdA f)1/2 s (1107)

where R, is the detector responsivity, D* is the specific detectivity in cm
Hz”2 W1, Aq is the detector area in square centimeters, and A f is the elec-
tronic noise bandwidth in hertz.

Specific detectivity D* is a term that includes the noise arising from all
sources of incident background irradiance as well as the Johnson noise effect
discussed in the preceding paragraphs (and Sec. 1.5.2.2). However, typical
specification sheet values are often stated under conditions of negligible John-
son noise contributions and minimal background illumination. Thus, such
numbers tend to characterize only the background radiation noise arising from
the detector thermal background (D p, see Sec. 1.5.2.2) and any excess in-
ternal noises.

For the typical silicon p-i-n detector the “spec-sheet” D* is of the order of
3 x 10'2 cm Hz"2 W1, the responsivity is about 0.65 A/W, and by assuming
the circuit is a matched filter for the incident pulse one obtains

_13(Ad)"?
Idetector noise = 1.63 x 10 13<A_(;) [A] » (1.108)

where Ag is in square centimeters and At is the pulse duration in seconds.

As can be seen from the resultant noise levels shown in Table 1.19, the
internal noise is substantially smaller than the solar shot and Johnson noise
terms and is seldom the limiting noise for visible, or near-visible, band laser
warning receivers.

For avalanche-type detectors additional noise spikes are sometimes asso-
ciated with the avalanche process. When such detectors are used to obtain the
postdetection gain necessary to raise the operating regime above the load
resistor Johnson noise or other preamplifier noise, these spikes may become
the limiting system noise.

Noise in Mid- and Far-IR Systems. Laser warning receivers operating at
wavelengths beyond 2.5 pm, or so, tend to be limited by the statistical fluc-
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tuations in the thermal background and in the detector itself in the same way
as missile warning receivers operating in these regions. Thus, most such de-
tectors are cooled and employ internal cold filters and/or cold shields identical
with those used in other, more traditional, infrared detection systems. The
lasers in this spectral regime may also be of the short-pulse, or high-modulation-
rate, variety so that Johnson noise may become a concern in this spectral range
as it is in the visible.

1.7.3.5 False Alarm and Detection Probabilities

False Alarm Rate. The false alarm rate, expressed in terms of false alarms
per second, is given by Eq. (1.38) in Sec. 1.4.2.1. Figure 1.55 is a plot of this
expression in terms of false alarms per hour for an LWR with a 16.7-MHz
bandwidth (matched to a 30-ns laser pulse). A false alarm rate of one per hour
occurs for such a system at a threshold to noise ratio of approximately 7.

Sensitivity for the Sample Receiver. Table 1.19 presented a summary of the
assumed parameters and resultant noise levels for the cases of a visible band
silicon detector and one with a 100-A filter centered in the near IR.

From the table it is apparent that the visible wideband system is limited
by both solar shot noise and Johnson noise. Although there are a variety of
potential wideband LWR configurations, this system is arguably typical, and
its noise level is used as the basis for the sample problem.
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Fig. 1.55 False alarms per hour versus threshold-to-noise ratio for a typical laser receiver.
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The nominal sensitivity of the LWR, expressed in terms of watts per square
centimeter, is related to the limiting noise current and system threshold level
by the relation

In

sensitivity = TNR Ridn

(1.109)

where TNR is the previously discussed threshold-to-noise ratio.
The total rms noise current used in this expression is obtained from the
standard rms relation

Iy ot = 2+ I + )2 (1.110)

For the wideband LWR, the total rms noise is 2.31 x 1078, and the resultant
sensitivity at a threshold to noise ratio of 7 (about one false alarm per hour)
is 10™* W/em?.

Detection Probability. The probability of detection is a function of the system
TNR (established as a consequence of the system false alarm specification),
the signal strength, and the noise level. Equation (1.36) and Fig. 1.31 in Sec.
1.4.2.1 present the relationships involved. A convenient approximation to this
relationship is provided by the expression

1 Is — IT)
Pp==1+ exf———| , 1.111
P 2( e V2Iy ( :

where erf is the standard error function tabulated in various mathematical
and statistical references.”®

This equation is plotted as a function of signal level, with the TNR as a
parameter, in Fig. 1.56 for the noise level, detector area, and responsivity
corresponding to the sample problem “typical” receiver. Note that the curve
for a TNR of 7, corresponding to the previously computed nominal sensitivity,
indicates a detection probability approaching 0.5 at the computed nominal
sensitivity of 10 ~*. Furthermore, this curve indicates that the incident irra-
diance must be approximately 1.17 x 10~* W/em? to result in a detection
probability of 90%. (LWR systems are typically specified to have a probability
of detection of at least 90%.)

SNR/Probability of Detection for Sample Problem. Table 1.20 presents a
summary of the signal level data of Sec. 1.7.3.1 and the noise calculations of
Sec. 1.7.3.4. The signal-level data for direct incidence and near-axis aerosol
scatter is presented for laser to LWR ranges of 2 and 10 km for visibility ranges
of 23, 10, and 2 km, respectively. The latter two visibility ranges are equal to
the respective physical ranges and, hence, representative of the maximum
attenuation situation experienced by visually directed threat lasers.

Note that the SNR for the directly incident signal is very high for a directly
incident beam even though a spectrally wideband receiver has been assumed.
The SNR is more than adequate to provide a large gain margin to allow for
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Fig. 1.56 Probability of detection versus incident irradiance with TNR as a parameter for
a typical laser receiver.

Table 1.20 SNR for the Sample Scenario at 2- and 10-km Ranges (Scatter Intercept
Values Computed at Four Times the Beam Radius)

Laser to LWR Range Visibility Range  Detection Signal SNR
(km) (km) Mechanism Level
(W/em?)
2
23 Direct Beam 23 x 100 1.6 x 10°
23 Scatter Intercept 1.3 x 102 9.1 x 107
(1 m offset)
Direct Beam 23 x 102 1.6 x 107

Scatter Intercept 3.4 x 102 2.3 x 10°
(1 m offset)

10
23 Direct Beam 56 x 100 39 x 10°
23 Scatter Intercept 1.7 X 10% 1.2 x 10?
(5 m offset)
10 Direct Beam 1.9 x 10! 1.3 x 10¢
10 Scatter Intercept 1.5 x 10% 1.1 X 10?

(5 m offset)
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atmospheric scintillation of the laser beam. Even when the visibility range is
less than the laser-to-LWR range, this continues to be the case.

The aerosol scattered signal is much lower than the directly incident signal.
However, even the lowest signal level, which corresponds to a scatter intercept
5 m off the axis of the laser with both the actual range and the visibility range
equal to 10 km, produces an SNR of 110, which corresponds to a probability
of detection higher than 0.999.

Although the directly incident signal is reduced by either an increase in
distance or a reduction in the visibility range as might be expected, the more
complex phenomenon of atmospheric scattering may exhibit apparent anom-
alies such as that indicated for the 2-km range in the table. In that case, the
SNR for the scatter intercept is higher when the visibility is lower because
the increase in scattered signal, for the assumed atmosphere, more than com-
pensated for the loss incurred over that particular propagation distance.

1.7.3.6 Clutter and False Signals. Clutter, consisting of relatively static,
local, background patterns, is the limiting parameter for the missile warning
receivers discussed elsewhere in this chapter. Laser warning receivers are
usually low-angular-resolution staring systems targeted against high-speed,
transient laser pulses. As a result, clutter of the sort that drives the MWR
design, is of minimal concern for the typical LWR. There are, however, two
situations where clutter is of significant concern: (1) LWRs targeted against
long-pulse, quasi-cw, lasers and (2) transient clutter with temporal character-
istics similar to the desired laser sources.

Quasi-cw lasers tend to be found in weapon applications. They are usually
high-power devices, and signal-to-clutter ratio is not a limiting issue for self-
protection applications. In long-range ESM scenarios, static scene clutter may
be of concern.

For the self-protection scenario, transient clutter, in the form of sun glint,
lightning, and cosmic rays, is potentially an important factor. Such sources
are usually treated as discrete, false signals rather than as a continuous clutter
environment.

Sun glint intensity is often equal to, or greater than, the desired laser signal
intensity. Many LWR concepts use temporal (i.e., rise time) discrimination, at
least in part, to reject sun glint. The temporal characteristics of typical sun
glints are illustrated in Fig. 1.43 and, as shown, sun glint rise times are slower
than those of many military lasers. In addition to temporal processing, some
LWRs employ coherence and spectral sun glint discrimination. The design
issues relevant to such techniques are addressed in the following subsections.

1.7.3.7 Coherence Measurement Processing Issues. Detailed quantifica-
tion of the degree of coherence of lasers and other sources involves careful
laboratory techniques and is seldom attempted in field applications such as
laser warning. Typically, when coherence is used as a discriminant in an LWR,
the target lasers are highly coherent with regard to the incoherent sources to
be rejected. In addition, some lasers with relatively low coherence are impor-
tant militarily, so it is necessary to consider the discrimination ratios produced
by these lasers in comparison to the incoherent sources.
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1.7.4 Equipment Considerations

1.7.4.1 Wavefront versus Amplitude Division. Measurement of laser di-
rection of arrival, wavelength, and sometimes, coherence are key to the suc-
cessful operation of laser- warning receivers. A variety of arrangements is
available for each of these parametric measurements. Most of these measure-
ments involve the dissection of the laser beam into several parts. There are
two general options to dividing a beam of light: wavefront division and am-
plitude division, as illustrated in Fig. 1.57. (Wavefront division implies the
use of adjacent sampling apertures, each receiving and operating on a different
transverse segment of the beam. Amplitude division involves tapping off a
portion of the wavefront by means of a beamsplitter.)

Many traditional measurement techniques, such as taking the ratio of dif-
ferent lens (antenna) outputs to determine direction of arrival, involve adjacent
aperture (wavefront division) techniques. Moreover, issues of system simplic-
ity, alignment simplicity, and so on, may tend to dictate adjacent aperture
techniques for direction and coherence measurement.

In a scintillating atmosphere, the lateral amplitude variation induced by
the atmosphere is superimposed on any adjacent apertures, or aperture arrays
(wavefront division) from which multiple signals are extracted to determine
direction, wavelength, or coherence. If the multiple apertures are smaller than,
and closer together than, the structure of the atmospheric pattern this phe-
nomenon is negligible. Unfortunately, this is frequently not the case.

This implementation problem with wavefront sampling techniques is gen-
erally recognized but often underestimated. On the premise that the “char-
acteristic dimensions” of near-earth scintillation are “a few inches or so” and
that this increases with altitude, systems consisting of centimeter-sized ad-
jacent apertures have been implemented on the presumption that they were
small with respect to the scintillation pattern. Such systems have usually failed
because of the very steep intensity contours associated with typical scintillation
patterns.

Figure 1.17 in Sec. 1.3.2.4 shows the lateral coherence dimensions for a
representative situation. For a 5-km path at the ruby laser wavelength, the
coherence dimension was determined to be about 5 cm. The allowable separation/
diameter of adjacent apertures, from which the received power is compared in
subsequent processing, is a function of the comparison accuracy required. Cer-
tainly, the sum of the aperture diameters and their separation must be sub-
stantially smaller than this coherence dimension. For some applications, it
has been concluded that sampling apertures, or adjacent etalons (see Sec.’

M-

Fig. 1.57 Laser beam division: (a) amplitude and (b) wavefront configurations.
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1.7.4.3), do not experience adequately similar intensity levels until the di-
ameter and spacing are reduced to the order of 1/100 of this value, or 0.5 mm.

A variety of creative approaches have been successfully employed to permit
the utilization of wavefront sampling techniques in practical systems. These
include the use of arrays of very tiny apertures as well as homogenizing or
integrating optical cavities that equalize the scintillation effects across several
apertures. Alternatively, others have adopted amplitude sampling (beamsplit-
ter) techniques instead of coping with the difficulties of wavefront division
within the scintillating atmosphere.

1.7.4.2 Coincidence Circuit Rejection of False Signals

Cosmic Rays. Coincidence circuits, employed to reject cosmic ray events, rely
on the fact that cosmic rays are statistically independent events and each ray
strikes only one of the detectors. From a macroscopic point of view, the cosmic
ray activity is a function of solar activity, the geographical location, and the
local environment, all of which impact the local cosmic ray density incident
on both of the coincidence channels. For purposes of estimating cosmic ray
false alarm probability, it is reasonable to assume that the probability of a
cosmic ray event is proportional to the detector area and receiver time constant
and that the cosmic ray incidence on the individual detectors is statistically
independent.

EMI. Standard EMI design practices of shielding, grounding, and so on, are
required for LWR systems.!%? Moreover, because of the wide electronic band-
width and the high sensitivity of the detector and preamplifier electronics,
such systems are often particularly susceptible to EMI problems. Because the
primary EMI false signal sources are often microwave fire-control radars with
functions similar, or identical, to the laser, it is difficult to distinguish between
them in subsequent processing. One successful approach to providing addi-
tional EMI suppression is the use of an optically blind channel in a coincidence
arrangement with the optical channels. Successful implementation of this tech-
nique involves careful duplication of all the electronic and electronic coupling
parameters of the “real” channels by the blind channel. This can include using
an identical detector/preamplifier and mechanical arrangement for the “blind”
channel.

Lightning. Because there is a large EMI impulse associated with a lightning
flash, systems that employ an optically blind channel for EMI rejection also
may utilize this channel to reject lightning-generated false signals.

1.7.4.3 Coherence Detection Techniques. There is seldom, if ever, a direct
need to measure coherence for LWR applications. If the source exhibits the
wavelength, intensity, and modulation characteristics of a known threat laser,
it probably can do the job of the threat laser and determining its coherence
per se may be of little consequence to any operational response. However,
coherence is an excellent property for distinguishing threat laser radiation
from other spurious sources of battlefield radiation. Consequently, binary (i.e.,
coherent/not coherent) discrimination techniques may be applied to LWR de-
sign. The primary reason for using coherence techniques within an LWR usu-
ally is to reject sun glint without restricting the spectral bandpass of the
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system. Important secondary reasons include rejection of gun flashes, flares,
flood lamps, aircraft beacons, and so on.

As indicated in Sec. 1.3, different lasers have different degrees of coherence.
Although discrimination among lasers by means of their coherence is not
usually a warning issue per se, the variation in coherence among lasers be-
comes a design parameter in developing an LWR that will properly characterize
the lower coherence lasers and not reject them as incoherent false targets.

Two key issues drive the design of laser coherence discrimination tech-
niques: (1) the common requirement for single pulse detection/analysis and
(2) atmospheric scintillation effects. The transverse intensity variations as-
sociated with atmospheric scintillation can be expected to complicate any co-
herence measurements involving adjacent apertures (wavefront division),
whereas single-aperture techniques (amplitude division) may rely on internal
dynamic processes that are difficult to carry out during an individual pulse,
which is only a few billionths of a second long, as would be required to obtain
single pulse analysis. These issues are discussed further in the following.

There are at least three different coherence discrimination configurations
potentially applicable to LWR design. These include (1) arrays of Fabry-Pérot
etalons'?3-105 (interferometers), (2) Michelson interferometers,106-108 and
(3) scattering surfaces.'% The first two of these are the most common config-
urations considered, and their implementation within LWR applications is
discussed in the following paragraphs. The third configuration, that employing
scattering surfaces for coherence determination, has been proposed in the lit-
erature, but no implementations have been reported to date.

Figure 1.58 shows a two element Fabry-Pérot etalon array. The detectors
following the array are connected in a differential amplifier arrangement. For
light that has a coherence length significantly greater than the etalon internal
dimension, the etalon transmission is determined by the internal resonance
of the etalon and is a function of the etalon thickness and the wavelength of
the light. Because the two etalons are constructed such that one is half a
wavelength longer than the other, one output is always higher than the other;
i.e., one is transmitting while the other is reflecting the incident light. Con-
sequently, there is always a large output from the differential amplifier. Con-
versely, incident light with a coherence length substantially shorter than the
etalon spacing does not resonate within either etalon, and the transmission of
both is low (nominally equal to the transmittance squared of the etalon mir-
rors). Moreover, the output of both etalons is equal, resulting in a zero output
from the differential amplifier.

Although typical atmospheric scintillation does not cause a significant re-
duction in the coherence length—i.e., an increase in the spectral linewidth
[see Egs. (1.6) and (1.7)]—of a laser beam, the resultant mottled pattern is a
major perturbation in the transverse intensity of the beam. As a result, when
this configuration is placed in such a wavefront, the atmospherically induced
intensity modulations are superimposed on top of the etalon-induced spatial
modulation and distort the coherence measurement process.

This measurement distortion can be readily visualized for the case in which
the transmitting etalon falls in a scintillation null, whereas the reflecting
etalon is at a scintillation peak. As a result, the mottled, coherent beam would
yield low, possibly equal, signals on both channels, which could be erroneously
classified as incoherent.
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Fig. 1.58 Coherence discrimination with a two-step etalon: (a) coherent and (b) incoherent
input beam.
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As indicated in Sec. 1.7.4.1, this complication is not peculiar to the etalon
approach to coherence discrimination, but is a characteristic of any wavefront
sampling technique operating in a scintillating atmosphere. Similar problems
exist when adjacent detectors are used in spectral ratio measurements and in
angle ratio measurements.

Figure 1.59(a) is a reproduction from a U.S. patent!!? granted in 1982. The
approach illustrated is an amplitude division approach involving pairs of eta-
lons. Figure 1.59(b), from the same patent, shows two detectors, each with a
picket fence shape, with the individual “pickets” interleaved in an interdigi-
tized fashion. A Fabry-Pérot etalon is deposited over each individual picket or
digit, and adjacent digits constitute etalon pairs. The scintillation effects in
this wavefront division approach are avoided by keeping the digit size small,
whereas the collection area is increased by combining many digits into a single
detector unit.

Interferometric configurations involving amplitude-division techniques of-
fer potential for LWR applications because of the relative immunity of such
techniques to transverse scintillation effects. The basic Michelson interfer-
ometer, the archetype for such arrangements, is shown in Fig. 1.60.

The Michelson has a half-silvered beamsplitter that reflects half the incident
power to the upper mirror and transmits the other half to the mirror on the
far right. When the light is coherent and the optical paths to the two mirrors
are adjusted so that the two equal amplitude retroreflecting beams are out of
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Fig. 1.59 Analyzer for coherent radiation: (a) beamsplitter, four-step etalon configuration,
and (b) interdigitated two-step etalon-detector configuration.
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Fig. 1.60 Rapid continuous scan Michelson coherence measurement: (a) configuration and
combining paths and (b) intensity versus path difference.

phase, they cancel, and the power delivered to the output port is zero. Con-
versely, when the optical paths are equal, the two beams combine in-phase,
and the output is a maximum.

One could envision implementing a coherence length measurement tech-
nique by placing a detector in the downward beam path and moving one of
the mirrors away from the equal path condition. Initially, the optical intensity
would be modulated between 0 and 1, as shown in the figure. As the total path
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differential between the two arms of the interferometer approaches and exceeds
the coherence length of the light involved, the light intensity approaches a
constant value.

The difficulty with the Michelson interferometer approach lies in the dy-
namics involved. Typical military fire-control lasers have durations of the order
of tens of nanoseconds, and to sweep out an individual peak-to-null cycle, the
mirror would have to be moving at a rapid rate. Such techniques implemented
with electro- and acousto-optical modulators, rather than mechanical motion,
have the potential for successful implementation in practical configurations.

1.7.4.4 Spectral Measurements. Some laser warning receivers do not use
spectral measurements at all, but rely on other laser parameters (usually its
temporal or coherence properties) to characterize its military function and/or
to reject optical false signals. As a result, spectral discrimination techniques
have had less research emphasis than other laser discriminants. In the future,
as tunable lasers enter the military inventory, this parameter will grow in
importance.

Laser warning receivers can perform direct spectral measurements on the
received energy to recognize and characterize the laser source and its function.
This differs from the spectral processing implicit in missile warning receivers
that primarily implements a clutter discrimination function.

In the laser case, the spectral measurement circuits usually attempt to
recognize a particular narrow-band laser and possibly to provide some sun
glint, lightning, gunflash, or searchlight rejection. Most are implemented in
one of the following forms:

* independent processing of parallel narrow-band optical channels [Fig.
1.61(a)]

* ratios of two linear spectral filter channels [Fig. 1.61(b)]

* spectroscopic techniques involving various types of gratings and detec-
tor arrays [Fig. 1.61(c)].

For the adjacent spectral band configuration, the resultant receiver may
consist of 2 to 20 (or more) spectral channels across the visible silicon band
and include one, or several, channel(s) covering the 3- to 5- and 8- to 12-pm
atmospheric windows. Within the visible range, the spectral width of the in-
dividual channels not only provides spectral identification but also reduces
solar clutter and solar shot noise. With this approach the designer must trade-
off between the number of apertures employed and the spectral resolution
obtained.

There are spectral-band overlap problems in designing such an adjacent
channel system. Part of the overlap problem is a consequence of the spectral/
angle interrelationship of conventional interference filters. Another aspect of
the overlap problem stems from the finite out-of-band response of all filters
(spectral sidelobes). Such overlap can cause considerable confusion for a system
that is trying to distinguish between intense narrow lines (which spill over
into an adjacent band) and lower intensity wideband sources that naturally
radiate in several bands. As a result, the location of spectral edges in such a
system must be carefully coordinated with the wavelengths of expected lasers,
the spectra of battlefield false targets, and the system processing logic.
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Fig. 1.61 Common spectral measurement configurations: (a) multiple spectral channels,
(b) two-channel spectral ratio measurement, and (c) spectrometer (grating/prism).

If the system range of interest can be narrowed to several discrete lasers,
ignoring all else, then a few narrow-band channels can be used. For instance,
during the 1980s, ruby, Nd:YAG, and possibly doubled-Nd:YAG, channels would
have been sufficient to cover most deployed threat lasers. More recently, the
deployed laser types have increased, and during the 1990s, tunable lasers may
enter deployment. As a result, this simple expedient may be negated by the
expanding threat spectrum.

Laser warning receivers have been implemented using a pair of broad,
overlapping channels with spectrally inverse wavelength responses. In such a
system, the ratio between channel outputs can precisely characterize the in-
cident wavelength. When implementing a spectral ratio system is is important
to avoid wavefront division configurations because they result in atmospheric
scintillation corruption of the spectral measurement.

Spectrometer approaches involving dispersive elements (prisms or gratings)
placed in front of a detector array also can be used to measure source wave-
length. Such arrangements may suffer from design problems with the detector
array. In general, high-spatial-resolution detectors tend to block the temporal
data on the signal, as a consequence of their low bandwidth; whereas high-
speed detectors are difficult to implement in large arrays because of intra-
element coupling problems (see Sec. 1.7.4.5).
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Fig. 1.62 Grating approaches to spectral measurements: (a) transmission grating/tele-
vision configuration and (b) reflection grating/detector array configuration.

There are two primary spectrometer arrangements applicable to LWR ap-
plications. The first configuration, Fig. 1.62(a), consists of a simple transmis-
sion grating superimposed on a television (TV) system. The result is a bright
source dot at the image location of the actual source and a second dot (i.e., the
first-order spectra) displaced from it by a distance proportional to the source
wavelength. The advantage of this approach is that it provides the location of
the source as well as its wavelength. Of course, the loss of laser temporal data
and superposition of the laser on the image clutter restricts this approach to
high-intensity, direct-incidence scenarios.

The second spectrometer configuration, Fig. 1.62(b), is a reflective grating
employed with a relatively high speed linear array. In this arrangement, tem-
poral characteristics are preserved, and the potential number of spectral chan-
nels greatly exceeds that obtained with individual spectral apertures. Because
this technique provides no inherent directional data, it must either be coupled
with an adequate resolution angle measurement system and/or otherwise de-
signed to minimize the angle/wavelength ambiguity inherent in grating
spectrometers.

The normal incidence angular deviation of the first diffraction order for a
simple transmission grating is expressed in terms of wavelength \, grating
spacing dg, and the diffraction angle by

A = dg sind . (1.112)

Wavelength bins are established in such a system by the angular subtense
and placement of the detector array.

1.7.4.5 Angle-of-Arrival Techniques

Imaging Techniques. Most tactical and technical responses to warning of
any sort require some knowledge about the direction of the threat.

Usually optical and infrared sensors are implicitly credited with high an-
gular resolution that derives from their short wavelength. However, in spite
of the inherently favorable wavelength-to-diameter ratio, there are difficulties
in obtaining accurate threat direction from a LWR as a consequence of three
specific issues: (1) the single pulse nature of some lasers, (2) the possible dif-
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ference between the laser direction of arrival and the threat location, and
(3) the impact of atmospheric wavefront distortion.

The difficulty with single-pulse direction finding, when the single pulse
arrives without warning and lasts 30 ns, or less, is obvious: all measurements
must be simultaneous and carried out within very wide bandwidth circuits.
This differs substantially from the typical microwave RWR within which pulse
trains are deinterleaved and processed for directional data.

The possibility of ambiguity between signal direction of arrival and the
threat location is a consequence of the various propagation paths outlined in
Sec. 1.7.1. For direct beam incidence on the LWR, the only issue is signal level
saturation (not a trivial issue), and a variety of direction of arrival techniques
are available. For splash intercepts, the photon source is an area on, or adjacent
to, the LWR-protected platform, and its location has little direct relationship
to the threat location. Similarly, for atmospheric scatter intercepts, the photon
source is a line within the atmosphere that ends at the threat laser, but the
photon origin, from the receiver perspective, may be 180 deg away from the
physical location of the threat. Unfortunately, the latter two situations are
potential circumstances for laser warning, thus calling into question the ap-
plicability of simple direction measurements in some scenarios.

Finally, the impact of atmospheric wavefront distortion on wavefront sam-
pling configurations may degrade the angle data in various candidate angle
measurement arrangements.

Figure 1.63 illustrates the classical approach to optical direction measure-
ment. An area detector with internal spatial resolution is placed at the focus
of a lens. The lens transforms the incident angular information into the spatial
coordinates of the detector.

Such imaging systems are straightforward and, in other applications, im-
plemented in a variety of ways. For the present application, laser warning
involving pulsed lasers, our implementation options are limited to staring

CHARGE |
l BUCKET
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Fig. 1.63 LWR direction of arrival by conventional imaging on an area detector array.
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configurations, because most scanning approaches have intolerable scan-on-
scan problems and a consequently low probability of detection.

Candidate staring detectors, as utilized in LWR applications, can be cate-
gorized in terms of their response times and signal accumulation processes as
either signal-integrating or real-time detectors.

Integrating detectors include conventional TV camera tubes, such as vidi-
cons, as well as solid-state arrays, such as charge-coupled devices (CCDs) and
charge-injection devices (CIDs). Such detectors inherently integrate and/or
store, the received signal for a relatively long time, often %o s, during which
each pixel is sequentially sampled by its multiplexing electronics. The multi-
plexed output from multiple pixels, as many as a million, is a wideband signal
of several megahertz. However, the signal bandwidth of the individual pixel
is the inverse of the integration time, or of the order of 30 Hz. Thus, the
integration process eliminates much of the laser temporal structure.

Alternatively, the system could be constructed with wideband individual
detectors. In that case, it is more likely to utilize 10 to 1000 resolution elements
(i.e., channels) rather than a million, and the spatial resolution advantages of
using an imaging-type system may be lost. In particular, when the LWR de-
signer chooses to preserve pulse duration data, with the wide bandwidths that
pulse shape preservation requires, interchannel coupling problems tend to
occur, and practicality may dictate use of a small array (low angular resclution).

Separate subsystems can be used for the measurement of each parameter
to avoid some of these design constraints. For instance, it may be possible to
use a high-resolution imaging detector with a single, separate, high-speed
(wideband) detector system whose sole function is to determine the temporal
parameters of the pulse.

Another significant concern with imaging direction-of-arrival measurement
is the wide field of view associated with most warning requirements, say 140
deg. When the necessary fish-eye lens is designed, it turns out to provide little,
if any, effective optical gain. Thus, such a system, although incurring a po-
tentially high cost for its optics, may exhibit the sensitivity of a detector with
no lens at all. Therefore, the LWR designer may try other nonimaging, even
nonlens, arrangements.

Mask Techniques. Figure 1.64 illustrates two approaches that have evolved
for achieving reasonable angular resolution while minimizing the number of
high-speed, wide-bandwidth electronic channels.

Figure 1.64(a) illustrates a brute force approach to nonimaging, shadowlike
direction measurement. An array of long thin cells is placed behind a screen
with a single long slit, parallel to the detectors, at its center. The positive
shadow of the slit falls on different detectors for different angles of incidence.
The one-dimensional arrangement shown is practical for many applications in
that many scenarios require only azimuthal direction of arrival. However, the
number of angular bins, say, seven within 140 deg, corresponds only to 20-deg
resolution. To improve this to 2 deg involves a tenfold increase in parts count.
Thus, although this may be practical for low resolution, it does not efficiently
expand to the resolution desired for many practical applications.

Figure 1.64(b) shows a plan view of a similar configuration where the long
thin detectors are orthogonal to the slit. (The drawing shows the shadow in
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Fig. 1.64 LWR direction of arrival by mask techniques involving linear detector array:
(a) slit aligned with detection array and (b) slit orthogonal to detection array and integral
binary-coded mask.

two separate positions.) In addition to the slit, each detector is now covered
by a partial mask that blocks portions of it. The top detector is half-blocked.
The one below it is half-blocked, also, but the blockage is rearranged so that
half the area blocked in the upper detector is now exposed, and half the area
exposed is now blocked. This pattern is continued in this fashion for all the
subsequent detectors. These blocking masks are, in fact, fashioned after a
binary code. Note the detector outputs, indicated by 0 and 1, when the slit
produces the positive shadow shown on the right; all outputs are zero except
the third, fifth, and sixth detectors, producing a 0010110 digital position code.
For a source angle illustrated by position B, the output detector code is 1011111.
This approach produces 128 resolution cells from the same seven detectors—
enough for many practical applications. At most, only one or two additional
channels would be needed.

Such a system need not be limited to using this simple binary code. Other
mask arrangements have other desirable properties. In particular, there is
another binary code, the gray code, that minimizes positional ambiguity at
the zone edges.

In the design of such a system, we cannot ignore scintillation; the length of
the array must be less than the atmospherically induced intensity structure
or the atmosphere will corrupt the angle encoding process.

1.7.4.6 Time-of-Arrival Techniques. Microwave and acoustic systems
sometimes determine source direction by means of temporal measurements.
If two detectors are positioned along a long baseline and both receive the signal
simultaneously, it follows that the source is along a line perpendicular to the
receivers. If the one on the right receives the signal first, the source is offset
to the right at an angle proportional to the delay in the signal reaching the
left receiver.

This approach is counterindicated for many LWR scenarios because of the
limited lateral extent of the laser beam. The electronic bandwidth required to
measure the time delay resulting from a specific angular displacement is pro-
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portional to the baseline between the two receivers—for some scenarios this
is limited by the threat beamwidth to less than a meter, whereas, for the
microwave and acoustic situations this is limited by platform dimensions to
10 m, or more. In addition, such a process falls in the wavefront division cat-
egory and would be detrimentally affected by the atmosphere.

1.7.4.7 Detector and Electronic Considerations

Detector Selection. Laser warning receivers may require individual detectors
or detector arrays. LWR application-specific issues include dynamic range and
transient response. In this application, maximum signal levels may be 4 to 10
orders of magnitude, or more, above the desired minimum detectable signal
level, and desired pulse response time may be of the order of nanoseconds. At
the higher signal levels it is necessary to consider the nonlinear transient
response of the detector as well as its more commonly specified small-signal
bandwidth. Few detectors, and/or their associated electronics, provide linear
response over such a range of response times. Thus, it is necessary to select/
design the postdetection circuitry in conjunction with the detector selection.
The initial criterion is to avoid detector destruction, and the second is to
maximize the dynamic range over which the signal is properly characterized.
Finally, the concept of graceful degradation is invoked to ensure that, as the
detector and its circuits stretch and/or clip the laser pulse, the processing
circuits avoid catastrophically incorrect threat characterization.

Various LWR arrangements use linear, or two-dimensional, arrays to im-
plement specific spectral, angular, and coherence measurement techniques.
The detector types involved include television imaging tubes, such as vidicons;
linear arrays of high speed detectors; and various integrating solid-state ar-
rays, employing CCD, CID, and related readout techniques. LWR-specific con-
cerns that should be considered include electronic and optical interelement
coupling and the impact of temporal integration on LWR system processing
options.

1.7.4.8 Electronic Circuit Selection/Design Issues

Matched Filter Design Concepts. Direct measurements of pulse duration,
peak power, power at pulse 3-dB points, and so on, require that the detector
and its electronics have a bandwidth sufficiently wide to replicate the pulse
shape. For pulse rise times of 5 ns, this implies an electronic bandwidth greater
than 200 MHz. This may be undesirable from a practical point of view for a
laser warning receiver, for which the design objectives are usually driven by
large-volume, low-cost applications. In addition to the costs involved, such
wideband systems provide an excess noise bandwidth. When LWRs are driven
to their radiometric limits by the need to detect atmospheric scatter and/or to
function in low-visibility conditions, the design trade-offs usually favor the
use of matched filter detection electronics. Such circuits are well known and
discussed extensively in the radar and IR systems literature (see Sec. 1.4.2.2).
A matched filter detection system exhibiting a spectral response equal to the
complex conjugate of the pulse spectrum offers the maximum potential SNR.

When both high sensitivity and duration measurement are required, the
duration measurement can sometimes be translated to a pulse bandwidth
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assessment. The use of detection circuits involving a detector/preamplifier
matched to the shortest expected pulse duration, in parallel with an array of
similar matched filter/threshold circuits each matched to the pulse duration
bins of interest is one of the most efficient implementations of duration binning
from a radiometric signal-to-noise perspective. Other approaches involve detector/
preamplifier front ends matched to the shortest duration pulse followed by an
analog-to-digital conversion and digital processing.

Because the signal level of the temporally stretched, atmospherically scat-
tered intercept is substantially lower than that of the directly incident beam,
the designer may choose to match the electronics for the longer, weaker pulse
when such scenarios are anticipated.

Finally, as much of the laser recognition process can often be accomplished
by establishing that the laser duration is less than 100 ns, detector/preamplifier
bandwidths as narrow as a few megahertz, or less, may be adequate for the
pulsewidth discrimination required in some situations.

Wide Dynamic Range Impact/Design Overview. The wide dynamic range of
incident signal intensity is a major factor in LWR circuit design and selection.
Although many optical detectors have a large dynamic range of linear oper-
ation, the typical preamplifiers that follow them, as well as ancillary bias
circuits, often operate linearly only over a maximum of three to four decades
of current/voltage.

Historically, the semantics of dynamic range definition has been a cause for
substantial confusion within the LWR design process. The dynamic range of
the electronic circuits tends to be specified in terms of decibels according to
the traditional definition of 20 times the common logarithm of the current or
voltage ratio. Thus, a six-decade dynamic range of detected signal current is
viewed at the electronic circuit level as 120 dB. However, this dynamic range
also corresponds to an optical power level variation of six decades that, in the
optical domain, is also legitimately characterized in terms of decibels according
to the traditional definition of 10 times the logarithm of the power ratio. In
these terms, the dynamic range would be stated as 60 dB. This apparent in-
consistency is the result of the photon-to-electron detection process in which
the optical power is linearly transformed to an electronic current (square-law
detection). The semantic confusion arising from the inherent nature of optical
direct detection, although philosophically trivial, should be considered when-
ever LWR specifications are established or interpreted.

LWR dynamic range is often established in three phases: first, the requisite
sensitivity (i.e., the low end of the dynamic range) is established; then the
sensitive detector/preamplifier is protected against damage by signals at the
high end of the dynamic range; finally, the processing doctrine is selected such
that proper laser characterization is obtained over the necessary range. If the
dynamic range for the processor is less than the full system dynamic range,
the processor should be designed for graceful degradation; whereby, the system
alerts the operator to a potential threat and informs about the processing
shortfalls. The term catastrophic failure should be reserved not for the situation
when the detector burns out (and the operator is so notified) but rather for the
situation where the processing fails and a potentially lethal situation is er-
roneously classified as safe.
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Detector Protection. Detectors, alone, are relatively insensitive to laser de-
struction. In wide-field-of-view LWR systems that have little optical gain, the
basic detector can withstand energy levels of the order' %2 of 1 J/cm2. How-
ever, the detector bias circuits and the preamplifier input circuits can be de-
stroyed by the resultant current flow, or voltages, at levels substantially below
this level. An arrangement often used to protect a silicon p-i-n detector and
its preamplifier consists of a pair of back-to-back diodes in parallel with the
protected components, biased to short any overload before it can destroy the
component. The design issues involved in implementing such a circuit from a
protection point of view are straightforward. The more subtle trade-off between
the implementation of this protective circuit and the resultant system sensi-
tivity is unique to the wide-dynamic-range LWR regime. In particular, the
problem with such circuits is the additional noise potentially introduced by
the protective diodes and its impact on the system sensitivity level.

Processing Dynamic Range. By establishing the appropriate feedback cir-
cuit, an amplifier with a linear dynamic range of three decades can be converted
into a circuit in which the three decades becomes the dynamic range of the
logarithm of the input.!1® Although such a circuit may provide an adequate
dynamic range, it introduces various signal distortions that must be addressed
in subsequent processing to properly characterize the incident laser.

The large-signal frequency response of nonlinear circuits is often charac-
terized in terms of such parameters as slew rate rather than by the small-
signal frequency response. Such circuits may have difficulty following the fall
times of the laser pulse. Although they may replicate small pulses, and/or even
the rise times of large pulses, they may “hang up” on the fall times of large
signals; a factor that must be addressed in the laser recognition processing.

LWRs that involve adjacent spectral channels have an additional feature
that complicates the processing dynamic range. Such systems inevitably have
some optical leakage of signal through the spectral stop bands of adjacent
channels. It is difficult to suppress this leakage optically to levels lower than
six decades below the peak transmission of the adjacent, transmitting channel.
For systems with a dynamic range requirement greater than six decades of
optical power, the processing circuits must be designed to properly handle (i.e.,
dispose of) this out-of-band signal. The difficulty in such disposal arises from
three issues: (1) temporal stretching by the electronics, (2) the need to properly
characterize the wideband sources that naturally overlap into both channels,
and (3) the potential for multiple laser intercepts. Distortion of the large pulse
in the proper channel may make it difficult to compare the time of arrival and
pulse shape to determine that it and the weaker signal “bleeding through” the
out-of-band channel are from the same laser. Proper handling of this situation
requires the generation of a processing truth table that includes all the possible
combinations and distortions and ensures that, even when the processor has
a potential for confusion, it never fails to alert the operator to a potentially
lethal event, even at the risk of an occasional false alert.

Typical optical threshold circuits consist of a detector, a preamplifier, and
a threshold circuit that triggers when the signal exceeds some preset threshold.
Such circuits have been presumed during the prior discussions on signal de-
tection and false alarm. However, an alternative circuit, termed a hard limiter,
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finds common application in many radar systems. Its design principles and
signal detection theory are well established. Hard limiters are attractive can-
didates for application to laser warning applications as they tend to have a
large dynamic range and shield the subsequent circuitry from some of the
aspects of the dynamic range requirement.

1.7.5 Testing

1.7.5.1 Overview.” The quickest and most cost effective way to evaluate
laser warning receivers is to use a progressive series of laboratory, field, and
vehicle tests. Because each subsequent test phase costs more than the previous
one, solving the problems that can be solved in earlier test phases greatly
reduces the total time and cost of testing. The types of problems to be solved
in each test phase are summarized in Table 1.21.

In laboratory tests, the primary goal is to characterize the LWR as a ra-
diometric receiver and to verify that the system’s interfaces to the test equip-
ment are working. The objectives of field tests are to determine the impact of
natural backgrounds, atmospheric phenomena, and potential false alarm sources
on LWR performance. Field tests are also used to test equipment compatibil-
ities prior to vehicle testing. Vehicle (flight) tests are the ultimate test of the
LWR where its probability of detection is measured over a parametric test
matrix. Special measurement and testing concerns pertaining to the field and
vehicle testing are now discussed briefly.

During field tests, one of the most important effects to characterize is scin-
tillation. Because scintillation produces a statistical distribution of pulse in-
tensities it can make an otherwise below-threshold average irradiance de-
tectable for some fraction of the received pulses. Thus, it is crucial that the
test designer provide a calibrated radiometer that can characterize the received
signals next to the LWR. The radiometer should have a wide dynamic range
(10%), at least a 15-deg field of view, and should be at least an order of magnitude
more sensitive than the LWR. A data acquisition system must be provided
that can quantify the pulse-to-pulse intensity fluctuations.

To make irradiance or system performance predictions for particular test
conditions, a variety of atmospheric parameters must be measured, including
the aerosol size distribution and other meteorological parameters. Mie scat-
tering codes and the AFGL FASCODE model are available for processing the
meteorological data. Often aerosol scattering phase functions are measured
with calibrated radiometers to compare with the predicted phase function.
Considerable care must be taken to separate the port scatter radiation from
the aerosol scatter, particularly in the forward scatter angles. A port scatter
block can be placed between the radiometer and the laser port to eliminate
this signal source. Collecting data to validate a system performance model is
best accomplished during field tests. The system model can be used to extrap-
olate test results to new weather conditions, geometries, and scenarios as occur
during the subsequent vehicle tests.

bThis subsection was written by M. Neer, E. Newsom, and R. Preston, SciTec, Inc., Princeton,
New Jersey.
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Table 1.21 Key Aspects of the Four Phases of LWR Testing

Laboratory Tests

Field Tests

Vehicle Compatibility Tests

Performance Vehicle Tests

Sensor Detection Threshold
- Wavelength Dependence
- High Angular Resolution
- Background Dependence

Dynamic Range
Min./Max. Pulsewidths
Wavelength Coverage
Accuracy

- Wavelength

- Direction-of-Arrival
- PRF

Impact of Atmospherics
- Background Variations
- Aerosol Scatter
- Scintillation

LWR Performance

- “Shipped” Configuration

- Probability of Detection

- Az, El, Miss Distance

- Multiple Lasers

- Terrain Reflections

- Susceptibility to Optical
False Alarms

Dress Rehearsal for Vehicle

Compatibility of
Instrumentation
Rack with LWR and Vehicle

Compatibility of LWR with

Vehicle

- Switchology (EMC)

- Radar Susceptibility (EMI)

- Functional Performance
(Lasers)

- Vehicle Compatibility
Vibration/Dust

Dress Rehearsal for
Performance

Single and Multi-Pulse
Probabilities of Detection

Susceptibility to False or
Ambiguous Angle-of-Arrival
from

- Terrain Reflections

- Vehicle Reflections

Multiple Laser Threats

Multiple Laser and Radar
Threats

Compatibility with On-Board

- Pulsewidth Tests Vechicle Tests Systems

- Avionics
Compatibility with Host - Communications
RWR - Munitions

- Electronic Warfare
Dress Rehearsal for Field
Test Optical False Alarm
Susceptibility

The three main categories of LWR vehicle (flight) tests are vehicle com-
patibility tests, system performance tests, and tactical performance tests. Com-
patibility tests are used to ensure that the installed LWR is compatible with
the vehicle and the instrumentation rack. Performance tests are used to eval-
uate an LWR’s effectiveness, including probability of detection, compatibility
with other on-board systems, immunity to false alarms, reaction time, and
human factors. Tactical performance tests are needed to test the LWR in
tactically realistic scenarios. As an example, a system performance flight test
may involve flying carefully programmed circular flight profiles at various roll
angles for 90 min while the laser is fired at the system under test in machine
gun fashion. Tactical performance tests of a helicopter system may involve
laser engagements dominated by pop-up maneuvers associated with firing
antitank missiles. Whereas the performance test involves a large number of
elevation and azimuth angles in a rigorous fashion, the tactical performance
test primarily involves forward aspect angles and zero elevation angle, typical
of actual missions.

The support measurements for vehicle tests are often different from those
of field tests. For instance, because scintillation varies so much with vertical
profile, ground-level scintillation measurements normally do not apply to an
integrated flight path, and aerosol size distributions and meteorological pa-
rameters are typically the only atmospheric measurements made during flight
tests.

The most important parameters to measure during vehicle tests have to do
with the laser beam pointing and the vehicle data. The laser beam pointing
problem has been solved in recent years with the use of laser indicator spots.
These laser indicator spots are visible to the laser operator and correspond
precisely to the laser beam location.!* A video record is made of the trans-



144  IR/EO HANDBOOK

mitted laser pulses so that each pulse directed to the LWR can be counted and
its miss distance measured. These data, combined, say, with an aircraft’s roll,
pitch, and yaw data are needed to determine actual direction of arrival to
compare with the LWR reported value. Typically, a video record is made of
the LWR results in the vehicle to correlate them with pulses recorded at the
laser transmitter. For accurate pulse-to-pulse analysis both the threat simu-
lator and the vehicle video system must be correlated using synchronized Inter-
Range Instrumentation (IRIG) clocks.

1.7.5.2 Laboratory Testing®

General Considerations. The types of laser warning receiver parameters to
be measured in the laboratory include sensitivity, field of view, dynamic range,
pulse width coverage, wavelength coverage, direction of arrival accuracy, PRF
accuracy, and wavelength accuracy.

Many laser warning receivers do not measure nor provide outputs for all of
these parameters. For example, a radiometric receiver may use a minimum
irradiance threshold together with a maximum pulse width threshold for de-
tection and discrimination. However, for other receivers it may well be that
neither pulse irradiance nor pulse width are actually measured, and if they
are measured, they may not be provided as an output for testing. Conversely,
some laser warning receivers not only measure these parameters but also
produce digital threat words that quantify, although sometimes crudely, these
measured values.

To measure the parameters of a laser warning receiver with high angular
resolution across its field of view for a given laser wavelength and pulse width,
it is usually necessary to have a computer-controlled test stand that, on com-
mand, rotates the sensor heads to a specified azimuth and elevation angle with
respect to the incident radiation. To measure irradiance-dependent parame-
ters, either the irradiance levels on the receiver can be varied at each incident
angle direction or incident angles can be varied under the conditions of fixed
irradiance levels. The latter method is usually preferred as it tends to produce
field-of-view profiles for a number of discriminates directly. Because most pa-
rameters are best visualized as a function of field of view, emphasis is often
placed on acquiring data in a raster format. Raster-formatted data is taken
as stripes of azimuth or elevation points with successive increments of the
orthogonal axis to produce data that traverse a pattern similar to a TV raster.
Care should be taken to make sure that raster scan coordinates correspond to
the receiver’s field-of-view coordinates. Depending on the mechanical config-
uration of the scanning mechanisms, as well as the receiver’s own direction-
of-arrival detection scheme, coordinate transformations are sometimes re-
quired to account for coordinate system mismatches. These mismatches are
not always obvious to the casual observer and are often ignored. Parametrically
characterizing laser receivers over their entire fields of view while maintaining
these considerations can be an extremely tedious procedure.

To further complicate matters, detection thresholds may vary as a function
of background brightness because shot noise (proportional to the square root

°This subsection was written by J. H. Parker, U.S. Air Force Wright Laboratories, Dayton, Ohio.
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of photoelectrons induced by solar background) vary greatly in bright sun
versus nighttime backgrounds. Most laboratory testing validates performance
for nighttime or low-level background conditions. To validate performance for
bright sun conditions, solar radiation must either be “piped in” from outdoors
or indoor solar simulators must be introduced into the test configuration.
Otherwise, solar background testing must be reserved for the field. Another
complicating, and often overlooked factor, is the polarization of the laser source,
which, depending on the technique used for laser detection and discrimination,
may affect receiver sensitivity. Polarization rotation devices introduced into
the measurement configuration are often helpful in determining the receiver’s
susceptibility to polarization. An alternative method is to perform a few base-
line tests in various mounting orientations to determine if there is a preferred
receiver axis with respect to the laser’s orientation.

Still another complicating issue is the receiver’s susceptibility to atmo-
spheric scintillation. Although field testing remains the ultimate proving ground
for atmospheric effects, it is often desirable to isolate the contributions of
atmospheric turbulence effects on laser propagation to evaluate how turbu-
lence components affect receiver performance. Depending on the technique
employed, atmospheric scintillation testing in the laboratory can be expensive
and complex. Atmospheric scintillation simulation methods can take many
forms. Most methods employ some fluid medium contained in an environment
capable of maintaining specified thermal gradients across the medium. Alter-
native methods!!® utilize acoustically driven reflective membranes to modulate
the intensity profile of reflected collimated laser light. With this method, var-
ious scintillation parameters, such as amplitude distributions, angle of arrival
distributions, and phase front characteristics, can be manipulated to study
their effects on receiver performance. Note also that scintillometers are re-
quired to monitor simulated turbulence during the testing process.

Terminology and Issues. The terminology and definitions commonly used in
LWR laboratory tests are presented here.

Detection threshold: The units are watts or joules per square centimeter. The
detection threshold is the irradiance level below which the LWR system does
not detect any pulses and above which it detects all pulses. Note that because
of various forms of system noise, most laser warning receivers have a finite
range of irradiance values over which the percentage of pulses detected goes
from 0 to 100% (beyond this value there is a large dynamic range of proper
operation, which ends with the onset of detector or circuit saturation effects).
For most systems, the range of ambiguous declaration is very small and the
detection threshold is defined at the 100% point. Note also that actual detection
threshold must be considered in the context of the desired field-of-view re-
sponse. The threshold might also be specified as a percentage of field-of-view
coverage. Sometimes the threshold is defined as the irradiance level that causes
detections throughout the receiver’s intended field-of-view profile. An addi-
tional note is that sensitivity must be specified at a particular laser wavelength,
because most laser receivers do not have flat spectral response.

Field of view: Units are degrees. The field of view of the laser receiver is
defined in terms of elevation and azimuth in platform coordinates. Zero azi-
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muth and zero elevation is nose-on, whereas 180 deg azimuth and zero elevation
is tail-on. An example of field-of-view specification for a laser warning receiver
is 0 to 360 deg in azimuth and =+ 60 deg in elevation. Note that field of view
is more often than not a function of irradiance; therefore, field of view usually
infers some baseline sensitivity.

Dynamic range: Dynamic range (which is unitless) is defined as the ratio of
the maximum-to-minimum laser irradiance for which the system performs in
a satisfactory manner. Although a unitless quantity, dynamic range is gen-
erally specified in terms of decades or decibels of optical power. An example
of a dynamic range specification for a laser receiver might be four decades,
implying a ratio of 10,000. In the case of very complex receivers having multiple
discriminates and detector focal planes, dynamic range may have to be specified
and measured for each discriminate.

Pulse width: Units are nanoseconds. Pulse width is defined as the full width
at half maximum. Note, however, that for certain lasers, pulse shape consid-
erations may complicate the interpretation of pulse width. Pulse width accu-
racy is defined as the difference between reported and actual pulse width
divided by the actual pulse width. Thus, if a 50-ns pulse is recorded as 40 ns,
the pulse width accuracy is 20%.

Wavelength coverage: Units are micrometers. Wavelength coverage is spec-
ified in terms of the spectral limits over which lasers can be detected. Spectral
bandwidth is synonymous with the wavelength coverage. Wavelength accuracy
is defined as the difference between reported and actual wavelength.

Direction of arrival (DOA): Units are degrees. The direction-of-arrival ac-
curacy is defined as the rms difference between the reported direction of arrival
and the actual direction of arrival. In laboratory testing, where the receiver
sees only direct radiation, actual laser direction is that of the laser radiation
itself. In this case, the geometric limitations of the particular receiver archi-
tecture are under measurement. Geometric limits are usually broken into two
components, resolution and accuracy. As an example, a direction of arrival
sensor might divide its 120 deg azimuth field of view into 10 sectors. This
would imply a resolution of 12 deg. This 12-deg sector resolution might provide
an accuracy of = 6 deg. In the case of field testing, near off-axis radiation can
create false directional vectors because of the atmospheric scattering compo-
nents. In this case, the actual direction is a vector originating at the sensor
and pointing directly at the laser location. For example, a field environment
in which the laser is detecting off-axis aerosol scattered radiation, the centroid
of the received radiation could be approximately 3 deg different from the actual
direction of the laser threat. Therefore, the laser warning receiver reports the
centroid of the aerosol scattered radiation as the direction of arrival, the DOA
error is 3 deg. The field observations contain the errors resulting from both
receiver architecture geometry and scattering.

PRF: Units are hertz. The PRF of the laser source is defined as the inverse
of the time interval between pulses. Thus if two pulses are fired 50 ms apart,
the PRF is 20 Hz. If 20 pulses are fired, all of which are 50 ms apart, over a
1-s period, the PRF is 20 Hz. If 3 of the 20 pulses fired during the 1-s period
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are not detected because of scintillation, several time intervals between pulses
varying from 50 ms (20 Hz) to 200 ms (5 Hz) could be observed during that
1-s period.

Typical Test Configuration. Figure 1.65 depicts an equipment configuration
for laser receiver laboratory testing. The receiver under test resides on a two-
axis rotary positioner. Positioner accuracy should be at least 0.1 deg for di-
rection of arrival testing.

Laser sources are beam conditioned with a large off-axis collimator to sim-
ulate far-field propagation conditions. Selection of the expanding mirror is
based on the focal length of the collimator and the beam uniformity require-
ments. Typically, laser beams have Gaussian power distributions. For large
apertures, the expanding mirror should be selected to collimate only the central
peak of the Gaussian beam, essentially “throwing away” much of the beam
energy. It is also important that the collimator diameter be large enough to
accommodate the size of the receiver aperture under test.

Optical attenuators inserted before the expanding mirror permit adjustment
of the irradiance levels in the collimator. Fixed neutral density filters may
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Fig. 1.65 Laser receiver testbed equipment configuration.
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sometimes be used. Many commercially available filters introduce serious in-
terference anomalies if stacked together to get the desired irradiance, and most
introduce severe beam steering in the collimator. Circular variable neutral
density filters are an option, but often produce beam gradients and beam-
steering problems. Dually opposed, linearly variable neutral density filters
have become available in recent years that are capable of producing good beam
uniformity with negligible beam steering in the collimator.

The electromechanical shutter allows single-pulse testing with high-repetition-
rate lasers by gating single pulses out of the continuous pulse train. This is
often desirable for lasers of fixed PRF or for lasers that are more stable at
higher PRFs. However, a shutter can create a timing anomaly if not properly
synchronized to the laser. The temporal placement of the laser pulse within a
fully open phase of the shutter’s open cycle is not guaranteed without spe-
cialized timing circuitry. Spatially, the raw laser beam can be partially vig-
netted by a shutter blade caught in the process of opening or closing whenever
a single laser pulse gates through the shutter. Any vignetting of the raw beam
is greatly magnified by the collimator and can result in the partial shadowing
of key sensor elements on the sensor head. This may cause anomalies or drop-
outs in the receiver data. A shutter synchronization control circuit, properly
locked to the laser PRF and shutter windowing time, always gates a test pulse
through a known and fully open phase of the shutter cycle.

Witness sensors sample a portion of the collimated beam to monitor the
irradiance levels on a pulse-to-pulse basis. Witness sensors should be selected
to provide the largest collection area permissible while still maintaining suf-
ficient rise time to faithfully permit pulse width measurements. Amplified
witness sensor electrical pulses are captured on high-speed digitizing oscillo-
scopes for calculation of peak irradiance and pulse width. Radiometric cali-
brations in the test setup should include the photodetector, biasing, amplifiers,
attenuators, and digitizers as a whole, and not rely solely on the photodetector
manufacturer’s detector calibrations.

Table controllers, oscilloscope data, laser firing, and receiver responses are
all interfaced to a master computer. Data acquisition software manages the
automation of table position, radiometry, laser firing, and receiver threat word
interpretation. Where robust testing is desired, a solar simulator is shown that
permits testing in intense solar background conditions. An atmospheric tur-
bulence simulator is also shown for testing under atmospheric scintillation
conditions.

1.8 TERMINOLOGY*

Aerosols: A two-phase system consisting of dispersed liquid or solid particles
in a gas.

Amplitude division: Division of an electromagnetic beam into multiple beams
by dividing the electromagnetic field into multiple parts and redirecting them
into separate propagation paths, as accomplished by a “half-silvered” mirror.

dGome of these definitions are taken from standard dictionaries.!'’
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The resultant individual beams all have the same scintillation-induced wave-
front distortions at the plane of division.

Ascending node: The point on the line of nodes that the satellite passes through
as it travels from below to above the equatorial plane.

Autocorrelation function: The convolution of a normalized one- or two-dimensional
pattern with itself; an indication of spatial correlation between nearby inten-
sity values in a background.

Bidirectional reflection distribution function: A function characterizing the
directional reflective properties of a surface. It describes the fraction of radia-
tion incident from a specified direction that is reflected into a unit solid angle
centered about another specified direction as a function of incident and reflected
angles from the surface normal.

Beam rider: A type of command-guided missile that flies along an electro-
magnetic beam deriving its guidance commands by means of a rear-looking
receiver.

Binning: The process of coarse parametric measurement of laser (threat) pa-
rameters with the nonlinear parametric resolution tailored to distinguish among
candidate threat categories.

Declaration: The output from a warning receiver processor that specifies a
threat has been detected.

Deinterleaved: The process of separating multiple interleaved received pulse
trains originating from separate sources, as in the radar warning receiver
deinterleaving of pulse trains from individual radars prior to performing the
individual threat characterizations.

Depth of modulation: The ratio of the maximum minus minimum light inten-
sity to the sum of the maximum and minimum light intensity, namely,
m = (Imax — Imin)/(Imax + Imin).

Diffuse reflector: A reflecting surface that scatters radiation that is incident
on it, thus producing diffuse reflection.

Directional reflectance: The fraction of incident radiation from a specific di-
rection that is reflected into the hemisphere about the surface normal.

Dynamic range: The difference between the overload level and the minimum
acceptable signal level in a system or transducer.

Excimer laser: A rare-gas halide or rare-gas metal vapor laser emitting in the
ultraviolet (126 to 558 nm) that operates on electronic transitions of molecules.

Extinction coefficient: The coefficient a determining the exponential rate of
attenuation of transmitted radiation with distance R when (I/Ip) = exp(—aR).

Fabry-Pérot etalon: See Fabry-Pérot interferometer.

Fabry-Pérot interferometer: A multiple-beam interferometer consisting usually
of two flat plates, with high reflectance.

False alarm: An erroneous target detection decision caused by noise or other
interfering signals exceeding the detection threshold.
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Field of regard: The total angular operational field of an optical system. For
a gimballed system, the field of regard consists of the sensor field of view and
the overall gimbal limits.

Field of view: The maximum area that can be seen through a lens or an optical
instrument.

First-order spectra: The separate spectral lines formed by a diffraction grating
that are characterized by one wavelength difference in path length between
adjacent slits.

Fisheye lens: A type of lens that has a wide angular field.

Free-electron laser: A laser that produces stimulated emission by passing a
beam of free—that is, not bound to an atom or molecule—electrons through
an undulator or wiggler. The undulator creates a magnetic field of alternating
polarity (in another version it guides the electrons along a helical path), caus-
ing the electrons to wiggle and thus radiate.

Gain margin: The allowance of additional system sensitivity to provide for
maintaining the specified performance of a system despite the occurrence of
various phenomena that may degrade its performance; as in a gain margin to
allow for received power fluctuations resulting from atmospheric scintillation.

Graceful degradation: The concept of designing a system, or signal processor,
such that its failure modes result in a gradual diminishment of capability
rather than a catastrophic failure. As an example, allowing a warning receiver
to designate an event with an indeterminate set of parameters as a possible
threat, rather than as a nonthreat, if the processor determines that the pa-
rameters might have arisen from system saturation effects that could have
been associated with a true threat.

In-phase: That state determining that two waves of like frequency will travel
through their maximum and minimum values of the same polarity
simultaneously.

Isotropic: Same for all directions.

Laser cavity: An optical resonant structure in which lasing activity begins
when multiple reflections accumulate sufficient electromagnetic field intensity.

Latency: The time period between the initial acquisition of threat data by a
warning receiver and its declaration that a threat exists.

Limiter circuits: A circuit of nonlinear elements that restricts the electric
excursion of a variable in accordance with some specified criteria. Note that
hard limiting is a limiting action with negligible variation in output in the
range where the output is limited. Soft limiting is a limiting action with
appreciable variation in output in the range where the output is limited.

Matched filter: A filter that maximizes SNR so that a waveform of known shape
can be separated from random noise.

Measure of effectiveness: A parameter whose value gives some indication of
the performance of the total system. Examples are probability of detection or
false alarm rate.
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Metamorphic snow: Snow that has been partially melted and refrozen, result-
ing in different radar and optical characteristics from fresh fallen snow. Also
called refrozen snow.

Mie scattering: Scattering exhibited by particles about the same size as the
wavelength of the radiation under consideration and with refractive index
significantly different from that of the surrounding medium.

Monopulse: A radar technique in which information concerning the angular
location of a source or target is derivable from each pulse or signal detection
by comparison of signals received simultaneously in two or more antenna
beams, as distinguished from techniques such as switching or scanning, in
which angle information requires multiple pulses.

Noise equivalent irradiance: The radiant flux density (usually in watts per
square meter) required for a system to produce an output signal equal to the
noise; the input irradiance at which the SNR is unity.

Noise equivalent power: At a given modulation frequency, wavelength, and for
a given effective noise bandwidth, the radiant power that produces an SNR of
1 at the output of a given detector.

Perigee: The least distant point from the center of the earth to an orbit around it.

Pixel: Contraction of picture element. A small element of a scene, often the
smallest resolvable area, in which an average brightness value is determined
and used to represent that portion of the scene.

Port scatter: Optical scatter from the fixtures, coatings, and optical lens at the
output of a laser transmitter. Such scatter may be characterized by a low-
intensity, wide-angle scattered beam with narrow specular components at ran-
dom angles.

Pushbroom scanning: In imaging systems, a line of detectors scanned through
object space by the motion of the platform.

Radiance: Radiant power per unit source area per unit solid angle. Usually it
is expressed in Wm 2sr !

Radiation efficiency: The ratio of (1) the total power radiated by an antenna
to (2) the net power accepted by the antenna from the connected transmitter.

Rayleigh scattering: Scattering by particles very small compared to the wave-
length of the radiation being considered. A feature of Rayleigh scattering is
that the scattered flux is inversely proportional to the fourth power of the
wavelength.

Reflectance: The ratio of the intensity of the total radiation reflected from a
surface to the total incident on that surface.

Relaxation time: The time required for the deviation from equilibrium of some
system parameter to diminish to 1/e of its initial value.

Rise time: Measurement of the time elapsed during the circuit output change
from 10 to 90%.

Sensitivity: A measure of a receiver’s (or detector’s) ability to sense a small
signal.
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Sidelobes: A radiation lobe in any direction other than that of the intended
lobe.

Slew rate: In general, the speed with which a system can execute a command
to change its parametric state. For optomechanical systems this usually refers
to angular position and is measured in degrees per second. For electronic
circuits and components it refers to the speed with which the proper circuit
output is established and is specified in terms such as volts per second.

Truth table: A table that describes a logic function by listing all possible
combinations of input values and indicating the true output values for each
combination.

Wavefront division: Division of an electromagnetic beam into multiple beams
by directing adjacent portions of the beam through separate apertures. The
resultant individual beams will have amplitude patterns and average inten-
sities corresponding to the transverse amplitude distribution of the original
beam at the plane of division and, hence, may be of dissimilar, random, in-
tensity and spatial pattern.

White noise: The random noise having a spectral density that is substantially
independent of the frequency over a specified frequency range.
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2.1 INTRODUCTION

This chapter addresses the subject of low observables. It is a special application
and extension of the scientific and engineering principles discussed in other
chapters and volumes of this handbook. Examples of related topics include
radiometry, detection theory, optical properties of materials, detection devices,
atmospheric effects, and radiation sources. Many of those principles are re-
peated here in the special context of this application. However, the reader may
find it useful to refer to those topics in other parts of the Handbook for sup-
plementary treatments.

Table 2.1 gives the symbols, descriptions, and units for the terms that are
used in this chapter.

Efforts to control signatures usually result in encountering some common
terms such as camouflage, screening systems, signature suppression, low ob-
servable (LO), and very low observable (VLO). Most of these terms mean nearly
the same thing. However, there are some differences that warrant clarification.
The term camouflage is derived from the French word camoufler, which means
to disguise. Thus, camouflage is the means by which an object is concealed by
disguising and changing its appearance. Historically, camouflage has meant
visible paint schemes, background matched nets, and leaf covers. A screening
system usually implies camouflage in the form of a net. The terms signature
suppression and low observable have evolved more recently to describe the
concept of camouflage extended beyond the visible to multiple waveband re-
gions. Finally, the term very low observable has emerged to describe platforms
designed from the start to include low observable features as a major design
goal rather than as a retrofit capability. These VLO vehicles typically achieve
much lower signature levels.

2.2 TARGET SIGNATURES AND THREAT SENSORS

Low observable designs are driven by signature generation mechanisms and
threat sensor characteristics. Unfortunately the signature generation process
is complex in that it is driven not only by the vagaries of target emissions,
but also by the vagaries of the immediate target background as well. The
design process is even more demanding when it is realized that those gener-
ation mechanisms result in dramatically different results in different portions
of the infrared spectrum and with differing levels of spatial detail. Definition
of threat sensor types, with their operating bands and resolution capability,
helps to focus signature control on the spectral regions and spatial dimensions
of greatest interest. This section briefly addresses the major source generation
processes. It also describes the key threat sensors, their operating bands, and
their resolution implications.

Target signature generation mechanisms are of greatest interest when ad-
dressed in terms of discriminants. Discriminants are features that serve to
separate the target signature from other confusing background objects. Sig-
natures should include the composite of all discriminants. However, because
the mechanisms potentially available for separation are numerous, signature
description becomes complicated if it must accommodate all of them. Fur-
thermore, the worst of it is that not all detection mechanisms of all sensors—
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Table 2.1 Symbols, Nomenclature, and Units

Symbols Nomenclature Units
A Area em?
a Absorbed fraction of incident irradiance —
c Velocity of light ems™!
E; Incident irradiance W cm ™2
E, Reflected irradiance W cm ™2
fr Target in-band BRDF srot
H Panel altitude above ground level m
h Planck’s constant W s?
I Plume radiant intensity Wsr!
I, Plume radiant intensity normalization value W sr!
JN Normalized spectral radiant intensity Wsr!cem
Jo In-band radiant intensity Wsr!

o Plume radiant intensity normalization value (same as I,) | W sr!
Jj Number of molecular oscillator frequencies —
ko Absorption coefficient m™!
L Directional radiance Wem 2sr?!
L, Reflected radiance Wem 2gr?
Ly Incident background radiance Wem 2sr?
Lgp Planck blackbody radiance function Wem 2sr~! pm™
Lppr Target blackbody radiance in-band Wem 2sr?
L, Immediate target background radiance Wem™2sr?
M Mach number —
me Reduced mass g
N Number of atoms per unit volume m~3
NEI Noise equivalent irradiance W cm ™2
n; Index of refraction imaginary part —
np Refractive index of pigment —
np Refractive index of binder —
Ne Complex index of refraction —
nr Index of refraction real part —
P; Incident power w
P, Reflected power w
P, Total pressure 1b in.~2
Qe Charge on an electron C
R Range cm
r Recovery factor —
SNR Signal-to-noise ratio —_
s Scattering coefficient m~!
T Target surface absolute temperature K
Ta Spectral atmospheric transmission —
T. In-band atmospheric transmission —
To Ambient air temperature K
Ts Skin temperature K
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Table 2.1 (continued)

Symbols Nomenclature Units
T, Total temperature °F
AT Panel temperature difference relative to ambient air °C
temperature
Velocity ft1
o Panel tilt angle deg
Ye Free electron damping constant —
v; Bound electron damping constant —
v Wavenumber em™!
A Wavelength wm
€ Emissivity —
€d Directional emissivity —
€ Target in-band directional emissivity —
€0 Permittivity of free space C?2N-1m—2
€ Required emissivity —
(] Ray angle rad
0; Angle of incidence rad
0, Angle of reflectance rad
p Reflected fraction of incident irradiance —
pd Total directional reflectance —
Pd1 Target total directional reflectance —
pL Amplitude reflectivity with electric field vector —
perpendicular to plane of incidence
P Amplitude reflectivity with electric field vector parallel —
to plane of incidence
T Transmitted fraction of incident irradiance —
Ray angle rad
i Angle of incidence rad
b Angle of reflectance rad
Q Solid angle sr
Q; Solid angle of incidence sr
Q, Solid angle of reflectance sr
® Angular frequency rad s~!
@gf Molecular oscillator natural frequency Hz

the human eye/brain is one example—are fully understood. If the detection
mechanisms are not fully understood, it is difficult to describe the target fea-
tures needed by those mechanisms.

Fortunately, these signature definition problems are manageable with the
aid of various simplifying assumptions that can be tailored to fit various cat-
egories of threat sensors. One of the more common divisions is the separation
based on so-called imaging versus nonimaging sensors. Imaging sensors are
represented by the human eye and aids such as televisions, FLIRs (forward-
looking infrared), and image intensifiers. These threats differ from nonimaging
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SKY

SENSOR TERRAIN

Fig.2.1 An infrared contrast signature is the difference in radiation between a sensor
pixel containing the unresolved target and an adjacent pixel.

sensors primarily in their ability to resolve and process silhouette and internal
target pattern detail. Nonimaging sensors, on the other hand, typically see
very little pattern detail and depend on target signal strength and coarse
dimensions for background separation. Examples of the latter are conventional
reticle missile seekers, IRSTs (infrared search and track), and terminally guided
submunitions. The separation between signatures based on sensor is not clean
because imaging sensors can be effective against targets at ranges beyond
their ability to resolve detail. Ultimately, however, the definition of signature
depends on whether the target will be resolved or unresolved in the signature
suppression application.

Unresolved signatures are easiest to describe. They result simply from the
difference between the signal received, in the sensor’s instantaneous field of
view, with the target present compared to that received with the target absent.
The definition is illustrated in Fig. 2.1. Suppression design requires that the
total radiation occluded by the target be supplied by the target. Spatial dis-
tribution of target emissions is not as important as the spatially integrated
total emission level. The suppression goal is to minimize overall target contrast.

Resolved signatures are much more difficult to describe because of the im-
portance of their spatial properties. They result from a long list of pattern-
related features. Those features include not only the patterns of major rec-
ognizable components (wings, tails, turrets, hull, etc.) but also the texture
internal to the components. Suppression design requires that such features be
disguised. Successful disguises are those that eliminate recognizable shapes
by redefining them and blending them into the background. The suppression
goal is pattern deception.

2.2.1 Aircraft Signatures

Aircraft signatures are a composition of many processes. Any one of those
processes can dominate in a given engagement scenario. Figure 2.2(a) shows
the various generation mechanisms at work, whereas Fig. 2.2(b) shows ex-
ample results in the 3- to 5-wm spectral band.! Four generation mechanisms
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Fig.2.2 (a) Aircraft IR signature elements. (b) Itlustration of F-16 alrcraft signature in
the 3- to 5-um spectral band as predicted by the IASPM computer code.! (Photo provided
courtesy of Horizon Technology, San Diego, CA.)

show up clearly in the infrared photo of a jet fighter in Fig. 2.2(b). First, hot
exhaust gases are clearly visible from the engine nozzle. Second, internally
generated engine heat is seen as it conducts out to warm the outer aircraft
skin. Third, the top of the aircraft is dark as a result of reflecting the cold sky
off the top of the fuselage. Finally, the bottom of the fuselage appears to be
warm because of reflections of the warm ground and horizon sky off the highly
reflecting skin. Note that if that same aircraft skin were to have been coated
with a low-reflectance, high-emissivity paint, the fuselage would have ap-
peared uniformly white because of aerodynamically generated skin heating.
Of course, these are not the only mechanisms that can show up or even
dominate the aircraft signature generation process. In the same 3- to 5-um
region, sun reflections can cause glint and glare. In the ultraviolet and visible
spectral regions, the aircraft can appear to be a dark silhouette against a
uniformly bright sky background. In the visible and near-infrared regions it
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can also appear to be a positive, sunlit form against a darker sky background.
Finally, in the nominal 1- to 3-um region, the target can appear, at night, to
be merely a circular two-dimensional disk because only the outlines of the hot
nozzle can be seen when viewed from the rear in that band. (There is a con-
tribution from hot water vapor in the combustion products, but it is strongly
attenuated by water vapor in the atmosphere under nonafterburning engine
conditions.) Ultimately, the target appearance that the suppression designer
cares about is that seen by the threat sensor.

Threat sensors can more narrowly define the generation mechanisms of
interest by their operating spectral bands. Table 2.2 summarizes the threats
of concern for aircraft and shows their nominal spectral bands.

Visible band threats include the unaided eye and television sensors. The
unaided eye is a threat in the form of acquisition and fire control for antiaircraft
artillery (AAA) and airborne guns. Television sensors are used in the same
way and cover the visible spectrum, but also respond in the near infrared when
equipped, for example, with silicon sensors.

Infrared missile seekers are dominated by the response of cooled and un-
cooled lead sulfide (PbS) and lead selenide (PbSe) and cooled indium antimonide
(InSb). Uncooled PbS equipped seekers, filtered to the 1.9- to 2.9-um band, are
spectrally well matched to jet engine hot tail pipe emissions, visible largely
from the aircraft rear. However, when unfiltered, they respond over the larger
passband of 0.7 to 3.0 um and receive more significant solar reflections off the
aircraft body. The latter are a result of both direct solar illumination of the
target and indirect sky illumination from atmospheric scattering. More recent
generation IR missile seeker threats use the 3- to 5-um passband. The 3- to
5-um band threats have the advantage of all aspect target lock-on ability. This
ability results first from the strong plume emissions visible in that band and
from skin emissions. Plume emissions extend well beyond the body and can
be seen with little obscuration over all, but near nose-on, viewing angles. Body
emissions also provide all-aspect lock-on capability. Here earthshine and self-
emissions resulting from aerodynamic skin heating provide the body signature
source. Future threat seekers are likely to use imaging focal plane arrays
made of either silicon or platinum-silicide for spectral responses in the 0.4- to

Table 2.2 Aircraft Threat Types and Spectral Bands

Threat Type Nominal Bands (um)
Unaided eye 0.4-0.7
Television 0.4-0.7

0.4-1.1
Infrared missile seekers 1.9-2.9
0.7-3.0
1.0-4.0
3-5
Infrared search and track 3-5
8-12
Forward-looking infrared 8-12
3-5
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1.1- and 1- to 5-pm bands, respectively, indium antimonide for the 3- to 5-pm
band, and mercury cadmium telluride for the 8- to 12-um band.

Infrared search and track (IRST) systems work mostly in the same 3- to
5-um band as do missile seekers and look for the same signature sources. Older
sensors used moderately cooled lead salt detectors (PbS/PbSe), which could get
response in the nominal 1- to 5-wm band, but with poor sensitivity. The latter
detectors were more dependent on solar reflections and engine hot parts than
on plume and skin self-emissions. Future systems may include the 8- to 12-um
band, in addition to the 3- to 5-um band, in an effort to obtain more skin
signature.

Forward-looking infrared (FLIR) sensors are primarily used for target ac-
quisition, including detection and recognition, with an operator. These systems
are presently dominated by 8- to 12-um mercury cadmium telluride (HgCdTe)
detectors. Future FLIRs may use focal plane arrays that respond in either the
3- to 5- or the 8- to 12-pm bands.

The highest priority threat band for aircraft signature suppression is the
3- to 5-pm band. Engine signature generation mechanisms dominate at close
ranges in this band. Multiple aspect aircraft target spectral signatures? are
shown in Fig. 2.3. From the rear, a combination of graybody emissions from
hot exhaust parts and plume line emissions are seen. Toward the front of the
aircraft, hot parts become obscured, and the composite signature is dominated
by the plume.
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Fig. 2.3 Variation of aircraft spectral signatures over aspect angle.?
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Plume emissions are arguably the highest priority source for aircraft
suppression design. This is because plumes offer a near-all-aspect signature
and, at the same time, provide a unique spectral distribution that separates
them from natural background clutter. Plume signatures are predictable from
the spectroscopy of gases. Reference 3 describes the characteristic line emis-
sions resulting from combustion products and discusses their generation mech-
anisms. However, large quantities of high spectral resolution measurement
data are also available. Much of the data presented here originates from the
unpublished data collected by Dennis Blay and his associates at General Dy-
namics, Valley Systems Division, Ontario, California.

While plume signatures are potentially dominant, they are heavily atten-
uated by the atmosphere. Figure 2.4 shows the appearance of the plume spectra
at various propagation ranges. It is often of interest to be able to compute
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Fig. 2.4 Variation of plume spectra with propagation range.? (Temperature: 71°F; hu-
midity: 18%; H20 concentration: 0.35 cm/km,; altitude: 2160 ft; date: 3-29-71.)
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plume spectral signatures under other conditions, atmospheric conditions, and
slant paths by using one of the atmospheric transmission computer models,
such as Lowtran.* This is difficult to do from plots of engine plume spectra
because of the extreme accuracy required relative to absorption/emission band
edges. Plots typically cannot be read with sufficient accuracy for purposes of
further analysis. Table 2.3 shows tabular values of representative unsup-
pressed turbine engine spectra that may be useful for such applications. Section
2.5 gives examples of corresponding suppressed plume data and shows how
such tabular data can be used to predict propagated signatures.

The values in Table 2.3 are measured data? recorded for a Skyhawk Wright
J65-W-4 turbojet plume operating under conditions of 100% throttle, non-
afterburning, with an associated exhaust gas temperature (EGT) of between
650 and 680°C. This engine produces a static thrust of 7800 1b. The aircraft
was mounted for static operation on a ground test stand at an altitude of 2160 ft
above sea level. Care was taken in these side aspect measurements to exclude
airframe body and engine hot parts contributions. Measurements were taken
at a range of 247 ft. The data includes atmospheric attenuation effects over
that range but excludes background radiation, i.e., the data represent target-
to-background contrast. (Note that wavelength intervals are nonuniform to
preserve key features while using a minimum number of data points.)

Plume spectra can differ greatly for different engines, cycles, operating
conditions, and environments. However, these data are representative of plume
spectra at this temperature and can be used for signature propagation esti-
mation purposes. Note, however, that gas temperature has a major impact on
both plume source intensity and propagation effects. Lowering plume tem-
perature can dramatically reduce both intensity and propagation distance. For
that reason, plume temperature reduction is a major focus in the design of
suppressed signature turbine engines. These latter effects are discussed in
more detail in Sec. 2.5.

An important issue regarding plume propagation is how much spectral res-
olution is required. A “rule of thumb” that has been used? is that the atmo-
spheric transmission model should use a resolution level comparable to the
resolution of the measurement data. If the analyst wants to avoid a high-
resolution calculation, he should first “thin” the data by averaging spectral
intensity values over the resolution band of interest and then operate his
transmission model at that thinned resolution. Mismatches between mea-
surement data resolution levels and propagation resolution can result in large
computation errors. When matched, however, it is estimated that plume and
transmission model resolution levels as low as 20 em ™! can be used with a
band average plume intensity error of 20% or less in most circumstances.

Even if there were no signature contributions resulting from the propulsion
system, sources associated with aircraft skins would still present large ap-
parent emissions. This is mostly caused by aerodynamically heated skin ra-
diance, solar loading, and reflections of the surrounding environment. Methods
for assessing reflections are discussed in Sec. 2.3. Solar loading is offset by
convective cooling above speeds of approximately Mach 0.2. Aerodynamic skin
heating and convective cooling are the dominant remaining concerns.

Aerodynamic skin heating results from the friction of air molecules as they
come to rest on the surface. It is balanced by convective, conductive, and



168 IR/EO HANDBOOK

Table 2.3 Measured Values of Turbine Engine Spectral Radiant Intensities
(from Ref. 2)

SPECTRAL SPECTRAL
WAVELENGTH RADIANT WAVELENGTH RADIANT
(microns) INTENSITY {microns) INTENSITY
(Wsr'um) (Wsr'um™)
3.799 7.93 4.194 252.42
3.818 10.16 4.196 134.74
3.850 7.93 4.201 28.25
3.892 5.69 4.202 7.93
3.934 5.69 4.202 5.69
3.964 7.93 4.210 10.16
3.986 5.69 4.219 5.69
3.998 7.93 4.229 10.16
4.025 3.36 4.248 5.69
4.050 7.93 4.271 5.69
4.076 10.16 4.297 3.36
4.091 5.69 4.317 3.36
4.108 7.93 4.331 19.21
4.123 5.69 4.337 57.72
4.138 7.93 4.341 64.53
4.150 10.16 4.346 134.74
4.155 12.50 4.347 143.79
4.162 16.97 4.359 247.85
4.165 44.20 4.366 347.53
4.170 116.65 4.371 472.02
4.174 209.43 4.374 605.64
4.175 311.26 4.378 702.99
4.179 431.27 4.379 680.33
4.180 515.10 4.381 635.11
4.182 549.04 4.385 562.65
4.185 542.23 4.386 551.28
4.188 487.87 4.391 540.00
4.190 381.47 4.396 558.08
4.400 528.62 4.550 30.59
4.403 510.53 4.563 23.78
4.406 535.42 4.567 30.59
4.410 508.29 4.575 16.97
4.417 487.87 4.594 10.16
4.422 483.39 4.602 7.93
4.433 44488 4.607 12.50
4.437 415.51 4.611 5.69
4.440 410.94 4619 21.54
4.444 381.47 4.624 5.69
4.447 381.47 4.639 5.689
4.454 324.87 4.658 7.93
4.459 318.06 4.661 5.689
4.462 299.98 4.666 14.73
4.467 295.50 4673 14.73
4.472 247.85 4.680 5.69
4.477 241.14 4.685 3.36
4.494 177.73 4.690 10.16
4.503 123.36 4.693 5.69
4511 93.99 4.700 12.50
4.516 89.42 4.715 3.36
4.521 66.76 4.719 28.25
4.527 62.29 4.722 30.59
4.535 44.20 4.727 5.69




CAMOUFLAGE, SUPPRESSION, AND SCREENING SYSTEMS 169

radiative cooling, in steady-state operation, to result in thermodynamic equi-
librium. Of these cooling mechanisms, convection is usually the most signif-
icant. Conduction of heat into the airframe is minimal, after the skin reaches
its steady-state temperature, because conventional aircraft provide few con-
ductive heat dissipation mechanisms. Radiative skin cooling is not large at
the low skin temperatures experienced during subsonic flight. It can be sig-
nificant, however, at higher speeds unless low-emissivity coatings are used to
suppress this unwanted observable.

Hudson® relates aerodynamically heated skin temperature T to ambient
air temperature T, (both in kelvins) with the formula

T, = T,(1 + 0.2rM?) , 2.1)

where

r = recovery factor
= 1.0 at stagnation point (where air stream comes to a complete
rest)
= 0.87 for turbulent flow
= (.82 for laminar flow
M = Mach number.

Equation (2.1) ignores the extra cooling that would occur with radiative heat
transfer and, instead, considers only convection. More thorough treatments
can be found in Ref. 6.

2.2.2 Ground Vehicle and Equipment Signatures®

The term ground vehicles and equipment encompasses the mobile tactical
equipment employed by military forces engaged in ground combat. It includes
trucks, tanks, self-propelled field and air defense artillery, command and com-
munications equipment, and portable electric power generators. Although most
such equipment belongs to the army, similar equipment used by Air Force and
Marine Corps units is also included. Fixed installation equipment and facilities
are not included except in cases where an identical item (such as a diesel-
engine-driven generator) performs the same function in either the fixed or
mobile role.

Sensors that pose threats to this equipment fall into the category of visual,
image intensifier equipped, television, infrared linescan mappers, and, more
recently, FLIRs, imaging seekers, and terminally guided submunitions (in-
cluding sensor fuzed weapons). Lasers also pose a threat from the standpoint
of range finders and designators but these weapons are usually only employed
after the vehicle is detected. Laser radar is an exception, but is not yet widely
deployed.

Visual, image intensified, and television sensors are dependent on ambient
illumination for signature generation. They depend both on a reflectance dif-
ference between the target and the background to create contrast and on the

2Includes material from Grayson W. Walker, U.S. Army Belvoir Research, Development and
Engineering Center, Ft. Belvoir, Virginia.
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availability of sufficient reflected ambient illumination to create an adequate
signal level.

Given adequate illumination, visible and near-infrared signatures ulti-
mately depend on the spectral reflectivity differences between the target and
the background in the sensor response band. Visual sensors can use photopic
color differences as a discriminant. Image intensifiers extend the visual spec-
trum out to approximately 0.9 pwm or into the near infrared. So do television
sensors that can use silicon detectors with response out to approximately 1.1
wm. These near-infrared sensors can exploit the high reflectivity of live foliage
and the low reflectivity of conventional paints to see a large negative contrast
difference between the vehicle and its background. Figure 2.5 shows example
plots of total spectral reflectances for several common terrain backgrounds and
conventional camouflage paint. These visual and near-infrared signature com-
ponents are an important element that continue to require careful control.

Mappers and emerging FLIRs, infrared imaging seekers, and infrared sub-
munitions see signatures mostly originating from heat generated self-emissions.
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These sensors nominally work in the 3- to 5- or 8- to 12-pum bands. In the 3-
to 5-pm band, the sun is still a significant contributor of reflected radiation.
Mappers, FLIRs, and imaging seekers are capable of seeing internal target
detail with temperature differences less than a degree Celsius. However, they
detect targets at long ranges by seeing their hot-spot emissions. Submunitions
and sensor fused weapons rely solely on unresolved hot spots to find the target
autonomously in clutter. Self-emissions offer the possibility for long-range
detection and standoff attack, day or night, by human-assisted infrared im-
aging equipped systems or by autonomous munitions. This fact gives impetus
to understanding ground vehicle infrared signature generation mechanisms.

Each of the described equipment items, if not protected, emits a set of sig-
natures because of its design and configuration. Although this set of signatures
is unique to the equipment type, each of the signatures can be described ge-
nerically to assist in devising protective techniques.

Internally Generated. These sources include the propulsion system, drive
train, and auxiliary power equipment. Virtually all of the items under con-
sideration have a main engine that provides motive or generating power; a
few are gasoline fueled, most are diesel fueled, and the M-1 tank fleet is unique
with its turbine engines. Friction and combustion heating raise engine com-
partment temperatures to the region of 120°C. Much of this heat leaks to heat
the compartment sides and cover.

Engine exhaust gases are led through a muffler system to the open air. In
all cases there is a resulting exhaust gas “plume” whose size and temperature
varies with the size of the engine. In most cases the muffler system is exposed
to the air and is in itself a detectable signature.

The vast majority of the engines discussed (i.e., all except tank turbines
and small gasoline engines) are liquid cooled, and incorporate radiators to cool
the circulating liquid. Radiators by their nature are exposed to the air and
thus also present detectable signatures, although not of the magnitude of the
engine or exhaust.

Trucks and tracked vehicles, when driven, generate friction heat in their
running gear—tires on trucks and the entire system of road wheels and tracks
on tracked vehicles. The resulting signatures remain evident over extensive
elapsed time following a halt.

Most tracked vehicles and many communications systems are equipped with
small power units auxiliary to the main engine, to permit low-power operation
of communications (and some personnel cooling/heating) equipment. Such aux-
illiary power units (APUs) do generate thermal signatures, but they are of
concern primarily at night, when all other elements of the system are quiet
and cool.

Solar Heating. A second component of the thermal signature is that caused
by exposure to the sun. The effects are solar heat loading and diurnal varia-
tions. The solar heating phenomenon begins with the fact that most mobile
tactical equipment is first, made of metal, and second, is dark in color for
camouflage reasons. As a result, when such equipment is exposed to the sun,
it absorbs heat quickly and retains the heat throughout exposure. The speed
and degree of heating are directly related to the construction of the specific
equipment. Consider a line of vehicles that includes an M-52 cargo truck with



172 IR/EO HANDBOOK

canvas cover, an M-2 fighting vehicle with relatively light aluminum armor,
an M-1 tank with heavier armor, and an M-60 tank with its very heavy steel
armor, all exposed to the same sun conditions. The truck heats most rapidly
and the M-60 least rapidly. Concerning stable temperature after exposure,
however, the line-up is reversed; the M-60, with its far greater mass of metal,
attains and retains the highest temperature with the others in order down to
the cargo truck.

The solar heating problem is further complicated by changes in exposure
conditions from day to day and throughout the day. It seems obvious that a
day of clouds and rain is a day without a skin-heating problem, whereas a day
of bright sun produces the previously described results. On the day of bright
sun, most equipment items begin the day stable from overnight cooling and
continue to warm through the day until sunset, when they begin to cool slowly.
Figure 2.6 illustrates a typical diurnal heating cycle for both light and heavy
armor types. Overnight cooling varies with ambient temperature and equip-
ment type; in a warm climate the heavy-mass, tanklike item may never fully
cool. Between the extremes of the fully gray day and the full sun day, inter-
mittent clouds or rain can interrupt the warming cycle and produce an erratic
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Fig. 2.6 Diurnal variation of vehicle skin temperature during July in Rome, NY.
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warming curve. Figure 2.7 shows an illustration of diurnal effects on both
operating and nonoperating vehicles at various times of the day. Images shown
were predicted from a thermal model” for an assumed location in Florida during
November. The sun rises from the bottom right hand corner of the photo and
sets in the direction of the upper left corner.

Secondary Heating. A third component of the overall thermal signature of
a military unit is the influence of equipment on the adjacent ground and air.
Ground tracks, exhaust emissions, and dust clouds are the major considerations.

As the mobile equipment items transit their area of operations, wheels and
tracks impinge upon the ground and disturb the ground surface. This action
results in a heated ground track, which can be detected by thermal sensors
after the passage of the equipment, in addition to its availability as a classic
visual cue to military activity.

When the transit is made under dry conditions, it is also common that the
movement action generates dust, which is thrown up into the exhaust cloud
and floats with it. Depending on air temperature and wind conditions, this
exhaust gas/dust cloud can linger in the area and present a thermal signature
after passage of the equipment.

2.2.3 Background and Clutter Effects

Target signature almost always results from the difference, or contrast, be-
tween the target and its immediate background. It is therefore often just as
important to understand the background’s emission characteristics as it is the
target’s.

Background effects are also determined by threat sensors. Nonimaging sen-
sors can be defeated by reducing target total emissions to match the back-
ground. The dilemma is determining what constitutes a “match.” Ideally, con-
trast should be reduced to some level related to the sensor’s internal noise
level. That relation is driven by the application. For instance, if the application
is protection from IR missile seekers, the relation to sensor noise is determined
from the minimum acceptable lock-on range. However, if the background is
not uniform, different criteria can apply.

A nonuniform background can have two effects relative to nonimaging threat
sensors. First, it can defeat efforts to match contrast because no one target
emission level may now result in acceptably low contrast against each back-
ground location. Second, it can enhance efforts to hide by introducing a var-
iation—clutter—which provides confusing objects among which it is difficult
for the seeker to find the true target. Both background effects must be taken
into consideration when defining the target’s signature and the suppression
requirement. Thus, unresolved target signatures depend on background in-
tensity mean values as well as on the intensity variations. Clutter size effects
are most important when they are on a scale comparable to or larger than the
target dimensions.

Backgrounds affect resolved target signatures differently than they do un-
resolved signatures. Imaging sensors see internal target detail and external
shape detail. Therefore, target signatures are defined by their pattern features.
Those features are unique only to the extent that their properties differ from
those in the background. Resolved signatures are primarily defined in terms
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Target signatures illustrate the solar heating effects due to position
and material class.

Fig. 2.7 Diurnal effects on target signatures in the 8- to 12-um band (see Ref. 7).
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Fig. 2.7 (continued)
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of texture and component contrasts. Thus, resolved target signatures depend
on background intensity mean values as well as on clutter intensity variations
on a size scale comparable to internal target detail. Background spatial, spec-
tral, and intensity characteristics are key to target signature generation and
signature suppression. Many of their properties are described elsewhere in
this handbook.

2.3 SYSTEM FRAMEWORK FOR REFLECTIVITY AND EMISSIVITY

Surface characteristics, including material properties and structural shape,
are key elements in the control of signature. However, the final signature is
as much a result of the operating environment as of surface characteristics.
Tt is essential to be able to relate the signature both to the external environment
and to the underlying material properties. Reflectivity and emissivity are the
quantities that make the needed connection.

This section constructs a framework for defining the meaning of the terms
reflectivity and emissivity. It then extends the framework in two directions.
First, given a signature goal, it shows how the environment constrains emis-
sivity and reflectivity. Second, given a required emissivity and reflectivity, it
shows how these requirements relate to fundamental, but still broadly defined,
material properties. The result is a framework for relating system require-
ments and material properties to reflectivity and emissivity.

2.3.1 Fundamental Relationships

Key surface properties of interest to the signature control designer are bidi-
rectional reflectivity and directional emissivity. However, these quantities
have historically had many definitions and it is necessary to have a common
framework of interpretation. Fortunately, one has evolved based on the bidi-
rectional reflectivity distribution function (BRDF), which is capable of ade-
quately describing both bidirectional reflectivity and directional emissivity.
Much of the foundation for this framework is based on the work of Nicodemus.?

Concepts relating reflectivity to emissivity are founded in energy conser-
vation principles, Kirchhoff’s law, and Helmholtz’s reciprocity theorem. It fol-
lows from energy conservation principles that for power incident on a surface

a+p+T1=1, (2.2)

= absorbed fraction
p = reflected fraction
T = transmitted fraction.

However, Kirchhoff’s law states that
a=c¢, (2.3)
where ¢ is the emissivity defined as the ratio of the radiant emittance of the

surface to the radiant emittance of a blackbody at the same temperature. Then
for an opaque surface, 7 = 0, and
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e=1-p, (2.4)

where, in general, all terms are spectrally dependent hemispherical averages,
but here are considered to be band averages as well, and there are no con-
straints on the direction of incident radiant power.

Consideration of the directional properties of these terms results in the
definition of other derivative terms and concepts. Simplified surfaces can be
described that obey special laws. For instance, perfect mirror surfaces obey
Snell’s law: Angle of reflection equals angle of incidence. Perfectly diffuse
surfaces obey Lambert’s law: Reflected radiance is independent of angle. How-
ever, few natural surfaces fit either category well, but instead, fall somewhere
between them.

The general case is well treated with the concept of a BRDF, which is defined
for a flat surface element dA as

dLr(Or,ér)

fr(@i;d)i,@r,(br) = m , (2.5)

where (0;,4;) and (0,,$,) define incident and reflected ray directions, respec-
tively, per Fig. 2.8, and where dE;(0;,;) is the incident irradiance on dA from
the 0;,4; direction and dL,(®,,d;) is the reflected radiance from dA in the
0,0, direction. Note that BRDF is a ratio of two different quantities. It ex-
presses the ratio of reflected radiance, i.e., W em~2sr ™!, to incident irradiance,
i.e., W em™2. Accordingly, it has units of inverse steradians and can assume
infinite values. Its virtue is that it expresses the directional dependence of
reflectivity on the geometry of both incident and reflected angles.

X

Fig. 2.8 Definition of incident and reflected directions.
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Total directional reflectance is related to BRDF but is defined as the ratio
of two similar quantities:

®i, i) = el = f r ®r er ) 2.6
Pd( ¢) dPi(@i,d)i) hemispheref cos ( a)
or
dP-(©,br)
pa(@;,0:) = Td’ = f ~ frc0s0; dQ; (2.6b)
i hemisphere

where

dP; = total power incident from all directions

dPi(0;,b;) = element of power incident from ©;,¢;

dP, = total power reflected into the hemisphere

dP.(0,,0,) = element of power incident from O,,¢,

dQy; = element of solid angle in spherical coordinates.

Total directional reflectance contains no reflected (incident) directional infor-
mation because it is the integral of reflected (incident) rays over the whole
hemisphere.

Helmbholtz’s reciprocity theorem shows no difference between incident and
reflected directions such that

Pd(®i,¢i) = pd(@r,(br) = pd(®,¢) ’ (2-7)

and subscripts on ® and ¢ can be dropped.

Finally, directional properties of emissivity can also be determined from
Helmholtz’s reciprocity theorem, which allows us to rewrite Eq. (2.4) in terms
of angles and total directional reflectance pga:

ed(0,0) = 1 — pa(0,0) . (2.8)

The BRDF dependency of emissivity follows from Eq. (2.6):

£d(0,d) = 1 — J- fr cos® dQ . 2.9

hemisphere

Thus, knowledge of a surface’s BRDF is sufficient information to quantify
directional reflectance and directional emissivity.

Figures 2.9 and 2.10 illustrate the appearance® of representative BRDF
functions for glossy paint and diffuse paint, respectively, on an aluminum
substrate. These functions were measured with monochromatic light at 10 and
3.8 wm. The logarithmic scale exaggerates the diffuse component in each figure.
It is interesting to note that the glossy paint has a glint lobe or beamwidth
(beamwidth at half intensity) of approximately 2 deg, whereas the diffuse paint
is far from being Lambertian. On the other hand, glossy paint concentrates
most of the reflected energy in a narrow beam much like one would expect of
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Fig. 2.9 Representative BRDFs for glossy paint.®

a specular surface. In examining the signature of planar painted surfaces due
to reflected source irradiation, it is probably safe to approximate glossy surfaces
as being perfectly specular when dealing with sources of several degrees or
more. But, when dealing with diffuse surfaces, much more attention must be
paid to the source extent and irradiation geometry before simplifying as-
sumptions can be made.

Even with real BRDF's special cases are of interest. For instance, it can be
shown that for perfectly diffuse surfaces

=2, (2.10)
o

where p, the total reflectance dP,/dP;, is a constant. Similarly, for perfectly
specular surfaces it can be shown that
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Fig. 2.10 Representative BRDF's for flat paint.®

£1(0;,6:,0,,0,) = 2p4(0,,6:)8(sin?0, — sin%0,)8(d, — &; + ) , (2.11)

where 3 denotes the Dirac delta functions and pg is again the total directional
reflectance but may vary with angle. It then follows from Eq. (2.9) that the
directional emissivity for diffuse surfaces viewed from any angle, or for spec-
ular surfaces viewed at angle (0,4) is

1-p, (2.12a)

I

diffuse: eg

I

specular: e = 1 — pa(0,4) , (2.12b)

Eqgs. (2.11) and (2.12b) are used next to show representative real-world direc-
tional emissivity requirements for specular low observable coatings.
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2.3.2 System Requirements

Coatings offer the potential to reduce heat-induced self-emissions by reducing
surface emissivity. However, one of the problems encountered with that ap-
proach is that reductions in emissivity are accompanied by increases in re-
flectivity. In fact, situations often can arise where reduced emissivity actually
increases apparent surface emissions because the increase in reflected back-
ground radiance more than offsets the reduction in self-emissions. Accordingly,
it is important to examine the requirements that various backgrounds and
viewing geometries impose on emissivity.

In general, surface graybody directional radiance L(0, ) (in units of W cm ~ 2
sr™ 1) for a planar target surface at absolute temperature T in Kelvins is

L(0,p) = 8(®,¢)J.A)\LBB()\,T) d\

J}-I soh fr(®’¢’®i,¢i)Lb(®i;¢i) cos®; d(); ) (213)
emispnere

where
Lgs(\,T) = Planck blackbody spectral radiance function, or

2hc? 1

= -2 -1 -1
Lps(\,T) = N° exp(ch/NET) — 1 Wem ™ sr™" pm™ ]
(2.149)
h = 6.6256 x 10~ 3* W 2, Planck’s constant
c = 2.9979 x 10 em 571, velocity of light
k = 1.3805 x 1072 W s K~ !, Boltzmann’s constant
A = wavelength, in micro- or centimeters
AN = spectral band of interest

Lp(0;,d;) = incident background radiance on the surface, in band, from
direction (0;,d;)
dQ; = elemental solid angle of incidence from direction (0;,¢;).

The first term in Eq. (2.13) is the surface’s self-emission component and the
second term is the reflected component.

This form, although difficult to evaluate, is of broad general interest. How-
ever, it is argued in later sections that, for signature control, planar surfaces
with highly specular reflectances are desirable for reducing the intercept prob-
ability against solar and other point source reflectors. In the latter case, Eq.
(2.11) can be used to rewrite the reflectance term in Eq. (2.13) as

J; frLp c0s®; dQ; = Lappa , (2.15)

emisphere

and from Eq. (2.12b)
Lypa(0,4) = Lp[l — (0,4)] . (2.16)

Then Eq. (2.13) becomes
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L = ¢ Lgei\,T) + Lp(1 — ¢) , (2.17)
where
Lgei\,T) = L )\LBBO\,T) ax , (2.18)

and where the notation showing explicit functions of angle has been dropped
to simplify the nomenclature.

Emissivity requirements come from contrast suppression criteria. If Lo is
the immediate target background radiance, then target contrast is

L — Lo = eLppi\,T) + Ls(1 — &) — L, . (2.19)
One criterion for signature suppression is that the target contrast be zero, or
eLpi\,T) + Lp(1 — €) — Lo, = 0 . (2.20)
The required emissivity ¢, is then found by solving Eq. (2.20) for emissivity, or

Lo_Lb

= —, 2.21
" Lgpt — L 2.21)

€

where Ly is the radiance specularly reflected off the target panel and into the
sensor. Panel temperature is assumed to be invariant with emissivity.
Equation (2.21) can be evaluated to determine example required emissivities
by postulating a target platform position and a threat sensor viewing geometry.
Figure 2.11 illustrates one case of general interest. Panel tilt angle (a) deter-

sky source for reflections

)

of radiance, L,

X > ‘9 sensor

sky background
source radiance, L,

A

‘ altitude (H)

~4— target planar panel
showing specular reflectance

terrain background
source radiance, L,

Fig. 2.11 Surface position and specular reflector-viewing geometry.
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mines the source direction for specular reflection into the sensor. Thus, for a
= 45 deg, the sensor “sees” the cold zenith sky radiance times the surface
specular reflectivity. For increasing tilt angle, as o goes to 90 deg, the sensor
sees increasingly warm sky radiance until the source direction approaches the
horizon sky. At tilt angles greater than 90 deg the sensor sees the terrain.

Required target emissivities under these viewing conditions are shown in
Figs. 2.12 and 2.13 for several target minus background physical temperature
differences (AT’s). Figures 2.12(a) and 2.12(b) show the case where the panel
is viewed against the horizon sky background, whereas Figs. 2.13(a) and 2.13(b)
show results for an assumed terrain background. Both cases are for a ground
level panel (H = 0). Sky radiances were calculated from LOWTRAN 6 under
night sky conditions using the 1962 U.S. Standard Atmosphere Model. Terrain
radiances were calculated by assuming the terrain to be at air temperature
(288 K) and having unity emissivity.

In these figures, target minus background AT’s were computed from the
relation AT = T(target) — T(background). Both target and background tem-
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Sky Background L=2.50x10° Wem *sr”

ground leve!

1962 US. std. atmosphere

planar panel 0.9
4 specular reflectance
| night
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Fig. 2.12 Emissivity required for zero contrast as a function of panel tilt angle when viewed
against horizon sky: (a) 3- to 5-pm band and (b) 8- to 12-um band.
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Fig.2.13 Emissivity required for zero contrast as a function of panel tilt angle when viewed
against terrain: (a) 3- to 5-pm band and (b) 8- to 12-pm band.

peratures were physical temperatures. For terrain, background physical tem-
perature was 288 K and, because unity emissivity was assumed, this was also
the apparent background blackbody radiant temperature. However, for the
sky background, apparent radiant temperature was lower than its 288 K phys-
ical temperature. Accordingly, apparent radiant AT’s for the sky background
cases would have been greater than the physical AT’s shown.

Figure 2.14 shows LOWTRAN sky radiance values, as a function of zenith
angle, at ground level. Of course, sky and ground radiances can vary consid-
erably under different assumptions. Required emissivities would vary also.

Examination of these emissivity plots shows expected trends. Some of these
trends result from the assumption of a warm, high-emissivity terrain back-
ground. For instance, a warmer terrain background allows higher emissivities,
for a given target AT, than does a horizon sky background. This is because
the sky is less dense, and although the lowest layer has the same temperature
as the ground, one can see through the inner layers to the cooler outer at-
mospheric layers. Thus, the vehicle must reflect more of the cold zenith sky
to overcome the comparatively cool horizon sky background.
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Fig. 2.14 Sky radiance level as computed from LOWTRAN 6.

Less reflectance (higher emissivity) is required in the 8 to 12-pm band than
in the 3- to 5-um band because, as is seen in Fig. 2.13, the ratio of zenith sky
to horizon sky radiance is much higher in the 8- to 12-wm band. Therefore,
comparatively less reflectance is needed in the longer wave band to compensate
for self-emissions. Because higher emissivities are easier to attain than lower
emissivities, one could conclude that suppression is easier in the longwave
band. This conclusion is even more likely when it is realized that natural
backgrounds tend to have higher emissivities in the 8- to 12-um band than
they do in the 3- to 5-um band. The assumption here of unity emissivity is
unrealistic against many terrain backgrounds because common terrain types
can have emissivities as low as 0.5 in the 3- to 5-um band. Lower emissivity
backgrounds, of course, result in the requirement for lower emissivity coatings.
Ultimately, lower background emissivities can result in Eq. (2.21) requiring
a negative emissivity. This means that the suppression goals may not be met
with coatings alone, but may require active cooling techniques as well.

Required emissivities in the 3- to 5-pm band vary much less, with panel
tilt angle, against the terrain background than they do against the sky back-
ground. This is because the sky background is cooler than terrain and requires
relatively more panel reflectance. At large tilt angles, the reflected horizon
sky approaches the radiance of the target’s sky background. Thus, compara-
tively greater reduction in panel emissivity is needed.
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Note that required emissivity changes very slowly with panel tilt angle in
both the 3- to 5- and 8- to 12-um bands against terrain backgrounds. This is
an advantage to the suppression designer. The lack of sensitivity to tilt angle
gives more latitude to slant vehicle skin with other design considerations in
mind.

In summary, required skin emissivity can be expected to vary considerably
as a function of target temperature, viewing geometry, and background emis-
sivity when striving for “zero” contrast suppression levels. However, although
it was not discussed here, background clutter can be expected to relax these
requirements. Clutter provides a source of “confusing objects” that will tend
to obscure the target. Specific requirements for suppression in the presence of
clutter are determined from detection theory and are not discussed further in
this chapter.

This completes the framework that relates surface emissivity and reflectiv-
ity to system signature goals. Results shown here are germane to ground
vehicle and low-altitude helicopter surface applique requirements. Equivalent
requirements for high-speed fixed-wing aircraft at various altitudes are dis-
cussed in Sec. 2.5.

2.3.3 Material Properties

Required emissivities and reflectivities can be related to underlying material
property requirements. This is done in summary only here to show the general
functional forms and variables involved. Very limited material types are con-
sidered. The next section goes into more detail on a broader array of material
designs. The references to this chapter provide detailed discussions.

For linear, isotropic, homogeneous, and weakly magnetic media, the spec-

ular reflectivity from a smooth surface is given by the Fresnel equations,'® or

0)=(% cos®, — n, cosO,\ [, cos®, — n, cos®,’ (2.22

pL(O:) = n; cos®, + n, cos®,/\n, cos®, + n, cos®, -
©p - (™ cos®; — n; cos®:) (n cos®; — n; cosO, (2.93)

PNDie) = n; cos®; + n; cos®; /\n; cos®; + n; cos®;/ ’ .

where the result is independent of & because of the material assumptions made.
The angles ©; and ©; are defined by Fig. 2.15 and n;, is the index of refraction
of incident and transmitting media, respectively. For natural radiation,

+p
p(O;) = = (2.24)
In general, the index of refraction is a complex quantity
ne = ng — iny , (2.25)

where ng and ny are the real and imaginary parts, respectively. However, the
imaginary part depends on material conductivity and is high for metals but
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Fig. 2.15 Definition of angles used in Fresnel equations.

diminishes for materials with a low dielectric constant. One of the most general
forms for the index of refraction, be it metal, semiconductor, or dielectric, is'°

N, 2 .

n¥w) = 1 + qe( zfe, + 3 ’Z _ > (2.26)
EoMe\ — 0" + 1Yew® J Wy — o + Iyjo

where

o = angular frequency of incident light

N = number of actions per unit volume

ge = charge on an electron, 1.6 x 107 C

g, = permittivity of free space (dielectric constant), 8.8542 x 1012

C*N!m™?2

wo; = molecular oscillator natural frequency of j’th molecule
me = reduced mass of effective charge or dipole

fo = number of conduction electrons, with no natural frequencies

fi = material molecular oscillator strengths

J = number of molecular natural oscillator frequencies in material
Ye = free electron damping constant

vj = bound electron damping constant.

Equation (2.26) expresses the theory that when light interacts with matter,
the incident electric field can interact with both free and bound electrons. The
strength of the interaction is a frequency-dependent function of the mass of
the charged elements, their density, and their characteristics as oscillators.

Equation (2.26) is useful as an indicator of the general physical properties
that affect the interaction of light with matter. However, it does not apply to
many materials needed for signature-control coatings because these materials
are often neither homogeneous nor isotropic. Section 2.4 discusses represen-
tative material properties for the more diverse materials employed in signature
control applications.




188 IR/EO HANDBOOK

2.4 GENERAL SUPPRESSION METHODS

Signature suppression can be accomplished with a variety of methods and the
choice depends on the specific application. Methods available can usually be
fit into one of the following categories:

obscuration
shape tailoring
surface appliques
self-illumination
active cooling
wake control.

These methods are seldom mutually exclusive and are usually most effective
when used in combination. Moreover, it is difficult to prioritize control methods
without referring to both the specific vehicle type and the environment in
which it will be operating. However, obscuration is the most common thread
found in low observable designs and is closely followed by the use of surface
treatments. Shape tailoring is often useful in combination with surface treat-
ments. Self-illumination can be useful when reflectivity control is less effective,
whereas active cooling is common in designs for engine suppression. Wake
control gets more attention as success is achieved in controlling the more direct
signature contributors and is not discussed further in this section. In every
case, the technique chosen must be compatible with signature control in other
bands with the most important being the radio frequency (rf) band. It is usually
of little value to accomplish electro-optical (EQ) signature control if it comes,
for instance, at the expense of radar cross section. Each technique is described
here together, when appropriate, with requirements for compatibility with
radar cross section reduction (RCSR) methods.

2.4.1 Obscuration

It is often easier to hide a signature source than to eliminate it. Accordingly,
obscuration is one of the more common suppression techniques. Obscuration
can take many forms. It can range from a simple baffle, designed to obstruct
the line of sight to a hot part, to a camouflage net thrown over the entire
vehicle. It is usually done with the theory that the object accomplishing the
obscuration will be easier to control than the object it hides. Thus, obscuration
does not necessarily complete the signature suppression goal because suppres-
sion must still be implemented on the masking device. Specific obscuration
techniques are discussed later in vehicle application sections.

2.4.2 Shape Tailoring

Shape is a direct signature control approach and should be considered in com-
bination with RCSR design. Shape is likely to be a primary RCSR technique
that the IR suppression design will need to be compatible with. Accordingly,
the shape should be chosen for the synergism it can provide to a well-integrated
rf/IR design.

Fortunately, shaping effects in rf signature reduction are very similar to
those in EO reduction and compatibility is relatively easy to achieve. The goal
in both domains is simply to avoid reflections directed toward the threat re-
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ceiver. Compatibility results from the fact that the primary rf signature gen-
eration mechanism in vehicles is the geometric optics reflection mechanism.!*
Thus, the reflected component of both IR and rf signatures should be subject
to the same shape considerations.

However, geometrically reflected signature components in the IR and visible
domains are subject to a major additional constraint over those in the rf domain:
source location. Radar threat sources are almost always monostatic, i.e., they
are collocated with the receiver. Passive external EQ sources are almost always
bistatic in that they result from natural illumination sources such as the sun
and the earth, which are typically located at an angle away from the threat
receiver. These passive bistatic sources constrain the shape options available
to the EO suppression designer.

The most common bistatic EO illumination source is the sun. It can yield
a large reflected contribution from the visible to the mid-infrared region of the
spectrum. Shape design can play a major role in avoiding a reflected component
from this large signature source. Reflections can be loosely lumped into the
four categories illustrated in Fig. 2.16.

These categories roughly represent the continuum of reflection conditions
that are encountered from target surfaces. They are all heavily driven by
surface roughness and shape. Most are also a function of viewing position. The
most commonly encountered condition is the pseudo-diffuse condition, which
generally gives a dim surface, if reflectivity is low, but can still give a signif-
icant signature as a result of large surface areas. Arguably the least desirable
condition is wide-angle glint because it can be seen from many viewing po-
sitions and is typically very bright. Glare is less undesirable because it has a
narrow beam, but is to be avoided because the beam can still be unacceptably
large and can appear intense because of high brightness and large surface
area. Glare is really just a special case of pseudo-diffuse reflection where the
observation point is now located in the mainlobe instead of in the diffuse region.
Narrow-angle glint reflections are often the “lesser evil” because, although
they can be seen and can be very bright, their beam is so narrow that the
probability of continuous intercept under dynamic conditions is low.

Of course these illustrations are only special cases of a very wide range of
surface reflection conditions. Moreover, they neglect the fact that secondary
solar radiation from atmospheric scattering can contribute approximately!'?
20% to total object solar irradiance in the visible to near infrared and must
be considered in a total solution. Still, the former phenomena represent first-
order solar reflection effects and require control in both the visible and infrared
spectral regions.

Techniques for controlling point source reflections are illustrated in Fig.
2.17. These techniques depend heavily on both shape and surface properties.
It is important to note that they ignore self-emission aspects of signature
control and that they may not be compatible with a well-integrated design
that must consider all IR signature sources. The combination of low reflectances
with roughened surfaces can greatly reduce diffuse and specular reflections.
Shaping should strive to eliminate doubly curved surfaces in favor of either
flat or singly curved surfaces. A flat surface directs the specular lobe of a
reflection into a narrow angle with consequent reduction in intercept proba-
bility and tracking continuity. Likewise, a singly curved surface directs the
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Fig. 2.16 Illustration of four representation reflection categories.

specular component into a thin curved surface instead of into a large solid
angle and similarly results in reduced intercept probability. Strakes or baffles
might offer some reflectivity control but generally introduce corners that can
result in stronger reflections from other angles for both EO and rf sources.
These techniques can be used in combination but care must be exercised to
consider the total effect. For instance, the highly directional properties of flat
segment surfaces would be partially defeated if combined with a diffusely
reflecting paint. Contrarily, it may be necessary to use the combination of flat
segment surfaces and diffuse coatings if the diffuse coating, on a doubly curved
surface, still offered a broad-angle specular component of unacceptable inten-
sity. Final choices depend on the application scenario and viewing geometry.
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__AVOID
1) Low Reflectivity Diffuse Paints
2) Roughened Surfaces ¥ XL
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4) Strakes
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Fig. 2.17 Techniques for glint and glare reduction.

2.4.3 Surface Appliques

Coatings offer the potential to alter apparent surface characteristics by mod-
ifying their reflection, self-emission, and directional properties. They are a
major tool for the design of low observable systems in the visible and infrared
spectrum.

Effects of surface appliques can be addressed separately in the visible and
infrared spectral regions, although they must be compatible. In the visible
region they are dominated by the scattering and absorption properties of sub-
surface pigments and dyes, whereas in the infrared they are dominated by the
reflection and self-emission properties of surfaces (such surfaces may still be
the submerged surfaces of pigments). Although there is little difference in the
fundamental physics involved in these two regions, their technology sometimes
differs, and it is possible to discuss each region separately. However, in the
final coating product, visible, infrared, and radar reflectance properties must
be meshed for multispectral signature control.

2.4.3.1 Visible Coatings. Mechanisms at work are illustrated in Fig. 2.18.
Conventional paints may have one to three separate layer types and can consist
of a primer, undercoat, and topcoat. The main purpose of the primer is usually

TOPCOAT ? 2 7 / /7 T

UNDERCOAT %25 W¥N/
PRIMER

Fig. 2.18 Paint composition.
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to provide a mechanism for successive layers to adhere to the surface but it
also can serve to passivate metal substrates against electrochemical corrosion
effects!® and to isolate substrates from other reactive chemicals. The primer
can also perform the same reflection control functions of top coatings, but there
is a limit to the functions one can practically accomplish in one layer type.
The undercoat (which is the topcoat if there is no additional layer) contains
the primary pigment designed to control spectral reflectivity. A transparent
topcoat can be added to control surface roughness, provide abrasion resistance,
and provide contamination protection.

Paint constituents and optical properties are described in terms of the un-
dercoat, although most of these properties can be made to apply to primers
and top coats as well. Table 2.4 describes the major constituents and their
functions. Key ingredients are the pigments and the binder. Binders hold the
pigment particles together after the paint has dried. Main optical properties
of binders are their transparency and index of refraction. Likewise, the main
optical properties of pigments are their index of refraction and opacity. Pigment
controls reflectivity by offering a high index of refraction relative to the binder
medium. In general, reflectivity is computed from Eq. (2.24) for a homogeneous
medium. For normal incidence it becomes

_ ) = mP?
P 7 ) + ns2

(2.27)

where ny is the refractive index of the binder and n, is the refractive index of
the pigment.

One of the most common pigments in general use!? is titanium dioxide
(TiOy), which has a refractive index of approximately 2.8. Most binders are
made from oils or polymers that offer a refractive index near 1.5. Because
reflections occur at the interface between two media having different refractive
indices, it is clear that this opportunity arises with paint at least at the in-
terface between air (refractive index = 1) and the binder and at the interface
between the binder and the pigment. Thus, common paints reflect approxi-
mately 4% at the surface with air and 9% between the binder-pigment bound-
ary. Reflection off the binder-substrate is driven by overall coating transmis-
sion as well as by the refractive index of the substrate. Transmission is determined
by the opacity and volume density of the pigmentation and by the thickness

Table 2.4 Paint Constituents

Pigments Primary material used to impart color; remains insoluble; provides
(filler) protection hardness: weatherability; provides roughness: grind size
Dyestuff Secondary material used to impart color; soluble in solvent and/or
binder; transparent in thin coats; limited usage
Binder Holds pigment particles together, to substrate; transparency needed
(polymers)
Solvent Provides application mobility; evaporates

Additives Driers; wetting, antisag, flattening, and similar agents
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of the coating. Most pigments are opaque in the wavelength region they are
designed to control. Substrate reflections then depend on pigment density and
coating thickness. These are typically chosen to eliminate substrate reflections
completely. Clearly, total coating reflectivity is determined by a variety of
surface and internal scattering mechanisms. Determination of apparent paint
reflectivity is too complex to be described by Eq. (2.27). Appropriate relation-
ships are discussed later.

Dyes also control spectral reflectivity, but are far less common. Unlike pig-
ments that remain insoluble, dyes are soluble and are dissolved in the binder.
Reflectivity control is accomplished by absorption of the undesired wave-
lengths. Dyes can be added to coating formulations that already contain pig-
ments and can serve special purposes. Their application to signature suppres-
sion is potentially useful for the control of discrete laser lines. Dyes can potentially
add laser line attenuation without affecting the overall broadband signature
control strategy.

Binders impact the optical properties of coatings but also strongly determine
other important physical properties including durability and temperature tol-
erance. It is important to note that the utility of coatings for signature control
is as much driven by factors such as durability, maintainability, and adher-
ability as it is by their optical properties. Most binders are polymers (sometimes
called resins), defined as large organic molecules where simple repeating units
are joined by covalent bonds.'* They are formed in nature by the oxidation of
vegetable oils and can also be synthesized in the laboratory. Many different
types of polymers can be found. They include thermoplastic and thermoset
types. Historically, vegetable oils derived from oilseeds such as linseed, cot-
tonseed, etc. have constituted the largest category of resins. These natural oils
can be polymerized by thermal or oxidative methods. Some of the more common
polymer binders are alkyds (polyester-based), polyesters, epoxy resins, poly-
urethanes (or simply urethanes), silicone resins, and acrylics. In general, all
of these binders can have uses in signature control coating formulations. How-
ever, some have unique properties worth noting. For instance, epoxy resins
and polyurethanes offer a high degree of flexibility, toughness, abrasion re-
sistance, and resistance to chemicals. In addition, they offer good weather
resistance and adhesion to metals. Silicone provides high levels of heat resis-
tance that is generally only limited by the pigment. With ceramic pigments,
silicone paints can be formulated to withstand temperatures to 750°C; with
aluminum, serviceability can go to 650°C. Normal enamels, on the other hand,
can typically withstand temperatures'® between 200 and 300°C. Silicone also
offers good weathering qualities because of its water repellency. Although
these properties are important, camouflage paint binders must still meet the
optical property requirements discussed later.

Solvents are used as an application medium in paints that dry by evapo-
ration. These are primarily limited to lacquers and latex paints. Solvents are
eliminated in the drying process and have no effect on the optical properties
of the paint. Other paints, such as epoxies, urethanes, and baking enamels
form dry films by chemical reaction and do not contain solvents.

Certain additives can impart special optical properties to paints. Among the
most important are the flattening agents. One type of flattening agent reduces
specular reflections by adding particles of a grain size that is large compared
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to the wavelength. These large particles increase internal scattering. A special
case of the large particle additive is the transparent glass sphere or bead
additive. Glass spheres can result in large scattering angles, but they have
the side effect of producing a large retroreflectivity. This is desirable for some
applications such as for transportation road signs, but is obviously undesirable
when trying to protect military vehicles against active illumination sources
such as laser illuminators and search lights. Still, they are often found in
military instrument panel paints where they are effective in reducing glare.
Another type of flattening agent adds a ripple to the top surface of the coating.
The ripple diffuses specular reflections by increasing the range of incidence
angles apparent to the incoming light. It has the same effect on exiting in-
ternally reflected light.

Pigment particle size also affects gloss. Pigment grind sizes that are both
large in comparison to the wavelength of light and formulated in dense con-
centrations appear rough to incident light. Large grind sizes can also increase
surface roughness but surface scattering effects are typically secondary to
internal scattering. Small particle sizes in dense concentrations, on the other
hand, appear uniformly smooth to longer wavelength incident light for a more
glossy appearance. Thus, particle sizes can be used to provide diffuse scattering
properties in the visible and yet provide a more specular appearance in the
longer wavelength infrared region. As is seen later, this is exactly what is
wanted to simultaneously control solar reflections in the visible and infrared
when used on planar surfaces.

Most paints are composites of several material types. Therefore, the simple
formulas that predict reflectivity for homogeneous materials do not directly
apply. According to Starr!® the prediction of coating reflectivity for composites
can be derived from the properties of the medium and the suspended particulate
materials by dividing the problem into four cases.

Case I. Particle Size Is Much Less Than the Wavelength. Effective medium
theory (EMT) can be applied'® when the particle sizes are less than 20% of
the wavelength and when the particles are a small volume fraction of the total.
Specifically, the Maxwell-Garnett (MG) approach can be used. This approach
calls for modifying the material properties contained in expressions for ho-
mogeneous materials to impart small changes because of the presence of the
particulates. Expressions for reflectivity, such as Eq. (2.27), would then still

apply.

Casell. Particle Size Is Much Greater Than the Wavelength. Kubelka-Munk
theory!” explains diffuse reflectivity when the media has a high volume frac-
tion of particulates or when particles are large relative to the wavelength.

This theory relates reflectance to two factors: a scattering coefficient s and an
absorption coefficient k. Reflectivity is then given by the equation

_ 1 — [kolko + 2s)]2
P =1 T [kolko + 25)]7

) (2.28)

where s is the scattering coefficient, and ko is the absorption coefficient. The
absorption coefficient is equivalent to the Beer-Lambert extinction coefficient
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and is easily computed from the components’ concentration weighted absorp-
tion coefficients. However, the scattering coefficient has a complex relationship
to component properties. Details can be found in Ref. 17.

Case III. Particle Size Is Comparable to the Wavelength and Volume Concen-
tration Is Low. Material optical properties are complex in this range of par-
ticle sizes. No one theory appears to satisfactorily apply.

Case IV. Composites Consisting of Layers. Composites consisting of layers
that have thicknesses much larger than the wavelengths involved show few
interference effects. However, thin layers offer the potential for coatings to
show reflective spectral selectivity through optical interference. When these
layers are homogeneous, reflectivity is highly directional and is easily pre-
dicted as a function of incidence angle.!® However, when the particles are
composed of layers, the prediction of reflectivity is much more difficult and
has not been widely addressed.

As might be imagined by the complexity of some of the analytical ap-
proaches, many of the reflective properties of coatings are determined from
direct measurement. The formulations that produce the desired colors often
result from empirical investigations. The pigment formulations of many cam-
ouflage paints are also heavily empirical. Table 2.5 shows a summary of the
pigment types that result!®20 in various camouflage paint colors. Of particular
interest are formulations for various army greens. These paints are represen-
tative of a series of military camouflage paints designed to give a visual as
well as near-infrared match to the reflectivity of foliage. Figure 2.19 shows a
plot of the spectral reflectivity limits'® for field green, light green, forest green,
dark green, and olive drab.

2.4.3.2 Infrared Coatings. Of course, ideal coatings treat both the visible
and infrared requirements as well as rf needs. Compatibility requirements
between bands are discussed as these issues arise.

Equations (2.12), derived earlier, showed the important relation between
emissivity and reflectivity. A major connotation of this equation to signature
control is that a low emissivity surface must have a high reflectivity and that,
conversely, low surface reflectivity results in high emissivity. A practical im-
plication is that, when placing a high-temperature object in its natural en-
vironment, low-emissivity coatings may reduce self-emissions but still result
in significant overall apparent emissions because of reflections. A logical con-
sequence is that situations can arise where no emissivity, or surface applique,
can, by itself, provide the desired signature control levels. These situations
then require the application of other techniques, which are discussed elsewhere
in this chapter. Figures 2.12 and 2.13 previously showed representative emis-
sivities required for signature control when such control was possible using
surface appliques.

In general, spectral reflectivity requirements are application and scenario
dependent. However, nominal requirements can be stated from signature gen-
eration principles and knowledge of typical vehicle usage. Table 2.6 shows
nominal requirements by major spectral region. Visible region reflectivities
are driven by the desire to match the immediate background, which are often
low reflectivity (0.05 to 0.20) materials. Near infrared (NIR) reflectivities need
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Table 2.5 Pigmentation (from Ref. 19)

Light Green
Dark Green
Forest Green
Olive Drab
Green 383

Field Drab
Earth Yellow
Desert Sand

Aircraft Green
Olive Drab 34087

Earth Brown
Earth Red
Brown 383

Sand

Black

Aircraft Black
37038

Interior Aircraft
Black

Aircraft White
37875

Aircraft Red
31136

Aircraft Gray
Interior Aircraft
Gray 36231

Aircraft
Insignia Blue
35044

Acid insoluble green pigment predominately composed of
cobalt, zinc, and chromium oxides with other oxides
permitted, carbazole dioxazine violet, yellow iron oxide,
red iron oxide, chromium oxide, permanent maroon, light
stable organic yellow, magnesium/iron oxide.

Yellow iron oxide, red iron oxide, chromium oxide,
titanium dioxide, carbon black.

Yellow iron oxide, red iron oxide, carbon black, black
iron oxide.

Yellow iron oxide, red iron oxide, titanium dioxide,
carbon black, chromium oxide, brown iron oxide,

carbazole dioxazine violet.

Yellow iron oxide, red iron oxide, chromium oxide,
titanium dioxide, carbazole dioxazine violet.

Carbon black, black iron oxide.

Titanium dioxide.

Titanium dioxide, light stable organic red.
Titanium dioxide, light stable organic red.

Titanium dioxide, carbon black, yellow iron oxide.

Copper phthalocyanine blue, carbon or lampblack,
titanium dioxide.
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Fig. 2.19 Allowable spectral reflectivity range for various green camouflage paints.'®

to be dramatically higher (0.4 to 0.7) against live foliage backgrounds. In the
mid- and long-wave infrared, reflectivities need to be high on higher temper-
ature parts so that the resulting low emissivities can reduce self-emissions.
Required emissivity values, as shown earlier in Sec. 2.3, can easily range from
0.05 to 0.6. These low emissivities can result in high daytime solar reflections
as well as high day and night ground reflections. So in some cases, as with
high-altitude aircraft, reflectivities must be kept low and other means, such
as active cooling techniques, must be used to control the mid-infrared and long-
wave infrared self-emissions.

Table 2.6 Nominal Spectral Reflectivity Requirements

OBJECT

VISIBLE
0.4 - 0.7 micron

NIR
0.7 - 1.0 micron

MWIR
3 « 5 micron

LWIR
8 - 12 micron

Turbine nozzle

ow

low (vs. internal

low vs. internal

low (vs. internal

reflec.) high vs. reflec.) high vs. reflec.) high {vs.
hot parts hot parts hot parts)
engine housin