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Foreword

The Second International Workshop on Surfaces and Interfaces of Mesoscopic Devices {SIMD'97) was held
among the luxurious surroundings of the Hyatt Regency Hotel, on the Hawaiian island of Maui, from 7 to 12
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advances in the physics of mesoscopic devices and their future technological applications. The atmosphere of
the workshop was highly stimulating, with all contributions presented in oral format and sufficient time allocated
for lively question and answer sessions. The scope of the workshop was also ambitious, although without being
over-diluted. Major topics covered included: fundamentals of electron transport in quantum dots and quantum
dot arrays, organics on semiconductors, impurities in heterostructures, fabrication of nanostructures, single
electron devices, quantum wells and nanodevices.

As Guest Editor of this special issue of Semiconductor Science and Technology, | would like to take this
opportunity to thank all of the workshop committee members for their hard work and to gratefully acknowledge
the financial support for SIMD'97 from the Arizona State University and the Office of Naval Research. Here's
looking forward to doing it all again!

Jonathan Bird
Guest Editor
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Electronic properties in quantum dots
with asymmetric confining potential
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Abstract. N-electron eigenstates in circular, elliptical and triangular quantum dots
are calculated by numerically diagonalizing the N-electron Hamiltonian. The
addition energy spectrum for a circular quantum dot shows good agreement with
the experimental results reported by Tarucha et al. In elliptical quantum dots, the
degeneracy of the single-particle states is removed, resulting in a transition of the
ground state for a quantum dot with four electrons from the spin-polarized half-filled
configuration to the spin-singlet state. The states with 3, 6 and 9 electrons in a
triangular quantum dot are found to be slightly more stable compared with a
circular quantum dot, which is interpreted in terms of a geometrical effect.

1. Introduction

In quantum dots (QDs) containing a few electrons, the
Coulomb interaction plays an important role in determining
the energy states, and thus many-particle energy levels
depend strongly on the number of electrons in the QDs
[1]. Numerical calculations, therefore, require more
sophisticated treatments such as an exact diagonalization
method [2-8] for the electronic states in QDs to be
obtained. In the present work, we calculate N-electron
eigenstates in QDs by numerically diagonalizing the N-
particle Hamiltonian [8]. We especially focus on the effects
of the symmetry of the confining potential on the electronic
states.

2. Model and method

We consider a QD fabricated with the IngosGagosAs/Al-
GaAs heterostructure [9, 10]. Electrons are assumed to be
confined by an infinite square potential well, H(z), of width
W along the z direction. In order to consider anisotropic
QDs, we model the confining potential in the x—y plane,
V(x, y), by the following form:

V(x,y) = im*(@2x® + 0ly*)(1 + a3 cos 3¢) (1)

where w, and w, are the confining energies along the x
and y directions, respectively, a (= 0 or 1) is a parameter
to specify the shape of the confining potential and ¢ is the
angle with respect to the specific axis in the x—y plane.
When a = 0, the lateral confining potential becomes an
ellipse (for w, # w,) or a circle (for wx = w,). A
triangularly shaped confining potential can be obtained by
setting 1 for the parameter o and putting w, = wy. In
the present calculation we consider QDs with the average

0268-1242/98/SA0001+03$19.50 © 1998 IOP Publishing Ltd

confining energy wy = (wy + w,)/2 = 3 meV and well
width of W = 12 nm. The material parameters for
Ing0sGagosAs are computed by the linear interpolation of
the parameters between InAs and GaAs, which are the
effective mass of an electron of m* = 0.065m( and the
static dielectric constant of € = 12.9¢.

The N-electron eigenstates are expanded by the N-
electron Slater determinants composed from single-electron
eigenfunctions for the two-dimensional isotropic and
harmonic system by dividing the lateral confining potential
V(x,y) into two parts: one is an isotropic and parabolic
potential and the other is the remaining asymmetric part.
The confining potential in the polar coordinates (p, ¢) is
then given by the following equation:

Vip,¢) = im*@*0* + V'(p, ¢) )

where the first term on the right-hand side is the isotropic

and harmonic potential (& = (0} 4+ ®})'/?) and the

second term is the asymmetric part which is given by

Vip,¢) = tm*(w? — ®})p* cos 2¢, for an elliptic QD

and V'(p, ¢) = %&)sz cos 3¢ for a triangular QD. The N- ~

electron Hamiltonian in the QD can be written as follows:
|

N N ) ’ 62
H= ;ho(ri) +§V (Ti)+;j m 3)

where ho(r) = p?/2m* + %m*d)zpz + H(z) is the single-
electron Hamiltonian for the isotropic and harmonic system.

3. Results and discussion

Figure 1 shows the chemical potential difference Ap(N) =
(N + 1) — £(N), or addition energy, in a circular QD as
a function of the number of electrons. Full circles show
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Figure 1. Addition energies in a circular QD as a function
of the number of electrons: ®, calculated results for a
circular QD with wg = 3 meV; O, experimental results
reported by Tarucha et al [9].
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Figure 2. Addition energies for QDs with four electrons as
a function of the confining energy w, with the average
confining energy kept at a constant 3 meV: O, @, the
spin-triplet and the spin-singlet ground state for the QD
with four electrons, respectively. Insets (a) and (b) show
schematic diagrams for the single-particle energy levels
and electron configuration for the elliptical QDs containing
four electrons with confining energies of

(wx, wy) = (2.8 meV, 3.2 meV) and (2.2 meV,3.8 meV),
respectively.

the calculated results for the circular QD with a confining
energy of wy = 3 meV and open circles the experimental
results reported by Tarucha et al [9]. The chemical potential
is defined by w(N) = E(N) — E(N — 1) with E(N)
being the ground-state energy for N electrons. As seen in
figure 1 the addition energy spectrum obtained by the exact
diagonalization method agrees well with the experimental
results. Addition energy spectra reveal relatively large
peaks for N = 2 and 6 which are due to the completely

A2
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Number of electrons
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Figure 3. Chemical potential differences in a circular QD
(®) and a triangular QD (A) as a function of the number of
electrons for wy =3 meV.
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Figure 4. Density distribution of electrons in the QDs
containing three electrons with (a) a circularly and (b) a
triangularly shaped confining potential in the plane parallel
to the heterointerface. f is 20 nm.

filled shell structures [11]. In addition weak structurcs can
be seen at N = 4 and 9, which correspond to the spin-
polarized half-filled shell structure [9, 12].

Figure 2 shows thce addition energy for the elliptical
QDs containing four electrons as a function of the confining
potential w, with the average confining encrgy being kept
at a constant valuc of 3 meV. Open and full circles



correspond to the spin-triplet and the spin-singlet ground
states, respectively, for four electrons. For elliptical QDs
with weak asymmetry (3 meV < o, S 3.3 meV), the spin-
triplet states remain the lowest eigenstate, and the addition
energy decreases with increasing asymmetry owing to the
removal of the degeneracy of the single-particle states. For
QDs with wy, > 3.3 meV, the spin-singlet state becomes
the ground state, and the addition energy increases with
increasing w,. The transition between the spin-triplet and
the spin-singlet ground states is explained as follows.

A schematic diagram for the single-particle configu-
ration of the four-electron ground state is plotted in the
inset of figure 2 for elliptical QDs with confining ener-
gies of (wy, wy) = (2.8 meV, 3.2 meV) (inset (a)) and
(2.2 meV,3.3 meV) (inset (b)). For the elliptical QDs,
the single-particle energy is given by &,,n, = howy(nx + %)
+hwy(ny, + %) with n, and n, being the quantum num-
bers along the x and y directions, respectively. In the
inset of figure 2, the horizontal and the vertical axes rep-
resent ny and &,,,, /hawo, respectively, and the energy lev-
els with the same quantum number n, are connected by
broken lines. For the elliptical QD with confining ener-
gies (wy, wy) = (2.8 meV, 3.2 meV), the energy differ-
ence Ag between the single-particle states (ny, ny) = (0, 1)
and (1,0) is Ag¢ = 0.4 meV, which is slightly smaller
than the energy reduction Ay, = 0.44 meV due to the
exchange-correlation effect, and therefore two electrons
with parallel spins occupy the single-particle states (0, 1)
and (1,0) as seen in inset (a). For the elliptic QD with
(wy, wy) = (2.2 meV, 3.8 meV), on the other hand, the en-
ergy difference Ag is 1.6 meV which exceeds Ay.. The
ground state therefore becomes the spin-singlet state as
seen in inset (b). Since the energy of the (1,0) state de-
creases with increasing asymmetry of the QD, the spin-
singlet ground state becomes stable with increasing w, as
shown in figure 2.

Figure 3 shows Apy for the triangular QD of
wo = 3 meV together with Apy for the circular QD (full
circles). The addition energies for the circular and the
triangular QDs are found to exhibit almost the same
characteristics. The addition energy for the triangular
QD with N = 3, 6, and 9, however, is found to be
slightly larger than that of the circular QD. These features
may be explained as follows. The density distribution of
electrons in the QDs containing three electrons is plotted
in figure 4(a) for the circular QD and figure 4(b) for the
triangular QD. As seen in the figure, electrons in the circular
QD form a rotationally symmetric distribution, and the
electron density becomes small in the centre of the QD

Quantum dots with asymmetric confining potential

because of the electron—electron repulsion. On the other
hand, in the triangular QD, each electron moves toward
each corner of the triangle and forms a more stable state,
giving rise to a slightly larger addition energy. For the same
reason, electronic states for N = 6 and 9 in the triangular
QD become slightly more stable compared with the case in
the circular QD.

4. Conclusion

We calculated N-electron eigenstates in QDs with the
vertical confinement of a square quantum well and
with lateral confinement of circularly, elliptically and
triangularly shaped potentials. The eigenstates are obtained
by numerically diagonalizing the N-particle Hamiltonian
including the Coulombic interaction. For a circular QD
with N = 2 and 6 electrons, the addition energy exhibits a
large value, which corresponds to the completely filled shell
structure. For a QD with N = 4 and 9 electrons the spin-
polarized half-filled shell structure becomes the slightly
more stable state owing to the exchange effect between
spin-parallel electrons. For elliptical QDs containing four
electrons, we found a transition from the spin-triplet state
to the spin-singlet state with increasing asymmetry of the
QDs. In a triangular QD, slightly stable states resulting
from the localization of the electrons at the corners are
expected for N == 3, 6 and 9, which may be interpreted in
terms of a geometrical effect.

References

[

—

] Ashoori R C, Stormer H L, Weiner J S, Pfeiffer L N,
Baldwin K W and West K W 1993 Phys. Rev. Lett. 71
613
[2] Maksym P A and Chakraborty T 1990 Phys. Rev. Lett. 65
108
[3] Wagner M, Merkt U and Chaplik A V 1992 Phys. Rev. B
45 1951
[4] Kinaret J M, Meir Y, Wingreen N S, Lee P A and
Wen X G 1992 Phys. Rev. B 46 4681
[5]1 Hawrylak P 1993 Phys. Rev. B 71 3347
[6] Palacios J J, Martin-Moreno L, Chiappe G, Louis E and
Tejedor C 1994 Phys. Rev. B 50 5760
[7] Yang R and Ruden P P 1995 J. Appl. Phys. 78 1798
[8] Ezaki T, Mori N and Hamaguchi C 1997 Phys. Rev. B 56
6428
[9] Tarucha S, Austing D G, Honda T, van der Hage R J and
Kouwenhoven L P 1996 Phys. Rev. Lett. 77 3613
[10] Austing D G, Honda T and Tarucha S 1996 Semicond. Sci.
Technol. 11 388
[11] Macucci M, Hess K and Iafrate G J 1997 Phys. Rev. B 55
R4879
[12] Tanaka Y and Akera H 1997 J. Phys. Soc. Japan 66 15

A3



Semicond. Sci. Technol. 13 (1998) A4-A6. Printed in the UK Pll: 50268-1242(98)91859-4

Intrinsic stable orbits in open
quantum dots

J P Bird{, R Akist, D K Ferryt, J Cooperi|, K Ishibashit,
Y Ochiai§, Y Aoyagi and T Suganoi

 Center for Solid State Electronics Research, Arizona State University, Tempe,
AZ 85287-6206, USA

1 Nanoelectronic Materials Laboratory, RIKEN, 2-1 Hirosawa, Wako-shi, Saitama
351-01, Japan

§ Department of Materials Science, Chiba University, 1-33 Yayoi-cho, Inage-ku,
Chiba 263, Japan

Received 7 December 1997, accepted for publication 11 March 1998

Abstract. The conductance of open quantum dot devices is shown to reveal a
series of strikingly periodic oscillations as the negative bias applied to their defining
gates is varied at zero magnetic field. These surprisingly regular oscillations persist
with unaltered characteristics over a wide range of gate voltages, suggesting that

the intrinsic transpont properties of these devices are dominated by the selective

excitation of a small number of stable orbits.

Recently, much interest has focused on the connection
between the classical scattering properties of quasi-
zero-dimensional quantum dot structures and their low-
temperature electrical characteristics [1]. These devices are
typically realized using standard surface gate techniques
and are connected to external reservoirs by means of
quantum point contacts (figure 1, left inset). With these
openings configured to support one or more propagating
modes, the dot is strongly coupled to the reservoirs and it
has been suggested that its discrete level spectrum should be
obscured by broadening effects [2,3]. More recent studies
have demonstrated, however, that in the presence of this
coupling the main effect is in fact a selective excitation of
dot eigenstates by the input point contact [4-9]. In other
words, the introduction of coupling between the dot and
the charge reservoirs filters the effective density of states
that is probed in transport measurements [9]. The origin of
this filtering effect in turn lies in the collimating action of
the quantum point contacts, which inject electrons into the
quantum dot in a highly directed beam [4-6, 9].

Evidence for the selective nature of electron transport
in open quantum dots is provided by the results of
weak-field magnetotransport experiments. At sufficiently
low temperatures, phase coherence of the electrons
is maintained over long distances and the magneto-
conductance reveals a series of quasi-periodic oscillations
[7, 8]. Quantum mechanical simulations of electron
transport through these devices reveal the presence of
striking wavefunction scarring, the intensity of which
oscillates in a similarly periodic manner as the magnetic
field is varied [4,5]. Semiclassically, the scarring is
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Figure 1. Variation of the resistance of a 0.4 um quantum
dot with gate voltage at zero magnetic field and at a
temperature of 0.01 K. Broken lines are merely intended to
indicate the expected positions of the resistance plateaux
for two quantum point contacts in series which add
ohmically. Left inset: SEM micrograph of a 1 um quantum
dot whose gate design is similar to that of all dots studied
here. Right inset: variation of the resistance of a 1 um
quantum dot with gate voltage at zero magnetic field and at
a temperature of 0.01 K.

understood to result from the predominance of a few
selectively excited orbits, which precess around the dot
under the influence of the Lorentz force and which
ultimately give rise to the non-uniform accumulation of
probability density that the scarring implics. A natural
question therefore concerns whether evidence for the
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Figure 2. Conductance—gate voltage characteristic for the
resistance data shown in figure 1. Broken lines again
indicate the positions of expected plateaux for point
contacts which add ohmically. Inset: subtraction of a
monotonic background from the raw data shown in the main
figure yields a strikingly regular, oscillatory component.

existence of these stable orbits can be inferred in the
absence of an applied magnetic field. In this paper,
we address this issue by studying the gate voltage
dependent variation of electron transmission through open
quantum dots at zero magnetic field. = Reminiscent
of previous magnetotransport studies [7,8], the low-
temperature conductance of the quantum dots is found to
exhibit a series of regular oscillations as a function of gate
voltage [10-15]. The oscillations persist over a wide range
of gate biases and autocorrelation and Fourier analyses
confirm their periodic nature, in turn implying that the
zero-field transport properties of these devices are indeed
dominated by a small number of stable orbits.

In this report, we summarize the results of studies of
more than ten different quantum dots and, while space
limitations prevent an exhaustive review, we emphasize
that the selected results presented here may be taken as
representative of typical device behaviour. The quantum
dots were realized in GaAs/AlGaAs heterojunction material
using the split-gate technique and ranged in lithographic
size from 0.4 to 2 pum (figure 1, left inset) [1]. After
illumination with a red LED at liquid helium temperatures,
the Hall bars on which the gates were patterned were found
to have carrier densities of (4-5) x 10'* m~2 and mobilities
of 20-70 m?> V~! s, The samples were clamped
to the mixing chamber of a dilution refrigerator and
their transport properties were measured at zero magnetic
field. Standard lock-in techniques were employed and an
excitation voltage of less than 3 puV was used for the
current-biased measurements.

At temperatures of order a few kelvins or so, sweeping
the gate voltage in experiment is found to give rise
to a smooth variation of the resistance of the quantum
dots, revealing clear evidence for the roughly quantized
plateaux that are expected for pairs of quantum point
contacts aligned in series [16] (not shown here). On
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Figure 3. Autocorrelation function of the conductance
oscillations shown in the inset to figure 2. In order to avoid
the usual confusion associated with poor statistics in the
tail, each value of the correlation function is obtained by
averaging over a fixed number of data points [7]. Inset:
Fourier power spectrum of the conductance oscillations
shown in the inset to figure 2.

lowering the temperature to well below 1 K, however, these
smooth characteristics become obscured by reproducible,
resonant-like fluctuations (figure 1). While it might be
speculated that the fluctuations somehow arise from the
presence of unintentional impurities within the quantum
dots, we emphasize that they are found to be a generic
feature of low-temperature measurements. A comparison
of the results obtained before and after low-temperature
illumination suggests that the oscillations do not result from
an impurity scattering effect, as might be speculated, but
instead reflect the fundamental properties of the quantum
dots. In particular, prior to improving the electron mobility
with illumination, the oscillations are found to be very
strongly suppressed. The oscillations are ubiquitous to
illuminated devices, however, and, since illumination is
expected to result in improved screening of impurities, this
in turn suggests that the oscillations are not related to the
presence of unintentional impurities in these devices.
Closer inspection of the fluctuations obtained on
sweeping gate voltage reveals a highly periodic nature that
persists across a wide range of this parameter (figure 2).
In figure 3, we show the results of autocorrelation and
Fourier analyses of the conductance oscillations. The
correlation function is plotted in the inset of this figure and
shows periodic oscillations across its entire tail, as well
as significant regions of negative excursion. Consistent
with this, the Fourier power spectrum of the same
data shows a strong fundamental peak with evidence
for second and third harmonics (figure 3). Periodic
conductance fluctuations were previously reported in weak-
field magnetotransport studies of these devices and their
correlation functions and Fourier spectra were found to
reveal the same characteristics as those obtained here [7, 8].
In particular, the simple periodicity of the magnetically
induced fluctuations was found to result from distinctive
scarring of the electron wavefunction, produced by the
remnants of a few semiclassical orbits [4,5]. The strikingly
similar characteristics obtained on sweeping either magnetic
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field or gate voltage suggest that these selected orbits
persist in the absence of an applicd magnetic field. In
other words, the predominance of a few stable orbits in
transport is an intrinsic characteristic of these quantum
devices. While conductance oscillations as a function of
gate voltage have been reported previously [10-15], the
underlying periodicity of these and their connection to the
selective excitation of stable orbits have not been widely
appreciated until now.

At this point, it is instructive to consider the
implications of our findings in further detail.  When
studying the transport properties of open quantum dots. it
is frequently assumed that their discrete eigenspectrum is
obscured by virtue of the coupling introduced to the external
reservoirs [2,3].  This in turn allows the assumption
of ergodicity, in the presence of which the conductance
may be expressed as a uniform sum over all possible
semiclassical paths. Given such a model, the conductance
is then expected to exhibit highly aperiodic fluctuations
as a function of magnetic ficld or gate voltage, either of
which may be used to modulate the phase of the electron
wavefunctions.  Such behaviour is clearly not apparent
herc (or in magnctotransport studics [7, 8]), indicating that
the transport propertics of these devices are dominated
by the selective cxcitation of a small number of orbits.
As is apparent from the inset to figure 2, the periodicity
of the conductance oscillations is largely independent of
gate voltage, suggesting these orbits arc highly stable as
was previously inferred from our magnetotransport studics
{7, 81.

In conclusion, the zero-ficld conductance of open
quantum dot devices exhibits strikingly periodic oscillations
which persist unaltered across a wide range of gate voltages.
The simple periodicity of the oscillations is confirmed by
autocorrelation and Fourier analyses and their persistence
over a wide range of lead openings suggests that the
transport propertics of these devices are dominated by the
selective excitation of a small number of stable orbits, even
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in the absence of an applied magnetic field. Future studics
will focus on the detailed comparison of these experimental
results with realistic quantum mechanical simulations of the
devices [17].
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Abstract. The fluctuations of a square quantum dot have been studied as a
function of the dot width. Measurements were made at magnetic fields ranging
from the zero-field to edge-state regimes. The experimental results are compared
with numerical quantum calculations and semiclassical periodic orbit theory.

It is well established that at low temperatures the
magnetoconductance of submicron quantum dots defined
in high-mobility 2DEGS exhibits fluctuations and a weak
localization peak originating from the wave interference of
the phase-coherent ballistic electrons [1]. A great deal
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of attention both experimental and theoretical has been
devoted to the statistical properties of the fluctuations [1-
7]. There is, however, a second related question which
is being addressed, namely whether one can predict the
specific frequencies of the fluctuations from the lithographic

b) Theory
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Figure 1. (a) Measured magnetoresistance of the dot at T =7 K. The dot (450 nm by 490 nm) is defined by four
independently controllable gates; see inset. Different traces correspond to different plunger gate voltages. (b) Calculated
magnetoresistance of a rectangular dot (see inset) (L = 500 nm). The transverse side, W = 800, 600 and 400 nm (top to

bottom); electron density, n =2 x 10 m=2,
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Figure 2. (a) Smoothed density of states of an isolated rectangular dot and its Fourier transform (FT) as a function of the
transverse size, W. Horizontal bars and an arrow mark the expected contributions from several shortest periodic orbits which
are schematically depicted in the figure (see text for details). (b) Calculated conductance oscillations (with a smooth
background subtracted) and their FT for the open dot (depicted in the right inset); B = 0. (Parameters of the dots in (a), (b)
are similar to those of figure 1(b); corners of the dot are rounded.) (c) Measured low-field conductance oscillations (with
smooth background subtracted) and their FTs as a function of the effective transverse size, W,y. The three upper curves
correspond to different finger gate voltages setting two, three or four modes in the constrictions at B=0T.

shape of the device [5,7-14]. In this regard the periodic
orbit approach [15, 16] has proven to be very successful in
the interpretation of the observed and calculated fluctuation
frequencies.  These fluctuations are usually observed
experimentally as a function of magnetic field [1,3-
7]. This, however, leads to a problem of interpretation.
As the magnetic field is raised the zero-field periodic
orbits are quickly distorted, become less stable and may
eventually vanish [14]. In this paper in contrast we perform
measurements as a function of the dot width at fixed
magnetic fields.
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The device consists of a (lithographically) rectangular
quantum dot whose geometry is defined by four
independently controllable gates. The gates were deposited
on a very-high-mobility AlGaAs/GaAs heterostructure. An
SEM micrograph of a device similar to the one used is
shown in the inset of figure 1(a). Onc gate defined the top
edge of the dot. Two finger gates were used to complete
the entrance and exit potentials of the dot while a fourth,
the plunger gate, was used to control the width of the dot.

Fully quantum calculations arc made to compare with
the experimental data.  These are performed within



the Landauer formalism which relates the two-terminal
conductance of the device, G, and the transmission
coefficient by the formula G = (2¢*/h)T. A ‘hybrid’
recursive Green’s function technique [17] (note that
the magnetic field is included both in the leads and
the dot regions) is used to compute T. In a few
cases (e.g. figures 1(b) and 3(b)) a phenomenological
imaginary optical potential is introduced to mimic the
effects of temperature and inelastic broadening. Hard-wall
confinement and a flat potential inside the dot are assumed
for simplicity. Self-consistent calculations based on the
Thomas—Fermi approximation have shown that this is a
good approximation for the actual confinement of a square
dot [18].

In order to achieve the required quantitative analysis of
our experiment it was necessary first to calibrate extensively
the parameters of the dot itself. The number of modes in
the entrance and exit leads could be set accurately because
of extensive edge-state backscattering experiments for
different applied gate voltage combinations. The classical
ballistic features which dominate the dot magnetoresistance
at elevated temperatures (>2 K) have been used to extract
information on the dot electron density. Figure 1(a) shows
the experimental results taken at 7 K for three different
plunger gate voltages. Results of numerical calculations
at T = 0 are shown in figure 1(b). The gross features
are in good agreement. The peak in conductance at B,
corresponds to a conductance enhancement related to the
classical magnetic focusing trajectory illustrated in the inset
of figure 1(b). Similar magnetic focusing features have
been seen previously in various geometries [1,11,19,20].
From the position of the peak 2r, = L at B = B, we
estimate the dot density, n, to be 0.67 x 10" m™2. We
used a value of L = 400 nm and assumed a constant
density. It is important to note that the uncertainty of L
had surprisingly little effect on the zero-field interpretation
of the characteristic frequencies of oscillations while the
above calibrations confirmed that, over our small plunger
gate voltage range, the density changed by only a small
amount. Measurements made at higher fields (which will
be described in detail elsewhere) in the edge-state regime
as well as Coulomb blockade measurements were used to
relate the variation of the plunger gate voltage to changes
in dot size.

Previous related studies have shown that transport
through open dots is mediated by the resonant states
associated with eigenstates of the corresponding closed
structure [9,11,12]. This implies that conductance
oscillations can be related to the variation of the oscillating
part of the quantum mechanical density of states of the
isolated dot. In turn, a semiclassical Gutzweiller periodic
orbit theory [15, 16] provides a powerful tool to explain and
analyse the density of states of an isolated device in terms
of several shortest periodic orbits of the corresponding
classical system. Consider first, therefore, figure 2(a)
where we plot the results of a quantum calculation of
the smoothed density of states of an isolated rectangular
dot as a function of its width, W, at B = 0. The
FT confirms that the density of states contains several
components which are directly related to specific families

Conductance fluctuations of quantum dots
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Figure 3. FTs of the measured conductance oscillations in
the field region 0.075 T < B < 0.525 T. @, frequency of the
Aharonov-Bohm oscillations.

of periodic orbits. These are identified in the figure (note
that the orbits can be classified in the usual way by the
number of collisions with the vertical and horizontal walls
[16]). Of course, certain periodic orbits, e.g. (1,0), do
not contribute to the fluctuations since they are not to
first order affected by the plunger gate. Orbits other than
the (0, 1) orbit are quasi-periodic since the period varies
slightly with the width. However, it is important to stress
that the ranges of quasi-periodicity for specific families
of periodic orbits do not, as a rule, overlap (the ranges
are shown as bars in the figure). Figure 2(b) shows the
theoretical results for the conductance fluctuations for an
open dot and reveals that these are dominated by the
same periodic orbits as the isolated dot. The FT of
the conductance fluctuations, with a smooth background
removed, is found to contain the identical peaks. Finally
these results are compared with experiment in figure 2(c).
The top three curves show the conductance fluctuations and
related FTs for three different lead conditions (containing
two, three and four modes) at B = 0. It can be seen
that the experimental results are in good agreement with
the theoretical model (note that the same periodic orbits
are responsible for the fluctuations). For the calculations,
L, and the density, ny, are L = 500 nm and n, =
2 x 10" m™2, which are slightly different from the
experimental parameters. This is the only reason why
the FT peaks appear at slightly different positions for the
experimental traces.

The fact that the behaviour is very similar for different
numbers of modes in the leads is important since it indicates
that the fluctuations are fundamentally a property of the dot
and not simply a reflection of the coupling of the leads to
the eigenstates of the dot. The lower two curves are taken at
25 mT and 50 mT. They reveal that for these very low fields
the same periodic orbit governs the fluctuations. At such
low fields the periodic orbits are only slightly distorted from
their zero-field counterparts. This behaviour only occurs,
however, for very low fields. In figure 3 we plot the FT as
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the magnetic field is increased. Between 0.1 T and 0.2 T
the fluctuations have a much smaller amplitude and the FTs
become much smoother, containing no significant pcaks.
While periodic orbit theory is still valid in this regime it is
likely that the stability of the orbits is dramatically reduccd
resulting in a less significant contribution of individual
periodic orbits to the fluctuations (i.e. a smaller Liuponov
exponent).

At magnetic fields above 0.25 T (i.e. B > B.) a sharp
peak develops in the FT. This peak moves gradually to a
larger value of 1/AW,ss as the magnetic field is increased.
The full circles mark the position of the period predicted
by the Aharonov—-Bohm formula (AW L = 1/B®). It is
clear that the peak follows the Aharonov-Bohm formula.
It is important to note that at these ficlds the transport is
still not mediated by edge states and yet the Aharonov—
Bohm formula describes the periodicity of the fluctuations
convincingly. Finally, as the edge-state regime is reached
at higher fields the period obtained is simply that predicted
from the Aharonov—Bohm period.

In this paper we have studied conductance fluctuations
in a square dot as a function of the width of the dot at fixed
magnetic fields. We have discovered different behaviours
in a variety of magnetic field regimes.
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Abstract. We study the effect of mode coupling on the magnetoconductance
fluctuations of a square ballistic quantum dot fabricated in AiGaAs/GaAs
heterostructure material and defined by Schottky gates. Structures prepared allow
for the independent variation of the number of propagating input and output modes
and their coupling to the main cavity. While adjusting the opening of the input and
output point contacts changes the number of modes allowed to propagate into the
dot, the excitation from a quantum wire creates an additional selection rule.

The autocorrelation and Fourier analyses of the fluctuations demonstrate that the
formation of the quantum wire has a strong effect, not only on the average
conductance of the dot but also on the excitation of the semiclassical orbits within it.

1. Introduction

Several groups have recently presented magnetoconduc-
tance studies in open quantum dots which have been in-
terpreted surprisingly well using semiclassical arguments
[1-3]. Recently, Akis et al have used classical and quantum
mechanical simulations to enhance the semiclassical inter-
pretations of experiments [4]. These simulations provide
striking images of patterns, or scars, in the wavefunctions,
which further motivate the application of semiclassical the-
ories. The use of periodic orbit theory [5] for closed sys-
tems in magnetic fields has been thought to explain qual-
itatively the magnetoconductance fluctuations and energy
level structure [6,7]. The emphasis is clear in these re-
cent works; the semiclassical, intuitive notion of classical
trajectories dominating the often counterintuitive quantum
transport is surprisingly valid.

Even more recently, the focus has been on the striking
differences which remain between the predictions of theory
for closed systems and the experimental and numerical
results for open dots. It has been shown that only a few
of the many available classical trajectories are selected
for transport by the quantum point contact leads [4, 8-11],
owing to the momentum matching conditions imposed on
the electrons entering the dot. This manifests itself in
the wavefunction as collimation. To some, the imposition
of leads on the closed system may be perceived as a
nuisance. To others, it presents a further challenge of
our understanding and its application to future devices and
circuits.

0268-1242/98/SA0011+04$19.50 (© 1998 IOP Publishing Ltd

Here, we investigate the role of the mode coupling in
the quantum point contact by changing the input from a
two-dimensional electron gas (2DEG) to the modes of a
quantum wire. Thus, we can modify explicitly the coupling
from the environment to the modes of the lead and hence
to the dot itself. Both the lead orientation and the lead
opening have been varied in recent experiments and have
been shown to affect the results [9, 12]. Similar behaviour
is expected in these experiments.

2. Experiment

Samples are fabricated on AlGaAs/GaAs heterostructure
material with a patterned bulk mobility of 10 m?> V=! s~!
and carrier density of 1.5 x 10! m~2 at 10 mK. Mesa isola-
tion, ohmic contacts and interconnect metallization are pat-
terned and processed using standard fabrication techniques.
The final Schottky barrier gates, defining the dot and wire
structure, were patterned by electron beam lithography and
liftoff. The dot was lithographically designed to be 0.8 pm
square with 0.1 um openings. The wire was designed to be
1.2 um wide and 6.0 wm long. After depletion, the actual
geometry of the dot was inferred from measurement to be
0.6 um. The device is shown in figure 1.

The characteristics of the wire and dot lead opening are
determined at zero magnetic field. The dot openings and
wire width are varied and their independent conductances
are used as a rough guide for the number of propagating
modes at each stage of the structure. Measurements
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Figure 1. Scanning electron micrograph of the device.
Superimposed are labels of the electrical connections used
for the experiment.

of the magnetoconductance of the dot are performed at
various configurations of wire width and dot lead opening.
For all experiments, at most only one of the quantum
wires is defined, providing the equivalent of an input-
output impedance mismatch. Measurements arc made
using standard lock-in techniques at 10 mK in a dilution
refrigerator. The overall constant current excitation of the
device is kept well below kT to avoid electron heating.

3. Results and discussion

The conductance of the bare dot, with the wire gate
voltage set to zero, versus lead opening voltage is shown
in figure 2(a). In addition to a gradual decrease in
the conductance as the dot gate bias is made more
negative, reproducible fluctuations arc observed. This
particular behaviour is discussed by Bird ef al [13]. In
this experiment, the lead opening gates arc part of the
dot-defining geometry and therefore it is impossible to
control the effective geometry of the dot and the opening
independently. The result is a situation where the mode
number and spread of the collimation are changing as well
as the effective area of the dot. Recent magnetoconductance
experiments and simulations suggest that the collimation
condition does not change significantly enough with lead
opening to have a drastic effect on the selected periodic
orbits [9]. The major cause of the fluctuations is more
likely to be a modulation of the effective arca.

At various dot lead voltages, the wirc is additionally
defined at one side, and its gate voltage is also varied.
This produces dot conductance characteristics as shown in
figure 2(b). The effect is a fairly regular modulation of the
conductance as the input—output mode matching conditions
of the dot are varied. This modulation depends on the
overall conductance. As the dot leads are closed, the
magnitude of the wire-induced modulation decreases and
is always less than e?/h. We may consider the wire to be
modulating the transmission of each mode in the lead but
never completely eliminating any. Therefore, the relative
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Figure 2. Dot lead opening and wire gate characteristics.
Schematics of the measurements are at the right. (a) Dot
conductance versus dot gate voltage without the wire
defined. (b) The result of wire gate voltage variation at
constant dot lead opening voltage for two values of dot
voltage. Arrows in both (a) and (b) represent bias
conditions for the magnetoconductance results presented
in figure 3.

effect of the wire on the system is expected to be greatest
when there are between two and five modes propagating in
the quantum point contact.

Magnctoconductance studies arc performed to charac-
terize the effects of both the lead opening and the wire gate
voltage on the dot. At several combinations of lead opening
voltage, the effect of the wire on the magnetoconductance is
observed. Lead gate voltages are varied so that an estimate
for the propagating modes in the quantum point contact is
from less than one to three. A representative example of
the magnetoconductance results is shown in figure 3. The
magnitude of the fluctuations is 50.2e2/h and decreases
with the average conductance of the dot. Note that both
lead opening and wire gate voltages affect the nature of the
fluctuations.

In most cases magnetoconductance traces are fitted to
remove the background behaviour and this fit is subtracted
from the data.  Autocorrelation functions and Fourier
transforms arc typically derived from this result. For
ballistic quantum dots, the dominant fluctuation periods are
thought to be associated with particular periodic trajectories
in the system, although the theoretical basis for this is not
well developed. An important difficulty is the fact that
the magnetoconductance fluctuations are characteristic of
a modulation of the density of states at the Fermi energy.
The nature of these oscillations, although quasi-periodic, is
non-stationary, unlike Aharonov-Bohm oscillations, which
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Figure 3. Magnetoconductance results for varying

wire voltages at two lead opening voltages.

The measurement configuration is shown in figure 1.

Only one of the wires is defined at a time. In both (a) and
(b) a polynomial fit was subtracted from the original data.
In (a) (Vg(dot) = —0.069 V) the data are offset by 0.2¢?/h;
from top to bottom the wire gate voltages are 0, 0.2 and
0.55 V. In (b) (Vs (dot) = —0.078 V) the data are offset by
0.1€?/h; from top to bottom the wire gate voltages are 0,
0.25 and 0.65 V. Note that, for the narrower lead opening,
the amplitude of the fluctuations is roughly halved.

are essentially independent of the absolute field over
large ranges. In other words, the Lorentz force bends
the classical periodic trajectories and must alter their
associated fluctuation periods. Another difficulty is that
there are several families of degenerate periodic orbits
to consider. As a result, it is practically impossible to
determine exactly which trajectories are contributing at a
given magnetic field. Nonetheless, analyses such as this,
on a finite window of the data, centred at a particular
magnetic field have been the accepted tool for describing
the fluctuations. The ideal, which is a useful and interesting
interpretive result of periodic orbit theory investigations, is
a decomposition of the fluctuations into the contributions
of each periodic trajectory [6,7]. This would provide
an intuitive semiclassical connection to the experimental
results in quantum ballistic semiconductor billiards.

As more detailed experiments are performed on
these systems, the ambiguity of the analysis becomes
unacceptable. In an effort to remove some of the

Conductance fluctuations in quantum dots

Vs dot=-0.069V V,dot=-0.078V

Figure 4. Fourier analysis of the autocorrelation functions
for the data of figure 3. The vertical axis of each panel is
the centre of the autocorrelation averaging window in
magnetic field. Brightness corresponds to higher spectral
power. Relative powers corresponding to white are shown
in the lower right corner of each panel. The left and right
columns correspond to Vg(dot) = —0.069 V (figure 3(a))
and Vg(dot) = —0.078 V (figure 3(b)) respectively. The
rows, from top to bottom, correspond to increasing wire
gate voltages as in figure 3. For this sample the ratio of the
cyclotron radius to an estimated side of the dot (0.6 um
after depletion) is unity at about 0.1 T. A window of 0.2 T
was used for the autocorrelation function centred at many
points in magnetic field. The size of this window ensures
that several periods in the fluctuations are sampled.

ambiguity and it is hoped to identify subtle differences in
the character of the fluctuations, a slightly more detailed
analysis approach is taken here. After fitting the data
to remove the background (with a low-order polynomial)
autocorrelation functions are generated with a suitably
large window centred at many magnetic field values. The
Fourier transform of each segment is then assembled in a
three-dimensional surface plot. In this way, the dominant
periods in the data can be tracked through magnetic field.
Although it is by no means a rigorous decomposition of the
fluctuations, this analysis provides a useful ’fingerprint’ for
visualizing and interpreting the non-stationary phenomena.

Results of the analysis for the magnetoconductance data
of figure 3 are shown in figure 4. From this analysis
it is clear that the selection of dominant periods varies
with variations of both lead opening and wire width. The
specific role of lead openings in the selection of these
periods has been discussed previously [9, 10]. As shown
in figure 4, the dominant periods can be slightly shifted
with a change in the effective dot geometry. It is also
clear that the mode matching condition, modulated by
the wire, at a constant lead opening, affects the observed
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Fourier spectrum. With a change of wirc width, the
characteristic periods do not apparcently change, but their
relative strength over the entire range of magnetic ficld is
altered. Also, the overall magnitude of the fluctuations is
damped with decreasing wire width. Similar to the situation
of the gate characteristics in figure 2(b), this effect is
greatest when the overall conductance is low. An important
observation is that the dominant periods do not appcar to
vary smoothly with magnetic field. Although it is not at
present understood, we emphasize that this effect is not an
artefact of the analysis.

The current semiclassical thcory for these structures
does not normally account for these results. The lead
collimation, and resulting selection of classical trajectories,
might be accounted for by a modification of the sum
of contributing periodic orbits [14]. Recent theoretical
approaches have been proposed to account properly for the
lead behaviour at zero magnetic ficld [15, 16]. However, it
is unclear exactly what role the quantum mechanical mode
matching condition, complicated by the magnetic ficld, has
in the semiclassical picture.

4. Conclusion

In conclusion, we have outlined a visualization technique
which offers a more comprchensive study of quasi-
periodic conductance fluctuations. Using this technique,
the character of the fluctuations can be followed through
magnetic field to allow a more detailed interpretation based
on semiclassical theory. From experiment we observe that,
by varying the input—output mode matching conditions of
a ballistic quantum dot, the sclection of classical periodic
trajectories is modified without changing the relatively open
nature of the dot itself. This has bearing on the application
of these dots in more complex arrangements, or circuits,
where the interaction between them is crucial. This featurc
also further complicates the adaptation of an intuitive
semiclassical theory for these engincered systems. Future
experimental studies and improvements to the semiclassical
theory to account for open systems will it is hoped enhance
this approach.
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Abstract. We have studied the low-temperature magnetotransport in quantum dots
and wires. Using the correlation function and electron focusing methods, we
observed evidence for the presence of a stabilized orbit in the dot and wire. We
have also studied a geometry-induced fractal behaviour of the magnetotransport in
the quantum dot and wire, which confirms the regularity of the dominant orbits.

In submicron-sized quantum devices, electronic transport is
considered to occur via only a few discrete quantum states
so that the transport trajectory relates to a characteristic
wavefunction ‘scarring’ [1]. The scarring constitutes a di-
rect manifestation of classical mechanics in the quantum
transport properties of the devices and can be probed ex-
perimentally through the application of a magnetic field [2].
This scarring may even be observed in an open structure
such as corrugated quantum wires and is thought to be con-
nected to the observation of backscattering peaks in their
low-temperature magnetoresistance (MR) [3]. On the other
hand, geometry-induced fractal behaviour was recently pre-
dicted for conductance fluctuations in mesoscopic systems
and was attributed to the trajectory trapping effect in mixed
(chaotic—regular) phase space [4-6].

In this report, we present results of magnetotransport
studies performed in a ballistic quantum dot and wire based
on the fractal behaviour in both of the systems by analysis
of the fluctuations themselves.

All devices have been realized through the standard
split-gate technique on the surface of a high-mobility
GaAs/AlGaAs wafer. The wafer is patterned into a
standard Hall bar geometry with a width of 80 um with
a voltage probe separation of 200 um. The electron carrier
density and mobility are respectively 4.1 x 10" m~2 and
20 m®> V7! s7! for the dot and are 2.7 x 10'> m~2 and
48 m* V7! 57! for wire. The quantum dot is patterned
as a rectangular or a stadium-like geometry, consisting of
one centre split gate and two quantum point contact (QPC)
leads. The lithographic dimensions of the dot are roughly
0.8 x 0.8 um? (see inset of figure 2), while the measured
mean free path in the bulk wafer is 2.2 um. Thus, the dot
system is expected to be ballistic in nature. The designed
length and width of the corrugated quantum wire were 3.0
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Figure 1. Low-temperature MR of the dot array system of
the corrugated gated wire at low fields.

and 1.0 pm, respectively. The corrugation tips with 0.2 um
height and 0.1 um length were located at both of the wire
walls with a period of 0.7 um (see inset of figure 3). Then
it can be considered as a dot array system.

At temperatures of the order of 1 K and below
reproducible and highly regular oscillations are observed
in the MR of the dot as shown in figure 1. As we discuss
below, in the region near zero magnetic field for both types
of dots, we observe a sharp peak of the MR thought to be
due to ballistic weak localization (WL) [7-9]. Reproducible
fluctuations due to ballistic electron interference are also
observed. The correlation function analyses are performed
for the low-field MR. While the initial decay can be used
to define a correlation field B,., the dominant feature is
the oscillatory behaviour. This periodic nature becomes
stronger as V), the voltage of the gate bias at the QPC,
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Figure 2. Variance, ((AG)?), for a single dot is plotted as a function of the field interval, AB. Inset shows the exponent y

and fractal dimension Dr as a function of the channel conductance at the centre gate voltage V.
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Figure 3. The exponent y and fractal dimension Dr as a function of the channel conductance, N, for dot array.

increases, reducing the number of modes in the QPC
[10,11]. A preliminary analysis of the periodic oscillations
at V, = —0.50 V has been given previously [10], where
it was shown that a 70 T~' component was prominently
observed in the FFT analysis for both the experiment and
a theoretical simulation. If one applies a flux quantization
criterion to this observed frequency, the average area of the
orbit corresponds to 0.3 wum?, one-half of the dot area, a
result in keeping with earlier obscrvations [2]. For only a
few electron channels in the dot, highly regular oscillations
are observed in the FFT analysis of the correlation function
of the low-field magnetoconductance and are thought to
be due to a regularly recurring wavefunction scarring [12].
However, the fundamental frequency of the oscillations is

A6

low and the estimated area is smaller than the dot area by
one order of magnitude. This reduction can be explained
by the flux cancellation effect due to a stabilized electron
orbit with an hourglass-type trajectory [12].

Next, we focus on the fractal behaviour of the transport.
For a Gaussian random process, electron transport described
by a fractal Brownian motion has been shown to exhibit a
variance of the magnetoconductance fluctuation (AG)Y)
proportional to (AB)Y [4,5]. The exponent y is in
turn related to the fractal dimension through the relation
Dp =2—y/2 [4]. The experimental field resolution is
~0.1 mT. This provides a significant range of fields over
which the fractal dimension can be estimated. The upper
limit of the useful field is B,, which is located near 1 mT



for the dot. Below 1 mT, it may be seen that the slope
of the resulting curve of ((AG)?) is almost 2 as shown in
figure 2, although the exponent y seems to deviate slightly
from the quadratic relation as the gate voltage is varied. y
and Dy are shown in the inset of the figure as a function of
the gate conductance, N, scaled by 2¢?/h for only a few
electron channels in the dot. This result leads to a fractal
dimension of ~1, which is suggestive of linear transport
along a classical regular orbit.

As for the dot array system (corrugated quantum wire),
the results for both y and Dp are shown in figure 3.
Although we obtained Dp ~ 1 for the dot, scattered values
of D from 1.0 to 1.6 are observed in the wire. In the wire,
since the WL lineshape of the corrugated wire can be almost
fitted with a Lorentzian, the stabilized trajectory seems to be
difficult to realize in all cases. Near N =5 in figure 3, Df
is almost unity as in figure 2 and electron focusing peaks are
usually clearly observed in low-field MR [3]. At N > 5§,
the clarity decreases. When we control the gate bias, the
shape of the dot array changes slightly; it reflects a large
change of the trajectory of the transport. If the stability of
the electron orbit is sensitive to the change of the scattering
nature of the potential wall, the change of D is expected.
Therefore the fractal nature strongly depends on the details
of device geometry. Clear wavefunction scarring is also
suggested in the corrugated quantum wire [3].

In conclusion, we have studied the low-temperature MR
of a gated ballistic quantum dot and wire based on the
fractal nature of the transport. Variation of the voltage
applied to these split gates allows us to tune the shape of
the quantum dot or wire and thus to investigate the stability
of the orbits which are thought to be responsible for the
fractal behaviour. The fractal behaviour in the dot and
wire leads to Dr ~ 1 for a stable trajectory, confirming
the regular nature of the orbits which are most likely to
be stable orbits even in the stadium-shaped dot (where the
classical dynamics is normally thought to be chaotic).

Magnetotransport in quantum dots and wires
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Abstract. We have performed numerical simulations of the quantum mechanical
transport and corresponding wavefunctions in square quantum dots. In order to
obtain a better understanding of the role of leads in transport, we examine the
conductance as a function of both magnetic field and energy for two different lead
configurations and compare these results with a ‘closed’ dot connected to the

external environment by two tunnelling barriers.

Recently, studies of magnetotransport fluctuations in
circular quantum dots connected to leads have used simple
tunnelling models in order to explain the results [1,2].
The conclusion drawn was that the periodic naturc of
the fluctuations could be understood almost exclusively in
terms of the density of states of the closed dot, even with
several modes passing through the leads. On the other hand,
studies of magnetotransport fluctuations in square dots have
taken an entirely different point of view, suggesting that the
leads are of primary importance [3-5]. In this rcgard, it has
been found that the diffraction effect due to the quantization
of modes in the leads causes the electrons to enter the dot
in collimated beams and it is believed that this collimation
is responsible for a highly selective excitation of dot states.
In hand with this, ‘scarred’ wavefunctions, which have
amplitude maximized along a particular periodic classical
orbit (in particular, a diamond-shaped orbit), have also been
seen in simulations of open quantum dots [3-5]. These
scars appear at resonances in the conductance and can occur
periodically, with periodicities apparently coinciding with
peaks in the Fourier power spectrum of the conductance
fluctuations [3,4].

In this paper, to clarify further the role of the leads, we
employ a stabilized variant of the transfer matrix approach
[6] to study the magnetotransport and corresponding
wavefunctions of square quantum dots. Specifically, we
examine the conductance, G, as a function of both Fermi
energy, E, and magnetic field, B, for several different
configurations, including one in which the dot is ‘closed’
and transport is allowed via two tunnelling barriers. As will
become apparent, studying the three-dimensional function
G(E, B) provides a very graphical way to see first hand the

0268-1242/98/SA0018+03$19.50 (© 1998 |OP Publishing Ltd

periodicitics that occur in the conductance. Among other
results, we find that, when the input and output leads arc
aligned at the top of the dot, a very regular cross-hatched
pattern results, particularly as the dot is progressively made
more open. The grooves evident in these patterns in many
cases coincide with points where the scars occur.

Because of space limitations, we refer the reader
elscwhere for the mathematical details [4,6] and begin
simply with our results. In figure 1, we show scveral
plots of G(E,B) versus E and B, with darker shading
corresponding to higher conductance. In each case, the
quantum dot under study is 0.3 um square, which is
approximately the same size as a dot with top aligned lcads
that was studied expcrimentally and found to yield periodic
conductance fluctuations [3]. The typical electron density
found in the experimental dots was ~4 x 10'' ecm™2, which
corresponds to the lower part of the Fermi encrgy range we
examine here, 14-15.5 meV. In the simulations, the dots
arc connccted to waveguides that extend outward to £o0.
Being 0.3 um wide, these typically support ~16 modes in
our calculations over the given energy range. It should also
be noted that in this energy range the ratio of the cyclotron
radius to dot sizc is of the order of ~1.4 for the highest
ficlds considered here (B = 0.25 T).

In figure 1(a), we show G for the case where the dot
is enclosed by two tunnelling barricrs 0.05 pm thick, with
the potential barrier height being 15.5 meV, which was
sufficient to ensure that most of the transmission was of a
resonant naturc over the given encrgy range. Importantly,
since transmission here occurs along the entirc length of
the barriers, there is no specially favoured point or angle of
entry into the dot in this case. As onc would expect in the
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Figure 1. Grey-scale images of G(E, B) versus E and B
are plotted for (a) a 0.3 um square dot formed by two
tunnelling barriers, (b) a dot with top aligned leads and (c)
a dot with centrally aligned leads. Here, darker shading
indicates higher conductance.

B (T)

tunnelling regime, the ‘spiderweb’ pattern of intersecting
lines in this picture closely resembles the energy level
structure for a closed dot (see, for example, the calculations
of Richter et al [7] and the experiments of McEuen et al
[8], Tarucha et al [9] and Zhitenev et al [10]). It should
be noted that the shading in this instance was done on
a logarithmic scale, so that the fainter lines are actually
several orders of magnitude lower in conductance than the
darkest spots (the highest value of G here is ~2¢%/h).

In contrast, figure 1(b), shows results for the case where
the dot is connected to the outer waveguides by leads that
are at the top edge of the dot. These leads are formed by
essentially infinitely high tunnelling barriers that have had
the top section removed (the dot geometry can be seen in
figure 2). Here, the width of these leads has been adjusted
to permit between four and five modes to propagate over
the given energy range. The conductance here ranges from
~2¢2/h to ~8e*/h and the shading here is on a linear
scale. Despite the fact that the dot is ‘open’, there is
still resonant behaviour, as indicated by the strong lines or
grooves that are superimposed on the conductance. As with
the tunnelling picture, there are upward-bending parabolic
lines of resonances, but superimposed on these are a series
of almost parallel lines, tilted to the left and the right,
forming a very regular cross-hatched pattern. Given this
result, it is easy to understand why dots of this configuration
would yield periodic conductance fluctuations. Figure 1(c)

Effects of leads on magnetotransport in quantum dots

shows what occurs when the input and exit leads are shifted
to the middle of the dot, with the leads now supporting three
modes. In this case, the pattern does not appear as regular.
Moreover, it is apparent that many of the resonant grooves
are in different locations.

In order to obtain physical insight into the conductance
features shown in figure 1, one must look at the dot
wavefunctions. In figure 2(a) we plot [ (x, y)| versus x
and y for a dot with the leads on the top edge. Here,
we have set E = 14 meV and B = 0.128 T, which
corresponds to the ‘X’ drawn on figure 1(b). Evident here
is the diamond scar seen in previous work [3,4]. Also
apparent is the diffraction effect of the exit lead, which
causes the electrons to come out in downward-pointing
beams (there is some bending done by the magnetic field,
but that only partially accounts for the effect seen here).
Note that the ‘X’ falls on one of the sharp, tilted grooves.
Importantly, this scar occurs along the entire length of the
groove, at least where it remains sharp (as one might expect,
the scar fades as the groove dissipates). Moreover, similar
diamond scars are observed along several sharp grooves
that run parallel to it. The end points of these grooves
are indicated by the arrows in figure 1(b). In figure 2(b),
we plot |¢(x,y)| for E = 15.1 meV and B = 0.0 T,
which corresponds to the ‘Y’ on figure 1(b), which lies
on one of the parabolic grooves. Here the wavefunction
shows a sine-wave pattern which uniformly fills the dot.
A virtually identical pattern occurs in the same location
in the tunnelling dot. The wavefunction corresponding to
‘2 (E = 1525 meV and B = 0.112 T) is plotted in
figure 2(c). Here we see a ‘bouncing ball’ pattern that
bears some similarity to that in figure 2(b), which probably
is not surprising since it falls on the same parabolic line
and probably represents essentially the same state evolved
by the magnetic field. Finally, in figure 2(d), we plot
[ (x, y)| for the centred lead dot, setting E = 15.5 meV
and B = 0.022 T. This corresponds to the ‘X’ in figure 1(c),
which runs along a groove. Interestingly, this picture looks
like what might be described as an ‘antiscar’, with the
amplitude minimized along the diamond pattern. Indeed,
if we just look at a single point contact in this case,
the wavefunction amplitude would exit that contact in a
V-shaped jet owing to the diffraction effect of the lead
[11] (such a jet exiting the dot is very faintly visible in
the picture). That said, it is likely that the orbits that are
responsible for this pattern are a pair of tilted rectangular
orbits which bounce between the diagonal corners of the
dot. These have been observed elsewhere [4, 12]. One may
ask why the apparently scarred wavefunctions lie along the
linear grooves while the parabolic grooves seem to yield
wavefunctions that show a more uniform excitation. In
closed circular dots, the energy level structure follows the
Darwin-Fock spectrum [13], which depends on radial and
angular momentum quantum numbers, n and [/, respectively.
Importantly, E,; has terms both parabolic and linear with
magnetic field, with the linear term being proportional to /.
Thus, states with higher angular momentum will show more
linear behaviour. Perhaps something similar is happening
here in the square dot. It should be noted that a current
flow diagram of the diamond scar clearly shows circulation
along the scar in one direction [14].
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Figure 2. |¢(x, y)| versus x and y is plotted for (a) a top lead dot at the values of E and B indicated by the ‘X’ in figure 1(b),
(b) a top aligned dot at the point marked ‘Y’ in figure 1(b), (c) a top lead dot at the point marked ‘Z’ in figure 1(b) and (d) a
central lead dot at the point marked ‘Z’ in figure 1(b). Darker shading corresponds to higher amplitude.

What can we conclude from these results? Even with
several modes propagating in the leads, the conductance
for the open dots obviously shares many resonant features
in common with the tunnelling dot, indicating that the
closed dot density of states still plays an important role
in determining the behaviour in the open system. On the
other hand, from the shift in the positions of the resonant
grooves with the different lead configurations, it is clear that
the leads do play an important role as a spatial filter [15]
which selects which dot states are resonantly excited in the
open structures. Morcover, we find that certain resonance
lines that appear in the conductance can be associated with
scarring from a particular periodic classical orbit.
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Abstract. Recently, experimental studies of magnetotransport in nominally square
quantum dots have revealed a high degree of periodicity in the conductance
fluctuations, with only a few apparently harmonically related frequencies dominating
the power spectra. Analysis of dots of different sizes has revealed that there are
unresolved issues regarding the scaling of the dominant frequency of the
fluctuations. The experimental data appear to suggest that the dominant frequency
scales with A'/2, where A is the area of the dot. On the other hand, a semiclassical
analysis of periodic orbits suggests that the scaling should be with area. In this
paper, we attempt to resolve this issue by simulating dots of many different sizes

using both quantum mechanical and classical approaches.

Electron interference is an important process in mesoscopic
devices and strongly influences their resulting electrical
behaviour. For example, disordered systems are
characterized by diffusive transport, in which quantum
interference gives rise to weak localization and universal
conductance fluctuations. Recently, similar fluctuations
have been observed in ballistic quantum dots [1]. In
these ballistic quantum dots, the carriers scatter only
from the confining walls of the cavity, and the quantum
interference arises from interactions among the various
trajectories. Transport can be expected to involve just
a few eigenstates which are excited by the collimation
effect of the entrance quantum point contact [2]. This
behaviour leads to reproducible, periodic fluctuations in
the magnetoconductance, which are described by a few,
harmonically related frequencies in the Fourier spectra of
the fluctuations [3-7].

In general, the eigenvalue spectrum of the dot arises
from a series of § functions located (in energy space) at each
of the resonant eigenenergies of the dot cavity. Carrying
this further, it is then possible to say that the density of
states for the dot is

p(E) =) 8(E - En). )

If the 8 function is replaced by its Fourier representation
(in energy space) via the Poisson summation formula, then
the integrals can be evaluated by the saddle-point method,

0268-1242/98/SA0021+03$19.50 (© 1998 IOP Publishing Ltd

and the density of states can be expanded into the form |8]

m*a? & 1
p(E) = Py Z Jo (ﬁSM,,Mz>

Ml.M2=—00
a (2m*\'/? & 2Ma
—m( E) > cos[ - (2m*E)’/2] )
M=—0c0

for a two-dimensional square billiard of side a. Here, the
action is given through

1 Qm*E)\/?
7 oMM, =T M
202m*E 1/2
_ (mh ) a(M? + M)V
1
Ii=— ® prdx; =nh (3)
2w

where M; and M, are the multiplicities of the primary
periodic orbits defined through the quantization conditions
L;,i = 1,2, Ly, u, is explicitly defined within the equation,
and p; is the phase space momentum. The second term of
equation (2) is a boundary correction.

The oscillatory density of states in a two-dimensional
rectangular billiard in the presence of a weak magnetic can
be written as [9]

m*a? 7 p o\ nd
6p(E,B) = —— (——) cos (——)
732 ; ; nSp 2

n T
s ___>
xcos(h r—7

A21




N Holmberg et al

_ a’eB
T M M,h

where ' sums over primitive periodic orbits and n sums
over the repetition of these orbits, M; M, must be an odd
integer and the cyclotron radius must satisfy the condition
re > a. It is clear from this equation that thc enclosed
Aharonov-Bohm-like area is one-half of the dot arca (or
less for larger M). However, the experiment suggests that
the period scales not with a? = A but with a itself [10].
In fact, this derivation is incorrect. Even beyond the fact
that the cyclotron radius cannot be ignored because of its
size in the experiments, equation (4) does not represent
the proper physics. We return to this point bclow, after
examing the simulations. By expanding into a latticc of
vectors representing the trajectorics in equation (2), the
sum in equation (2) (or thc sum over the trajectorics
in equation (4)) can be more easily seen [11], as each
trajectory and action Sr leads to one lattice point, identified
by the integers M, and M,.

We have carried out simulations of the quantum
transport through a square dot of sizes from 0.2 to 2.0 um
using a stable variant of the transfer matrix approach
[2,12]. In addition, we have calculated the classical
transport through thc device by a numerical intcgration
of the structure, as previous work has shown that this
gives results comparable with the quantum simulation [2].
Finally, for a few sizes, we have used a recursive Green'’s
function approach as well. The ‘arca’ can be found from
the periodicity of the magnctoconductance. By Fourier
transforming the fluctuation correlation function, we find
thc power density in the signal and then compare the
dominant peaks as the dot size is varied. It should be noted
that the Fourier transform of the corrclation function is
calculated rather than the transform of the raw data because
the data are not stationary. The correlation function itself
is

@

F(Bo, AB) = (§G(By) §G(By + AB)) o)

In figure 1(a), we plot the power spectral density in the
Fourier transform of the corrclation function for a 0.2 um
dot, at By = 0.18 T. In practice, we take the Fouricr
transforms for a large number of initial magnetic ficld
values and then form a multidimensional plot with the
axes By and magnctic frequency (the transform of the
AB variable) and with shading of the amplitude of the
transform. Such a plot is shown in figurc 1(b) for the
0.2 um dot where a fixed window of 0.2 T is moved over
the data (that is, thc ensemble average in equation (5) is
carried out over a 0.2 T range, and the plot shows the
centre of this range). From this, onc can clearly pick out
the dominant peak, and determine how it moves with initial
magnetic ficld.

However, there often is not a single dominant peak,
and one must ascertain how onc or a few peaks grouped
together evolve as the dot size is changed. Morcover, there
appears to be the onset of ncw families of orbit periods
as the dot size is increased. Necvertheless, we have been
able to determinc largely the dominant groups of pcaks
(sometimes there arc two groups), and the behaviour is
shown in figure 2, where we plot the magnetic frequency as

A22
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Figure 1. (a) The Fourier transform of the fluctuation
correlation function for an initial magnetic field of 0.18 T in
a 0.2 yum dot. (b) The map of multiple Fourier transforms,
with the amplitude indicated by shading. The horizontal
axis is AB and the vertical axis is By. A fixed window of
0.2 T is moved over the data to create this map. The
horizontal cut, indicated by the white line, corresponds to
the correlation function in (a).

a function of the dot edge length. The classical simulation
scems to lead clearly to a magnetic frequency that scales
with the edge of the dot, i.e. with the square root of the arca.
However, there is a seccond dominant sct of frequencies
that comes in for dots >0.8 um. The latter sct is labelled
as ‘classical 2nd’ and is at a higher magnetic frequency.
The recursive Green’s function (which is present for only a
limited number of small dot sizes) and the stabilized mode
matching computations appear to give a dependence that
scales with the dot arca. However, for the latter method, a
sccond sct of frequencics (labelled ‘SMM 2nd’) appears in
the larger dots and scems to have valucs comparable with
the classical ones, also scaling with the squarc root of the
arca. Finally, the experimental data arc plotted as the full
circles.

It seems to be clear that the experiments agree quite
well with some of the calculated frequencies. Nevertheless,
it seems to be the casc that the frequency docs scale with
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Figure 2. The magnetic frequency of the dominant peaks
in the Fourier transform as a function of the dot edge
length as determined from the map of multiple Fourier
transforms. The fixed window and B, are varied inversely
with the size of the dot. The various points are discussed
in the text. The two full lines are guides to the eye and
represent variation as a and a2 = A.

the dot edge, that is with the square root of the area, for
sufficiently large dots. For small dots, below 0.5 um, the
behaviour is not so clear, but an argument for variation of
the frequency with the area could be made. This change
in behaviour leads us to believe that there is a transition
of modes when going from smaller to larger dot sizes as
indicated in figure 2. It should be noted that the amplitudes
of the individual modes are not equally excited because of
to the collimation effect of the quantum point contact at the
entrance of the dot. This leads to the error in equation (4).
There are many trajectories, with the same set of indices M|
and M,, but with different enclosed areas. Normally, these
are degenerate, according to equation (2). However, the
magnetic field lifts this degeneracy, and any theory of the
magnetic variation must include a sum over these different-
area orbits. Equation (4) neglects this fact, assuming that all
of these orbits would be equivalent. Each different area is
expected to have a different magnetic periodicity, primarily
because each of these different-area orbits (at B = 0) will
have a different angular momentum for non-zero magnetic

Magnetotransport fluctuations of quantum dots

field. As the dot size becomes larger, the data of figure 2
seem to suggest that the dominant trajectory will shift
to a smaller-area orbit (and probably the lowest-energy,
high angular momentum state) with the smallest magnetic
frequency. Although this is potentially a reason for the
change in behaviour, it is clear that more work is required
to provide more information for other possible changes in
behaviour. Still, it is clear that the dots are dominated by
regular orbits and are not described by an ergodic theory.
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Abstract. The relation between classical electron orbits and quantum mechanical
wavefunctions is discussed in two ways, using the example of triangular ballistic
quantum dots. Firstly, the frequency of conductance fluctuations observed in the
magnetoresistance is linked, in the spirit of the semiclassical periodic orbit theory,

to a specific classical electron trajectory that is also important for ballistic
commensurability effects. Secondly, we present initial results of a method to
construct semiclassical particle density distributions inside the dot and compare the
result with those of the classical and the quantum mechanical calculations of

particle density distributions.

Ballistic quantum dots, sometimes also called electron
billiards, are two-dimensional electron cavities smaller than
the mean free path of electrons. At temperatures of a few
kelvin, high enough that phase coherence is suppressed
by electron—electron interaction, electron transport through
such devices can be described in a classical billiard
ball model. This is illustrated in figure 1 where the
magnetoresistance of a triangular, equilateral quantum dot
is shown. The major maxima of the resistance measured at
5 K (thin line) can be related to specific classical electron
trajectories (insets in figure 1) that are commensurate with
the shape of the cavity at the field values B = B, = 50 mT
and B = 3B.. It has been found that these specific
trajectories are particularly important for classical electron
dynamics because they are short and relatively stable [1].
At temperatures below 1 K, phase coherence is maintained
throughout the cavity, and electron interference gives rise
to conductance fluctuations (CFs) (bold line in figure 1).
One way of understanding the origin of the CFs is to
view electron transport through the dot as a tunnelling
process from the source to the drain reservoir via states
in the dot [2-4]. When an external magnetic field is
tuned, a diamagnetic shift of the shell structure of the
density of states (DOS) gives rise to the fluctuations of
the conductance.

The coexistence of classical and interference effects
makes ballistic quantum dots an ideal system for the study
of how the billiard ball mode!l can be linked to a wave

0268-1242/98/SA0024+03$19.50 (© 1998 IOP Publishing Ltd
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Figure 1. Magnetoresistance of a triangular electron billiard
(side length 3 um) at 5 K (thin line) and 0.3 K (bold line).
The characteristic field B, = 50 mT is defined by the field
where the classical cyclotron orbit equals half the side
length.

mechanical description of electron transport. For the case
of CFs this can be achieved by using thc semiclassical
periodic orbit theory (POT) which relates the DOS of
a closed ballistic dot to classical periodic electron orbits
[5,6]. We will show in the first part of this report that the
frequency spectrum of the CF obscrved in our experiment
is in line with the prediction of the POT for the DOS in
closed, triangular dots [5,7]. In the second part, we will



concentrate on the question concerning the extent to which
the electron wavefunction inside the dot can be related
to classical electron orbits. In particular, we discuss a
simple, semiclassical approach that aims at constructing the
quantum mechanical density distribution inside the dot from
the classical trajectories.

We start by considering the results of the POT
concerning the DOS in a triangular dot. The basic idea
of the POT can be understood from the Bohr—-Sommerfeld
quantization condition, which for classical periodic orbits
of electrons in a magnetic field can be written as

hkgL +2meBA = nh n=012,.... (1)

Here, kp is the electron wavevector, L and A are the length
and directed area of the periodic orbit, respectively, B is
the magnetic field and A is Planck’s constant. Equation (1)
expresses the idea that a particular classical periodic orbit
makes a periodic contribution to the DOS as a function of
kr or B. For the case of triangular dots it has been shown
that, at B = 0, only the three shortest (families of) orbits,
shown in figure 2, need to be considered in order for us
to be able to construct almost exactly the oscillating part
of the density of states as a function of kr [5]. Since
the members of each family have the same length, the
frequency spectrum of the DOS as a function of kr consists
of only three dominant frequencies. In our case, however,
the magnetic field is the experimental parameter and we
are interested in the periodicity of the DOS at fixed energy
and variable magnetic field, such that the area of the orbits,
instead of the length, needs to be considered. Arguing
qualitatively, we expect that only the isolated orbit (1) in
figure 2 makes a contribution to the frequency spectrum,
because the area of family (10) is zero, while the areas
of each member of family (11) are different, such that
their contribution will be smeared out. As will be shown
in the following, our experimental results agree with this
expectation.

The triangular billiard (side length a ~ 3 um), from
which the data shown here were obtained, was defined by
shallow wet etching in a GaAs/AlGaAs two-dimensional
electron gas material. The Fermi energy and mean free
path in the unstructured areas of the Hall bars were about
10 meV and 11 um, respectively, at 0.3 K. The two contact
openings at the centre of one side and in the tip had an
estimated electric width of about 100 nm, such that about
three subbands were occupied.

Figure 2 shows a Fourier transform of the CFs (figure 1,
bold line) in the range between O and 75 mT. Before
the transformation, the slowly varying background was
removed by subtracting the temperature-averaged data (thin
line). The maximum in the frequency spectrum, indicated
by the arrow in figure 2, corresponds to the area 0.044*
enclosed by orbit (1) in figure 2 if the distortion by the
magnetic field is taken into account (broken curve orbit),
in agreement with our expectation.

Summing up our discussion so far, we have found that
the same distorted orbit (1) can be related to a ballistic
effect (the global maximum at B =~ B, in figure 1) and to
the CFs induced by wave interference in the same magnetic
field range. In view of these results it is interesting to

Triangular ballistic quantum dots

F.T. (arb. units)

0 200 400 600
1/AB (1/T)

Figure 2. Fourier transform of the CFs in the range

0-75 mT (figure 1). The insets show the three shortest
(families of) periodic orbits in equilateral triangular billiards
(from [2]). The arrow indicates the fluctuation frequency
that corresponds to the isolated orbit (1) in a magnetic field
B = B, (broken curve orbit).

ask whether also the wavefunction at B = B, has any
similarity to this particular orbit. In figures 3(a) and (b)
we show quantum mechanically calculated particle density
distributions for B = B, and B = 3B, respectively,
for a triangle of side 1 um and Fermi energy 10 meV.
For comparison, we show in figures 3(c) and (d) the
corresponding classical particle distributions obtained from
many classical billiard ball trajectories (for details of the
simulation techniques, see [1]). While the distorted orbit (1)
is clearly visible in the relevant classical plot (figure 3(c)),
the quantum mechanical density (figure 3(a)), constructed
as a linear combination of all incoming modes [8], does
not show any resemblance to this orbit. At higher fields,
however, where the wavefunction is more localized, the
classical skipping orbit (figure 3(d)) is clearly visible also
in the wavefunction (figure 3(b)).

To learn more about how the classical orbits relate to
the quantum mechanical density we are interested in the
question of whether, and under which assumptions, the
latter can be constructed from the former. In the following
we therefore discuss initial results of a semiclassical
approach in which a phase and an amplitude are added to
the classical electron trajectories. We consider electrons
that enter a triangular, hard-wall potential (side length
2 um) via the base contact and assume that all electrons
have initially the same phase. No impurity scattering or
electron—electron interaction is taken into account. As
opposed to the classical simulations, where an electron was
assumed to leave the billiard as soon as it had accidentally
passed one of the contact openings, we use here a contact
reflectivity of 90% to increase the time during which
the electrons build up an interference pattern in the dot.
The electrons are given a finite range for interference by
spatially smearing out the contribution of each trajectory
with a Gaussian distribution of the width of one Fermi
wavelength (A = 50 nm). The resulting amplitudes
(positive and negative) of all electrons at each point of
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Figure 3. (a), (b) Quantum mechanical and (c), (d)
classical electron density distributions inside an open,
triangular dot at (a), (c) B = B, and (b), (d) B = 3B.. For
the classical case the same openings were used as for the
quantum mechanical case.
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Figure 4. Semiclassical electron density distribution at
B = B, obtained by adding an amplitude and a phase to
classical trajectories as they are shown in figure 3(c).

the triangle werc summed and then squared to give a value
that corresponds to the probability of finding an electron
at this point (for more carcful semiclassical calculations of
quantum dot properties based on classical trajectorics, see
also [9—11]).
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In figurc 4 the result of such a simulation is shown for
B = B, and for a/xp = 40 (different from the quantum
mechanical calculation in figure 3(a) where a/Ap =~ 20
was used). While there is still some resemblance to the
classical case (figure 3(¢)), the semiclassical plot also shows
a standing wave pattern as in the quantum mechanical case.
In this scnse the semiclassical result is truly intermediate
between the classical and the wave mechanical results. The
unrealistically high valucs of the particle density along the
boundarics and along the symmetry axis indicate that our
simple approach, of shifting the phase by 180° on cach
boundary collision, is only a first, rough approximation. In
a more correct approach, boundary and magnetic effects
should be incorporated as indicated in [9]. When fully
developed, we belicve that a semiclassical technique like
the one presented here will be useful to study the influence
of, for instance, phase breaking, escape time or the dot
size on the relation between classical trajectories and wave
mechanical states.
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Abstract. We find that the longitudinal resistance of triangular electron billiards,
which have no symmetry axis perpendicular to the direction of the current, is in the
nonlinear regime not symmetric on current reversal. Our experiments indicate that
the effect is inherent in the nonsymmetric shape of the cavities and is related to
electron wave interference. Quantum mechanical modelling of nonlinear electron
transport in open triangular cavities confirms that nonsymmetric effects such as

those observed can be induced by the cavity shape alone.

When finite voltages are used in measurements of the
longitudinal resistance of small devices, nonlinear effects
can be observed.” These can be nonsymmetric with
respect to zero voltage if the conductor lacks a symmetry
axis perpendicular to the current direction and if, at the
same time, the conductor is smaller than the electron
phase coherence length so that the local description of
transport breaks down [1]. In previous observations
of nonsymmetric resistance (NSR) effects in mesoscopic
devices, the symmetry of the scattering potential was
broken because of the random position of impurities [2—
7). In the present work we study a more controlled
situation in which the scattering potential is determined by
the shape of the sample. Using two-dimensional electron
billiard cavities with a size smaller than the electron
mean free path, we observe an NSR that appears to be
related to the nonsymmetric shape of the triangular cavities
used. In fact, theoretical modelling of electron transport in
triangular cavities in the nonlinear regime shows that the
nonsymmetric shape of the cavities alone can give rise to
an NSR similar to that observed experimentally.

Electron billiards of various shapes were defined in
GaAs/AlGaAs two-dimensional electron gas material using
electron beam lithography and shallow wet etching. The
Fermi energy and mean free path in the unstructured areas
of the Hall bars were about 10 meV and 11 pum at 0.3 K,
respectively. The lithographic dimension of the billiards
was 3 um or less, so that transport inside all billiards was
predominantly ballistic. In order to study the symmetry of
the resistance on current reversal, a tunable and reversible
dc bias voltage was added to the ac component used for
the resistance measurement (I, < 5 nA rms).

Figure 1 shows the variation of the resistance with dc
bias voltage of three different billiards at zero magnetic
field. The three devices, two triangular in shape and one

0268-1242/98/SA0027+03$19.50 © 1998 IOP Publishing Ltd

rectangular (inserts in figure 1), were coupled in series
on the same wafer and the data shown were recorded
simultaneously. The two triangular billiards were oriented
in opposite directions on the Hall bar, and the sign of
the voltage is defined in such a way that, for negative
(positive) bias voltage, the probe electrons are injected into
the billiards from the left (right). Clearly, the resistance
of the two triangular billiards, which have no symmetry
axis perpendicular to the direction of the current, is, at a
temperature of 0.3 K (thick lines) and at small voltages
(U] < 1 mV), not symmetric with respect to the zero bias
voltage. In contrast, the rectangular (symmetric) billiard
does not exhibit such an NSR. We have studied in total
about ten devices (triangular and rectangular cavities as well
as point contacts) and found strong experimental indications
that the observed NSR is (i) inherent in the nonsymmetric
shape of the electron cavities and (ii) related to electron
wave interference. In support of the latter, we note that
the NSR is suppressed when the temperature is increased
above a few kelvin (thin lines in figure 1), where electrons
are dephased by electron—electron interaction. Further, the
NSR is limited to small bias voltages (|U| < 1 mV),
small enough that phase coherence is not destroyed by
inelastic scattering among the nonequilibrium electrons in
the cavities [8,9]. We have also found that the NSR is
strongly influenced by a magnetic flux of the order of h/e
through the area of the device [10] and that details of
the NSR change on thermal cycling of the sample, as is
generally observed in experiments in which electron wave
interference is important.

One can think of a number of nonlinear effects related
to electron interference that could, in principle, cause an
NSR in a nonsymmetric billiard. For instance, the rate of
phase breaking inside the dot due to current heating or due
to inelastic scattering among the nonequilibrium electrons
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Figure 1. Variation of the resistance, R(U), with bias
voltage for three different electron billiards with the shapes
indicated, measured simultaneously at zero magnetic field.
Only the resistance of the triangular billiards at 0.3 K shows
an NSR, and this depends on the orientation of the
triangles with respect to the direction of the current (thick
lines). At 4.6 K alImost no NSR remains and R(U) is
qualitatively the same for all three billiard geometrices (thin
lines).

in the cavity depends on the voltage drop at the source
contact. In a triangular billiard, the two point contacts
will in general have different conductances and, therefore,
the rate at which conductance fluctuations or ballistic weak
localization is suppressed by a bias voltage may depend on
the sign of the voltage [9, 11]. In this report, however, we
disregard these effects and focus solely on the importance of
the shape of the billiard. In the following, we will consider
electron transport in a triangular cavity at zero magnetic
field in the nonlinear regime. We will show that some of
our observations can be understood within the formalism
of the nonlinear ballistic transport theory [12].

Our theorctical model is based on a quantum
mechanical calculation of the differential conductance by
assuming that the billiard is connected via point contacts to
two-dimensional electron gas reservoirs which are in local
equilibrium. We define the device structure by hard walls
and assume that the reservoirs have the electrochemical
potentials u; and ps, such that u; — > = eVyy, when a
source—drain bias voltage V4 is applied. Electron transport
inside the cavity is assumed to be ballistic, and phase-
breaking processes occur only in the reservoirs. In general,
the electrostatic potential inside the device may vary as a
function of the position when a bias voltage is applied,
and the voltage drop at the two contacts may be different.
However, because we are here interested in the effect of
the billiard shape alone, we simply assume a flat potential
inside the device and equal voltage drops at the two
quantum point contacts. Below, only a brief description of
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the theory is given, while details can be found elsewhere
[12].

When a Fermi-Dirac distribution is assumed for the
electrons in the two reservoirs, the total current through the
device, at a finite temperature T', can be written as

I(V\'d) = /(; de {f[6 - (/‘LF + eV.\'(l)» T]
—fle=pnr, THH (€, Via) 1)

where pr is the electrochemical potential of the system

at zero source—drain voltage and J(e, Vy4) de is the total

current summed over all incident electrons in the energy

range between € and € 4+ de. The differential conductance

is given by

al(v.wl)
av.\'(l

which, in the limit of very small source—drain voltages V4,
is equal to the lincar response conductance [12]. In this
model, deviations from the linear response conductance
arise from the energy and voltage dependence of the
current density J (e, Viy). In order to calculate the current
density we make use of the scattering matrix method {13].
For computational reasons we choose the side length of
the triangles to be 1 um, i.e. smaller than that in the
experimental devices, while the size of the point contacts
is chosen to be 100 nm, comparable with those in the real
device. In all calculations presented below, a temperature
of T = 0.3 K was used.

In figure 2(a) we show the calculated differential
resistance as a function of the source—drain voltage for
a triangular cavity with ur = 9 meV. Clearly, the
nonlinear signal is not symmetric with respect to zero
voltage. In contrast, the calculated differential resistance
of a rectangular (symmetric) billiard of comparable size
(figure 2(c)) is perfectly symmetrical with respect to zero
voltage, as is expected from symmetry arguments.

It should be noted, however, that the details of the
nonlinear resistance depend strongly on the Fermi energy
used. This can be seen by comparing figure 2(b) (where
ur = 10 meV was used in the calculation) with figure 2(a).
Clearly, the calculated data for the higher value of pr are
significantly different from thosc for thc lower valuc of
wr and show no resemblance to the experimental results,
similarly to the case of a symmetric billiard where also
theory (figure 2(c)) and experiment (figure 1(c)) show no
resemblance. The reason for this strong dependence of the
transmission on the Fermi energy is that the size of the
cavity is about 20 times larger than the Fermi wavelength.
As it is not possible to determine the exact Fermi energy
inside the structure to an accuracy of better than 1 meV
experimentally, a more detailed comparison of experiment
and theory therefore requires experimental devices with
tunable Fermi energy [14]. The important result at this
stage, however, is that the existence of an NSR in electron
billiards can be explained by the nonsymmetric shape of
the billiards alone.

In general, nonsymmetric conductance effects can be
observed if the scattering potential depends on the sign of
the voltage. For instance, observations of nonsymmetric
fluctuations of the conductance of ballistic point contacts

G(Vw) = @)
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Figure 2. Quantum mechanically calculated differential
resistance for triangular and rectangular electron billiards at
T = 0.3 K as a function of the bias voltage, based on a
model that assumes a flat potential inside the structure and
equal potential drops at the two quantum point contacts.
For clarity, the calculated curves were smoothed to
suppress weak oscillations.

can be explained by the fact that the interfering electrons
scatter with the different sets of impurities on the two
sides of the point contact, depending on the sign of
the voltage [5,6]. In a ballistic cavity, however, the
injected electrons scatter for both current directions with
the same boundary of the cavity. Thus, the above simple,
semiclassical argument cannot be directly applied to the
observed NSR. To understand the physical mechanism
behind the nonsymmetry in detail, it is, therefore, necessary
to consider the effective scattering potential as a function
of voltage, including the confining energy inside the cavity
and charging effects.

Nonsymmetric conduction of electron billiards

In summary, we have observed an NSR of triangular
electron billiards. Our theoretical results indicate that an
NSR is inherent in the triangular shape of the billiards.
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Abstract. Using a hydrodynamic model of the electron fluid in a point contact
geometry we show that localized plasmons are likely to exist near the constriction.
We attempt to relate these plasmons to the recent experimental observation of
deviations of the quantum point contact conductance from ideal integer
quantization. As a function of temperature, this deviation exhibits an activated
behaviour, exp(—T,/T), with a density-dependent activation temperature T, of the
order of 2 K. We suggest that T, can be identified with the energy needed to excite
localized plasmons, and we discuss the conductance deviations in terms of a
simple theoretical model involving quasiparticle lifetime broadening due to coupling

to the localized plasmons.

1. Introduction

Quantized conduction through a narrow point contact is
one of the key effects in mesoscopic physics; the quantum
point contact remains an important testing ground for
the description of mesoscopic phecnomena.  Recently,
significant deviations from the Landauer-Biittiker thcory
have becn observed in quantum point contacts in the
temperature dependence of the conductance quantization
[1,2] and as a so-called ‘0.7° structure or quasi platcau,
appearing around 0.7 times the conductance quantum 2e2/ h
[3]. Invoking a Luttinger liquid approach [4], the deviations
have been discussed in terms of interaction effects [5-7].
However, firm conclusions have been difficult to obtain
partly due to the narrow tempcraturc range (0.1-4 K) in
which the effect can be studied in conventional split gate
quantum point contacts, where relatively close-lying one-
dimensional subbands are formed.

Important progress was provided by the appcarance of
strongly confined GaAs quantum point contacts using a
combination of shallow etching and a top gate [8]. In
these new samples the conduction quantization can be
followed up to around 30 K. In subscquent work [9] these
samples were used to study the temperature dependence of
deviations from perfect conductance quantization. At low
temperature (~0.05 K) almost idcal quantized conductance
is observed for the first conduction platcau, but deviations
develop as the temperature is incrcased. The enlarged
temperature range allowed for the observation of activated
temperature dependence of these deviations: §G(T)
exp(—T,/T). Furthermore, by changing the top gate it
was found that T, incrcases with incrcasing density. An
explanation could not be found using the standard single-
particle picture, and in the brief thcory scction of [9]
we therefore suggested the inclusion of collective effects
through plasmons. In short, we identified T, as the energy

0268-1242/98/SA0030+03%$19.50 (© 1998 |OP Publishing Ltd

nceded to excite localized plasmons, and we discussed
the conductance in terms of a simple thcoretical model
involving the additional effect of electrons scattering off
the localized plasmons. In the present theoretical work we
elaborate on that idca. In a point contact the charge is of
course depleted. In order to study the collective excitations
of such a system, we can approach it from two limits: (i)
squeezing a homogencous electron liquid, or (ii) connecting
two spatially scparated liquids. Below we follow the first
approach, and we arguc from a hydrodynamic model that
localized plasmons may exist in realistic situations.

2. Plasmons of a homogeneous electron liquid in
a cylinder

Following Fetter [10] we use a hydrodynamic model of a
weakly damped, compressible charged electron fluid placed
in a rigid, ncutralizing positive background sct to +eny.
The electron density is written as ng+n, where # is a small
perturbation, and the electronic velocity field is denoted v.
Finally, we include the clectrostatic potential ¢ and neglect
radiation effects. The basic cquations for the system are the
lincarized versions of the continuity equation and of Euler’s
and Poisson’s equations [10]:

on =—-ngV-v (1)
52 e
o4v=——Vn+—-Vo (2)
no m
V2o =, 3)
€

Here s = (3P/3n)/m = /3/5vr is the sound velocity of
the liquid. Combining cquations (2) and (3) and introducing
the plasma frequency w, = e’ny/me we obtain a wave
equation for n:

—s2Vn + a)lz,n = w’n. )
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Figure 1. (a) The squeezed elliptical cylinder. High and low densities are represented by dark and light shading respectively.
(b) The effective potential V (z) (full curve) is determined by the parameter values of [9]. For this potential a solution of the
wave equation (6) for g(z) is found numerically (broken curve). The solution represents a localized plasmon with an energy

of the order of 10 K.

For the case of a homogeneous electron liquid confined in
a cylinder of radius R we let all fields have the dependence
Ff#0,z,t) = fir)explilf + gz — wt)], with f; being
a Bessel function. Outside the cylinder ®(r) must decay
and fulfil equation (3) with n = 0, and so &, (r) «x K;(gr).
Inside the cylinder, @ (r) can be either decaying, as I;(xr),
or oscillating, as J;y(kr). The lowest lying modes are
the decaying ones reminiscent of surface plasmons. The
oscillation frequency w is found by enforcing the boundary
conditions that ®(r) and its derivative are continuous at
r = R, and that the normal component v, of the velocity
vanishes at the surface. The solution is

2 q K/(gR) 2
o’ =qRI/(gR) (K:(qR) T T«R) I/(kR) | w,
2.,1D 2
— " 2 (——) )
¢—0 2wrme qR

where we also have given the 1D limit arising as g — 0.

3. Plasmons of an inhomogeneous electron liquid
in a squeezed elliptical cylinder

Next, to approach the point contact geometry we introduce
two perturbations.  First, the cylinder containing the
inhomogeneous electron liquid is squeezed geometrically in
aregion of length 2A around z = 0, i.e. the radius becomes
a function of z, say for example R(z) = Ro — éR[1 +
cos(mz/A)]O(A — |z|). Similarly, a static z-dependent dip
is imposed on the positive background charge density ng
inside the squeezed cylinder, say no(z) = ng — én[l +
cos(rz/LYIO(L — |z|).

In the adiabatic limit where derivatives of R(z)
and ng(z) are neglected, the wave equation (4) remains
separable in cylindrical coordinates, and we make the ansatz
n(r,0,z) = Ji(kr)g(z) expli(l0 —wt)], where J; is a Bessel
function and g(z) an arbitrary function to be determined.
The boundary condition v,(R(z)) = 0 translates

into a Neumann boundary condition J/(kR(z)) =0 and
consequently the ‘wavenumber’ k¥ becomes a function of
Z2, k = k() = Vu/R(z), with 7, being the nth root

of J/(x). Furthermore, w?) also becomes a function of z,
since a)lz,(z) = e?ny(z)/me, and similarly for the sound
velocity, s = s(z) o np(z)'/>. As a consequence the
wave equation (4) for n is changed into the following
eigenfunction equation for g(z):

—5(2)%028(2) + [s(2)*k ] (2) + 0 (2)] 8 (2) = w?g(2). (6)

This is equivalent to Schrodinger’s equation (with a
position-dependent mass) as seen by the identifications
52« B*/2m and s(z)*k%(z) + @%(z) < V(z). Since
®3(0) < wi(£co) bound states, i.e. localized plasmons,
may exist. The ‘effective potential’ V(z) is a sum of
two terms; one, a)lz,, is dipping down on the length scale
L, the other, s%2, is peaking on the length scale A.
Depending on the relative strengths, shapes and length
scales of the two terms the effective potential will appear
rather differently. However, for realistic parameters, where
the density variation dominates, we conclude that localized
plasmons may exist in the squeezed, inhomogeneous
cylindrical electron liquid as shown in figure 1.

The previous considerations dealt with a cylindrical
geometry, but it is not difficult to approach the 2D case. The
trick is simply to use elliptical coordinates (#, v, z) defined
by (x,y,2) = (ncosh(u)cos(v), n sinh(u) sin(v), z). The
parameter 7 relates to the eccentricity of the ellipse. With
these coordinates the wave equation separates as before.
Instead of trigonometric functions of the angle 6 we now
obtain the Mathieu functions of the generalized angular
variable v, and instead of Bessel functions we obtain
the modified Mathieu functions of the generalized radial
coordinate u. By letting the eccentricity n tend to infinity
we end up with a 2D geometry close to the one realized
in the quantum point contact experiments. The conclusions
obtained for the circular cylinder can be restated for the
elliptic cylinder, and thus localized plasmons are expected
to exist in or near the constriction region of quantum point
contacts.
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4. Plasmon damping

So far we have treated only the undamped case. In real
systems the collective plasmons are damped through their
interaction with individual electron-hole pairs, the so-called
Landau damping. This effect could be simulated by adding
a damping term —wv/t to the right-hand side of the Euler
equation (2). Instead we will leave the classical level of
description and continue with a microscopic quantum treat-
ment. The classical level is adequate for demonstrating the
existence of the collective (almost classical) plasmon exci-
tations, but fails when it comes to single-particle effects.
The point contact can be approximated by a 1D region,
the constriction, connected at each end to 2D regions, the
contacts. For this 2D-1D-2D model of the point contact we
can estimate the frequency of the confined plasmon using
our insight from the classical calculations: we calculate
the dispersion relation for an infinite 1D-wire and insert
the wavevector g, = 2m/L, L being the length of the
constriction and hence related to the size of the localized
plasmon. The long-wavelength limit of the dispersion
relation found in the random phase approximation (RPA) is

/ yeznlﬁ
op =yt amem= 2 @

Note how the second term under the square root resembles
the classical result of equation (5). In [9] we used this
formula successfully to fit the measured activation temper-
atures mentioned in the introduction.

The confined 1D plasmons will be Landau damped
through their coupling to the 2D contacts outside the
constriction. Inserting g. in the RPA expression for the
polarizability x?P we obtain the following rough estimate
of the lifetime 7,7 /] of the 1D plasmon coupled to the
2D contacts of the 2D-1D-2D model:

-1 2 %, 1D
% . 2D w . 2Mey mrwp
B~ VTImy ™ ~ 22D
o} qc 2nh*veq.

SLo@®
The plasmons are seen to be damped, but not over-damped.

5. Quasiparticle lifetime

In the Landauer—Biittiker formalism the conductance is
given by single-particle properties. Once a particle is
launched in a given channel of the injecting lead the
transmission probability amplitudes are governed by the
elastic scattering matrix of the system. For a quasiparticle
with a finite lifetime it is possible that a particle will
decay before completing its traversal of the system. We
propose that the observed deviation from perfect quantized
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conductance is indeed due to the finite lifetime of the
quasiparticles.  Furthermore we suggest that the main
contribution restricting the lifetime comes from scattering
against the localized plasmons. As demonstrated above,
the localized plasmons provide a well defined finite energy
hwy. Through the Coulomb interaction the electrons will
scatter against the plasmons and hence the quasiparticle
lifetime and the transmission properties are affected. The
resulting lifetime and additional resistance is expected to
exhibit an activated behaviour, T~ exp(—T,/T), since
a finite energy is needed to excite the localized plasmon.
We are thus led to identify the activation temperature with
the energy of the localized plasmon: T, = hw; /kp.

6. Conclusion

Using a hydrodynamic description of the electron fluid, we
have shown that localized plasmons with a frequency w/
are likely to exist near the constriction of a point contact.
We have sketched how a more complete microscopic
quantum calculation may account for a quasiparticle
lifetime broadening T~! with a thermal activation behaviour
7! exp(—hwy/kgT). We relate this broadening with
conductance and are led to identify the recently measured
activation temperature 7, for conductance deviations with
the frequency w, of the localized plasmon.
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Abstract. We present the results of molecular dynamics modelling of the structural
properties of grain boundaries (GBs) in thin polycrystalline films. The transition
from crystalline boundaries with low mismatch angle to amorphous boundaries is
investigated. It is shown that the structures of the GBs satisfy a thermodynamical
criterion suggested by Keblinski et a/ (1996 Phys. Rev. Lett. 77 2965). The
potential energy of silicon atoms is closely related to a geometrical quantity:
tetragonality of their coordination with their nearest neighbours. A crossover of the
length of localization is observed. To analyse the crossover of the length of
localization of the single-electron states and properties of conductance of the thin
polycrystalline film at low temperature, we use a two-dimensional Anderson
localization model, with the random one-site electron charging energy for a single
grain (dot), random non-diagonal matrix elements and random number of
connections between the neighbouring grains. The results for the crossover
behaviour of the localization length of the single-electron states and characteristic
properties of conductance are presented in the region of parameters where the

transition from an insulator to a conductor takes place.

1. Introduction

Recently it was demonstrated that thin polycrystalline
silicon films are promising materials for future room-
temperature single-electron devices [1-4]. The main
reasons which make this material so attractive are the
following. (I) Usually, the film’s thickness varies from
1 to 5 nm, and the average lateral grain size is 10 nm or
less. In this case, the energy of an electron in a single
grain, E,, is bigger than the thermal energy even at room
temperature, E, > T = 300K. (II) It is believed that, in
these films, the characteristic resistance, Ry, of the potential
barriers between the grains is big enough, R, > R, =
h/e2 ~ 25 kQ. If both of these conditions are satisfied, an
electron is strongly localized in the grain. At the same time,
one can regulate (to some extent) the electron conductivity
in these films by varying the gate voltage and creating

0268-1242/98/SA0033+04$19.50 © 1998 IOP Publishing Ltd

a current channel. Those electrons which are stored in
the grains (storage dots) create a Coulomb repulsion for
those electrons which are involved in the current channel.
This allows one to implement memory operations in these
films at room temperature using a Coulomb blockade
effect. Different implementations of these ideas have been
discussed, for example, in [1-4]. To satisfy both of the
above-mentioned conditions, the boundaries between the
nanocrystalline grains in these films play an important role.
For example, one of the most important characteristics
of the electron transport in polysilicon films is connected
with the distribution of crystalline and amorphous grain
boundaries (GBs) [5]. At room temperature, the main
factor which determines the structure of a GB is a mutual
misorientation of the neighbouring crystalline grains. At
present there does not exist a consistent theoretical approach
for the description of the GBs in thin polycrystalline films.
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Figure 1. The (X, Y) projection of the polycrystalline film.

2. Molecular dynamics (MD) simulation of grain
boundaries at room temperature

The initial configuration of the polysilicon film was
generated using the Voronoi triangulation algorithm: first,
the centres of the grains were defined; then each grain was
obtained by filling the space, ncarest to the centre of the
grain, with the diamond lattice at a chosen orientation. The
atoms with very high potential energies were eliminated
from the GBs. The film had the dimensions 16.7 nm x
16.7 nm x 3.1 nm and contained 44 174 atoms in 12 grains
(figure 1). The majority of the grains in our model were
oriented randomly, so they had both tilt and twist mis-
orientation. Four grains, namcly grains 3, 4, 7 and 8,
were generated so that the misorientation tilt angle between
grains 3 and 4 was a3_4 = 11.0°; between grains 4 and 7
04-7 = 11.0° and between grains 7 and 8 a7_g = 15.0°.
GBj3_4 and GB;_g are close to the (1, 1, 1) interface, and
GB4-7 is close to the (0, 0, 1) interface. The (1, 1, 1) planes
in these four grains are perpendicular to the plane of the
figure. The average linear size of a grain in our model,
dgr > 4.8 nm, is of the same order as for the grains
in the experimental polycrystalline silicon films obtained
recently by thermal annealing of amorphous Si deposited
by decomposing silane on an SiO; substrate [4]. Periodic
boundary conditions were used in the X and Y directions,
and free boundary conditions were used in the Z direction.
It is shown that the potential energy of the atoms closely
correlates with the degree of their tetragonal coordination
with the nearest neighbours. To estimate the quality of
the tetragonal coordination of the jth atom, we calculated
the value 7; = Y, (l;; — ljk)z/ISI—;)', which is called the
tetragonality [6]. Herc [j; is the length of the kth edge
of the tetrahedron of general shape formed by the four
nearest neighbours of the jth atom; /; is the average length
of the edge. By definition, 7; is equal to zero for an
ideal tetrahedron (as it is in the case of the idcal diamond
structure), and it increases if the shape of the tetrahedron is
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distorted. The value, 7j, is corrclated with the dispersion
of the edge lengths of the tctrahedron. According to the
criterion suggested in [6], the spatial figurc formed by four
points can be recognized as having the ‘good tetrahedral
shape’ if 7; is less than or equal to 7© = 0.018. The
value of the tetragonality of an atom is very sensitive to
the number of atoms in the first coordination shell, z. In
the bulk amorphous phase of silicon, for which z, >~ 4.04,
the average tetragonality is equal to 7, = 0.015 which is
slightly less than the critical value 7. In liquid silicon
(in which the first coordination shell consists on average of
214 = 4.46 ncighbours), thc average value of tetragonality
is (T);y =~ 0.034. In table 1, we present the data for the
potential energy per atom, density and average tetragonality
for the longest GBs (for which it was possible to make
measurements with reasonable accuracy).  Densitics of
the tilt crystallinc GBs between grains 3, 4, 7 and 8
arc practically thc same as, or slightly smaller than, the
density of the bulk crystal, p.,. The densitics of other GBs
are systematically larger than p.. In covalent materials
with friable structure, such as silicon and germanium,
some GBs, indeed, contract. This was obscrved in x-ray
diffraction experiments for (1,0, 0) twist GBs in Ge [8]
and in MD simulation of the (I, 1,1) twist boundarics
in silicon [9]. It is remarkablc that the contraction is
observed for the twist boundaries. In such GBs, the
covalent bonds are probably stretched rather than squcezed,
and the system demonstrates a tendency to restorc their
lengths at the cost of a reduction of the GB’s volume. MD
simulations show that, in our model of polysilicon film, the
majority of the GBs betwceen the grains with random mutual
orientation are disordered. The grains with small mutual
misoricntation are connccted by crystalline GBs. The
GBs with ‘medium-angle’ misoricntation have a complex
inhomogencous  structure. These boundarics consist
of crystallinc connections interspersed with disordered
regions. In disordered regions, the misfit between the
crystal structures of the neighbouring grains is compensated
by non-crystalline arrangements of atoms, such as 5- and
7-fold rings. In general, the structure of the GBs satisfics
the thermodynamical criterion suggested in [10].  The
potential energy of the silicon atoms closely corrclates with
the tetragonality, 7, of their coordination with their necarest
neighbours. The majority of atoms in the polysilicon
grain boundary are well coordinated tetrahedrally, even if
they arc arranged in a non-crystalline manner in the high-
angle GB. From thc observed small values of the average
tetragonality, it follows that the high-angle disordered GBs
can be characterized as amorphous.

The results obtained arc important for better under-
standing of structural propertics of thin polycrystalline
silicon films, which have been used recently for mem-
ory devices. However, to obtain more rcliable data, larger
polysilicon simulations should be considered.

3. Crossover behaviour of the localization length
of single-electron states and the properties of
conductivity

To model the propertics of conductive electrons in a
thin polycrystalline silicon film at low temperature, we



Table 1. Potential energy, density and average
tetragonality of grain boundaries in the polysilicon model.

U (eV/atom), p (gcm™3), (7)),

+0.04 +0.02 +0.0003
GBs;., -—-4.24 2.29 0.005
GBs.; —4.18 2.31 0.014
GB;g —4.20 2.34 0.011
GBs.s —4.19 2.39 0.010
GBs_; —4.16 2.39 0.013
GBsy —4.17 2.41 0.013
GBy_s —-4.18 2.38 0.011
GBs_, —-4.09 2.36 0.017
GBg_1p —4.21 2.37 0.012
GBig_11 —4.15 2.38 0.015
GBy_12 —4.14 2.38 0.017
a-Si —4.15°2 2292 0.0152
cr-Si —4.335 2.324 0

8 Data for a—Si obtained from the model in [7].
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Figure 2. Demonstration of the crossover behaviour of the
average localization length of the single-electron states.
Dependence of the average localization length (L) (points
a) and of the dispersion D(L) (points b) on the average
value of the matrix element, (V). (M, N) = (18, 12);
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Figure 3. Dependence of the conductance, > T, 4, on the
disorder parameter SE. The lattice size (M, N) = (11, 11).
11 channels in the left and right electrodes were used.
Dimensionless parameters: V =1; Eg = 0. For points a,
two of the boundaries are randomized: (n =1,
m=1,...,M)and (n=N, m=1,..., M). For points b, the
whole active region is randomized.

use an approach based on the two-dimensional tight-
binding Anderson model. Each nanosilicon grain (with
coordinates (m, n) in the (X, Y) directions) is considered as
an individual dot. The characteristic energy of quantization
in the Z direction, E?, for the lowest level, is of the order

Properties of boundaries in polycrystalline Si films

E? ~ 1-300 meV [1,2]. We assume that the total one-site
electron energy is E, , = (E) + 8E,, ,, where $E,,, is
a random variable (as the thickness of the film fluctuates).
At low temperature, the electron conduction is governed by
quantum tunnelling between the dots, which we describe
by the matrix elements V™). Below we consider
only the simplest case of the neighbouring transitions:
VimELaE) = (V) + §V,, », where (V) is the average value
of the off-diagonal matrix elements, and §V,,, describes
the fluctuations related to the random characteristics of the
potential barriers between the neighbouring dots. Let us
now estimate the number of conduction electrons which
occupy an individual dot. The maximum value of the
2D electron density in the film can be chosen as n, ~
1011-10"2 ¢cm~2. Consider a subsystem of conduction
electrons in a polysilicon film as a 2D one, with the size
of the active region 100 nm x 100 nm [1,2]. Then, the
number of conduction electrons, A/, in this region is of
the order A/ = 10-100. If the average size of the grain
(dot) in the (X, Y) plane is of the order of 10 nm, then
one has, on average, 100 dots in the active region. So, the
average number of conductive electrons in a dot is of the
order 0.1-1. In this paper, we consider the conduction
electrons as non-interacting. To describe the electron
subsystem at low temperature, we use a 2D Anderson tight-
binding model with the Hamiltonian H = }_, E/|l){l| +
Zl,k Vikll){kl, where E; describes the diagonal disorder.
Figure 2 shows the dependences of the average length
of localization, (L), and the dispersion of the length of
localization, D(L) = ((L — (L))?), of the single-electron
states, W (m, n), as a function of the average value of the
matrix element (V). (The size of the lattice is (M, N) =
(18,12). Zero boundary conditions were chosen.) In
figure 2, (E) = 50 meV, E,, , € [50-12.5; 504 12.5] meV
and §V,,, € [0.9; 1.1](V). For each state, i = 1,..., MN,
the length of localization was introduced as L® = (L% +
L®)/2. We calculated LY as LY = [YMN (m -
mOY2 W (m, n)[21'2, where m® = MV | W(m, n)f2.
(Similar expressions were used to calculate L%).) As one
can see from figure 2, the fluctuations of the average
localization length, D(L), exhibit a characteristic maximum
at (V) ~ (V) = 3.5 meV. For (V) < (V,), the
system is essentially insulating. For (V) > (V.), the
system exhibits metallic properties. We are at present
investigating this crossover behaviour in connection with
the metal-insulator transition. Finally, in figure 3, we
present the characteristic results of numerical simulations
of the dimensionless conductance in this system, o =
3 |Ta7ﬁ|2, where T, g is the transmission amplitude from
channel « to channel 8. The method we used is based on a
Green’s function approach [11]. The lattice size is (11, 11),
with 11 channels in the left and the right electrodes. In
figure 3, the horizontal axis is the dimensionless value of
the diagonal disorder, 6 E. The dimensionless off-diagonal
matrix element was chosen equal to V = 1 in the active
region and in the electrodes. The results shown in figure 3
correspond to the dimensionless Fermi energy Ef = 0.
In figure 3 the data indicated by diamonds (points a)
correspond to the randomization of only two boundaries,
m=1m=1...,.M)yand (n = N, m = 1,..., M).
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The data indicated by crosses (points b) corresponds to the
randomization of the whole active region. One can see
that increasing the diagonal disorder leads to a crossover
behaviour of the conductance in the casc when only the
boundaries are randomized. The results presented in this
paper can be useful for the performance of memory devices
based on thin polycrystalline silicon films. Our further work
is related to studying the influence of the Si-SiO; interfaces
on the conductivity in polycrystalline silicon films and on
the noise component.
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Abstract. We present simulation results for the activation barrier ¢ and the
number of electrons N in a quantum dot structure that are obtained from the
self-consistent solution of the 3D Schrédinger—Poisson problem. We observe an
approximately linear rise in the electrostatic barrier ¢, as a function of the gate bias
once pinchoff occurs. There is an associated linear decrease in the number of the
electrons in the dot region. Calculated values of ¢, and N are in an agreement
with those utilized in the energy balance analysis for similar structure investigated
experimentally in connection with negative conductance behaviour. The simulation
results also suggest that, if the dot area is too small, all particles may be depleted
from the dot before the input and output barrier forms, thus preventing the bistable

operation.

Devices that exhibit negative differential conductance are
attractive candidates for potential application as oscillators
because of their very short switching times. Several
years ago, Hess et al [1] showed that a heterostructure
hot-electron diode exhibits S-shaped negative differential
conductance (SNDC) at low temperatures. Later, Higman
et al [2] demonstrated that it is possible to observe the
switching behaviour even at 300 K on a similar type of
structure. More recently, Wu et al [3] reported that a
multiterminal lateral hot-electron transistor (LHET) with a
split-gate arrangement (figure 1) also exhibits pronounced
SNDC. Contrary to the heterostructure diode case, the
LHET has symmetric current-voltage (/-V) characteristics
around the zero source—drain bias Vj; and can switch at
lower voltages by varying the bias on the split gates.

For all three devices, a model based on the energy
balance approach has been quite successful in explaining
the experimental J-V characteristics [4, 5]. It assumes that
all the carriers injected into the dot thermalize with the
cold carriers in the dot which are isolated from the rest of
the quasi-two-dimensional electron gas (Q2DEG) with two
quantum point contacts (figure 1). According to this model

I¢y =eN ?f- (1
¢0 = ot >coll )

where I is the current injected over the barrier, ¢ is the
gate voltage dependent barrier height, e is the elementary
charge, N is the number of electrons in the dot and the
brackets represent the average energy loss per electron in
the dot due to acoustic and optical phonon scattering. Under

0268-1242/98/SA0037+04$19.50 © 1998 IOP Publishing Ltd

the assumption that, at each of the quantum point contacts,
I is limited by the thermionic emission over the barrier,
a set of equations results, in which fitting parameters are
the electron temperature in the dot T,, ¢, N and the
source—drain bias V;;. What physically occurs in the dot is
that two stable operating points may exist simultaneously
for a given value of the voltage, V;y. The first one
corresponds to a low-current state with the dot temperature
close to the equilibrium lattice temperature. The second
one corresponds to a state in which a relatively large current
may flow with the effective electron temperature in the dot
much higher than the lattice temperature.

To obtain quantitative results for the parameters ¢o
and N, we carried out numerical simulations using tools
developed at Arizona State University. Using a quasi-
3D model, we calculated the equilibrium conduction band
profile for the LHET structure from figure 1 for various
biases on the split gates, from which we extracted the
magnitude of the activation barrier ¢. We also investigated
whether one can fine tune the number of electrons in the
dot by varying the voltage on the plunger gate.

The LHET shown in figure 1 was realized in
GaAs/Al,Ga;_,As technology using standard processing
techniques.  The split-gate structure consists of four
electrodes that can be independently biased. The three
narrow electrodes are externally connected together and
biased as one. The plunger gate is either biased
independently or held at the same potential as the other
three electrodes. The MBE-grown heterostructure consists
of 1 um of undoped GaAs grown on a semi-insulating
(SI) GaAs substrate, 85 nm of undoped Al;Ga;_ As (x =
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Figure 1. (a) Scanning electron micrograph of the top split-gate structure. (b) MBE-grown epitaxial layers.

0.25) layer which incorporates five Si delta-doped layers
(four of which have Np; = 1 x 10'> cm~2 and onc has
Np2 = 3 x 10" ¢cm™?) and 20 nm of undoped GaAs
cap layer. For thc undoped GaAs layer we use standard
parameters for the effective mass and relative diclectric
constant. Following Adachi [6], the conduction band offset
between the Al,Ga;_,As and GaAs layers is calculated as
AE, = 1.0075x+0.2405x2. For the electron effective mass
in the Al,Ga;_,As laycr we use m* = (0.067+0.083x ).
The relative permitivity of this layer is calculated as
€ = 13.18 — 3.12x. For the effective Schottky barrier
height of the gate electrode to the GaAs cap layer we use
®;, = 0.7 eV, and for the binding energy of the decp donors
in the Al,Ga;_,As we assume that Ep = 25 meV. To
obtain realistic values for the confining potential in the dot,
at the exposed surface we use the more physical Neumann
boundary conditions [7].

Details about the calculation of the Q2DEG density
in an ungated structurc arc given in [8]. To find the
confining potential in the dot, we coupled our 3D Poisson
equation solver with our 1D Schrodinger solver. The
relatively large dot size justifies our treatment of electrons
in the dot as a finite-extent Q2DEG. We use both the
incomplete factorization scheme and the preconditioned Bi-
CGSTAB method for the numerical solution of the matrix
equation Ax = b that results from the standard 7-point
finite difference approximation scheme of the 3D Poisson
equation in the presence of piccewise-constant diclectric
constants [9]. Dirichlet boundary conditions arc imposed
at the Schottky contacts, whereas Ncumann boundary
conditions are assumed at the artificial boundaries.

In figure 2 we show the conduction band profile E,
and the energy of thc ground subband for the ungated
structure. Assuming that 50% of the Si atoms in the barrier
layer are electrically active and using —2.36 x 10'? cm~?
for the surface-charge density yiclds a channcl electron
density of Ny = 336 x 10 cm™2 at T = 4.2 K.
Shubnikov-de Haas and Hall measurements revealed an
electron density of 3.7 x 10'' cm~2. The close agreement
between the calculated and experimentally derived values
for N, confirms the adequacy of our model. Simulation
results for the confining potential for thc electrons in
the plane 5.4 nm below the Al,Ga,_,As—GaAs interface
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Figure 2. Conduction band profile along the growth
direction (y-axis) and the energy of the ground quantized
energy level. Fermi level Er is the reference energy level.

(ncar the maximum of the electron charge distribution)
and an applied bias of —3.6 V on all gates arc shown in
figure 3. The nonuniform finite-difference tensor-product
grid used here has 50 x 180 x 54 points along the x-axis
(Iength), y-axis (depth) and z-axis (width). We use the
samc surfacc-charge density as in thc 1D case, which is
assumed to be constant over the entire free surface, thus
ignoring the charge reversal at the edges of the gates. It is
obvious that the confining potential in the dot resembles a
truncated parabola with a flat bottom because of the charge
accumulation in the dot. An additional important feature
is the presence of a finite potential encrgy barricr at the
quantum point contacts that connect the dot with the input
and output leads. Variation of both ¢y and N as a function
of V, is shown in figure 4. We obscrve an approximately
lincar increase in the electrostatic barrier height ¢ once
pinchoff occurs. The opposite is true for N; it decrcases
approximately lincarly with increasing V. In figure 5 we
show the variation of ¢y and N with the voltage on the
plunger gates Vppuueer, for fixed voltages on the narrow
gates. It is obvious that onc can finc tunc the number of
electrons in the dot by varying V,jmgeer. Because of the
large dot size, the barrier heights are only slightly affected
with the variation of Vpyue.r. This suggests that one can
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Figure 4. Variation of ¢, and N as a function of the bias on
the split gates V.

investigate the influence of N on the -V characteristics
of the LHET by varying the voltage on the plunger gate
without altering ¢o.

Finally, we want to comment on the relevance of our
simulation results. For the same LHET, the energy balance
model predicts that, at T = 4.2 K and for V, = -2.95 V,
N = 155 and ¢y = 49 meV [5]. According to Laux
et al [10], the reversal of the surface charge density at the
exposed surface leads to a transition region whose width
is approximately 10% of the width of the gate opening.
The inclusion of this will shift the gate voltage by about
—0.2 V. In addition, the inclusion of space quantization in
the lateral direction will further reduce N and the width of
the quantum point contacts (QPCs) and, therefore, increase
¢o. This can be accounted for through an additional shift
of the gate voltage of about —0.15 V [10]. From the
results shown in figure 4 it follows that, for V, = —=3.3 V,
N = 157 and ¢ ~ 40 meV. These values are in agreement
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Figure 5. Variation of ¢, and N as a function of Vjyunger for
fixed values of the voltage V, on the narrow gates.

with the energy balance model predictions. We want to
comment that the uncertainty of the physical dot size and
the strong dependence of ¢ on the physical width of the
QPC could be a reason for the small discrepancy in the
results for ¢o.

In conclusion, our simulator gives good estimates for
the number of electrons in the dot N and the electrostatic
barrier height ¢o.  However, further refinements of
our simulation model are required to account for the
quantization in the lateral direction.
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Abstract. We investigate the fractal magnetotransport properties of mesoscopic
billiards. Employing three geometries, we find the self-similarity to be either
statistical or exact. We use a correlation analysis to investigate the relationship

between these two families of scaling behaviours.

1. Introduction

Magnetoconductance fluctuations (MCF) act as ‘mag-
netofingerprints’ of the statistics generated by electron
trajectories colliding with the walls of mesoscopic semicon-
ductor billiards [1,2]. At low temperatures, phase-coherent
quantum interference processes produce a rich spectrum
of MCF [1]. Mandelbrot introduced a ‘fractal’ dimen-
sion Dp to quantify structure occurring on increasingly
fine scales. Fractal structure in a data trace has the prop-
erty that 1 < Dr < 2 [3]. Recently, MCF observed in
billiards were predicted to be fractal [4] and experiments
revealed Dr in the range 1.1-1.6 [5-7]. Scaling fractals are
a subset where the structure is scale invariant [3]: for ‘ex-
act self-similarity’ an intrinsic pattern repeats itself exactly
at different scales, in contrast to ‘statistical self-similarity’
where statistical properties of the trace are invariant un-
der scaling [4,6,7]. The form of self-similarity in fractal
MCEF is highly topical. Square [6] and the stadium [7] ge-
ometries reveal statistical self-similarity, while a Sinai ge-
ometry [8] displays exact self-similarity [5]. Whereas Dp
quantifies the presence of MCF structure at different mag-
nifications, a correlation function F has been introduced
to assess self-similarity [9]. The correlation function is a
powerful tool in mapping out the scaling factors of fractal
MCF. In this paper, three distinct geometries of billiards
are used to investigate the relationship between exact and
statistical self-similarities and the conditions required for
their observation.

2. Exact self-similarity

Figure 1 shows the three billiard geometries which we label
A, B and C. The diagrams represent electrostatic gates
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Figure 1. Schematic diagrams of the three billiard
geometries considered. Dimensions are in microns.

on the surface of an AlGaAs/GaAs heterostructure [5, 6].
In each case, the electronic mean free path (£ > 5 pm)
is significantly larger than the billiard and the electronic
motion is sensitive to the billiard’s geometry [1,2]. In
the hard-wall approximation, the square of figure 1(a)
supports stable trajectories, while the presence of the curved
wall (the Sinai diffuser) in figure 1(b) generates chaotic
trajectories [8]. In figure 1(c), the central antidot is the
Sinai diffuser and its presence can be tuned with gate bias,
allowing a study of the transition from the ‘empty’ square to
the Sinai geometry [5]. In a semiconductor billiard defined
by soft walls, the classical phase space is mixed (regular
and chaotic) [4] and the effect of the Sinai diffuser is of
considerable interest.

Figure 2 shows MCF for the three billiards for magnetic
fields applied perpendicular to the billiard plane. We
first consider the MCF of device C (antidot activated)
represented in figure 2(c) [9]. (We note that figure
2(c) is a damped Weierstrass fit to the MCF data of
device C. The Weierstrass equation and the MCF raw
data can be found in [9]. The correlation analysis is,
however, applied to the MCF raw data) The MCF
clusters around two distinct scales: ‘fine’ (f) structure
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Figure 2. §G(B) = G(B) — (G(B)) versus B for (a) billiard
A, (b) billiard B and (c) billiard C (with the antidot
activated). In (c), the label ‘f’ points to the fine structure
superimposed on the coarse ‘c’ structure.

Figure 3. F versus (Ag, Ag) for device C (antidot
activated).

superimposed on ‘coarse’ (c) structure with characteristic
magnetic field scales AB; =~ 0.5 mT and AB, ~ 10 mT.
For exact self-similarity in MCF, the f structurc will
be a scaled version of the ¢ structure. Defining the ¢
scale conductance as §G.(B) = G.(B) — (G.(B)) (where
() represents an average performed over magnetic field)
and the f scale conductance amplitude as 6G,(B) =
G¢(B) — (G;(B)), then conductancc and magnetic ficld
scaling factors, Ag and Ap, can be determined which give
8G.(B) ~ Agd8G;(AgB). The correlation function F
quantifies the similarity:

([8G(B) — A6 6G (23 B)I))'/?

F=1- N - ey

N is a normalization constant which scts F = 0 when
8G(B) and A 8G¢(ApB) arc randomly related traces and

A42

F = 1 if the two traces arc mathcmatically identical [9].
Figurc 3 shows F as a function of A; and Ag for the
MCEF data trace and reveals a maximum of F = 0.97
for (Ap,Ag) = (18.6,3.7). The single pcak indicates a
unique pair of scaling factors and the high valuc of F
at thc maximum confirms that thc MCF has cxact sclf-
similarity. To be fractal, the MCF will continuc to cluster
at finer scales. An ‘ultra-fine’ (u) structure is supcerimposed
on the f structure with a characteristic ficld scale AB,
determined by thc common scaling factor AB./AB; =
AB;/AB, = Ap. Assigning the c structure as the ‘initiator’
pattern with index number n = 1 [3], thc MCF can be
mapped out using AB,/AB,yy = Ap. The conductance
amplitudes of selected features AG, arc also related by
a common scaling factor AG,/AG,y, = Ag. As required
for fractal behaviour [4, 5]. the scaling factors are related by
A = (Ap)?, where Dp = 2 — 8. Performing an equivalent
analysis replacing AG,, with ((§G(B) — §G(B + AB,)1?)
(the variance of §G(B) with AB, for the nth cluster), we
obtain

((5G(B) — §G(B + AB)) _( AB, )y

([8G(B) = 8G(B + AB,11)]%) ABy 4
AB
where Ap = - 2
ABn+]

and D = 2 — y/2. Exact sclf-similarity is preserved
when adjusting the bias V, applied to the outer squarc gate
and hence the number of conducting modes i in each port.
(V,, i, Dg) evolves as (—0.51, 7, 1.55), (—0.52, 5, 1.52)
and (—0.55, 3, 1.45). Adjustment of thc bias V; applicd
to the inner gate, in order to remove the Sinai diffuser,
results in a decrcase in F [9] and a change to statistical
self-similarity (see below).

3. Statistical self-similarity

In figures 2(a) and 2(b) the MCF data mecasured at 50 mK
on devices A and B appcar aperiodic, possessing a range of
A B components [1]. They are predicted to obey statistics
analogous to fractional Brownian motion [3] and hence are
fractal [4]. For an arbitrary incrcment A B, the MCF arc
expected to follow

([6G(B) — 8G(B + AB)*) o« (AB)YY 3)

where D = 2 — y/2. Extracting Dp from lincar fits
to log{{[6G(B) — §G(B + AB)])} versus log(AB), we
find (V,, i, Df) = (—0.60, 3, 1.2), (047, 3, 1.1) and
(—0.52, 5, 1.4) for devices A, B and C (antidot dc-activated)
respectively. A study of D versus i will be presented
elsewhere. The scaling described by cquation (3) is termed
statistical self-similarity [4]. Selecting two arbitrary scales,
AB; and AB,, gives

(I3G(B) —8G(B + AB)J?) (ABI)V

(3G(B) —8G(B + AB)Y)  \AB,
_ ABy
where Ag = N “)



2 T T LI
(a) ,V/
L 7 n=4
A -7
~ B pd
g 1+ A // n=3
(D‘- G //
7
% L o T =2 \Gradient
ks} e B=2-D,
7
or /v/n-1
s = —-— -
7\.8—18.6, XG—3.7
0 2 4
log (AB 1lABn)
2 T 1 l\/
(b) o
)54
Lt
OC 1 Di)/\
L 'r DY
(2 @( KB ;\'G
= n X 5 21
o X + 10 2.8
0 15 33
or ® v 186 37
O 20 38
0 2 ' 4
log (AB 1/ABn)

Figure 4. Schematic representation of (a) exact
self-similarity and (b) statistical self-similarity. See text for
details.

The difference between equations (2) and (4) is that the
latter holds for a continuous range of Ap while the former
is only true for a single value. For both exact and statistical
self-similarity, the MCF are described by a unique Df
which links each (Ag, Ag) pair by Ag = (Ag)? and Df =
2— . This proposed picture is summarized in the schematic
of figure 4, where the antidot of billiard C is activated
(figure 4(a)) and de-activated (figure 4(b)). In figure 4(a),

Scale factor mapping of self-similarity in billiards

the exact self-similarity is generated by a single hierarchy
of points (n = 1,2,3,4,...) located at equal spacings
determined by (Ag,Ag) = (18.6,3.7) on a line with gradient
B =2 — Dr. In figure 4(b), de-activation of the antidot
generates additional hierarchies at spacings determined by
their (Ag, Ag) values. For simplicity we have shown just
four additional hierarchies. For statistical self-similarity,
a continuous range of hierarchies are expected. We are
currently applying correlation analysis to the statistically
self-similar traces to map out the ranges of scaling factors
present in the billiards. We have also shown an identical
gradient for figures 4(a) and 4(b), although in reality Dg
is slightly less for the statistical case (see above). This is
being investigated.

4. Conclusions

The two forms of observed fractal MCF can be understood
within a common framework where exact self-similarity
is generated by a unique pair of scaling factors compared
with a range required for the statistical case. Geometries
A, B, C (antidot de-activated) and the stadium [7] are all
‘empty’ billiards and exhibit statistical self-similarity. In
contrast, introduction of the antidot at the centre of billiard
C removes all but one pair of scaling factors from the
system, generating exact self-similarity. We are currently
using a soft-wall model to relate the scaling factors to stable
electron trajectories.
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Abstract. Simulations with recursive Green’s functions with damping are applied to
the study of a variety of nanostructure configurations, including quantum point
contacts, lateral resonant structures and symmetric and asymmetric open quantum
dots. The roles of fluctuations and length dependence are introduced and a
comparison with experiments on multiple-point contact systems is discussed.

1. Introduction

In earlier studies [1], application of the quantum Liouville
equation in the coordinate representation demonstrated the
necessity of finding a suitable set of phase space boundary
conditions to reflect the effects of device-device interac-
tion and proximity effects on nanostructure transport. In
particular it was shown that the self-consistent potential
and density distributions arc extremely sensitive to small
variations in these boundary conditions. While these issues
are present in multidimensional quantum confined systems,
and the techniques used for the one-dimensional studies are
in principle amenable to two and three dimensions, compu-
tational requirements may be excessive. Instead we have
begun to apply recursive Green’s functions (RGFs) tech-
niques to the simulations of nanostructure transport. The
emphasis in this study is on structure and how simple struc-
tural variations manifest themselves in changes, sometimes
dramatic, in the conductance versus energy relation. The
simplest structural variations include the effects of isolated
impurities on the output of quantum point contacts, and
in the case of open quantum dots the effects of placement
and opening width on the conductance. In the latter case
we find that structural variations can change conductance
versus energy relations from the familiar plateau structure
(see [2]) to one where the conductance displays oscillations.
This study is limited in scope to rectangular structures of
finite potential energy. The soft potential arising from self-
consistency is not treated, and we expect the appearance of
some oscillations which, while not spurious in a mathemat-
ical sense, would not appear experimentally.

We note that the recursive construction of Green’s
functions on a tight-binding lattice is not new. It was
first introduced in the early 1980s (see [3] for a detailed
discussion). As used bclow, a damping factor, in, is
included.  An early illustration of the use of RGFs
techniques for the computation of the conductance of an
adiabatic quantum point contact (together with a discussion

0268-1242/98/SA0044+03$19.50 © 1998 IOP Publishing Ltd

comparing the results with the mode matching methods with
hard potential boundaries) is provided in [3].

Each of the examples discussed below involves the
Kubo formalism for computing the conductance. For
comparison with experiment thcre are two routes we
take. (1) We specify the potential encrgy distribution and
compute the conductance for a specific Fermi energy. We
then vary the potential energy distribution in a way that
mimics the variation of depletion width with bias and again
compute the conductance. (2) Alternatively, for a specific
potential encrgy distribution the conductance is computed
as a function of Fermi energy. The latter is discussed below.
There is equivalence when the transmission coefficient is
a function of the difference between the Fermi energy and
the subband energy.

2. Discussion

To set the stage for the results we refer to figure 1 for
a structure in which the point contact opening on the left
is smaller than that on the right. As discussed below we
think that this calculation is relevant to the expecriments
of [2]. First we provide some details. The structure is
defined on a 30 x 60 equally spaced rectangular array.
The lattice spacing is 5 nm. The width of this structure
is W = 145 nm, the widths W, = W, = 50 nm,
W3 = W4 = 20 nm, the lengths L =295 nm, L; = 95 nm,
and L, = 100 nm. For this structure the potential energies
on all of the boundaries as well as the shaded region were
set at 6V,,, where V,, = h2/2ma2. Fora =5 nm and m
the effective mass of GaAs electrons V = 24.2 meV.

The points in figure 1 display the conductance as a
function of Fermi encrgy. The full line in the figure are
obtained from the idcal conductance, G = (2¢%/h)k; W /7,
where the number of modes is given by M = k,W/m =
(W/am)(Er/V,)V/?, and W is the opening of the left-
most point contact. The results are clearly dominated by
the quantum point contact with thc smaller opening, a
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Figure 1. Conductance versus Fermi energy (in multiples
of V,,) for the structure shown.

result that appears to be consistent with earlier discussions.
(Note that in this formula we see an equivalence where
the number of modes increases as the gate bias is made
less negative, and the number of modes is increased by
increasing the Fermi energy through an increase in the
numbers of carriers.) This result is also likely to be relevant
to the experiments of {2] for two isolated quantum point
contacts in which only one of the gates was swept, the other
being held at ground. In [2] the conductance displayed
a series of plateaux, as in figure 1. Caution is advised
here since the potential energy distribution in figure 1 is
set at a fixed constant value. Additional calculations for an
increased opening of the right-hand point contact did not
qualitatively alter the calculated results.

The calculations take a strong turn, with the appearance
of oscillations, when the opening of the second quantum
point contact is reduced to that of the first one; see figure 2.
These results remain qualitatively the same for structures
in which the separation of the quantum point contacts is
increased to 2 um. The full line is figure 2 is the same
as that in figure 1. It is apparent that the magnitude of the
conductance would be better fitted if reduced by a factor of
2, where the inverses of the conductance are additive.

It is expected that the conductance variations are
dependent on geometry. In addition to the above structures
the conductance was computed for the structures shown
in figure 3. Figure 3(a) showed conductance variations
similar to those of figure 1. Figure 3(b), which is

another representation of an open quantum dot, displayed
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Figure 3. Various structures studied.

a more regular set of conductance plateaux, suggesting the
importance of geometry in the interpretation of conductance
behaviour. Calculations with figures 3(c) and 3(d) were
performed to determine the role of such things as isolated
impurities in the conductance. The situation for figure 3(c)
resulted in only marginal changes in the conductance from
a ‘perfect’ point contact, while that for figure 3(d) where
the change is over a longer distance resulted in severe
distortions. Some of the latter are probably consequences
of the sharpness of the boundaries.

3. Conclusions

The purpose of this study was to demonstrate how simple
structural variations manifested themselves in changes,
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sometimes dramatic, in the conductance versus encrgy
relation. The study demonstrated the effects of isolated
impurities on the output of quantum point contacts, and in
the case of open quantum dots the effects of placement and
opening width on the conductance. In particular, we found
that structural variations can change conductance versus
energy relations from the familiar plateau structurce to onc
where the conductance displays oscillations.
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Abstract. We have investigated the response of Cgy molecules adsorbed on
Si(100)-(2 x 1) to manipulation induced by a scanning tunnelling microscope. Our
results show that the Cg—Si(100)-(2 x 1) interaction is greater than the Cgo—Cago
interaction. Attempts to move a molecular pair result in the transfer of one
molecule across a dimer row due to barrier lowering caused by the intermolecular
interaction. Our results suggest that Cgg is chemisorbed and this is confirmed by Si

2p core-level photoemission spectra.

Lateral manipulation using a scanning tunnelling micro-
scope (STM) may be used to probe the interactions experi-
enced by atoms and molecules adsorbed on solid surfaces
[1-3]. Following initial work by Eigler and Schweizer [1]
this approach has been used to study the interaction of elec-
trons at the surface of noble metals with adsorbed transi-
tion metal atoms [2] and more recently the anisotropy of
a molecule-substrate interaction for a high-index surface
[3]. The use of this technique to investigate molecular
interactions has so far been restricted to metal substrates
and a low-temperature environment since the adsorbate—
substrate combinations studied to date have energy barriers
which are too low to suppress diffusion at room tempera-
ture. The extension of this work to room-temperature op-
eration requires a much larger diffusion barrier and there-
fore a much stronger adsorbate—substrate interaction and
progress towards this goal has been limited by the difficulty
of initiating manipulation of strongly adsorbed molecules.
In a number of recent papers controlled manipulation of
molecules at room temperature has now been reported [4—
7]. However, progress to date has encompassed only place-
ment of adsorbates and no investigations of the interactions
of strongly adsorbed molecules have been reported.

In this paper we describe a series of experiments in
which molecular manipulation is used to investigate the
intermolecular and molecule-surface interactions of Cgg
adsorbed on the Si(100)-(2 x 1) surface. This adsorbate—
substrate combination has recently been the focus of intense
interest and several different models for adsorption have
been proposed {8-10]. By using STM manipulation we
are able to discriminate between these models. We show
that the response of Cgy to manipulation implies that
Ceo is chemisorbed [10] and this result is confirmed by
synchrotron radiation photoemission experiments.

0268-1242/98/SA0047+04$19.50 (© 1998 IOP Publishing Ltd

We use an ultrahigh vacuum (UHV) STM (Oxford In-
struments SPM group, formerly WA Technology, Cam-
bridge, UK) operating at room temperature. Electrochemi-
cally etched W tips cleaned in vacuum by heating were used
throughout. The Si(100) samples were degassed at 750°C
overnight, flash annealed at 1200 °C for 20 s and then held
at 800°C for 3 min before being cooled to room temper-
ature. Cgp was sublimed from a Knudsen cell at a rate of
2x 1073 monolayers s~!. Photoelectron spectroscopy (PES)
experiments were performed at the Synchrotron Radiation
Source, Daresbury, UK, using incident photon energies of
120 and 140 eV and a hemispherical analyser (resolution
~0.3 eV). For the PES experiments Cgy was sublimed from
a resistively heated Ta envelope.

Figure 1(a) shows an STM image in which Cg
molecules appear as circular features and the rows of the
Si(100)-(2 x 1) reconstruction run up the image. The rows
arise from the dimerization of top-layer atoms [11]. The
Si(100)-(2 x 1) surface and the adsorption site for Ceo
are shown schematically in figure 2. We find that Cgp
is adsorbed in the troughs between the dimer rows at the
four-dimer site (labelled A in figure 2) in agreement with
previous studies [9, 10].

Displacement of an adsorbate across a surface was
first demonstrated by Eigler and Schweizer [1]. This
original work was performed at low temperature but we
have recently demonstrated that it may also be performed
at room temperature [4,5]. Following our work further
demonstrations of room-temperature manipulation have
been published [6,7]. To induce manipulation on the
Si(100)-(2 x 1) surface the tip-sample separation is first
reduced by decreasing the gap resistance to a value ~1 GQ.
The tip is then moved across the surface in a controlled
manner (typically through a total distance of 3 nm in steps
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Figure 1. Demonstration of molecular manipulation:
(a)-(c) parallel to the Si(100)-(2 x 1) dimer rows, scan area
7.5 x 10 nm?; (d), (e) across dimer rows, scan area

10 x 6.3 nm?. The arrows indicate the direction of tip
displacement. (f) A 3 x 3 array of Cgo molecules, scan
area 40.5 x 19.7 nm?. For (a)—(f): scan parameters,
—3.5V, 0.1 nA; manipulation parameters, —1.0 V, 1.0 nA.

(d) #%—wy

Figure 2. (a) Schematic of the Si(100)-(2 x 1) surface and
the adsorption site for Cg labelled A; (b) symmetrlc and (c)
buckled Si dimers; (d) hopping between buckled states
which occurs at 300 K. @, top layer Si atoms, O, second
layer Si atoms.

of 0.6 nm). This movement may be chosen to be either
parallel or perpendicular to the dimer rows. A digital
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Figure 3. (a) A pair of Cg; molecules (d = 1.15 nm) prior to
manipulation. The result of an attempt to reduce the
intermolecular separation by moving the lower molecule
towards the upper molecule is shown in (b). The arrow in
(a) indicates the direction of tip displacement. Manipulation
parameters: —1.0 V, 1.5 nA. (c) A molecular cluster
assembled using the STM tip. (d) Schematic diagram
showing the position of the molecules in (¢): ——, the
minima of the troughs. (e) c{4 x 3) arrangement. According
to a recent theory the cluster shown in (¢) and (d) should
spontaneously relax to the configuration in (e); however,
this is not observed.

feedback loop is used to update the tunnel current after each
step. The gap resistance is then increased to ~30-40 G,
causing the tip to withdraw from the surface, and the tip
is returned to its original position. For the Si(100)-(2 x 1)
surface we have not observed any difference in response to
manipulation for forward and reverse bias.

For the Si(100)-(2 x 1) surface we observe a highly
anisotropic response of Cgp to STM manipulation. This
is shown in figure 1 in which the response of Cgp
to manipulation either parallel (figures 1(a)-1(c)) or
perpendicular (figures 1(d) and 1(e)) to the dimer rows
is illustrated. In figures 1(a)-1(c) the effect of two
successive 3 nm displacements of the tip is shown. For
the manipulation perpendicular to the rows (ﬁgures 1(d)
and 1(e)) five parallel lines separatcd by 6 A were swept
out forming an arca of 3 x 3 nm2. As shown in figure 1
it is possible to induce manipulation perpendicular to the
rows although the success rate for this direction is ~15% as
compared with ~95% for manipulation parallel to the dimer
rows. Note also that following attempts at manipulation
across dimer rows (figures 1(d) and 1(e)) we observe
some displacement parallel to the dimer row. However,
for displacement parallel to the rows the molecule is
guided along the troughs on the Si(100)-(2 x 1) surface.
This facilitates more precise and controllable placement.
Figure 1(f) shows a simple pattern. We have undertaken
further manipulation experiments to determine whether
the manipulation results from a repulsive or attractive
interaction. After application of a modified procedure, in
which the tip is not retracted before returning to its original
position, the Cgo remains at the extreme of the tip excursion.
This implies that the manipulation in figure 1 results from
a repulsive interaction.



A model for the interaction of Cgy with the Si(100)-
(2 x 1) surface has recently been proposed [8]. According
to this model a strong molecule-surface interaction causes
the adsorption of Cgp in the troughs between dimer rows.
While the interaction with the surface causes the molecule
to sit in troughs, the position of the molecule along the
trough, which is determined by the component of forces
parallel to the dimer rows, is assumed to be determined
entirely by interactions with other adsorbed molecules.
The intermolecular interaction is taken to be van der
Waals [12] in origin, and the molecules are assumed to
be physisorbed. Note that the equilibrium intermolecular
separation according to this model is therefore given by
dp = 1.005 nm. We have used STM manipulation of
pairs and small groups of molecules to evaluate this model.
Figures 3(a) and 3(b) show the result of an attempt to
reduce the separation of a Cgp pair by moving the lower
molecule along the trough towards the upper molecule.
The initial position of the tip was chosen so that it was
sufficiently far away from the upper molecule so that no
manipulation would result in the absence of the lower
molecule, that is there should be no direct interaction
between tip and upper molecule. Prior to manipulation the
separation, d, of the Cgo pair is 1.15 £ 0.02 nm (equal to
3a, where a (= 0.384 nm) is the surface lattice constant).
Figure 3(b) shows an STM image taken after application
of the manipulation procedure and shows that the upper
molecule has been forced to move across a dimer row
into an adjacent trough. The final molecular separation
is 1.09 £ 0.02 nm. Note also that both molecules move
‘up’ the image by ~0.8 nm.

We have repeated this experiment many times and
the important aspects of the results shown in figure 3
are reproducible. In particular we have never observed a
separation of molecules along a trough which is less than
1.15 £ 0.02 nm, a result which is inconsistent with [8] in
which a value equal to the intermolecular separation dp
is predicted. We have also assembled molecular clusters.
According to the model described above the cluster in
figure 3(c) should relax to an ordered (local c(4 x 3))
arrangement, but this is inconsistent with our data (see
figures 3(d) and 3(e)).

There are two possible explanations for these
differences.  First, the molecules are not physisorbed,
but chemisorbed, and the resulting charge exchange
between adsorbate and substrate modifies the intermolecular
potential leading to a different equilibrium separation. A
second (and on the basis of our STM results more likely)
possibility is that the positions of the molecules along the
trough are determined by the molecule—surface interaction
rather than intermolecular forces.

Both explanations imply a much stronger interaction
between Cgo and Si(100)-(2 x 1) than is consistent with
physisorption. This is confirmed by photoemission spectra
from the Si(100)-(2 x 1) surface before and after Cep
deposition.  Figure 4(a) shows the Si 2p core-level

spectrum acquired from the clean surface. The spectrum
is decomposed into a number of spin—orbit split Voight
components and is in agreement with previous work [13].
The various components arise from Si atoms in different

Interactions of Cgo on Si(100)-(2 x 1)

Intensity (Arb. Units)

W
w
w
EN
w
un
W
(=)
W
~J
(]
Qo

33 34 35 36 37 38
Kinetic Energy (eV)

Figure 4. Si 2p core-level photoelectron spectrum from (a)
the clean Si(100)-(2 x 1) surface and (b) Si(100)-(2 x 1)
after deposition of ~0.2 monolayer Cgo. The photon energy
used in each case was 140 eV.

bonding configurations or chemical environments. The
most intense peak (B) corresponds to atoms in a bulk
configuration, peak C is related to second layer atoms and
peak D has been identified as an electron energy loss feature
[14,15]. We focus on peak A, which arises from the ‘up’
atom of a buckled dimer.

Buckling of dimers on the Si(100)-(2 x 1) is illustrated
in figures 2(b)-2(d). A symmetric dimer (figure 2(b))
may adopt a lower energy configuration by buckling, that
is raising one and lowering the other atom (figure 2(c)).
The energy barrier for thermal activation between the two
buckled configurations is low and transitions occur on a
time scale less than the acquisition time of an STM image
pixel [16]. The STM image is therefore an average of
the two configurations and the dimers have a symmetric
appearance, apart from a small number which are pinned
by defects. However, the effects of buckling may be
detected in photoemission which probes the surface on a
much shorter time scale. Peak A is related to the ‘up’ atom
of the buckled dimer [15].

Deposition of 0.2 monolayers of Cgy induces distinct
changes in the Si 2p spectrum (see figure 4(b)). Note
that for physisorption we would expect no significant
differences in the Si 2p spectrum following Cgp deposition.
Peak A is no longer present and a new peak (E) is resolved
at lower energy. This shows that the bonding and net
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charge on the surface Si atoms have been modified by
Ceo, providing direct evidence for chemisorption of Cgp.
Our results may be explained in terms either of charge
transfer into the lowest unoccupied molecular orbital of Cg
or the formation of Si-C bonds. We believe that the latter
explanation is unlikely as the core-level shift induced by
Ceo deposition (40.9 eV) is much greater than expected
for Si—C bond formation [17].

We have exploited an anisotropic surface reconstruction
to investigate the interactions experienced by an adsorbed
molecule on a solid surface. Our results imply that
Ceo is chemisorbed on Si(100) and this is confirmed by
photoemission studies.
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Abstract. The carbon nanotube junctions have recently emerged as excellent
candidates for use as the building blocks in the formation of nanoscale electronic
devices. While the simple joint of two dissimilar tubes can be generated by the
introduction of a pair of heptagon—pentagon defects in an otherwise perfect
hexagonal graphene sheet, more complex joints require other mechanisms. In this
work we explore structural and electronic properties of complex three-point

junctions of carbon nanotubes using a generalized tight-binding

molecular-dynamics scheme.

1. Introduction

The interest in pure carbon clusters received a tremendous
boost from the discovery of the Cg molecule [1].
Following this discovery, quasi-one-dimensional structures
made of carbon atoms, called carbon nanotubes, were
experimentally observed by lijima [2].  The carbon
nanotubes consist of rolled-up graphene sheet with various
chiralities. The electronic structure of these tubes can
be either metallic or semiconducting, depending on both
the diameter and the chirality which can be uniquely
determined by the chiral vector (n, m), where n and m are
integers [3-7].

The possibility of connecting nanotubes of different
diameters and chiralities has generated considerable interest
recently [8-12]. This is because of the possibility of the
junctions being the building blocks of nanoscale electronic
devices. The simplest way to connect two dissimilar
nanotubes is found to be via the introduction of a pair of
heptagon and pentagon in an otherwise perfect hexagonal
graphene sheet [6]. The resulting structure still contains
three-fold coordination for all carbon atoms forming the
junction.

In reality nanotubes have finite lengths and, in most
cases, tend to be closed with fullerene caps. The closure
introduces a small gap in the electronic structures of these
tubes.  Also, formation of a tube junction results in
considerable local strain which is relieved by the relaxation
of the atoms. The relaxation is also expected to alter
the electronic structure and local density of states of the
atoms forming the junction and their neighbours. Although
several theoretical models have been used in the study of
nanotube heterojunctions, most of them tend to ignore the
effects of relaxation altogether.

0268-1242/98/SA0051+04$19.50 © 1998 IOP Publishing Lid

In this work we investigate the effects of full symmetry
unconstrained relaxation of the nanotube heterojunctions on
the structural and electronic properties using the generalized
tight-binding molecular-dynamic (GTBMD) scheme of
Menon et al [7]. The GTBMD makes explicit use of
the non-orthogonality of the orbitals in treating interactions
in covalent systems and has been found to be very
reliable in obtaining good agreement with experimental and
local density approximation results for the structural and
vibrational properties of fullerenes and nanotubes [7, 13].
Additionally, GTBMD has been applied earlier to obtain
equilibrium geometries for small carbon clusters [14], in
good agreement with ab initio [15] results for the lowest-
energy structures of carbon clusters of size up to N = 10
(for which ab initio results are available).

2. Three-point junctions

2.1. ‘T-junctions’

Unlike the simple nanotube junctions, the three-point
junctions of single-walled carbon nanotubes could be used
as building blocks of nanoscale tunnel junctions in a
2D network of nanoelectronic devices. As a prototype
of such junctions we study a ‘T-junction’ formed by
fusing two nanotubes of different diameters and chiralities
perpendicular to each other [16].

The T-junctions provide a challenge to the conventional
rules applicable to tube bends. This is because, unlike
the knee joint where one can clearly define the opposite
sides of the joint as either the front or the behind, both
sides are topologically equivalent. As a result, we can
expect a net excess of heptagons over the pentagons at
the junction. Furthermore, whereas the bend angles at
a two-point tube junction depend on the fube parameters
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Table 1. Bond length analysis for the T-junction in figure 1.
The GTBMD scheme has been used to relax the cluster.
The bond lengths are averaged over the heptagons and
hexagons.

Average bond length  Average bond length
Tube in heptagons (A) in hexagons (A)

Tl 1.427 1.419

(diameter and chirality) of both the component tubes, no
such dependence exists for the T-junction where the angle
remains fixed at 90°.

We explore an alternative route to the formation
of T-junctions that is not constrained by the usual
heptagon—pentagon defect pair considerations. In
particular, we examine a metal-semiconductor-metal T-
junction, namely the (5,5)-(10,0)~(5,5) junction (figure 1).
We designate this junction by the symbol T1. The structurc
T1 is composed of 314 atoms. The numbers chosen arc
sufficiently large to avoid the effects of the dangling =
bonds at the edges on the junction. The (10,0) tube is
semiconducting and the (5,5) tube is a semimetal. The (5,5)
and (10,0) tubes have armchair and zig-zag configurations,
respectively. In the armchair (zig-zag) configuration the
tubes have C~C bonds perpendicular (parallel) to their axis.
As seen in figure 1, in going across the junction in T1 from
the (10,0) side to the (5,5) side, the oricntation of the C-C
bonds remains unchanged. Interestingly, T contains six
heptagons and no pentagons at the junction (figure 1).

The geometry shown in figure 1 is the GTBMD-
optimized structurc for T1. The starting configuration
of T1 has two-fold coordinated atoms at thc ends of
the armchair portion of the tubule within strong bonding
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(10,0)

Figure 1. Fully relaxed (5,5)-(10,0)—(5,5) tube (T1). The structure contains six heptagons and no pentagons.

intcractions of each other. The GTBMD rclaxation results
in the closure scen in figure 1 on relaxation with three-
fold coordination for all atoms at the armchair ends. No
such closure results at the zig-zag ends, however, as the
two-fold coordinated atoms arc sufficiently far from cach
other. Table 1 summarizes the average bond lengths in
the heptagons and hexagons at the junctions of Tl. The
average bond length in the heptagons is found to be longer
than the onc for the hexagons.

The Fermi level of the (5,5) nanotube lies within the
gap of the (10,0) semiconducting tube. The T-junction
forms a microscopic tunnel junction, made up entircly
of carbon atoms, through which electrons can cross by
quantum mechanical tunnclling. The tunnelling current can
be controlled by an application of a potential difference that
raises the chemical potential of one side with respect to the
other. Since the tunnelling currents have been observed to
obey Ohm’s law, the T-junctions can thus form onc of the
smallest microscopic ohmic resistors. Furthermore, either
n-type or p-type doping of the semiconducting portion of
the T-junction should yicld Schottky barricr type devices.

2.2. ‘Y-junctions’

The Y-junctions pose a different kind of challenge when
three-point junctions are formed [18]. As found in the case
of T-junctions, the pentagon—heptagon defect pair rule is
also found to be not applicable in the formation of the Y-
junctions. We, therefore, explore the formation of large-
angle bends through octagon—pentagon defect pairs and
apply it to study Y-junctions which provide another routc to
the formation of a threc-point junction of dissimilar tubes.

We show that the Y-junctions can bc made with
the incorporation of pentagons and octagons with no
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Table 2. Bond length analysis for the Y-junction in figure 2. The GTBMD scheme has been used to relax the cluster. The
bond lengths are averaged over the pentagons, octagons and hexagons.

Average bond length
Tube in pentagons (A)

Average bond length  Average bond length
in octagons (A)

in hexagons (A)

Y 1.440 1.422

1.417

Figure 2. Fully relaxed Y-junction with two (9,0) arms and
one (8,0) arm. The junction is formed by six octagons and
six pentagons. The atoms forming pentagons and
octagons are shown in dark colour.

assistance from heptagons and that incorporation of
octagons in place of heptagons gives greater flexibility in
the Y-junction formation involving similar or dissimilar
nanotubes.  Additionally, we find that the number of
octagonal defects equals the number of pentagonal defects
in the junction region, regardless of whether or not there
is a change in chirality when crossing the junction. In
particular, we examine a Y-junction made up of nanotubes
in zig-zag configurations. The joint investigated consists of
a Y-junction formed by two (9,0) nanotubes and one (8,0)
nanotube.

The structure was fully optimized without any
symmetry constraints using the GTBMD scheme.

All three arms of the structure have zig-zag
configurations, but the (9,0) arms are metallic, while the
(8,0) arm is semi-conducting. Thus, this structure forms
a nanoscale metal-semiconductor-metal tunnel junction.
The relaxed structure is shown in figure 2 and contains
272 atoms. The number of atoms chosen is sufficiently
large to avoid the effects of the dangling 7 bonds at the
edges on the junction. On relaxation, the structure was
found to be stable with six octagons, six pentagons and,
interestingly, no heptagons. The brunt of the curvature

is borne by octagons and the hexagons at the junction
while the pentagons are almost planar. Also, as seen in
figure 2, all the pentagons are clustered near the centre of
the junction. The atomic arrangement is radically different
from the case of simple tube bends where both pentagons
and heptagons participate in the tube bend.

Table 2

summarizes the average bond lengths in the pentagons,
octagons and hexagons at the junctions of the structure. As
seen in the table, the average bond length in the octagons
is found to be longer than the one for the hexagons but
shorter than those in the pentagons.

In the light of the present work, serious considerations
must be given to the possibility of the existence of octagonal
defects in complex junctions. The octagonal defects may
give greater flexibility for such junction formation involving
similar or dissimilar nanotubes. The search for larger-angle
bends or Y-junction formation in the existing experimental
data on single- and multiwall nanotubes may point towards
the possibility of octagonal defects in the nanotube-based
pure carbon structures.

3. Summary

The implications of these findings are intriguing. Both T-
junctions and Y-junctions defy the conventional arguments
made in favour of equal numbers of heptagon—-pentagon
defect pairs for the stability of dissimilar tube joints. We
have shown that T-junction joints can be made without the
incorporation of pentagons. Our results also show that Y-
junctions can be created with an equal number of pentagons
and octagons and, surprisingly, no heptagons. Furthermore,
the T-junctions can be used as ‘universal joints’ for forming
a 2D network of tubes in which conduction pathways can
be controlled. If produced, these junctions could be the
prototypes of nanoscale tunnel devices.
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Abstract. We discuss density functional and spin density functional calculations of
semiconductor quantum dots. We show that spin-degenerate density functional
theory tends to exhibit level clustering at the Fermi surface Er owing to Coulombic
energetic costs associated with occupying one spatial state fully as opposed to
several partially. Within spin density functional calculations, this level clustering is
replaced by a self-consistent tendency for levels to split, an effect which is
enhanced by the exchange interaction. Consequently we predict that, for
intermediate size dots with electron number N ~ 100, spontaneous spin
polarization will occur. In addition, we find that the polarization fluctuates
coincidentally with the charging energy E¢ and the pattern of fluctuations is driven,
in the case of chaotic quantum dots, by the presence of ‘scars’ in the eigenstates.
The scarred states in small dots occupy a reduced area of the dot, Coulombically

interact more strongly between spin up and down and so require more energy to
double fill than more chaotic states. Both in the chaotic case and in the case of
more regular dots we find that the polarization has a distinct fluctuating pattern
which, in particular, shows polarization collapse in the vicinity of states with large

diagonal Coulomb interaction.

The existence of ‘scars’ in the eigenstate intensity pattern of
noninteracting, chaotic Hamiltonians has been recognized
for some years [1]. Phenomenologically, scars emerge
in, for example, the eigenstates of the stadium as narrow
linear regions with enhanced intensity which appear to
recapitulate periodic classical trajectories [2]. Although
they are not fully understood, a heuristic explanation can be
given in terms of a Gaussian wavepacket, launched along
an unstable, periodic trajectory. The packet returns to
the origin with frequency w and a diminished amplitude
characterized by the Lyanpounoff exponent A of the
classical trajectory [3]. The wavefunction so formed is
thus not an exact energy eigenstate, but can be considered
as a superposition of such eigenstates ¢,. As noted
by Gutzwiller [3], a privileged set of eigenstates shows
a marked preference for a given periodic orbit and the
privilege is more exclusive as w/A increases.

We have recently shown that relatively small (electron
number N ~ 100) quantum dot eigenstates, computed
self-consistently within the density functional (DF) and
spin density functional (SDF) theories, exhibit scars [4].
In these calculations, which are meant to model realistic
GaAs-AlGaAs quantum dot structures, we restrict our
consideration to eigenstates up to the Fermi surface or
slightly above. Typically, in SDF theory, we calculate
100 states (of each spin) for a dot containing 120 electrons.
The wavefunction in the z (growth) direction is generally
taken as the lowest subband eigenfunction. In this paper we
will discuss the effective two-dimensional (2D) eigenstates
although it must be remembered that the calculation is fully

0268-1242/98/SA0055+04$19.50 © 1998 IOP Publishing Ltd

3D. We discuss the results from devices with two different
gate patterns in this paper. The first is that employed by
Sivan et al [5] in a recent publication. As noted in [4], the
gate pattern is rectangular but, because of excess metal in
one of the gates, the confining potential is very irregular
and the dot is in the chaotic regime. This conclusion is
substantiated by the distribution of level spacings which
is close to the Wigner surmise showing substantial level
repulsion.

The second gate pattern is a square and is intended to
produce as symmetric a confining potential as possible. For
this purpose, in this second case, we vary a backgate to
change the electron number in the dot (thereby avoiding
any change of dot shape as gate voltage V, is varied).
While lithographically square, the resultant potential at the
2DEG level is practically, but not perfectly, circular. A
similar gate pattern (but using surface gates as ‘plungers’)
was employed in extensive calculations discussed in [6].
The eigenfunctions exhibit the regularity expected from a
nearly azimuthally symmetric potential. We are principally
concerned in this paper with the chaotic eigenfunctions and
will only use this symmetric device case for comparison.
Thus the subsequent discussion of the eigenstates will refer
to the first gate pattern unless otherwise specified.

The ratio of the Fermi wavelength to the dot size Ar/L
is of order 1/10. As a result we find that the unstable
periodic orbits which show up as scars are only the simplest
trajectories, often a simple line from one corner of the dot to
another. The spacing, in energy, of the eigenstates is such
that scars tend to be represented only by single eigenstates.
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Figure 1. Series of eigenstates (moduli squared) for the dot with gate pattern from Sivan et al [5]. State index runs from 45,
upper left, to 54, lower right. States p = 46, 50 and 51 are ‘scarred’ states which show large diagonal Coulomb matrix

elements.

That is, in this regime, we find that the semiclassical
approximation of taking a Gaussian wavepacket and setting
it in motijon along a particular classical trajectory produces
a family of states, depending on initial momentum, each
member of which is very close to an energy eigenfunction
of the dot. Self-consistency, which is treated in a mean-
field manner in DF and SDF theories, does not destroy the
scarred nature of the states.

The remainder of the states (i.e. those that are not
strongly scarred) appear to occupy the entire dot area in
a more random manner. The result is that the spectrum can
be decomposed into the scarred states, which are essentially
one dimensional and follow specific periodic trajectories in
the dot, and what we will simply call ‘chaotic states’, which
tend to fill the full dot area. Figure 1 shows a sequence
of states (moduli squared), ordered in energy, for a gate
voltage such that N = 100. The eigenstates are negligibly
affected by whether DF or SDF calculations arec employed.
In the figures, states p = 46, 50 and 51 are clear scars,
as compared with, say, state p = 47, which occupies
most of the dot area. We find that, as gate voltage and
electron number are varied, the shape of the eigenstates only
changes appreciably where anticrossing occurs. However,
such anticrossings are common near the Fermi surface and
the indicial location of the states (i.e. the energy ordering)
changes frequently. In particular, the state 46 in figure 1 is
at the Fermi surface when N = 96 (see discussion below)
and is thus the 48th state at that point.

In our preceding paper [4] we discussed the import
of the scar—chaotic distinction for the charging energy of
quantum dots and the departure of its fluctuations from
the predictions of the so-called ‘random matrix theory
plus constant interaction’ model [S]. In particular we
showed that the direct Coulomb matrix element between
any state and itself W,, (physically between a spin-up and
a spin-down electron in the same spatial state) is uniformly
greater than that between two arbitrary spatial states W,,,.
Further, this ‘diagonal’ matrix element is particularly large
for strongly scarred states owing to the compressed (one-
dimensional) nature of the wavefunctions. The result is that
large fluctuations in the charging energy occur when filling
of the second spin state of a scarred wavefunction is forced.

Here we wish to look more closely at the relationship
between the DF calculation, which is intrinsically spin
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degenerate, and the SDF calculation, which takes into
account the difference in the exchange energy of electrons
of different spin based on the local polarization

_m(r) —ny(r)

m(r) = ny(r) +ny(r)

(1
where ny(r) (n (7)) is the local density of spin-up (spin-
down) electrons at 7. In SDF thcory the exchange-

correlation potential differs between spin-up and spin-down
electrons. Speccifically,

Vic(re,m) = Vie(r) + F(m)[Vige(rs) — Ve (r)]
+leke(r) — €5 (r)sign(o) — m) £/ (m) ()
where
(1 +m)*3 4 (1 —m)*3-2
243 =2

with m given by equation (1). In equation (2), VY.
(V;C(rx)) is the exchange-correlation potential for a
completely unpolarized (polarized) system of uniform
density ry, o is the spin and f(m) is an empirical
interpolation function [7]. The crucial point to note is that
the exchange term favours spin polarization (as in Hund’s
rule for atomic systems). Thus, if the dot is polarized spin
up, then spin-up electrons arc further lowered in energy by
the difference in V¢ relative to spin-down electrons.

Figure 2 shows the spectrum (Kohn-Sham encrgies)
for a small range of N for both the DF and the SDF cases.
Here, the electrochemical potential of the dot is set to that
of the leads and is the energy zero. As discussed in [6)
and [4], we fill states according to a Fermi function and
so N is actually a derived quantity and need not be an
integer. Obviously the only physically meaningful statcs
will be those where N is an integer (since the quantum
point contacts are set so as to place the dot in the tunnelling
regime). Nonetheless, the continuous variation of N is
instructive.

In the DF case, there is a clear tendency for the
states to cluster at the Fermi level. This results from the
energetic benefit of spreading the added charge as smoothly
as possible across the dot. In particular, double occupation
of the same spatial eigenstate is very costly and double
occupation of a scarred state is especially costly. In both
the DF and the SDF results there is a gap at N = 96
which relates to a large fluctuation of the charging encrgy

f(m) = 3)
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Figure 2. Close-up of spectrum near Ef (depth of Fermi
sea is ~1.2 Ry*) for spin-degenerate DF calculation and
SDF calculation. Level clustering at Er in the former case
is replaced by self-consistently driven spin polarization in
the latter case. Two fluctuations in the charging energy (not
shown) occur at N =96 and N = 102, corresponding to
double filling of strongly scarred states. Also, spin
polarization collapses at these values.

there. As noted above, this is related to the scar state 46 in
figure 1(a). Note in SDF results that all dot states are spin
degenerate at N = 96. Thus filling of the second spin state
of a scar only occurs when all other (spatial) states are either
doubly filled or completely empty. This pattern is more
fully exhibited between N = 97 and N = 102. Taking
the broken lines as the ‘up’ spins, filling of 494 pushes
up the energy of 49,. The resulting nonzero polarization
creates a difference in the exchange energy experienced by
up and down electrons and thereby causes all states to spin
split. Consequently the next state to go below Er is again a
spin-up state, which further increases the splitting. Finally
p = 514, which is a strongly scarred state, fills. At this
point the total dot polarization is maximum at 3 electrons.

Generally, strongly scarred states tend to produce a gap
in the spectrum since they have a highly inhomogeneous
spatial distribution. Empirically we find that the
polarization tends to peak at the filling of the first spin state
of a scar and drops to zero when it is the last polarized state
to double fill. This occurs in figure 2 at N = 102. The
p = 514 state undergoes anticrossings at N =~ 100.5 and
N =~ 101.4, and rejoins its spin partner at N = 102, where
the spin polarization goes to zero and all states become spin
degenerate.

Clearly, the extent to which quantum dots will spin
polarize depends on the excess of diagonal Coulomb matrix
elements over off-diagonal elements (i.e. the cost to double
occupy a state) as compared with the average bare level
spacing A. Since A scales as L™2 and the Coulomb

matrix elements scale as L~!, one expects that for small
dots spin polarization will be suppressed. This, however,
does not take into account the regularity of the spectrum of
small dots (due to, for example, approximately biparabolic
confinement) which can produce level degeneracies. Also,
while the typical Coulomb interaction goes as 1/L, it

Quantum dot charging energy and polarization
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Figure 3. Spectrum over larger N range for a symmetric
dot with corresponding total polarization. The lower Fermi
level density of states near N =97 and 117 is related to
residual band structure of approximately parabolic potential.
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Figure 4. Spectrum and polarization of chaotic dot. Note
that while spontaneous polarization due to the unfavourable
energy condition of double occupancy is to be expected,
the tendency for the polarization to return periodically to
zero is unexpected.

is not clear that the excess of diagonal (same spatial
state) over off-diagonal interactions also scales in the same
way, particularly insofar as screening is likely to play an
important role.

In figures 3 and 4 we show the spectra and net
polarization P over a larger range of N for both symmetric
and chaotic dots respectively (the two gate patterns
mentioned above). The spectrum of the symmetric dot is
characterized by large gaps near N = 97 and 117 which
are the remnant of the degeneracy associated with a 2D
parabolic potential. Several of the states in figure 3 have a
parity-related degeneracy. The spectrum in figure 4 is, by
contrast, much more regular (no large gaps). Nonetheless,
the patterns of the evolving polarization are remarkably
similar.

Note that it is by no means a priori obvious why
the polarization should drop periodically to zero. One
might expect, given a typical average difference between
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diagonal and off-diagonal Coulomb matrix elements and a
typical level spacing, that some roughly constant, non-zero
polarization would be favoured (say 1 or 2 electrons) and
the plot of P versus N would show random fluctuations
up and down from that average value. That polarization
periodically collapses, a fact which above we have
related to the unusually large diagonal matrix element of
scarred states, still requires, we believe, a more elaboratc
explanation. In particular, the same pattern is found in the
symmetric dot despite the fact that the qualitative distinction
between scarred and chaotic states cannot be made and the
eigenstates are much more regular.

In conclusion, we have examined the evolution of self-
consistently induced, spontaneous polarization in a quantum
dot as a function of electron number. We have shown that
the filling of states in the chaotic dot is largely regulated by
strongly scarred states which, by virtue of their quasi-1D
nature, have large diagonal direct Coulomb matrix elements
and are difficult to double fill. We have shown that the total
polarization fluctuates similarly in both the chaotic and the
symmetric dot cases despite the difference in the nature of
the spectra. Finally, we have noted that a periodic collapse
of polarization, observed in both gatc pattern devices, is an
unexpected result requiring further investigation.
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Abstract. Calculations of correlated remote ion scattering limited mobility of
modulation delta-doped GaAs—AlGaAs heterostructures are presented. The
scatterers are modelled as a two-dimensional Coulomb gas whose distribution is
determined directly through Monte Carlo simulations. Trends in the variation of the
mobility with correlations in scatterer distributions (Coulomb gas temperature),
density of the scatterers, density of electrons and the spacer width are discussed.

The maximum possible mobility of the two-dimensional
electron gas (2DEG) at the interface of a modulation-
doped GaAs—AlGaAs heterostructure has been the subject
of both experimental [1] and theoretical interest [2-5]. In
highly pure samples the mobility is limited by scattering
from the ionized Si dopants (in the AlGaAs layer) that
contribute electrons to the interface. It has been recognized
that models of Coulomb scattering from these dopants,
that assume a random distribution for them, underestimate
the mobility [2]—some form of dopant correlation is
needed to account for observed mobilities [1] of the
order ~107 ecm? V~! s~1.  Previous attempts in this
direction computed the ionized dopant correlations using
thermodynamic arguments [4] and/or Monte Carlo (MC)
simulations with various model interactions between dopant
ions, for example, screened Coulomb [4,6] or the hard
sphere potential [5]. In the current work the spatial dopant
distributions are determined through MC simulations using
the long-range Coulomb interaction between the dopant
ions. These distributions are then used to compute the
Coulomb scattering limited mobility of the 2DEG. We find
that in ultrapure samples it is possible to achieve mobilities
which are substantially higher than the current values.
The standard expression for the mobility (1) in terms
of the transport lifetime (7;) (inverse momentum relaxation
rate) is used [3] (the AlGaAs—GaAs interface is assumed
to be the x—y plane with the AlGaAs in the region z < 0)

w=S1,(g =kr) 1)
m
2:
7 @) =5 Y 8(E(ay) ~ E@l(as|V (n)la)P
gr#q; '
x (1 — cosf) )

where kr is the Fermi wavevector of the 2DEG (= /27 Ny;
N; being the 2DEG density), V (r) is the effective scattering
potential of the ionized dopants and 6 is the angle between

0268-1242/98/SA0059+04$19.50 (© 1998 IOP Publishing Ltd

the incident (g;) and scattered (gy) electron wavevectors.
Using the superposition of the potentials due to individual
scatterers and that E(q) = h2q2/2m, equation (2) may be
rewritten as

mN 2n~
@) = fo 405G — apluota — a)P
(qi = qy)

where s(q) is the structure factor of the scatterer
distribution:

2

1
s(g) = — = 5(q) + nidgo. 3

ni
§ : e—iq-r,,
p=1

N; (n;) is the density (total number) of scatterers and vo(q)
is the Fourier transform of the effective potential due to a
single scatterer at r = 0, z = —W, where W is the spacer
width. It has been assumed that the thickness of the delta-
doped layer is zero. This is a good approximation if the
thickness is much smaller than W—as is expected to be
the case in the best samples. vo(q), in the electric quantum
limit together with screening by the 2DEG is given by [3]

3 _ 2né _Wq( b )3
vo(g) = vo(q) = 2@ © b+a

where b is the variational parameter governing the z
dependence of the wavefunction for an electron in the
2DEG and €(q) is the static dielectric function of the 2DEG
[3]:

(487rme2(N,1 + %Ns))'”
kh?

2\ 1/2
e(q)=x{1+ﬁ[1—u(k—2kp)(1—ﬂ‘2£) ]}
g q

(gs = 2mé® [kh?)
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Figure 1. Ideal Coulomb gas configuration corresponding
to a temperature of 1.2 x melting temperature (7). The
system consists of 322 charges. Periodic boundary
conditions replicate the parallelogram containing the
system at integral multiples of its lattice constants. The
axes are labelled in units of (particle density (N;))~'/2.

where u(x) = 1(0) for x > 0(<0). In this study, we
set the depletion density N, to zero, m = 0.068m, and
k = 12.6. Further assuming that the distribution of
scatterers is rotationally invariant (i.e. s(q) = s(q)) gives
the following expression for rr—' (g):

mN; ™ .
3 [ dOvo(g)]"S(g)(1 —cos )
h 0

(g = 2¢;sin(6/2)). “)

Equations (1) and (4) are used to compute thc mobility
after determining §(g) through MC simulations. For the
maximum mobilities, all scattering, other than that by the
remote dopants, is assumed negligible. We consider only
the zero-temperature mobility herc.

MC simulations were carried out with a system size of
ni = m? (m = 32 in most cases) particles (corresponding
to ionized Si dopants) as illustrated in figure 1. These
particles were allowed to occupy points on a uniform fine
grid that had c? (¢ = 42 was used here) points per unit arca
(= (N;)~"/%). This discretization was adopted to enable the
construction of a look-up table for the interaction potential
between two particles. It also resulted in an upper bound
on the wavevector values. The potential tabulated was the
Ewald summed ideal Coulomb interaction [7], which was
the result of applying periodic boundary conditions to the
parallelogram in figure 1. This resulted in an exact six-fold
symmetry together with additional reflection symmetry in
the two-particle interaction that reduced the required size
of the potential table by a factor of 12.

The simulations began with the particles in the ideal 2D
crystal (triangular lattice) configuration. The Metropolis
algorithm was used to evolve the system with attempts
to move one particle after another. (Observed acceptance
ratio of ~0.65.) The temperaturcs considered were all
beyond the melting temperature (T,,: e*(wNy)'/2/ kT, =
120) of a two-dimensional Coulomb lattice [7]. Hence,
at equilibrium the system would have to be rotationally
invariant. Thus, the deviation from spherical symmetry
of the pair distribution function g(r) (= A x probability

@) =7"g) =
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Figure 2. The curves show the structure factor § of a
system of particles interacting through the ideal Coulomb
potential as a function of the wavevector magnitude g
(bo = 27 (N;)~'72). Dotted (full) curve(s) correspond to
results for a scatterer system size of 422 (322). The
corresponding temperature of the system of particles is
marked in terms of the melting temperature of the ideal
Coulomb lattice (Tp,).

density of finding any two (not necessarily distinct) particles
at a distance r from each other; A = total system area) is
monitored to detect if the system has reached equilibrium.
The dimensionless measure of this deviation was chosen to
be

: 2
A(g) '—'/ [8(’» ¢) — — g(r,¢) d¢:| (N; &*r)
A &) Jor

(r=(re)

where ®(r) is the range of ¢ determined by r and the
system boundaries. Equilibration occurred typically in
~15x10* MC times steps (1 step = n; Metropolis attempts).
After equilibration the time-averaged g(r) (gav(7)) is
constructed using data from 15 x 10* MC steps which are
spaced over ~ 45 x 10* MC time steps to reduce temporal
correlations.  g,, constructed using the above procedure
had A(g.) < 0.1. Simulations were also carried out
at ‘infinite’ temperature—in this case g, is constructed
from configurations generated independently by placing the
particles randomly (however, particles were not allowed
to be at the same position) and the averaging process is
terminated when A(g,) < 0.1. Finally, the structure
factor s(g) is computed as a two-dimensional (fast) Fourier
transform of g,:

s(@) = / gav(1) ¢TI (N; dr).
A
Exploiting spherical symmetry (A(s) < 0.15 in all cases),

s(q) is further averaged to construct s(q) or, equivalently
5(g) through equation (3).
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Figure 3. The curves show the computed Coulomb
scattering limited mobility 1 (as a function of the 2DEG
density N;) corresponding to the scatterer distributions of
figure 2. N; is the scatterer density and W is the spacer
width. Dotted (full) curve(s) correspond to results for a
scatterer system size of 422 (322).

Figure 2 shows the computed §(g) for the different
temperatures considered in this study. As expected,
oscillations in §(g) decay with increasing temperature and
it becomes flat for the T = ‘oo’ case. The variation in
§ around g = O for this case is due to §(g = 0) being
zero by its definition (equation (3)). It illustrates the
discretization of g due to finite system size. Errors (in
the computed mobility at any temperature) due to such
finite size effects can therefore be seen to become more
severe with increasing spacer width W as then the values
of 5(g) around ¢ = O contribute more significantly to
the integral in equation (4). By comparing results (for
the mobility) from 5(g) corresponding to n; = 16% and
n; = 322 it has been verified that an interpolation scheme
that respects §(g = 0) = 0 is a poorer approximation
than an extrapolation scheme that violates it. Hence, the
extrapolation scheme is used throughout this study.

Mobility values have been computed by treating the
parameters N;, Ny and W (and in addition the scatterer
distribution as determined by the equilibration temperature)
as independent variables. This has been done to enable
comparison with different experimental situations (such
as the presence of gates that may affect the relationship
between these parameters as determined by solving coupled
Schrddinger—Poisson equations). The range of parameter
values studied here are 10'® ecm™? < N;, N, < 5 x
10" cm~2 and 100 A < W < 1400 A. This is done for
scatterer distributions corresponding to figure 2. Hence,
computations corresponding to the larger system size (n; =
48?) provided an estimate of the finite size errors.

Figures 3, 4 and 5 illustrate some of the representative
results. (It may be seen from these curves that finite
size effects are negligible, although increasing with W.)

Mesoscopic modulation-doped heterostructures
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Figure 4. The curves show the computed Coutomb
scattering limited mobility 1 (as a function of the 2DEG
density N;s) corresponding to the scatterer distributions of
figure 2 with dotted (full) curve(s) corresponding to results
for a scatterer system size of 422 (322). N, is the scatterer
density and W is the spacer width. For comparison, the
mobility limited by impurities in the GaAs (GA, 2) and
AlGaAs (AGA, ;) at volume densities (N}"); 2 is also shown.
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Figure 5. The curves show the computed Coulomb
scattering limited mobility u (as a function of the scatterer
density N;) corresponding to the scatterer distributions of
figure 2. N;is the 2DEG density and W is the spacer
width. Dotted (full) curve(s) correspond to results for a
scatterer system size of 422 (322).

These (and additional) results may be summarized by the
following conclusions:

(i) Non-monotonic behaviour in the variations of the
mobility (with N, or N; or both) is due to the oscillations
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in the structurc factor of the corresponding scatterer
distribution.

(ii) This non-monotonic behaviour decrcases with
increasing W and decreasing scattercr corrclations.

(iii) The effect of scatterer correlations is more
pronounced at larger W.

(iv) The concept of maximum possible mobility of a
2DEG is not particularly meaningful in the abscnce of
scattering from the bulk (unintentional) impuritics in the
GaAs layer.

The mobility could be arbitrarily large depending on
the equilibrium temperaturc of the scattercrs and would
therefore depend sensitively on the details of sample
preparation and material growth.  (As the depletion
charge and scattering from it have been neglected the
estimates are the most optimistic.) Our results, however,
show conclusively that there is no limit in principle on
the maximum achievable mobility becausc it incrcases
with dopant corrclations (and can be controlled by the
equilibrium processing temperaturce). In particular, it should
be possible to obtain a substantial enhancement (by as much
as a factor of 10 perhaps) in the GaAs mobilitics over the
current best values [1] simply by using purer intrinsic GaAs
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material, which is still limited by scattering in the GaAs
layer.
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Abstract. The technique of chemically enhanced vapour etching (CEVE) has been

of the CEVE method are first summarized. We then demonstrate the application of

the technique in the selective patterning of SiO; covered with a monolayer of
organic acid. Parallel studies of thin Co layers directly deposited on (111) and
(100) Si substrates were employed to optimize the CoSi; growth conditions.
Conductance measurements of the CoSi; thin films and patterned wires are briefly

discussed.

1. Introduction

As the sizes of semiconductor devices are reduced, the
search continues for new lithography techniques which
are capable of defining nanometre-size patterns. These
techniques must have high sensitivity and resolution for
good pattern definition and should also result in the
formation of a robust surface mask. At present, the
most commonly used resist in nanoscale device fabrication
is polymethyl methacrylate (PMMA) [1], which can be
patterned using electron beam irradiation. However, like
other organic resists, PMMA is not particularly robust and
therefore often has to be used for intermediate pattern
transfer to another layer for ‘harsh’ processing steps such as
reactive ion etching and silicidation. This limitation is not
a consideration if inorganic materials such as SiO; are used
directly as resists. SiO, is very attractive as a resist since
it is extremely robust, does not introduce any additional
contamination, and can even be left on the substrate as
part of the final device, thereby reducing the number of
processing steps. Moreover, it forms a very homogeneous
layer with small molecular units, an attribute which is
highly desirable for high-resolution lithography. On the
other hand, direct patterning of silicon dioxide typically
requires a very large irradiation dose, which in turn is
likely to introduce damage into the substrate and make the
lithography an impractically long process. In this paper we
demonstrate the use of chemically enhanced vapour etching
(CEVE) [2, 3] of SiO, covered with a monolayer of organic
acid as a low-dose electron-beam lithographic technique for
the fabrication of high-quality sub-micron metallic wires in
Si substrates.

|
used in the fabrication of ultra-thin CoSi, wires on Si substrates. Essential aspects

0268-1242/98/SA0063+04$19.50 © 1998 IOP Publishing Ltd

2. Description of method

Chemically enhanced vapour-phase hydrofluoric acid
etching of silicon dioxide is possible in the presence of
Brgnsted bases, including water, on the surface of the
oxide [4]. Etching of the silicon dioxide surface can
be suppressed if the oxide surface is kept free from any
molecules of such bases. In practice, this requirement
means that the oxide must be clean and its temperature
must be kept above the boiling point of water to avoid
condensation on the surface. Care must also be taken to
ensure the growth or deposition of high-quality oxide to
avoid hydroxyl groups in its bulk. Local enhancement of
the etching rate can then be achieved when water molecules
or OH™ groups are captured on parts of the silicon oxide
substrate in, for example, a thin layer (on the order of a
monolayer) of organic molecules. This is the principle of
the electron-beam lithographic technique that we use for
patterning silicon oxide covered with undecylenic acid (10-
undecenoic acid, H,C=CH(CH,)sCOOH) molecules for
the production of sub-micrometre size features {5].

Sample preparation begins with the growth of a layer of
thermal SiO, of the desired thickness. Oxide formation by
chemical vapour deposition has also been successfully used.
It is important to ensure that the oxide surface is terminated
with a hydroxyl group, which then acts as an anchor for the
head group of the monolayer molecule and results in a well-
defined layer [4, 6]. Oxides grown at high temperature tend
to be dehydroxylated [7], and an additional step is therefore
needed to hydroxylate the surface in boiling water.

These substrates are subsequently cleaned and the
layer of organic molecules can then be deposited. We
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used hydrocarbon contamination layers from laboratory
air or vacuum chamber ambients in our earlier work
and successfully demonstrated pattern formation in SiO,
[8,9]. However, optimum performance of the organic
film requires molecules that are well ordered and small
enough to obtain good resolution and which allow cross-
linking to effectively take place. For this process, we chose
undecylenic acid [10]. Molecules of the acid are deposited
on the surface of the SiO, substrate by immersion in 1 mM
solution of undecylenic acid kept at room temperature.
Hydrogen bonding takes place between the molecules and
the hydroxylated substrate and the samples are then ready
for patterning.

Local modification of the layer of undecylenic acid
molecules is achieved by exposure to electrons with
energies of about 5 eV or more. The effect of the irradiation
is two-fold. Firstly, it breaks carbon double bonds in the
molecules resulting in cross-linkage between them, which
then allows retention of the water molecules that are necded
for CEVE. Secondly, species are formed during the etch
step which, under suitable conditions, act as Brgnsted bascs
and participate in the etching [4]. It is therefore possible,
in principle, to use either scanning electron microscopy or
scanning tunnelling microscopy as the lithographic tool.
The latter method has an advantage in terms of resolution
since there are no backscattered electrons which would
broaden the lines by additional cross-linkage of the acid
molecules. The disadvantages of the method are that
the oxide thickness is limited to about 4 nm, and the
Si substrate must be highly doped. These restrictions of
the method narrow its use in electronic devices. The
resolution of SEM-based lithography, on the other hand,
is limited by backscattered electrons. For typical energics
of the SEM electron beam of between 10 keV and 40 keV,
backscattered electrons are capable of cross-linking the
monolayer, producing a significantly broadened Gaussian-
type distribution of the cross-linked molecules and of etch
species.

Exposure of the monolayer is followed by selective
removal of the uncross-linked molecules. Different
schemes can be used to remove the monolayer, ranging
from desorption of lighter molecules in oxygen or nitrogen
ambient to various solution treatments. We investigated
many methods for thc removal of the uncross-linked
monolayer and found that samples that had a monolayer
removed by thermal trcatment both in ambient air and
oxygen also had a high etching rate in HF vapour and low
selectivity, as defined by the ratio of the etching for exposed
and unexposed areas. From studies of removal of the
monolayer in solutions, we concluded that acetone cleaning
in an ultrasonic bath was sufficient to break the hydrogen
bonding between the molecules and silicon dioxide without
damage to the cross-linked molecules. This method allowed
good etch selectivity to be obtained.

The dependence of the selectivity on the electron beam
dose is shown in figure 1. The etch rate of the silicon
oxide at zero dose varies from 0.1 to 1.0 nm s~! from
sample to sample but the selectivity remains the same.
Selectivity, which is proportional to the etch rate of the
silicon dioxide in the CEVE, increases with the degree
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Figure 1. Dependence of etch selectivity on total dose of
electron beam exposure after monolayer is removed in
acetone. The etch rate of areas not exposed to the
electron beam is about 1 nm s,
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Figure 2. Etching profile of a trench in SiO, that was
exposed to an electron beam of diameter 50 nm, passing
only once along the wires. The width of the trench thus
reflects the effect of backscattered electrons.

of monolayer cross-linking (the electron dose). This is a
direct result of the dependence of the CEVE etching rate
on the number of Brgnsted base groups on the surface of
the sample: more cross-linked areas will be etched faster
than the less cross-linked ones, since they are able to
generate and retain more H,O. Dependence of the etch
ratc on the electron dose combined with proximity effects
in SEM lithography discussed earlier, result in Gaussian
etch profiles for trenches in SiO;. An example is visible in
the cross-sectional transmission electron micrograph (TEM)
shown in figure 2.

Although the selectivity increases with the beam dose,
doses below 600 uC cm™ can be used for pattern
generation in silicon dioxide. This is very important since
more damage is introduced in the silicon with increased
electron beam dose, so our mecthod does not suffer from
the problem of damage known in direct patterning of SiO,.

3. Application of the method

Once the desired pattern is made in SiO,, it can be
transferred into the Si substrate by sclective etching, ion
implantation, etc. Alternatively, the patterned oxide can
be used to limit the thermal reaction between the silicon
and a deposited layer of metal. In our study we used
this lithographic technique to form cobalt disilicide (CoSiy)
wires. Cobalt is first deposited on the patterned substrate
and capped with a thin layer of Si to avoid oxidation of
the metal before CoSi, is formed [11]. Evaporation is
performed in an electron-beam evaporator with a vacuum
of less than 4 x 107® Torr. This bilayer is then subjected



Figure 3. Electron micrograph of an as-evaporated Co/Si
bilayer with a nominal thickness of 0.7 and 1 nm on (a)
(111) and (b) (100) substrates.

to rapid thermal annealing in an N, ambient at 700 °C for
20 s. The final thickness of the CoSi, is determined from
the .initial thickness of the cobalt layer, which was varied
between 1 and 10 nm. For the typical density of evaporated
Co, the thickness of the resulting cobalt disilicide should
be about 3.5 times the thickness of the cobalt layer [12].
The thickness of the Si capping layer is kept to about
1-2 nm to ensure that the cobalt reacts mostly with the
Si substrate. After thermal annealing, samples are treated
with HCI:H,0, = 3:1 solution to remove non-reacted metal
from the surface of the SiO, mask.

In paralle] with these CoSi, lithographic studies, we
also investigated the formation of CoSi, on (111) and
(100) substrates using the same deposition methods. Cross-
sectional electron micrographs of Co and Si bilayers
deposited on Si (111) and (100) substrates, with nominal
thicknesses of 0.7 and 1 nm respectively are shown in
figure 3. These samples were prepared simultaneously
to avoid variations between processes. The micrographs
show that the Co layer is much more uniform on the (111)
substrate. The reaction between Co and Si is completed
during annealing at 700°C for 20 s in the N, ambient, as
shown in figure 4. In both cases, the reaction between
Co and Si results in preferential alignment of the CoSi,/Si
junction along (111) planes, thus favouring the formation
of continuous thin layers of CoSi, on the Si(111) substrate,
compared with formation of large discontinuous grains of
CoSi, on the (100) substrate. In both cases, the resulting
structure is polycrystalline, although a large percentage of
the grains on the (111) substrate are epitaxially aligned with
the substrate.

We assessed the electrical properties of the layers by
four terminal measurements performed at 77 K. Results
of the measurements performed on the macroscopic CoSi,
resistors (10-100 pwm wide with the separation between
the voltage probes between 200 and 1000 pm) formed
on Si (111) substrates (resistivity 12 € cm) are shown in
figure 5. The parameters derived from these results agree
well with the TEM study of the layers. The measurements
were performed at 77 K to avoid parallel conductance
of the Si substrate, an effect which is clearly visible in
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Figure 4. TEM micrograph of the CoSi; layer formed by
rapid thermal annealing of an evaporated Co/Si bilayer on
(a) (111) and (b) (100) substrates. The annealing took
place at 700°C for 20 s in N, ambient.
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Figure 5. Conductance per square of CoSi, thin films as
function of thickness of evaporated Co.
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Figure 6. Typical example of room temperature and 77 K
1V characteristics taken on film fabricated from 1 nm Co
evaporation.

the room temperature data (figure 6). Contribution of the
substrate conductance to the overall measured conductance
was estimated from the measurements of Si with CoSi,
Schottky contacts, and was at least six orders of magnitude
larger than the resistance of the measured wires. By
measuring the conductance between two independent wires
we confirmed that the metal layer was completely removed
from the SiO, in the course of processing.

As expected, the conductance per square of the film
decreased almost linearly with the thickness of the film.
The resistivity of the film subtracted from the data is
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Figure 7. I/V characteristics of CoSi, wires patterned by
electron-beam exposure of a monolayer on SiO; thin films
followed by CEVE etching. The width of the wires is
subtracted from the SEM micrograph of wire.

7.4 x 107 @ m and is about twice as large as the bulk
resistivity of the CoSi, at 77 K [12]. A similar result was
observed for the resistivity of the thin CoSi, film at room
temperature [13]. Measurements of the thin layers of CoSi,
on Si (100) substrate showed that the silicide layer formed
after evaporating less than 2 nm of cobalt did not conduct
at 77 K.

It is worth noting that the thinnest layers of CoSi, arc
sufficiently thin that a decrease of the carrier concentration
due to two-dimensional quantization of the energy levels
should be considered [14]. Assuming carrier concentration
of holes in bulk CoSi, to be 3.3 x 10%® m~* and the
effective hole mass to be equal to 1, then the hole Fermi
wavelength is 0.93 nm. A uniform CoSi, layer of 3.5 nm
thickness is populated by seven two-dimensional subbands
and the carrier concentration is about 90% of the bulk
carrier concentration. Although the layers are not uniform,
our measurements are sensitive to the average thickness and
the value given above is a good estimate of thc average
carrier concentrations in the layers.

Following the measurements of the thin cobalt disilicide
layers of macroscopic size, we fabricated wires 5 um long
and varying width using the CEVE lithography technique
with SEM exposure patterning of the monolayer. The wires
were fabricated using 200 nm thick oxide as a mask and a
2 nm cobalt layer. The results of the measurement of these
wires in a two-terminal configuration at room temperature
are shown in figure 7. This figure shows that as the width of
the wire, as estimated from the SEM micrographs, changes
from 400 nm to 300 nm, the conductance of the wirc
changes from metallic to activated-type conductance. This
change in behaviour can be explained on the basis of the
etching profile of the trenches, as illustrated in figurc 2.
As is clear from the figure, due to the isotropic naturc
of the etch, the width of the trench at its base is much
less than at the top. It is therefore likely that there is a
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residual SiO; layer in the trench which was uscd to form
the 300 nm wide structure. Such residues stop formation
of silicides and the structure is therefore discontinuous, i.e.
it is likely that there is no silicide wire between the contact
pads. The conductance of such a structure is thercfore
merely the conductance of two Schottky diodes back-to
back, where the large contact pads for the ‘missing’ wire
serve as Schottky mectallization to the Si substrate.

4. Conclusions

We have demonstrated the possibility of using chemically
enhanced vapour etching in the selective patterning of
Si0; to form ultra-thin CoSi, wires. Studies involving
the formation of CoSi, thin films on Si show that quasi
two-dimensional layers of CoSi, can be formed on (111)
Si but that there is a lower limit for layer thickness on
(100) material. Based on above results, we fabricated ultra-
thin CoSi, wires of sub-micrometre size and showed that
they could be conductive at sub-10 nm thickness. Further
decrecase of the lateral dimensions can thercfore produce
devices which will show mesoscopic type behaviour. It is
important to note that the fabrication of these devices is
significantly simpler than commonly used techniques for
fabrication of mesoscopic devices.
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Abstract. We report the observation of strong conductance oscillations as a
function of Fermi energy in the quantized plateau region in epitaxially overgrown,
heterostructurally defined, 90 nm wide InP/Gag25Ing75sAs quantum wires (QWRs).
The oscillations are strong at liquid-helium temperatures but disappear either at
temperatures around 10 K or if the excitation current is increased to 350 nA. We
propose that the observed oscillations are caused by quantum interference of
electron waves reflected at the sharp boundaries between the quantum wire and
the wide 2DEG, defined by the heterostructure. Details of the fabrication of QWRs

as narrow as 60 nm are also reported.

Quantized conductance in one-dimensional conductors has
attracted a great deal of attention since its discovery in
1988 [1,2]. If the width of the conductor is of the order of
the Fermi wavelength of an electron in a two-dimensional
electron gas (2DEG), a quantization of the conductance
in units of 2¢2/h can be observed. The most common
way to define the one-dimensional channel in a 2DEG
is to deposit Schottky gates on top of an AlGaAs/GaAs
modulation-doped heterojunction and to apply a negative
voltage on the gates to deplete the electron gas underneath
[3]. Using this concept, the definition of a quantum wire
(QWR) is fairly straightforward. However, electrostatically
defined QWRs are not suitable for device applications at
elevated temperatures because of the weak lateral confining
potential.  Furthermore, they can be used only with
materials on which good Schottky contacts can be formed.

Another approach includes the fabrication of a QWR by
a geometrical definition of the narrow electron channel by
high-resolution lithography and etching. A regrowth of the
etched QWR would reduce electron scattering at the etched
interface, allowing the formation of a high-quality, one-
dimensional channel with the lateral confinement governed
by the heterostructure band offset. The modulation-doped,
InP/GalnAs quantum well system is most suitable for such
an approach. The lower effective mass of this material

|| Present address: RIKEN, The Institute of Physical and Chemical
Research, Semiconductor Laboratory, 2-1 Hirosawa, Wako-shi, Saitama
351-01, Japan.

0268-1242/98/SA0067+04$19.50 (© 1998 IOP Publishing Ltd

system compared with the AlGaAs/GaAs one offers, apart
from the larger quantization, a higher low-field electron
mobility and a higher peak electron velocity because of the
increased quantization, leading to a reduced intersubband
scattering. The InP/GalnAs material system also has the
advantage of not containing aluminium and thus not being
susceptible to oxidation problems prior to overgrowth.

In this paper we demonstrate the fabrication of QWRs
as narrow as 60 nm. We also have measured quantized
conductance of 90 nm wires. In addition to the expected
plateaux at integer steps of 2e%/h, and the plateaux
suggested to be related to spin polarization at 0.2(2¢2/h),
0.7(2¢2/ 1) and 1.5(2¢2/ h), strong conductance oscillations
in the plateau regions were observed. These oscillations
might be an indication of a quantum wire defined by
sharp sidewalls [4-7], thus confirming the quality of our
overgrown interfaces.

The samples were grown by low-pressure, metal
organic vapour phase epitaxy (MOVPE) at 50 mbar on
a semi-insulating (Fe-doped) (001) InP substrate. The
following layer sequence was employed: a 2500 A thick,
not intentionally doped (NID) buffer layer, a 90 A thick
GagsIng75As quantum well layer, a 200 A thick NID
InP spacer layer, a 10 A thick InP layer, Si doped to a
density of 5 x 10® ¢cm2, and a 200 A thick NID InP
layer. The mobility (1) and the sheet electron concentration
(ns) of the 2DEG after illumination, determined by the
Hall effect at liquid-helium temperature, were typically
p = 4x10° ecm? V7! s7! and n, = 5 x 10" em7?,
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respectively. The mobility is of the order of the highest
achievable in a ternary material system.

Mesas were fabricated by conventional optical litho-
graphy and wet etching. As current and voltage probes,
thermally deposited Au/Ge/Au ohmic contacts, alloyed at
440°C for 2 min, were used. An 80 nm thick PMMA
(950 K) layer was spin coated on the ready-made mesas,
and a quantum well structure was defined by electron bcam
lithography using a scanning electron microscope (SEM)
operating at 35 kV. The PMMA was exposed by a current of
100 pA and developed in a 1:3 mixture of methylisobutyl-
ketone and isopropanol for 60 s at 22°C. The QWR was
defined as a narrow channel, approximately 100 nm long,
oriented along either the [110] or the [110] direction. For
wet etching we used a 1:2:2 HCI:CH;COOH:H,0; solu-
tion at 15°C, which etches both InP and GalnAs at a rate
of about 9-13 nm s~'. After a standard cleaning procedure,
the QWR structures were overgrown either by low-pressurce
MOVPE with undoped InP or by hydride vapour phase
epitaxy (HVPE) at atmospheric pressure and 685°C with
semi-insulating (Fe-doped) InP [8]. Both as-etched and
overgrown QWRs were characterized by transport measure-
ments, using a top gating technique to control the electron
concentration in the 2DEG reservoirs and thus in thc QWR
[9]. Atomic force microscopy (AFM) and SEM were used
to characterize the wire structures at the different stages of
their fabrication.

Wet etching of InP/GalnAs produced a fairly smooth
surface suitable for epitaxial regrowth without any
additional treatment. Under nominally the same etching
conditions, the variation of the etching rate of InP/GalnAs
was typically about 20-30% [10]. Figure 1 shows an
AFM image of an InP/Gag,sIng7sAs QWR etched for
6 s. The 100 nm long channel is oriented along the
[110] direction, in which a trapezoidal cross-section is
expected (see below). In order to make sure that the
Gay »5Ing.75As layer was completely removed in the etched
areas, the etching time had to be increased. However,
backward-scattered electrons from adjacent exposed regions
destabilize the resist mask, thus limiting the etching time
to less than 10 s. The degradation of the PMMA masking
properties is known to be due to increased porosity. Pores
of the order of 1 nm in diameter arc formed because of
the release of volatile products of the main chain scission
and excess free volume appears in the polymer films [11].
AFM images of as-etched QWRs indicated that the porosity
of PMMA for any real pattern results in erosion of the InP
cap layer. In order to minimize the underetching of the
resist mask, an etching time of 6-7 s was used to produce
a conducting, 90 nm wide QWR. For channels smaller than
90 nm, the unintentional thinning of the cap layer was so
severe that it was impossible to define the QWR by wet
etching without causing some damage.

These results confirm the assumption that the
insufficient masking property of PMMA is the major
limiting factor for decrcasing the size of the QWR. To
improve the masking ability of the resist in the wet etchant,
we performed post-development baking of the PMMA
above the glass transition temperature (7, = 105°C).
This results in an increase of its masking ability during
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Figure 1. An AFM image of an as-etched, 90 nm wide and
100 nm long QWR defined in the InP/Gag 25Ing 75As
quantum well. The channel is oriented along the [110]
direction. The etching depth is approximately 80 nm, as
determined by AFM. The roughness of the etched surface
is caused by resist residues remaining after development.

wet etching, but it also widens the mask. Expcriments
to determine the optimal baking conditions showed that
the drift of PMMA is minimal at baking tempecratures
ranging from 110°C to 130°C. The masking propertics
of PMMA arc also determined by the proximity dosc
and the baking temperature. After exposurc and a post-
development baking of PMMA at 130°C for 30 min,
the samples were etched for 7 s. SEM investigations of
the surface after removal of PMMA did not show any
etched holes in the InP. By contrast, thc same dose on
unbaked resist resulted in the formation of holes in the InP,
indicating a degradation of the PMMA.

Investigations of thc wet-etched InP/GagosIng75As
QWRs showed that the oricntation of the channel along the
[110] direction results in an ctching profile which forms an
angle of &~130° between the sidewalls of the channel and
the surface. Becausc of the trapezoidal shape, a decrease in
width of the QWR in the [110] direction to less than 90 nm
is not possible without thinning the InP cap layer. On
the contrary, the [110] oricntation allows the formation of
almost vertical sidewalls. It was found that baking PMMA
at 130°C made it possible to fabricatc QWRs as narrow as
60 nm (see figure 2). In addition, the resulting width of a
QWR in the [110] direction was found to bec sensitive to
the baking temperature, and a change of the exposure dose
by a few per cent led to a measurable change in the QWR
width. From the processing point of view, it is therefore
preferable to orient the QWR along the [110] direction.

The [110] 90 nm-wide and [110] 60 nm wide as-
etched QW structures were overgrown either by MOVPE
or HVPE. Both regrowth techniques showed good surface
morphology, as observed by AFM and SEM. In addition,
the cross-section of a cleaved test structurc overgrown by
MOVPE, investigated by SEM, showed no voids at the
overgrown interface.

For transport mecasurements we used the 90 nm
wide QWRs, because of the larger number of occupicd
one-dimensional subbands propagating in this structurc



Figure 2. An SEM image of a 60 nm wide QWR formed
after etching for 7 s. The channel is oriented in the [110]
direction. The PMMA was baked at 130°C for 30 min.
Using unbaked PMMA under otherwise similar conditions
did not result in the formation of a QWR because of poor
masking ability.

compared with a narrower one. Thus we expect to observe
a larger number of conductance steps, which makes the
interpretation of the data easier. Both as-etched and
overgrown samples were characterized. A typical resistance
of an as-etched QWR was 100 kQ, which suggests an
electric width smaller than 90 nm [2]. This can be
readily explained by depletion from the sidewalls of the
QWR caused by the pinning of the Fermi level on the
etched surfaces. After regrowth with InP, the QWRs
showed a much lower resistance, consistent with a low
density of defects at the InP/GalnAs interface, i.e. less
sidewall depletion. When the Fermi level of the overgrown
samples was decreased by means of a top gate covering
both the QWR and the wide 2DEG, the conductance
did not decrease monotonically, but several steps were
observed. Plateaux at integer steps of 2e2/h, as well as
plateaux suggested to be related to spin polarization at
0.2(2¢2/h), 0.7(2¢%/ h) and 1.5(2¢*/ k), were observed. A
detailed description of this measurement has been published
elsewhere [9]. However, these steps were clearly observed
only at elevated temperatures (see figure 3). At lower
temperatures strong oscillations in the conductance as a
function of the gate voltage are evident. The oscillations are
apparently similar to those previously observed in a QWR
formed in AlGaAs/GaAs by means of split gates [12].
The oscillations observed in the cited paper disappeared,
however, already at 1 K. The origin of the oscillations may
be a partial reflection of electron waves at both ends of
the QWR [4,12,13] or to other conductance fluctuations
[14].

The fact that quantized conductance plateaux are clearly
observed suggests that very few impurities are present in
the QWR region. In order to investigate this further,

we have conducted measurements where the gate voltage
(corresponding to the Fermi level) was kept constant while
a magnetic field applied perpendicular to the QWR was
swept over it. The QWRs for which quantized conductance
could be observed did not show any weak localization or
universal conductance fluctuations. This finding suggests
that the oscillations observed as a function of gate voltage
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Figure 3. The conductance of the QWR as a function of
the gate voltage. The amplitude of the oscillations
decreases if the temperature is increased. For clarity, the
curves are offset by 2e?/h.
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Figure 4. The oscillations in the conductance as a function
of gate voltage can be quenched by increasing either the
temperature or the current driven through the device. The
two curves are offset by 2¢?/h.

are caused by an interference of electron waves reflected
at the sharp boundaries between the QWR and the wide
2DEG, defined by the heterostructure. The possibility
of reflections at imperfections at the heteroepitaxially
overgrown interface cannot yet be completely ruled out,
however. Finally, it is worth noting that the oscillations of
the conductance also decrease if the current driven through
the device is increased (see figure 4), a result which is
commonly observed for quantum interference effects.

To summarize, we have demonstrated the fabrication of
epitaxially overgrown InP/Gag 5Ing75As quantum wires as
narrow as 60 nm. The regrowth of the as-etched QWRs
results in substantial improvement of interface properties,
and quantum conductance and strong interference effects
in the conductance are observed. The high quality of the
overgrown wires suggests the InP/Gag 5Ing75As material
system as a promising candidate for the fabrication of
devices based on modal evolution in electron wave guides,
such as the Y-branch switch [15].
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Abstract. Three-dimensional confinement of electrons in silicon-based
nanodevices may be achieved using a dual gate structure to confine carriers
laterally in a 2D MOSFET inversion layer. We have investigated the temperature
stability of cobalt and chromium for thin depletion gates, using remote plasma
enhanced chemical vapour deposited (RPECVD) SiO, for the deposited dielectric.
The thermal stability of the oxide/metal/oxide structure for various annealing
regimes was studied by Auger electron spectroscopy sputter profiling and
high-resolution cross-sectional transmission electron microscopy. Improvements to
the RPECVD oxide for comparable annealing were characterized by electrical
measurements on MOS capacitors made from deposited RPECVD oxide.

1. Introduction

In order to achieve 3D confinement of electrons in silicon-
based nanodevices, additional gate structures may be
employed to confine carriers laterally in a 2D MOSFET
inversion layer. By locally depleting the inversion layer
charge, these gates create confinement provided that they
are very close to the inversion layer. The inverting gate may
be more remote. The vertical dual gate structure shown in
figure 1 illustrates the effect of such depletion gates on the
inversion layer charge density and conduction band energy.
This was simulated by our 3D Poisson solver [1] for
20 nm x 20 nm depletion gates separated by 50 nm, a 5 nm
thermal oxide and a 50 nm deposited oxide. The source and
drain are not shown. If the lower gates are negatively biased
(—0.5 V), inversion charge density created by the positively
biased top gate (13.75 V) is reduced and a potential barrier
is created that may be used to confine electrons.

This implementation necessitates that a deposited oxide
perform as a gate oxide. However, deposited oxides
are generally inferior to thermally grown oxides and
benefit from high-temperature annealing [2]. These anneals
reduce bulk defects and interface charge in MOS structures
fabricated from RPECVD oxides. If sufficiently high
temperatures can be tolerated, a deposited oxide can
function as well as a thermally grown gate oxide [3]. It is
the thermal stability of the previously patterned depletion

0268-1242/98/SA0071+04$19.50 (© 1998 |OP Publishing Ltd

gates that may dictate the thermal budget allowed for
improving the deposited oxide.

In this study, we investigated the use of cobalt and
chromium for depletion gates and RPECVD SiO, for the
deposited oxide. These metals were chosen for their
high melting temperature, good adhesion and previously
reported thermal stability [4,5]. The stability of the
oxide/metal/oxide structure for various annealing regimes
was studied by Auger electron spectroscopy (AES) sputter
profiling and high-resolution cross-sectional transmission
electron microscopy (HRXTEM). The improvements to the
RPECVD oxide for comparable annealing were character-
ized by electrical measurements on MOS capacitors made
from deposited RPECVD oxide.

2. Experimental details

The oxide/metal/oxide structures were composed of 20 nm
thermal oxide on a silicon (100) substrate. Cobalt or
chromium (15-20 nm) was evaporated on this oxide
followed by 50 nm of RPECVD SiO, deposited in a
microwave reactor. AES sputter profiles were obtained
with a PHI 600 scanning Auger multiprobe. The energy
region for the silicon signal was set at 82-97 ¢V in order
to detect free silicon or any silicide that might have formed
which would suggest that the metal had reacted measurably
with the oxide, and to exclude silicon in SiO,.
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Figure 1. Effects of dual-gate structure on MOSFET inversion layer carrier density and conduction band energy.
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Figure 2. As-deposited chromium sample with unwanted
metal oxide from RPECVD SiO, deposition step.

MOS capacitors were fabricated with shadow mask and
optical lithography on boron-doped Si (100). The post-
deposition anneals (PDAs), done in both the rapid thermal
processor and a standard oxidation furnace, immediately
followed oxide deposition. Aluminium gate contacts were
used. A post-metallization anneal was performed at 450 °C
for 15 min in forming gas.

3. Metal thermal stability

An AES sputter profile of the as-deposited Si0,/Cr/SiO,
‘metal sandwich’ structure is shown in figurc 2. Most
of the top 50 nm deposited oxide has been pre-sputtered
away to reveal the interfaces with morc detail. We have
found that the oxide deposition process will inevitably causc
some oxidation of the metal because of the temperature and
oxidizing ambient as can be seen in this profile.

Figure 3 is the AES profile and HRXTEM micrograph
for the 700°C anneal of both cobalt and chromium
sandwich structures. The as-deposited metal oxide layer
is beginning to disappear in the chromium sample and is
no longer a separate layer in the cobalt system, with the
oxygen content in the metal layer increasing as a result.
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The cobalt metal layer as secn in the HRXTEM image
is no longer uniform, having bulging grains, and voids
heavily concentrated at the thermal oxide-metal interface.
Crystalline cobalt oxide was found in the metal layer in the
form of grains (crystalline). The chromium layer is still
intact at 700°C. There is no indication of silicide or free
silicon, which would suggest that the metal had reduced the
Si0,, and there arc no bulging grains.

The effect of a 900°C anncal on both chromium and
cobalt oxide/metal/oxide structures is shown in the AES
profiles and HRXTEM micrographs of figurc 4. Small
spheres can be seen in this micrograph in the chromium
metal layer. The AES profile shows incrcased oxygen in
thc metal layer, a broadening of the mectal layer thickness
and some tailing of the chromium into the thermal oxide.
An examination of the chromium MMM AES spcctra at
35 eV indicates that morc of the chromium is oxidized
than in the as-deposited or 700°C anncaled mctal layer.
This implies that the chromium oxide that is formed during
RPECVD SiO; deposition is incorporated into the metal
layer during the high-temperaturc anncaling. In the cobalt
TEM micrograph, similar spheres arc much larger and the
metal layer is very deteriorated. This is evident in the AES
sputter profile as well.

The instability of the Cr oxide is consistent with carlier
reports that it could be reduced above 650°C [6]. Clearly,
the formation of oxide grains in a onc-grain-wide metal
wire would be detrimental to that wire’s conductivity. In
order to minimize the detrimental effects of the metal
oxide that is created during the RPECVD oxide deposition,
a 3 nm layer of silicon was evaporated on top of the
chromium before deposition of the upper oxide. This layer
successfully prevented oxidation of the Cr during the oxide
deposition and protected the outer metal—oxide interface
during the 900°C PDA. The oxygen concentration in the
metal layer after the 900°C PDA was reduced by a factor
of 2 compared with the unprotected sample.
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made on MOS capacitors. The fixed, mobile and interface
oxide charges were reduced by high-temperature annealing.
All three were below 3 x 10'° cm™2 after the 900 °C anneal.
Annealing did not affect the leakage current below a field
strength of ~5 MV c¢cm™!, which was too small to measure,

4, PDA effects on RPECVD oxide

The beneficial effects of high-temperature annealing on the
RPECVD oxide electrical performance are determined from
capacitance-voltage and current-voltage measurements
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Figure 5. Benefits of high-temperature annealing on
RPECVD oxide.

or the average breakdown field of ~8.7 MV cm~!. The
etch rate ratio of RPECVD SiO, to thermal oxide in 20:1
buffered HF, which is a more bulk-like indicator of oxide
integrity, was also reduced with annealing as shown in
figure 5.
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5. Conclusions

In conclusion, chromium shows considerably more stability
than cobalt for the purpose of depletion gates. A protective
silicon layer is important to prevent the formation of a
metal oxide layer during the RPECVD oxide deposition
that might degrade the metal layer if anncaled. From this
work, it appears that a chromium depletion gate would
tolerate a 700°C PDA and that this anneal would improve
the oxide.
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E S Snow, P M Campbell, R W Rendell, F A Buot, D Park,
C R K Marrian and R Magno

Naval Research Laboratory, Washington, DC 20375, USA

Received 7 December 1997, accepted for publication 11 March 1998

Abstract. We have fabricated a new type of nanometre-scale transistor that
operates by using a gate field to modulate the tunnelling probability of electrons
through a lateral metal/oxide tunnel junction. Computer simulations predict that
such a tunnelling transistor should have operating characteristics similar to those of
a Si MOSFET but should be scalable to ~10 nm gate lengths. The device is
composed entirely of noncrystalline materials, thus facilitating fabrication on a
variety of substrates and multilayer stacking of devices for three-dimensional circuit
architectures. Our initial devices have a 40 nm wide Ti/TiO, tunnel junction on top
of a planar Al,O3/Al buried gate. Application of gate bias results in an order of
magnitude modulation of the source—drain tunnelling current at 77 K. However, the
device transconductance is smaller than predicted by modelling, which we attribute
to the gate field not fully penetrating to the active region of the tunnel junction.

The continuous downward size scaling of the conventional
Si MOSFET, which has been the primary engine driving
the remarkable progress of the microelectronics integrated
circuit industry, is expected to fail at a gate length
of ~50 nm [1]. Below this size, quantum effects
caused by restricted lateral dimensions become manifest
in electron transport. Consequently, much effort has
been devoted to investigating the utility of such quantum
effects for new types of devices to replace conventional Si
microelectronics and allow device size scaling beyond the
Si MOSFET gate-length limit. Several novel size effects
have been investigated, including interference phenomena,
conductance quantization and Coulomb blockade effects
[2]. Devices based on these phenomena have been
fabricated and have been proposed as candidates for large-
scale circuit applications [3]. However, even at the
present limits of nanolithography, lateral device features
are too large for either the quantized confinement energy
(in the case of quantized conductance devices) or the
capacitive charging energy (for Coulomb blockage) to
dominate the thermal broadening (~kT) at practical
operating temperatures, thus rendering them unfeasible for
all but a few specialized applications. In addition, even
if structures with sub 10 nm features could be made
and room-temperature operation realized, device properties
based on these principles would be far too sensitive to
size variations of even a few atomic widths to be useful
for large-scale integration, which requires large numbers of
devices with precisely controlled and essentially identical
operating characteristics.

A promising solution to these size limit problems is a
class of quantum effect devices that use the field generated
by an applied gate bias to modulate the transmission
probability through a tunnel barrier between the source and
drain electrodes [4-6] (see figure 1). Because tunnelling

0268-1242/98/SA0075+04$19.50 (© 1998 |IOP Publishing Ltd

Source

Gated Tunnel Barrier Drain

Figure 1. Schematic of (a) the device structure and (b) the
energy diagram of a tunnelling transistor. The application
of a gate voltage modulates the tunnel barrier potential and
increases it transmission probability.

is exponentially dependent on the height and width of
the tunnel barrier, a small change in tunnel barrier shape
induced by a moderate gate bias can result in a large change
in transmission probability. A tunnelling device based on
this mechanism should have several advantages over other
quantum effect devices. One primary advantage derives
from the fact that the maximum operating temperature of
a tunnelling transistor is determined by the height of the
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tunnel barrier and not by a lithographically defined lateral
dimension, as is the case for other quantum effect devices.
In the on state of the tunnelling transistor, the transmission
through the tunnel barrier is controlled primarily by the
applied gatc voltage. Thus, the thickness of the gate
oxide (whose growth or deposition can be controlled to a
precision of a single monolayer) and not a lithographically
defined lateral feature is the critical dimension that controls
the tunnelling. Furthermore, numerical simulations predict
that these devices should have operating characteristics
similar to those of conventional Si MOSFETSs, so that ncw
circuit architectures are not required for their immediate
implementation [4]. These features make the latcral
tunnelling transistor a promising quantum effect device
for integrated circuit applications, with the possibility of
scaling well below the Si MOSFET size limit.

This concept of the gate-modulated tunnelling transistor
has recently been realized in the form of a 1 um gate-length
Schottky-barrier MOSFET with metal silicides constituting
the source and drain and the tunnel barrier formed by
the Schottky barricrs at the Si/silicide heterojunctions
[7]. The current through the source Schottky barrier
is modulated by a poly-Si gate. Device operation and
numerical modelling predict performance characteristics
(voltage thresholds, pcak conductance, etc) similar to
conventional Si MOSFETs, but the gate length should be
scalable to ~10 nm [5]. This device design provides built-
in isolation (with the carricrs confined by the Schottky
barriers), and the near-metallic conductivity of the source
and drain permits much smaller contacts. Because most
of the area in a conventional MOSFET is devoted not to
active area but to isolation and ohmic contacts, the overall
area of this device (compared with a conventional MOSFET
with equivalent gate size and standard nt* or p* source and
drain) can be reduced dramatically, yielding a substantial
economy of chip real estate of critical importance for high-
density integration [8].

While the Schottky-barrier MOSFET has provided
a proof of principle of the relevant device physics for
the gate-modulated tunnelling transistor, replacing the
silicide/Si Schottky barricrs with a metal/oxide/metal tunnel
junction offers several potential advantages. In the
metal/oxide version of this device, a mctal gate over a
high-barrier dielectric modulates the transmission through a
_lateral metal/oxide/mctal tunnel junction. Like the Schottky
barrier MOSFET, this design also possesses the same
economy of scale arising from the built-in isolation and
high conductivity of the metallic sourcc and drain, but
offers several additional advantages over semiconductor-
based devices. The most important advantage arises from
the fact that the metal/oxide system is noncrystalline, which
considerably relaxes the restrictions imposed on Si and
other crystalline semiconductor device technologics, thus
allowing an arbitrary choice of substrates and the possibility
of multiple layers of active devices.  Such devices
could form thc basis for three-dimensional circuits, for
example, for neural network architectures or for reducing
interconnect delays for highly integrated circuits.

In this paper we describe our initial effort to
fabricate a metal/oxide lateral tunnelling transistor. We
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obscrve transistor action at 77 K, although the device
transconductance is much smaller than our numerical
modelling predicts. In addition, we identify the materials
issues that limit the performance of the current device and
offer direction for new research and development.

The devices reported in this paper were fabricated
by using Al/Al,O; for the gate/gate oxide and Ti/TiO,
the source—drain/tunncl barrier. Al,O; was chosen for
the gate oxide because of its large barrier for electron
tunnclling, ~2 €V, and large diclectric constant, g, = 10.
TiO, was chosen for the lateral tunnel barrier because
of its moderate barricr height (0.1-0.5 eV depending
on x) and demonstrated performance as a lateral tunnel
junction [9-12]. The first step of thc fabrication was
to deposit a 40 nm thick film of Al on a thermal
Si0, layer grown on an Si wafer. Next, a gate oxide
layer (gate oxide thickness 15 nm) was grown by anodic
oxidation in an electrochemical cell over the entirc wafer.
Photolithography was then used to pattern a photoresist
layer on the wafer surface in the shape of the gates and gate
contact pads. This pattern serves as a mask for a sccond
anodization in the electrochemical cell which oxidizes all
the remaining Al unprotected by the photoresist. This step
produces isolated Al gates buried bencath a planar gate
oxide upon which we deposit the Ti source—drain wires.

We then patterned 10 nm thick Ti source—drain wires
overlapping the gates by using optical lithography and metal
liftoff. In the region of the gate contact pads the 15 nm
thick Al,O; layer was removed to expose the Al, and thick
Au bond pads were deposited on the source, drain and gate
contact pads. At this stage the wafer was sawed into chips,
the chips attached to headers and the devices bonded.

The lateral TiO, tunnel junctions were fabricated by
using AFM anodic oxidation. For this step the bonded
devices were mounted in an ambient AFM instrument
and an electrically conducting Si AFM tip operated in
~40% humidity was used to anodize a 40 nm wide region
completely through the Ti source—drain wire over the top
of the Al gate [9-12]. This last step forms the lateral
Ti/TiO,/Ti tunnel junction and completes the device. A
cross-sectional schematic of the device together with optical
and AFM images of a completed device arc shown in
figurc 2. Notc in thc AFM image that the gatc layer is
not completely planar. The anodization of the Al produccs
some swelling which delincates the submerged Al gate
finger. This topography was used to align the AFM tip
to the underlying gate electrode during the anodization.

Capacitance and temperature-dependent current—voltage
measurements were used to determine the values of the di-
electric constants (¢, = 10 and &, = 30) and barricr hcights
(¢, =2.0cV and &, = 0.1 eV) of the gate and tunncl bar-
rier oxides, respectively. (The capacitance measurements
were performed on large-arca planar samples. The effec-
tive barrier height for Ti/TiO, tunnel junctions ranges from
~0.1 to 0.5 ¢V depending on the method of fabrication and
the post-fabrication annecal conditions.) The use of optical
lithography to define the gate metal restricted the gate metal
size to ~1 pum or greater, which is significantly larger than
the 40 nm tunnel barricr width. This large buried gatc metal
finger produces a large parasitic gate capacitance; however,
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Figure 2. (a) Schematic of a Ti/TiOx tunnel junction
fabricated on top of a planar Al/Al,O3 gate. (b) An optical
micrography of the top view of such a device. (c) A

2 um x 2 um AFM image of the tunnel junction region. The
Al gate lies under the depressed region of the image.

this is not an issue here because in this paper we treat only
the quasistatic device characteristics and not high-frequency
operation. The devices discussed in this paper were opti-
mized not for high-frequency performance but for ease of
fabrication, with the primary goal of identifying and ex-
ploring problems with candidate material systems; other
performance considerations were considered secondary to
these goals.

Figure 3 shows representative quasistatic -V charac-
teristics of one such device measured at 77 K. The zero-
gate-bias source—drain current is well fitted by Fowler—
Nordheim tunnelling by assuming a tunnel barrier height
of 0.1 eV [13]. Application of a positive gate bias sharp-
ens the triangular Fowler-Nordheim potential and produces
an increase in the source—drain current. As seen in figure 3,
on application of a 5 V gate bias we observe an order of
magnitude increase in the source—drain current with negli-
gible gate leakage current. Under the same bias conditions
about a two-to-one modulation of the source—drain current
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Figure 3. The source—drain current plotted as a function of
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the figure shows the same /-V curves except that the
voltage has been shifted by an amount «V,, where
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Figure 4. Calculated source—drain current plotted as a
function of source—drain voltage.

is observed at room temperature. The reduced ratio of cur-
rent modulation at room temperature is due to an increase
in parasitic (i.e. nongateable) thermionic emission over the
source—drain tunnel barrier.

The measured characteristics of these devices clearly
indicate gate modulation of the source—drain tunnel current;
however, the magnitude of the source—drain current
modulation is smaller than our numerical device modelling
suggests. We have used the measured oxide properties and
the known device geometry to calculate numerically the
expected device characteristics. The electrostatic potential
within the device under application of the source—drain and
gate biases for the device geometry shown in figure 1 was
calculated by using a fast Poisson solver which utilizes a
Fourier analysis and cyclic reduction technique [14]. The
calculated potential in the region of the tunnel barrier was
used to obtain the tunnelling current. The tunnel current
was calculated by using a barrier penetration probability
based on WKB and Fermi functions appropriate for the Ti
electrodes assuming a barrier height of 0.1 eV above the
Fermi level [15]. The results, shown in figure 4, predict a
much more effective modulation of the tunnelling current
than is observed experimentally.
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Evidence for the cause of the smaller than expected
transconductance is gleancd from the following obscrva-
tion. In the inset to figure 3 we plot the same transistor
curves, Iy(V"), with the exception of the voltage, V', has
been offset by an amount proportional to the gate volt-
age, ie. V' = Vg +aV, where « = 0.022. The good
overlap of these curves indicates that application of a gate
voltage V, is equivalent to adding a drain bias of «V,.
Because the source—drain current is well fitted by Fowler—
Nordheim tunnelling, the tunnel current is controlled by the
electric field at thc source electrode. An additional drain
bias of @V, would add an electric field, F = «V,/L,, to
the source electrode. Thus, the effect of the gate is to ap-
ply an electric field of magnitude oV, /L, to thc source
electrode. This field value is ~50 times smaller than the
value predicted by the numerical simulation. This reduced
value of the gate ficld, coupled with the exponential ficld
dependence of Fowler—Nordheim tunnelling, accounts for
the small transconductance of the initial devices.

There are a number of likely causes for the reduced
effectiveness of the gate, including the possibilities that
the gate field may be screened from the source electrode
by non-anodized Ti, the device geometry may be different
from what was expected or the active region of the tunnel
junction may be more remote than expected from the
gate dielectric interface. We arc currently testing thesc
hypotheses and devising solutions to each in order to
increase the device transconductance.

While other quantum devices such as the single-
electron transistor have received much attention from
the nanoeclectronics community, metals-based tunnelling
transistors have not been explored in spite of their
potentially unique and advantageous properties.  The
major obstacle faced by a metal/oxide-based device
technology arises from the fact that very little research
has been directed at materials appropriate for this type
of device or towards the fabrication of high-quality
lateral metal/insulator/metal tunnel! junctions.  Clearly,
major issues on device design, fabrication and matcrials
development must be addressed before the metal/oxide
tunnelling transistor is considered a serious candidatc for
real applications. These challenges notwithstanding, the
potential advantages of this device, combined with the
lack of a suitable knowledge base in these critical arcas,
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merit further research.  We arc currently exploring a
varicty of alternative techniques for fabricating lateral
tunncl junctions (such as thermal oxidation ctc) in order
to optimize the performance of these devices.  We
expect that an optimum device design coupled with high-
quality materials and fabrication processes will producc a
quantum-effect transistor with room-tempcraturc operation
and characteristics similar to conventional Si MOSFETs
but scalable to ~10 nm gate lengths, with thce additional
capability for three-dimensional integration.
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Abstract. We study local oxidation induced by dynamic atomic force microscopy
(AFM), commonly called tapping mode AFM. This minimizes the field-induced
forces, which cause the tip to blunt, and enables us to use very fine tips. We are
able to fabricate Ti-TiO, line grids with 18 nm period and well-defined isolating
barriers as small as 15 nm. These junctions show a non-linear current-voltage
characteristic and an exponential dependence of the conductance on the oxide
width, indicating tunnelling as the dominant conduction mechanism. From the
conductance-barrier width dependence we derive a barrier height of ® = 178 meV.
Numerical calculations of the lateral field distribution for different tip geometries
allow us to design the optimum tip for the most localized electric field. The electron
beam deposition technique makes it possible to produce tips of the desired

geometry.

Proximal probe based lithography has developed over
recent years into a well-established tool for the fabrication
of structures and electronic devices with nanometric
dimensions. In particular, the tip-induced oxidation or,
more generally, tip-induced local chemical reactions have
been very successful [1-5] and appear to be one of the
most promising approaches: they preserve the high lateral
resolution of the scanned tip by omitting a subsequent
etching step and thus avoid the problem of transferring the
pattern into an underlying electron system, e.g. metallic
thin films or heterostructures. Furthermore, this approach
enables one to monitor the process in situ by measuring
electronic properties, e.g. the conductance of a thin channel,
defined and constricted by atomic force microscopy (AFM)
induced oxide [6], or the formation of a barrier across
a conducting channel [7]. To use this process optimally
in nanofabrication requires (1) the understanding of the
underlying electrochemical mechanism and the parameters
that control it, (2) a tip, which is optimized for laterally
focusing the electric field strength under the experimental
conditions, and (3) a scanning technique which allows one
to use these tips and to retain their properties. Here,
we show that operating the atomic force microscope in
a dynamic, non-contact mode is suitable for inducing
local oxidation. Hereby the damage to the tip is reduced
significantly and it allows us to address questions involving
the importance of the tip radius and the overall geometry
of the tip.

0268-1242/98/SA0079+04$19.50 © 1998 IOP Publishing Ltd

We start with thermally oxidized (250 nm SiO,) n-
type (10 € cm) Si (100) material, on top of which 30-
50 A titanium is thermally evaporated at high evaporation
rates (=10 A s~!) and low background pressure (p <
1078 mbar). This metallic film is then patterned using
optical lithography and an HF wet etch and finally wire
bonded. Local oxidation is performed using a commercial
atomic force microscope (Digital Instruments) and highly
doped n*-Si tips (NanoSensors), which we further sharpen
by oxidation. Tip radii are well below 100 A, typically
around 50 A. The relative humidity is kept constant at 40%
during experiments shown here. The cantilever oscillates
near its resonance frequency (approximately 250 kHz) with
high amplitudes (10-100 nm). The applied tip bias for local
oxidation induces additional charges on the tip, which bends
the cantilever towards the surface. This force adds to the
normal loading force and can easily damage either the tip or
the surface. Moreover, in dynamic AFM the force gradient
dF/dz due to the electric field changes the force constant
k to k* = k — 3F /3z, shifting the resonance frequency to
w}y = (k*/m)'/2. The driving bimorph oscillates unchanged
at the fixed frequency w < wg < wp, and therefore the
oscillation amplitude is increased. The change in amplitude
for a given tip bias can be easily measured from amplitude
versus distance curves, which then can be used to readjust
the working setpoint. As the feedback is enabled all the
time and the damping of the amplitude does not change
if only the setpoint is readjusted, the overall loading force
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Figure 1. Two Ti-TiO, grids written by tapping mode AFM-induced local oxidation at —6.5 V tip bias and a scan speed of
300 nm s~'. At room temperature, the resistance paralle! to the lines is 100 k2 and perpendicular to them >80 MS.

nm

Figure 2. In situ control of the barrier formation. The source—drain conductance through the device is monitored while
oxidizing. The tip is biased at —4 V and repeatedly scanned at 2 Hz across the 30 nm wide Ti channel to form a 17 nm wide
barrier.

remains unchanged even for applied voltages up to 30 V even for relatively large scan ficlds of 3 mm x 3 mm and
[7]. In figure 1 we show two grids of oxide lines written above. If the period is reduced from 120 nm to 23 nm,
at a rate of 300 nm s™' at a tip bias of —6.5 V. The lines parallel conducting wires of 6 nm linewidth are formed,
are very regular in width (18-20 nm) as well as in height, which are still conductive along the channels (=100 k)
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Figure 3. Room temperature current-voltage characteristic
of a 20 nm wide barrier.

but isolating in the perpendicular direction (>80 MS2, at
room temperature). This demonstrates a complete oxidation
process for the most of the average of the oxide lines.
The observed oxide height is 3 nm, which agrees very
well with what is expected from the change in density and
molecular weight: drio,/dri = (pri/prio)Mrio, /M7 =
3 nm/5 nm. It should be noted that, at a tapping frequency
of fr = 250 kHz and the observed damping of the
amplitude, the contact time ¢t = 1/2fr between the tip
and the sample surface per cycle is below 1073 ms. As
the oscillation amplitude is very large (10-100 nm), it is
unlikely that a stable water meniscus forms between tip
and sample. Evidence for this is provided by force versus
distance curves in contact AFM using the same cantilevers
(data not shown). If the experiment is to be explained
in a classical electrochemical set-up, wherein the tip acts
as cathode, the water film as electrolyte and the sample
as anode, the total exposure time is much shorter than
in contact AFM. However, the total amount of oxidized
material is very much the same as seen by contact AFM,
e.g. by Avouris et al [8] for Si or by Sugimura et al [9] for
Ti. We therefore conclude that corrosion has taken place at
the Ti-TiO, interface, enhanced by the tip—sample electric
field in the presence of humidity.

To define a tunnelling barrier we first constrict a
predefined 1 mm Ti wire by oxidizing two large oxide
pads, enclosing a 30 nm wide channel (figure 2). The
barrier, perpendicular to the channel, is then oxidized at
2 Hz scanning frequency and a tip bias of —4.5 V. In
order to avoid the formation of too thick barriers with
a too small tunnelling probability by overexposure, we
monitor the conductance along the channel. As soon as the
conductance drops below the capacitive signal, oxidation
is stopped. The quality of the AFM-induced oxide is
characterized on wide barriers (=100 nm). Resistivities
of p = 2 x 10" Q cm and maximum field strength
Vp = 2 x 10° V cm™! are measured. These values are
similar to those for macroscopic anodic oxides [10, 11].

At room temperature the devices show an asymmetric,
non-linear I-V characteristic (figure 3). This may be

understood in the picture of an asymmetrical, shallow

AFM-induced local oxidation
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Figure 4. Dependence of the current on the geometrical
barrier width. Four different devices are measured at
100 mV bias and T =300 K. The current depends
exponentially on the barrier width, indicating tunnelling as
the dominant conduction mechanism.
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Figure 5. Calculated electric field distribution for three tips
with different (r, ¢) geometries, 10 nm in front of a
conductive plane in vacuum: 10 nm sphere and pyramidal
tips with 10 nm radius and 50° cone angle and 5 nm radius
and 40° cone angle.

barrier, which is no longer isotropic for forward and reverse
biases. To determine the conduction mechanism for these
devices, we investigate the dependence of the (tunnelling)
current on the geometrical width of the barrier as obtained
from AFM images. For four different devices, with
barriers varying from 15 nm to 30 nm, the current decays
exponentially with barrier width, indicating tunnelling as
the dominant conduction mechanism (figure 4). We obtain
here a barrier height of ® = 178 meV.

To determine the parameters that affect the lateral
resolution of the oxidation and therefore to estimate the
ultimate limit for this technique, we model the lateral field
distribution for different tip geometries, namely tip radii
and cone angles. In a first step we place the tip 10 nm
in front of a conducting surface. The calculated electric
field for a 10 nm sphere (radius in each case), a 10 nm
spherical tip with 50° pyramidal cone and a 5 nm spherical
tip with 40° cone are shown in figure 5. As expected, the
pyramids widen the lateral field compared with the free-
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200 nm

Figure 6. SEM image of an EBD tip, deposited onto a commercial Si tip coated with NiCr. From this image, the radius is
~5 nm and the cone angle 5°. The tip shows a resistance of R < 1 MQ, which is sufficient for local oxidation.

standing sphere, whereas smaller spheres increase the local
field underneath the tip. At this stage we do not consider
the growing oxide itself as well as the focusing effect of the
water layer or meniscus because of its large €. However, for
an optimized focusing of the lateral ficlds, we would like to
have a needle-like tip, which is still sufficiently conductive.
So-called electron beam deposited (EBD) material is known
to be suitable to define scanning tips with tip radii <5 nm
and very small cone angles [12]. If deposited at high
electron energies and low beam current densities, they
appear to be conductive. Figure 6 shows an SEM image
of an EBD tip deposited on top of an NiCr-coated Si tip.
This tip shows an overall resistance R < 1 M, which
is sufficient for applications in electrochemical AFM and
local oxidation and gives, in contrast to for example carbon
nanotubes, the unique possibility to design the tip to exactly
the requested geometry.

In summary, non-contact AFM has been used for
locally oxidizing titanium thin films. In this mode, the tip—
sample forces remain unchanged when a tip-sample bias is
applied. This allows us to use oxide-sharpencd Si tips, with
which we are able to fabricate line grids with 6 nm structure
sizes and 18 nm pitch. In situ electrical mcasurcments
give fine control over the lithographic process. In this
way we fabricated tunnelling barriers as small as 15 nm.
The current—voltage characteristic and the dependence of
current on barrier width clearly indicate that tunnelling
is the dominant transport mechanism in these devices.
Numerical calculations of the lateral distribution of the tip-
to-sample electric field indicate a further improvement in
the lithographic resolution, if only ncedle-like tips with
small radii and small cone angles arc used. We show
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that 5 nm radius, 5° conc angle EBD tips arc sufficicntly
conductive to be used for local oxidation.
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Abstract. We have fabricated a cantilever with dimensions

0.5 um x 11.4 pum x 65 pm from a GaAs/Aly 3Gag7As heterostructure containing a
two-dimensional electron gas. A strain-sensing field-effect transistor (FET)
integrated into the cantilever base acts as a displacement sensor via the
piezoelectric effect. The FET was used to measure the cantilever mechanical
quality factor Q = 360 and resonance frequency f.s = 88.2 kHz which is close to
fes = 91 kHz calculated from geometry. FETs can be integrated into GaAs/AlGaAs
microelectromechanical systems as force and displacement sensors.

Micro-electromechanical systems (MEMS) provide a novel
environment for basic sciences and device applications.
Sensing systems for either strain or position are central
to the functionality of many MEMS. The most widely
used detection methods for strain include resonance
frequency monitoring, piezoresistance and piezoelectrics,
and for position include optical, thermal and capacitance.
Recently, strain sensors have been developed composed
of GaAs/AlGaAs heterostructure field-effect transistors
(FETs) [1,2]. We have integrated these transistors
into GaAs/Alp3Gag7As scanning probe microscope (SPM)
cantilevers as low-noise deflection sensors [3]. The work
presented here is intended to supplement that work by
extending the previous results for static deflections to
higher-frequency, dynamic operation of the FET. Dynamic
mechanical response points toward the operation of SPM
cantilevers in non-contact mode and also shows the ability
of strain-sensing FETs to collect information on the
mechanical response of small systems [4].

In this paper we describe the fabrication of a
GaAs/Alp3Gag7As cantilever with an integrated strain-
sensing FET and the operation of the FET for the
measurement of the cantilever mechanical resonance
frequency. The FET, with a gate 5.8 um wide by 0.7 um
long, has a small signal transconductance g, = 0.3 mS
and drain-source resistance rps = 16 k2 at a drain current
of Ip = 73 pA. FET noise power has a 1/f spectrum
at low frequencies. At 90 kHz, the frequency of interest
for this experiment, we measured a gate voltage noise
8V, ~ 450 nV Hz™'/2 corresponding to a nominal gate
charge noise 8g, < 0.1 electrons Hz"!/2. The FET was
integrated into the base of a GaAs/Aly3Gag7As cantilever

0268-1242/98/SA0083+03$19.50 © 1998 IOP Publishing Ltd

with dimensions 0.5 um x 11.4 pm x 65 pum that was
mounted on a piezoelectric bimorph in vacuum and driven

~ through its mechanical resonance at T = 4.2 K. The strain-

sensing FET was used to measure the cantilever mechanical
quality factor Q = 360 and resonance frequency f,.; =
88.2 kHz, which is lower than f,..; = 91 kHz theoretically
predicted from the cantilever geometry.

Figure 1(a) shows an SEM image of the GaAs/Aly;
Gag;As cantilever with a strain-sensing FET at its base.
This structure was fabricated from a wafer containing a
two-dimensional electron gas (2DEG) beginning 520 A
from the surface plus a 4000 A sacrificial layer of AlAs
beginning 5000 A from the surface. The layers compos-
ing the cantilever shown in figure 1(b) in growth order are
50 A GaAs, 4010 A Alg3GagAs, Si delta-doping layer,
220 A Alp3Gag7As, 200 A GaAs, 220 A Alo3GagsAs, Si
delta-doping layer, 250 A Alp3Gag7As and 50 A GaAs.
The cantilever and FET were fabricated using four aligned
electron-beam lithography steps. First, AuNiGe contacts
were thermally evaporated through a resist mask that was
then lifted off allowing the contacts to be thermally an-
nealed to make ohmic contact to the 2DEG. Second, the
FET channel was partially defined by etch trenches 750 A
deep formed by etching through a patterned mask using a
10:1 solution of 50% citric acid and 30% hydrogen perox-
ide. Third, the FET gate was formed by thermally evapo-
rating 250 A Cr and 2000 A Au through a patterned mask
followed by a standard liftoff technique. The resulting gate-
to-channel capacitance was calculated to be 9 fF based on
geometry. The fourth resist pattern laterally defined the
cantilever to the desired dimensions of 11.4 um wide by
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Figure 1. (a) Scanning electron microscope image of a GaAs/AlGaAs cantilever with an integrated strain-sensing FET. The
FET gate can be seen at the cantilever base where the channel confines electrons to move on the suspended structure
through the region of maximum strain. The alignment marker is on the substrate ~ 0.4 ;1m below the cantilever.

(b) Schematic showing the layer structure of the cantilever and wafer.

50 1.0 —7——
40¢
-1000 mV
< 30} R
El 9 0.5¢ -
»—48 20 -1025mV | O
10
0 - 1100 mV 00 l L
00 02 04 06 08 1.0 -08 -04 00
Vps(V) Vgs(V)

(a)

(b)

Figure 2. (a) Family of drain—source curves Ip versus Vpg for the on-cantilever FET taken at T = 4.2 K at the gate voltages
indicated. (b) Cutoff graph of channel conductance normalized to its zero gate voltage value of 2.5 mS. The arrow indicates

the cutoff voltage of V. =—-1.05 V.

65 um long. With the cantilever and FET protected by re-
sist, a 3 min reactive ion etch of 30 standard cm® min~! of
BCl; and 20 standard cm?® min~! of SiCly at 50 mT pres-
sure, 180 W power and —200 V dc bias was used to expose
the underlying AlAs around the cantilever. The cantilever
was then freed from the substrate by placing the sample in
a 1:5 solution of 49% HF and water to etch sclectively the
underlying AlAs layer. In order to prevent surface tension
from either breaking the cantilever or causing it to stick to
the substrate a CO, critical point dryer was used to bring
the sample through the liquid air interface.

Figure 2(a) shows the drain-source characteristics Ip
versus Vps of the on-cantilever FET for the serics of
gate voltages Vs indicated. We measure a small signal
transconductance g, = 0.3 mS and drain source resistance
rps = 16 k2 for a drain current of 73 pA. Figure 2(b)
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shows channel conductance normalized to its zero gate
voltage valuc of 2.5 mS as the gate voltage Vs is made
more negative. The cutoff voltage Vs = 1.05 V is the
voltage for which the channel conductance has decrcased
by a factor of 100. The frequency responsc of the FET
shows that transconductance is constant up to the measured
frequency of 100 kHz. The calculated time constant for
the FET gives a cutoff frequency [5] g /2nC, ~ 5.3 GHz
where C, is the gate-to-channcl capacitance.

The FET characterization mecasurements and the
following cantilever measurcments were taken at 7 =
4.2 K with the sample mounted in vacuum in an Infrarcd
Labs dewar. In order to excite the cantilever through its
resonance frequency, the sample was attached to a rigid
Macor block that in turn was mounted to a piczoclectric
bimorph. The sample was electrically shiclded from the
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Figure 3. (a) Measured FET response as the cantilever is
driven through its mechanical resonance. Both amplitude
(—) and phase with respect to the piezoelectric driving
voltage (e) were recorded. (b) Results of a model
calculation explaining the shapes of the measured curves
by including the cantilever resonance signal and the effect
of the capacitive coupling between the bimorph driving
circuit and the measurement circuit.

bimorph voltages by means of a grounded mount and
protected from unwanted deformation by the rigid block.
For the measurements below, the FET was biased with
Vgs = —1.0 V and Vps = 0.20 V resulting in a power

Mechanical resonance of a GaAs/AlGaAs cantilever

dissipation of 4.4 uW. Drain current was monitored with
an Ithaco 1211 current amplifier and a Stanford Research
530 digital lock-in amplifier. ~As the cantilever was
driven through its mechanical resonance, both drain current
amplitude and phase with respect to the bimorph driving
voltage were measured.

Figure 3(a) shows a graph of FET drain current
amplitude and phase with respect to the driving voltage as
the cantilever is driven by the piezoelectric bimorph. The
peaks in amplitude and phase indicate that the cantilever
is passing through its mechanical resonance. The shapes
of the curves can be understood with a model involving
the strain-induced FET signal added to a constant term due
to capacitive coupling between the bimorph driving circuit
and the measurement circuit. Figure 3(b) shows results of
a model calculation where the measured signal amplitude
A, and phase ¢, are modelled by

Ay exp(igy) = exp(i¢amp){AC exp(in/2) + Ares(w)
x expligpim + i¢res ()]} 49

where ¢, is the phase shift due to the external amplifier,
Acexp(in/2) is the capacitive term, A, (@) and ¢qs(w)
are the frequency-dependent amplitude and phase of the
cantilever and ¢, is the phase shift between bimorph
and cantilever excitation due to driving the bimorph above
its resonance frequency of 400 Hz. A reasonable choice
for parameters in equation (1) leads to simulation results
similar to measurements as seen in figure 3. Measurements
indicate a mechanical quality factor Q = 360 and resonance
frequency f,., = 88.2 kHz, which is lower than the
theoretically predicted value of 91 kHz obtained from
cantilever geometry. This measurement demonstrates that
strain-sensing FETs can be used to monitor dynamically the
mechanical response of a GaAs/AlGaAs cantilever.
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Abstracl. We describe the first demonstration of dual-side electron beam
lithography in achieving independent submicron gating :n double quantum well
devices. The technique utilizes the epoxy-bond and stop-etch process to remove
the substrate material which allows the backside gates to be placed in close
proximity (less than t ;um) to the frontside gates. The use of electron beam
lithography allows both the definition of submicron features and the precise
alignment of the front and back features to each other. We have applied this
technique to the fabrication of double quantum point contacts on coupled
AlGaAs/GaAs double quantum wells. Low-temperature transport measurements
clearly show the formation of coupled, independently centrollable mesoscopic

structures in each of the two quantum wells.

1. Introduction

Mesoscopic devices based on coupled double quantum
wells (DQWs) are an area rich in the physics of electron
transport and in potential electron device applications.
Previous work has demonstrated a Coulomb-driven
interwell correlation of electrons in a DQW under high
magnetic field [1] and control of the coupling between
a high-mobility QW and a closely spaced low-mobility
QW [2]. The ability to gate two QWSs independently,
allowing independent ohmic contacts to each, has enabled
the investigation of new physical phenomena such as 2D—
2D tunnelling [3] and Coulomb drag [4] and has allowed
the fabrication of a novel three-terminal quantum device,
the double electron layer tunnelling transistor (DELTT)
(5]. Earlier work utilized large-area back gates on thick
substrates [6] but required large voltages (~100 V) to
deplete the bottom quantum well. Furthermore, the thick
substrate does not allow the formation of gate-defined
submicron features in the bottom quantum well. The
ability to backgate DQW structures on a submicron scale
enables a wide range of new physics experiments on
the interactions between mesoscopic structures defined
independently in each quantum well. For example, giant
magnetic field induced conductivity enhancements are
predicted in coupled double quantum wires [7]. In the
field of quantum electron devices, submicron gates with
submicron alignment allow fabrication of DELTTs with low
parasitics and hence very high speed.

We have previously addressed the problem of a thick
substrate through the development of the epoxy-bond and
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stop-etch (EBASE) technique [8]. With this technique,
the substrate is removed down to an AlGaAs stop-etch
layer leaving as little as 300 nm of epitaxial layers
epoxied to the host substrate, over areas of order 1 cm?.
Until now, the EBASE technique has been demonstrated
only in conjunction with optical lithography and its
accompanying resolution and alignment limitations. In
this work, we demonstrate the first dual-side electron
beam lithography in association with the EBASE technique
to define submicron gates on each side of a 330 nm
thick epitaxial layer. Sub 0.1 pm alignment accuracy
between the front and back sets of gates is readily
achieved. The combination of the EBASE technique and
dual-side electron beam lithography provides a powerful
tool for the fabrication of novel mesoscopic structures
which were heretofore unavailable. We further demonstrate
the utility of this technique by fabricating independently
tunable double quantum point contacts (QPCs) in coupled
AlGaAs/GaAs DQWs.  Characterization of the QPC
structures through low-temperature transport measurements
clearly shows the formation of coupled, independently
controllable mesoscopic structures in each of the two QWs.

2. Fabrication

The fabrication begins with conventional frontside process-
ing using several levels of optical lithography and standard
semiconductor processing to define device mesas and to
deposit ohmic contacts and Schottky gates. The optically
defined Schottky gates lead up to the device mesa and then



terminate. The actual device gates are defined by electron
beam lithography and are aligned to the optically defined
gate leads.

The electron beam lithography was performed with a
JEOL JBX-5FE thermal field emission system operating
at 50 kV. The beam current used was 1 nA with a
corresponding beam diameter of approximately 12 nm.
The resist used was polymethylmethacrylate (PMMA) at a
thickness of 400 nm. The PMMA was developed for 1 min
in a 1:3 solution of methyl isobutyl ketone and isopropyl
alcohol. The gates consist of 10 nm Ti/70 nm Au deposited
by electron beam evaporation followed by liftoff in acetone.
This completes the frontside processing.

The EBASE process has been described previously [8].
The two key steps are the epoxying of the active wafer,
with the patterned frontside down, onto a host substrate,
followed by the removal of the active wafer substrate down
to an AlGaAs stop-etch layer. In this particular work, the
AlGaAs stop-etch layer itself was also removed by a second
selective etch which terminated on a 15 nm GaAs stop-etch
layer. The second selective etch enabled attainment of a
total epitaxial layer thickness of only 330 nm, as well as
increasing the smoothness of the backside surface.

The key to the dual-side alignment is the use of the
same set of metallic alignment marks for both the frontside
and the backside electron beam patterning. As part of the
frontside processing, a pair of electron beam alignment
marks are defined optically. The alignment marks are
recessed into the original front surface by wet chemical
etching prior to the deposition of the Ti/Au marks. The
depth of the recess is chosen such that the bottom of
the mark lies close to the stop-etch interface so that the
alignment mark will be at or near the surface of the sample
at the end of the EBASE process. The exact depth of the
recess is not critical in that the marks are easily detected
by the 50 kV electron beam even through several hundred
nanometres of epitaxial material. A scanning electron
micrograph of the cross-section of a portion of an electron
beam alignment mark is shown in figure 1. In this case, the
epitaxial layer thickness is 1.2 um and the mark is 300 nm
below the sample surface after having been placed in a
900 nm recess. The use of the same set of alignment marks
allows for sub 0.1 wm alignment between the frontside and
backside patterns. A scanning electron micrograph of the
cross-section of a fabricated dual split-gate test structure
whose geometry corresponds to that of double quantum
wires is shown in figure 2. The alignment can be seen
to be nearly perfect for the 500 nm gaps aligned across a
1.2 um thick epitaxial layer.

The double QPCs were fabricated from MBE-grown
epitaxial material consisting of two 20 nm wide GaAs QWs
separated by a 1.1 nm Aly3Gag7As barrier. Pairs of Si
delta-doping layers of 5 x 10" and 1 x 102 cm™? were
placed symmetrically 70 and 80 nm, respectively, above
and below the DQW, within 130 nm thick Aly3Gag7As
layers. The ohmic contacts made electrical contact to both
of the QWs. After the second selective etch, the remaining
epitaxial layer is completely symmetric from front to back
and therefore the final DQW structure is expected to be
balanced. The QPCs are formed by mutually aligned pairs

Dual-side electron beam lithography for DQWs

GaAs Carrier
Substrate -

Figure 1. Scanning electron micrograph of the
cross-section of a portion of the alignment mark used in
electron beam writing. The mark is recessed into the
original frontside of the active wafer to improve detectability
from the backside.

Epitaxial
AlGaAs

Epoxy

GaAs Carrier
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Figure 2. Scanning electron micrograph of the
cross-section of a fabricated dual split-gate test structure
having 500 nm gaps aligned across a 1.2 um epitaxial
layer. The rough upper edges of the lower Au gates are an
artifact of cleaving.

of sharply pointed split gates with point-to-point spacings
ranging from 250 to 400 nm.

3. Measurements

Electrical transport measurements on the double QPC
samples were performed at 0.3 K in a top-loading
pumped 3He system using standard low-frequency lock-
in techniques. The longitudinal resistance, Ryx, of
the adjacent Hall bar was measured as a function of
perpendicular magnetic field, B. The Rxx minima closely
approached zero at selected integer Landau level filling
factors and the strength of the minima follow the typical
beating pattern observed in double-layer systems [9]. The
Fourier power in 1/B of Rxx reveals two clear peaks at
electron densities, n, of 2.9 x 10'! and 1.45 x 10! cm™
corresponding to the occupancies of the symmetric and
antisymmetric subbands of the DQW, respectively. This
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Figure 3. Plots of conductance versus front-gate pair bias,
Ve, at several values of back-gate pair bias, Vjs, for a
double QPC with 400 nm gaps. The curves are not offset
from one another. The dotted line indicates the position
where the bottom QPC pinches off.

difference in density yields a symmetric-antisymmetric
energy gap Agsas = 5.2 meV, in good agreement with the
results of Hartree simulations of the growth structure [10].
The conductance as a function of in-plane magnetic field
exhibited two strong anticrossing features whose positions
are consistent with the density and A4 values given above
[10]. The total mobility of the structure is quite high at
5.8 x 10° cm? V~! 571, not significantly changed from the
pre-EBASE processing value, which demonstrates that the
EBASE technique does not degrade the quality of the two-
dimensional electron gas.

We now discuss the behaviour of the 400 nm wide
double QPC device. By adjusting the bias on the pair
of front gates, Vrg, and on the pair of back gates, Vpg,
four different situations can be realized: (1) both QPCs
open, (2) only top QPC open, (3) only bottom QPC open
and (4) neither QPC open. In figure 3 we show the
conductance G of the device in units of 2¢%/ h as a function
of Vpg at several different Vig values. (Because the
growth structure is symmetric about thc barrier, and the
top and back gates are an equal distance from the DQW,
we expect the front and back pairs of gates to have an
equally strong effect on their own quantum well.) We
first discuss the leftmost curve, for Vg = 0. As Vpg
is made increasingly negative, the QPCs form when the
electrons beneath them are depleted at a few tenths of a
volt. Both QPC channels will then be occupied until Vg
becomes sufficiently negative that thc bottom QPC, which
is closest to the backgates, is pinched off. This occurs at
Vee = —2.43 V, and results in a slight but definite change
in the slope of the conductance curve. As Vpg is made
further negative, the conductance continues to decrease
as the top QPC now decreases in width, until finally the
top QPC is also pinched off at Vg = —3.16 V and the
conductance goes to zero. The additional G versus Vpg
curves shift towards less negative Vgg values as Vg is
made more negative. In addition, the change in slope moves
to lower values of G, indicating that the bottom QPC is
pinching off at less negative Vps values. These two effects
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clearly demonstrate that the top and bottom QPC openings
can be independently controlled via the two pairs of QPC
gates.

As is obvious from figure 3, conductance steps,
quantized in units of 2e¢/h, do not appcar when both
QPCs are open, but rather only when the bottom QPC
is pinched off. (Another set of conductance curves, this
time as a function of Vgg for several Vpg values (not
shown), exhibited similar behaviour, with conductance
steps occurring only when the top QPC was open, as
indicated by a change in overall slope.) The occurrence
of well-defined conductance steps when only the top QPC
is open can be attributed to the top QW having a much
higher mobility, as is known to occur commonly in MBE-
grown AlGaAs/GaAs DQW structures [11]. Because the
two QWs are very closely coupled, when both QPCs arc
occupied, the wavefunction is delocalized across both QWs
into symmetric and antisymmetric subbands. This causes
the electron scattering rate to increase as a result of the
scattering centres in the low-mobility bottom QW and hence
the conductance steps to be obscured. (This picture is
further supported by the fact that no conductance steps were
observed when only the bottom QPC was open; not shown
here.) The relative weakness of the conductance steps when
only the top QPC is occupied is attributed to the fairly wide
QPC opening and to the extremely sharp gate tips in this
device, which decrease the adiabatic transport of electrons
through the QPC.

Our dual-side electron beam patterning technique
should enable several novel quantum transport experiments
to be better performed, such as electron-hole Coulomb drag
and 1D-1D tunnelling [12]. For the double QPC device,
an arca for future exploration is the effect of individually
biasing all four of the QPC gates in such a manner as to
shift the QPC channels laterally relative to onc another,
thus controlling the inter-QPC coupling independently of
channel occupation.

4. Summary

We have described the first demonstration of dual-
side electron beam lithography in achicving independent
submicron gating in DQW devices. The technique utilizes
the EBASE process to remove the substratc material
allowing the backside gates to be placed in close proximity
(less than 1 um) to the frontside gates. The use of electron
beam lithography allows both the definition of submicron
features and the precise alignment of the front and back
features to each other. The key to this alignment is the
usc of the same set of metallic alignment marks for both
the frontside and the backside electron beam patterning.
Double QPCs fabricated with this technique on coupled
DQWs exhibited quantized conductance steps in the top
QW which shift as a function of backgate bias, confirming
the independent control of each channel. Thesc results
show the potential of this new technique in advancing the
study and fabrication of mesoscopic devices.
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Abstract. We have performed first-principles local density calculations of several
interfaces between GaN and AIN and studied their formation enthalpy and band
offsets and the charge pileup at polar interfaces. Monte Carlo studies of the
electrical characteristics of submicron HFET structures reveal that the pyro- and
piezoelectric moments of the nitrides are a key property for designing and

optimizing future devices.

1. Introduction

III-V nitrides possess unique material properties. They
have large band gaps in the near-ultraviolet regime
(3-6 eV), large heterostructure band offscts (1-2 eV),
small effective masses (typically 0.2 for electrons and 0.5
for holes), energetically high-lying satellite valleys in the
conduction bands (offsets of 1.5-3 eV) and high optical
phonon energies (600-900 cm™'). All of these propertics
make them extremely attractive for optoclectronic and high-
temperature, high-power microelectronic applications [1, 2].

Even though epitaxial growth is still hampered by a
high density of threading and misfit dislocations, stacking
faults and other extended native defects, these materials
offer novel and unique possibilities for the engineering of
their properties [3]. They possess, in their wurtzite phase,
a spontaneous electric polarization and have the largest
piezoelectric constants known among tetrahedrally bonded
materials [4].

In this paper, we show that these large intrinsic
electric moments of the nitrides arc key propertics for
devices. Wec have performed systematic first-principles
pseudopotential local density functional calculations of a
variety of interfaces between GaN and AIN and studied
their formation enthalpy, their band offsets and the charge
accumulation at some of these interfaces. To assess
the potential of these effccts quantitatively, we have
also performed self-consistent Monte Carlo studies of the
electrical characteristics of submicron HFET structures.

2. Polarity of interfaces

The space group P6zmc of the wurtzite structure is
compatible with a spontaneous polarization pcr volume
along the hexagonal c-axis. In the case of GaN and AIN,
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the spontancous polarization at zero macroscopic electric
field has been predicted by first-principles calculations to
be —0.029 and —0.081 C m~2, respectively [4]. In perfect
crystals with a surface or interface, these moments give
risc to huge longitudinal electric ficlds £ = —4m P /¢, of
the order of 1-10 MV cm™}. Here, €, = 10 is the static
diclectric constant. In addition, GaN and AIN arc highly
piczoclectric, in both their wurtzite and their zincblende
phase. The zincblende piezoclectric constants are given by
€14 = 0.73 and 1.55 C m~2 in GaN and AIN, respectively,
which is to be compared with 0.1 C m~2 in GaAs [4].
Since the epitaxially grown layers arc usually strained, the
piczoclectric moments can also producc very large electric
ficlds of the order of a few MV cm™! [5].

Using first-principles pscudopotential local density
functional calculations [6], we have systematically studied
scveral interfaces. In our calculations, the effects of lattice
relaxation and electric polarization have been fully taken
into account. Let us consider a single pscudomorphic
intcrfacc A-B between nitride compounds A and B.
This interface is called polar if the total charge density,
integrated across the interface from minus to plus infinity,
is nonzero. In the GaN/AIN system, we may introduce the
following classification of interfaccs.

e Nonpolar interfaces between unpolarized phases.
Unstrained or biaxially [001] strained zincblende phasc
GaN and AIN possess ncither a pyroclectric nor a
piezoclectric polarization. Thercfore, there is no charge
pileup at the interface between these materials. All bonds
at the interface arc saturated and there is only a weak
dipole moment at the interface that is reduced by the atomic
relaxation near the interfacc.  An example of such an
interface is lattice-matched, strained GaN grown on an AIN
substrate along the [001] direction. For the sake of brevity,
we denote this interface by zb AIN—-s-GaN [001].



e Nonpolar interfaces between polarized phases.
Currently available samples contain a large number
of internal interfaces that deviate from the hexagonal
[0001] or cubic [111] growth direction [3]. In cases
such as zb AIN-s-GaN [110], wz AIN-s-GaN [0110] or
wz AIN-s-GaN [TZTO], the bulk materials on both sides of
the interface possess a spontaneous and/or strain-induced
piezoelectric polarization. However, this polarization lies
parallel to the interface and therefore does not give rise to
a charge accumulation at the interface.

e Polar interfaces between polarized phases. In
the case of lattice-matched wz AIN-s-GaN [0001], both
semibulk materials possess a spontaneous polarization.
Because of the strain in the GaN film, there is an additional
piezoelectric contribution to the total polarization. Since
the polarizations in both materials are different and lie
perpendicular to the interface, one obtains an interface
charge.  Our first-principles calculations reveal that
lattice relaxation near the interface reduces the monopole
contribution of the interface charge approximately by a
factor of 2 by redistributing the charge among a few
atomic layers. There are situations where the nonpolar
interfaces become polar solely because of the strain-
induced piezoelectric moment in one of the lattice-matched
materials. An example is zb AIN-s-GaN [111]. Here,
the strain-induced piezoelectric moment in GaN yields a
polarization P perpendicular to the interface and therefore
a nonzero interface charge density. A stacking fault is
another example that possesses a charged interface. Such a
kind of defect is nothing but a homo-type interface between
waurtzite and zincblende GaN, such as wz GaN [0001]-zb s-
GaN [111]. In this case, both materials have polarizations
perpendicular to the interface: one phase is spontaneously
polarized and the other one has a strain-induced electric
moment.

In figure 1, we show a schematic view of the
polarizations across several types of interfaces. Horizontal
(vertical) arrows indicate a polarization perpendicular
(parallel) to the interface; the absence of arrows implies
the absence of bulk polarization. The conduction and
valence band bending induced by the electric field due to the
interface charges is also shown schematically in figure 1(a).
The quantitative value of the electric field can, in principle,
be calculated from the surface charge density given below
but will depend strongly on the detailed interface sequence
in a sample.

3. Formation enthalpies and band offsets:
predictions

By minimizing total energies of sufficiently long supercells
that contain two interfaces, our first-principles calculations
show that all nonpolar GaN-AIN interfaces are stable
and have an exothermic formation enthalpy of typically
§H = —15 meV/atom. Importantly, we find all lattice-
relaxed polar interfaces shown in figure 1 to be only slightly
less favourable with formation energies around 8H = 0
within computational accuracy. Thus, these interfaces are
likely to form in real materials, depending on the growth
kinetics.
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Figure 1. Predicted valence and conduction band offsets
(in eV) for several AIN-GaN interfaces. In each case, the
left-hand material is considered the unstrained substrate,
whereas the right-hand material is lattice matched and
strained. The growth direction is given in boxes beneath
each interface. The arrows indicate the direction of the
spontaneous or strain-induced piezoelectric polarization.
(a) Polar interfaces that possess an interface charge. The
corresponding electric field induces a band bending that is
indicated schematically. The rightmost interface is a
stacking fault and is also a type | heterostructure.

(b) Nonpolar interfaces with no interface charge.

The calculated surface charge densities amount to
—0.011 C m™2 for the wz AIN-s-GaN [0001] as well as for
the zb AIN-s-GaN interface. In the latter case, this large
value is somewhat surprising because the polarization is
nonzero only on one side of the interface. The stacking fault
wz GaN [0001]-zb s-GaN [111] has a slightly smaller but
still appreciable interface charge density of 0.003 C m~2,

In figure 1, we also show the calculated intrinsic
valence and conduction band offsets between unstrained
AIN and strained GaN. Only the leftmost value [7] in
figrue 1(a) and the two last values [8,9] in figure 1(b)
have been determined previously and agree well with the
published values. We have calculated these offsets from
the asymptotic difference between the laterally averaged
electrostatic potentials to the right and to the left of the
interface after eliminating the monopole contribution to
the potential [7]. It is interesting to note that all valence
band offsets are of the order of 0.7 eV and are amazingly
insensitive to the polar-nonpolar character of the interface.

All of the interfaces in figure 1 are of type I. This
is particularly interesting for the stacking fault wz GaN
[0001}-zb s-GaN [111] that has a valence band offset of
—40 meV and a conduction band offset of —120 meV.

Thus, confined regions of cubic GaN that are embedded
within wurtzite material may act as excitonic traps and
luminescence centres, depending on the electric fields
present.
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Figure 2. Self-consistent band edge profile and electron
density for a 300 nm gate length Ing osGaggsN/Alg 16GagssN
HFET with (——) and without (- - - -) strain-induced
piezoelectric fields. The profile is taken at midgate position
for a drain voltage of 20 V and gate voltage of +0.5 V.

4. Impact of polarization on HFET devices

We have carried out sclf-consistent Monte Carlo simula-
tions for a planar short channel HFET with the following
layer sequence [10]. Immcdiately beneath the contacts, we
take a highly doped Alg 16Gag gsN supply layer of 10 nm.
The next layer consists of an 8 nm IngosGagosN channel
with n = 3 x 10'® cm™ and is followed by a 400 nm
Alp16Gag g4N buffer layer. In order to achieve acceptable
off characteristics, we assume this buffer layer to be fully
compensated or nearly intrinsic. For the gate contact, we
assume a Schottky barrier height of 1 eV [11].

The lattice mismatch between the channel and the
barrier material amounts to approximately 1%. This strain
causes a macroscopic polarization of the channel in the
growth direction.  The resulting electric field can be
calculated from the piezoclectric tensor and the elastic
constants and amounts to 1.7 x 108 V. m~! for thc HFET
layer sequence given above. Experiments indicate that the
polarization points towards the substrate {5, 12].

The effect of this huge polarization field on the sclf-
consistent conduction band edge profile and the charge
carrier density at midgate position is shown in figure 2 for
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gatc and drain voltages of 0.5 V and 20 V, respectively.
The gate length is 300 nm. Onc can scc that the
piczoclectric field pushes the electrons closer to the gate
contact. Accordingly, the channel carrier density increascs
by about 20% for the open channel conditions given above.
The high potential barrier that is formed by the piezoclectric
field on the substrate side of thc HFET (scc figurc 2)
improves the responsc of the channel carricr density to a
change in the gate voltage. For the device characteristics
of a 300 nm gate HFET, this leads to an incrcase of
the transconductance from 650 S m~' to 980 S m~'.
Furthermore, this confining effect improves the turn-off
behaviour of the device considerably, which becomes even
more important at elevated temperatures. Our calculations
predict average channel velocitics exceeding 2 x 10° m s~!
for gate lengths below 200 nm [10].
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Abstract. Recent photonic experiments on non-invasive or interaction-free
measurement are discussed within the interpretative deterministic framework put
forward by Bohm. It is proposed that analogous mesoscopic electronic structures
utilizing spin polarization could support the non-invasive effect. The incorporation of
a full Zeno effect leads to the possibility of building deterministic quantum switches.

1. Introduction

Many states in heterostructure systems have a strong
influence on device characteristics but are notoriously
difficult to measure on a nanometre scale.  These
include individual traps, surface and interface states,
local soliton states in single electronic devices and local
effects of etch damage. There is a clear requirement
for instrumentation which can ‘non-invasively’ probe the
surface and underlying structure of mesoscopic systems at
high resolution without disturbing the probed structure. It
is often assumed that measurements on a system cannot be
made without disturbing it unless the system is already in a
joint eigenstate with the measurement apparatus. However,
Elitzur and Vaidman [1] were the first to raise serious
prospects of interaction-free measurement in a photonics
experiment involving a variant of a Mach-Zehdner
interferometer.  Their partial result was significantly
improved on by Kwiat et al [2] in a demonstration of single-
photon, interaction-free measurement by incorporating the
quantum Zeno effect [3,4]. Kwiat et al [2] explain their
results in terms of photons moving on paths through the
system. This of course is a contradiction in the Copenhagen
scheme but is easily explained if we use any of the
different ontological interpretations of quantum mechanics
put forward by Bohm and others [5-9], where the concept
of trajectories exists for non-zero rest mass particles, or for
the simplistic photon model.

2. Non-invasive measurement and its
interpretation

The original idea behind interaction-free measurement [1]
is sketched in figure 1(a), which is a schematic of a generic
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Mach—Zehdner interferometer comprising two arms A-M;—
BS, and A-M,-BS,. Quantons may be injected at A
(photons if the arms are optical paths, electrons if we use
quantum waveguides [10, 11]) and travel via perfect mirrors
(photons) to a symmetric dual port output where they can
be detected at D; or D,. BS; and BS, are perfect 50—
50 beam splitters (or junctions with appropriate S-matrices
for electrons). The system has equal arm lengths so that
there is total destructive interference along output BS;-D;.
An incident quanton therefore reaches D, with probability
1 and reaches D; with probability 0. This wave picture
(on the traditional view) vanishes if an absorbing object
is placed in the upper path: figure 1(b). There is no
interference at the splitter BS; (only one path). An incident
quanton treated as a particle will enter the upper or lower
branch with probability P = 0.5. If the lower path is taken
there is a probability P(D;) = 0.25 of exiting to detector
D; and P(D,) = 0.25 for exiting to D,. If detection occurs
at D, the event gives no information on the possibility
of an object in the upper path. However, if the quanton
is detected at D; there must be an object G in the upper
path. Since only one quanton is injected and only one is
detected at Dy it is argued that the object is detected without
interaction with the quanton. Evidently the probability for
the quanton being absorbed by the object is P(G) = 0.5.
If we choose the simplest ontological interpretation,
namely the deterministic Bohm picture [6], we consider
the wavefunction field for the quanton penetrating both
arms of the interferometer. The Bohm picture assumes
that the quanton is a real, localizable particle which is sited
at location r with probability density p(r,?) = ly)? =
R?, and has a local momentum p(r) = V.S§(r,t) where
S is related to the phase of the wavefunction: ¢ =
R exp(iS/ k). Substituting this form into the Schrodinger
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Figure 1. The Elitzur and Vaidman scheme: (a) free dual
paths; (b) object in one path.

equation yields the continuity equation and a classical-like
Hamilton—Jacobi equation for the action S:

dp/0t+V «{pp/m} =0 )
—3S/0t = (VS)2/2m + ¢ + ¢¢
b0 = —(*/2mR) V’R )

where the classical Hamiltonian is p2/2m + ¢ and ¢o is
the Bohm quantum potential.

The possible family of deterministic trajectories 7(z),
p(t) may be found from equations (2) provided that we
know R and § from the solution to Schrédinger’s equation.
The Bohm trajectories differ from classical trajectorics in
that they cannot cross. It is then very easy to scc the
topology of the quanton flow. In the case of figure 1(a),
the quantons on the upper half of the incident path follow
the upper arm, and the lower group follow the lower arm.
At splitter BS, the two groups do not cross but run side
by side out to D,. In the case of figure 1(b), 50% of
quantons (those on the upper half incident path) penctrate
to the object where they are absorbed. The remaining 50%
travel to BS, where half of them (those to the left) exit at
Dj; the others exit at Dy, again with no crossing. There is
no mystery in this picture: when a quanton is detected at
D in the case of figure 1(b), it must have avoided (i.e. not
interacted with) the object. It carries information on the
existence of the object because the full wave field reacts to
the presence of the object and subscquently communicates
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with the quanton trajectorics via the quantum potential. A
good figure of merit for the interaction-frec measurcment
is

M = P(Dy)/[P(D)) + P(G)] 3

where  P(D;) is thc probability for interaction-frec
measurement and P(G) is thc probability for strong
interaction with the object G. Evidently, M = 1/3 for the
casc of figure 1. Kwiat et al [2] showed that by designing
the beam splitter reflectivities efficiently (or in our casc
by optimizing the junction S-matrices) it is possible to
achieve P(D;) = P(G) giving a maximum figurc of merit
of M = 1/2. The key result of Kwiat et al [2] was to show
that by further exploiting the quantum Zeno effect [3, 4] the
probability of interaction P(G) can be reduced to zero and
a maximum efficicncy of M = 1 becomes possible.

3. Quantum Zeno effect

The quantum Zeno effect [3] uses repcated quantum
mcasurcments to inhibit the evolution of a quantum
system. The original explanation rclicd heavily on the
von Neumann projection postulate that the outcome of a
measurement on a general quantum state results in the
system evolving instantly to an eigenstate of thc system,
whereafter repeated measurements will produce the same
result as the system remains in the originally (randomly)
selected eigenstate. The effect is named after the classical
Zeno ‘paradox’ and is conventionally interpreted to mean
‘repeated observation stops the “motion”’. Kwiat et al [2]
envisaged a sequence of N polarizing rotators, each rotating
the photon polarization by 7/2N. An incident horizontally
polarized photon will thus emcrge vertically polarized and
therefore will be unable to be detected on the other side of
an output horizontal polarizer H: P(H) = 0. However,
if a horizontal polarizer is inscrted into each stage the
repcated measurement of the horizontal component leads to
a strong probability of detecting the photon after the output
horizontal detector H: P(H) > 0. A simple calculation
shows that P(H) = [cos*(r/2N)IV. Thus P(H) — 1 as
N becomes large (P(H) = 0.67 for N = 6).

In the simplest ontological picturc [12] we have to
consider the photon trajectory in the full configuration space
which now includes polarization. Suppose the incident
photon is horizontally polarized; within a short time ¢ of the
interaction with the first rotator the perturbed wavefunction
will be proportional to ¢ and is thus small. In order for a
transition to take place the perturbed wavefunction must
become sufficiently large to make a big contribution to
the quantum potential which then moves the trajectorics
in configuration space. At short times, i.e. for rapidly
repcated measurements, this cannot occur so no transition
takes place.

A long sequence of N rotators and polarizing becam
splitters is not actually nccessary to obtain the Zeno effect:
it is simpler to usc a single rotator and a single horizontal
polarizing becam splitter but to arrange for thc photons
to loop through thc pair N times. By combining the
Zeno effect arrangement with the optimized Mach—Zehnder
interferomceter, Kwiat er al [2] demonstrated an efficiency
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Figure 2. From non-invasive measurement to conservative
logic (PBs, polarizing beam splitter): (a) the Kwiat scheme;
(b) Fredkin gate version; (c) Fredkin gate modes.

for interaction-free measurement arbitrarily close to unity.
Figure 2(a) illustrates the scheme: a horizontally polarized
(H) photon is injected into the upper arm through a mirror at
A. A polarizer P rotates the plane of polarisation by 7 /2N.
The PBSs transmit H photons and reflect V (vertically
polarized) photons. After N cycles through A-D-B-A,
the photon is analysed at output B. With no object on the
interferometer arm, and in the limit of large N, the output
photon is vertically polarized (V). If an absorbing object is
present the output photon is horizontally polarized (H) with
probability — 1.0 as N is increased.

4. Electronic analogues?

Laterally patterned quantum waveguides [10] induced in
two-dimensional electron gases provide a direct analogue
with the photonic systems (figure 2). Mirrors may be
replaced by graded bends in the wave guide; graded Y-
junctions correspond to beam splitters. A sequence of
Mach—Zehnder interferometers might be synthesized as a
series of connected rings, or better as a multiport recursive
re-entrant structure with a small lithographic footprint. To
obtain the Zeno effect we need to introduce a further degree
of freedom to provide a measurement in configuration
space. One possibility is to inject spin-polarized electrons
into a waveguide structure and to use a nanopatterned
magnetic surface superlattice to act on the spins in the same
fashion as the rotators and polarizers. This technology is
just becoming available. The key ingredients required will
be suitable injector and detector systems for single spin-
polarized electrons. If such a structure were to be operated

Interaction-free quantum devices

under Coulomb blockade conditions one might obtain
well-correlated carrier flows [13, 14] which would permit
the timing and synchronicity of the optical counterpart
experiments. Evidently the net path length must be less
than the electron coherence length which effectively limits
the number of cycles N.

5. Deterministic quantum devices

Although very many quantum devices and indeed quantum
computing systems have been studied [15], very little
enthusiasm has remained for switches based on modulation
of carrier interference. Apart from coherence difficulties
there is one very serious obstacle to using interference
devices switching small numbers of carriers. The
channelling of carriers into the fringes of an interference
pattern is typically a stochastic process: very many carriers
must flow to build up the pattern. However, it follows
from the Kwiat experiment that interference devices can
be constructed with deterministic outcomes. Interaction-
free measurement leads precisely to a probability of unity
for one detection event and to zero for the complementary
detection. There is still some stochasticity in the random
time of arrival but the output is deterministic. This suggests
that quantum interference devices could be re-examined
within this new framework revealed by interaction-free
measurement. The measured object is simply replaced
by the action of a gate over the pathway. However,
the output would be deterministic with a strong reduction
in fluctuations, even for very small numbers of carriers.
Figure 2(b) illustrates a simple modification to the Kwiat
scheme in which H- and V-polarized single photons (or
their electronic spin analogues) are injected in sequence
into the structure and the ‘object’ is replaced by the action
of a gate controlled by a signal c. With the gate off (c = 0)
the input states are replaced by their complements. When
the gate is ‘on’ (¢ = 1) the input and output states are
the same. This is basically the action of a Fredkin gate in
conservative logic [16].- Since the degree of determinism
is controlled by the number of cycles N this scheme may
provide a basis for the variable control of gbits in quantum
computing.
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Abstract. We calculated the momentum and energy relaxation rates of 2D

electrons interacting with acoustic phonons in a quantum well situated close to the
surface of a semiconductor slab in which the quantum well is embedded. These
rates depend on the mechanical conditions at the surface of the slab and deviate
substantially from the values corresponding to a quantum well situated in the bulk
of an infinite crystal. At low enough temperatures the quantization of the acoustic

modes becomes important and has an effect on the relaxation rates.

Recently, it has been established that if a quantum well
(QW) is situated close to the surface of a slab in which the
QW is embedded, the interaction between 2D electrons in
the QW and acoustic phonons takes on new features [1,2].
These peculiarities arise as a result of the modification of
the structure of the acoustic modes caused by the surface
and are as follows: (i) interference between the incident and
reflected acoustic waves, which gives rise to the formation
of the nodes and antinodes of the potential of the electron—
phonon interaction; (ii) appearance of a Rayleigh wave;
(iii) reflection-induced mutual conversion of LA and TA
phonons. '

In [2] it has been shown that the effect of the proximity
of the surface to the QW depends substantially on the
mechanical conditions at free and rigid surfaces, the
temperature, the 2D electron concentration and the distance
between the QW and the surface. The influence of the
vicinity of the surface on the magnitude of the electron
relaxation rates is the strongest at low temperatures. At low
enough temperature, the finite size of the slab in which the
QW is embedded leads to new peculiarities in the properties
of the phonons interacting with electrons. In fact, these
peculiarities are due to the quantization of the acoustic
phonons in the slab. As a result, at low temperatures the
transport characteristics of the electrons for the cases of a
slab of finite width and a semi-infinite sample are different.

To account for the finite size of the slab, we have
calculated the acoustic modes confined in the slab for
the cases of free and rigid boundaries. The elastic-
continuum approach has been used. We have obtained
the momentum, v,, and energy, v, relaxation rates for
electrons interacting with confined acoustic phonons via the

0268-1242/98/SA0097+03$19.50 © 1998 IOP Publishing Ltd

deformation potential mechanism. The electron distribution
function has been taken to be a displaced Fermi distribution
and only the lowest QW level has been assumed to be
populated. The former assumption is valid under conditions
of strong electron—electron scattering, which is realized for
the high electron concentrations.

The most important peculiarities of the phonon
spectrum are the following. In the case of a slab with
a free surface, the lowest branch of the phonon spectrum
starts at the point w = 0, ¢ = 0, where w and g are
the phonon circular frequency and wavevector. At high
g, this branch corresponds to a Rayleigh wave, whose
amplitude decays away from the surface. In contrast,
for the case of a slab with a rigid surface, the lowest
branch starts at w = w,, g = 0. This corresponds to
the absence of a Rayleigh wave in a slab with a rigid
surface. As an order of magnitude estimate, w,, =~ mws,/b,
where s, is the transverse sound velocity and b is the
thickness of the slab. Another important peculiarity of the
phonon mode structure is the surface-induced appearance
of the nodes and antinodes of the lattice displacements.
This feature arises because of the interference between the
incident and reflected waves and leads to the formation of
nodes and antinodes in the potential of the electron—phonon
interaction. Since electrons usually interact with a great
number of phonon modes, whose nodes and antinodes do
not coincide, the resulting strength of the electron—phonon
interaction does not depend on the QW position far from
the surface. However, close to the surface all phonon
modes behave similarly, because all modes obey the same
boundary conditions at the surface. For the deformation
potential mechanism of interaction one has nodes of the
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Figure 1. Temperature dependence of the relaxation rates
of (a) the momentum and (b) the energy for a 3 nm QW
situated at the surface of a slab. The curves ‘fr-100" and
fr-50’ ('ri-100’ and 'ri-50°) are for the 100 nm and 50 nm
slab with a free (rigid) surface respectively.

electron—phonon interaction potential at the surface for the
case of a free surface and antinodes for the casc of a rigid
surface.

Clearly, many factors influence the electron—phonon
interaction near the surface. Their contribution depends
substantially on the temperature, which determines which
phonons contribute most to the intcraction. Two
characteristic temperatures can be introduced [3]: 7 =
2hs,/a and Ty = 2pgs;. Herc a is the thickness of the
QW and pfg is the Fermi momentum of the electrons.
For T « Tp the Bloch-Griincisen regime of scattering
occurs; this regime is characterized by the small-angle
scattering. For T > T, electrons interact primarily with
phonons propagating perpendicular to the QW and have a
component of the wavevector perpendicular to the QW that
scales in magnitude as 1/a. Note that the intermediate
range Ty « T « T can be realized for low electron
concentrations and for narrow QWs.

In {2] the energy and momentum relaxation rates have
been calculated and analysed in these temperature ranges
for the case of a QW situated near the surface of a semi-
infinite sample. Here, we present the results for the casc
of a QW embedded in a finite-size slab. In this case
a new characteristic temperature should be introduced:
T, = whs,/b. For T ~ T, the quantization of the phonons
influences the values of the clectron relaxation rates.

In figure 1 the dependences of the momentum and
energy relaxation rates on temperature for a 3 nm QW
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Figure 2. Dependence of the relaxation rates of (a) the
momentum and (b) the energy on the distance between the
QW and the surface for a temperature T = 0.5 K. The
notations used are the same as in figure 1.

arc shown for 100 nm and 50 nm slabs. Rclaxation rates
are normalized to the corresponding values, v, vl',’, for
a QW in a bulk crystal . The electron concentration is
3% 10" m~? and we use GaAs material parameters. Curves
for the 100 nm and 50 nm slabs with free (rigid) surfaces
are labelled as ‘fr-100" and ‘fr-50" (‘ri-100° and ‘ri-507)
respectively. For such a system, To = 7 K, T} = 17 K
and 7, = 1.2 K for the 100 nm slab and 2.4 K for the
50 nm slab. Notc that figurc 1 represents results for the
case T < Ty. As is illustrated, for T > T, the results do
not depend on the slab width. In this case, the tempceraturc
dependences obtained are very similar to those obtained
for the case of a QW ncar the surface of the semi-infinite
sample [2]. Relaxation rates arc enhanced for the slabs
with both kinds of mechanical conditions at the surface.
For the case of a rigid surface, this occurs as a result of the
formation of antinodes in the electron—-phonon interaction
potential near the surface. For the case of a free surface, one
has nodes of the interaction potential near the surface, but at
T < Ty scattering duc to the Rayleigh wave becomes very
important and the resulting rclaxation rates arc enhanced
with respect to the rates for a QW in a bulk crystal.

For T ~ T, electrons arc able to intcract with only
a few phonon modes. For T &« T, and for a slab with
a rigid surface, the energy corresponding to the minimum
frequency of the acoustic modes, w,,, is higher than the
temperature and the relaxation rates decrcase. In contrast,
for the case of a semi-infinitc sample with a rigid surface,
onc obtains an increasc of the rclaxation rate down to very



low temperatures. For T « 7T, and a slab with a free
surface, we obtain an increase in the relaxation rates at low
temperatures since there is no minimum frequency for the
phonon spectrum.

In figure 2 the dependences of the relaxation rates on
the distance between the QW and the surface of the slab
are shown for T = 0.5 K. For such a low temperature,
the principal contribution to the scattering comes from a
scattering with the lowest phonon mode and the distance
dependence qualitatively traces the coordinate dependence
of the potential of the electron—phonon interaction of these
lowest modes. Note that for low enough temperatures the
relaxation rates differ from the bulk values even if the QW
is situated far from the surface. We see that, for 7 = 0.5 K
and for b = 50 nm, the relaxation rates are different from
the volume values even if the QW is situated in the centre
of the slab. It is worth noting that, in the case of a slab
with a free surface, the penetration length of the Rayleigh
wave may be estimated by 7/ 7,. This means that for low
temperature the amplitude of the Rayleigh wave is high
even near the centre of the slab.

Relaxation rates of electrons in a QW

In conclusion, we emphasize that the relaxation rates of
the 2D electrons in a QW situated near the surface of a slab
depend on the mechanical conditions at the surface of the
slab. At low temperatures, where the effect is particularly
strong, the finite width of the slab makes the phonon
quantization important and gives rise to new peculiarities
in the behaviour of the relaxation rates. Moreover, in this
case the relaxation rates are different even if the QW is
situated far from the slab surface.
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Abstract. A modified local-density approximation is developed to treat
self-consistently exchange and correlations in a quantum wire (QW) subjected to a
strong perpendicular magnetic field. The influence of many-body interactions on
the spin splitting between the two lowest Landau levels (LLs) is calculated within
the screened Hartree—Fock approximation (SHFA), for filling factor v = 1, and the
strong spatial dependence of the screening properties of electrons is taken into
account. In comparison with the Hartree—Fock result, the spatial behaviour of the
occupied LLs in a QW is strongly modified when correlations are included.
Correlations caused by bulk screening are very weak whereas those caused by
screening at the edges are very strong. The latter strongly suppress the exchange
splitting and smoothen the energy dispersion at the edges. The theory is in
reasonable agreement with the observed strong suppression of the spin splitting
pertinent to the v = 1 quantum Hall effect (QHE) state and the destruction of this

state in long QWs.

1. Introduction

One consensus of the theoretical work on the effects of
electron—electron interactions on the edge state propertics
of a channel [1—4] and on the subband structurc of quantum
wires (QWs) [3,5-7] is that this interaction must be trcated
self-consistently. Here we introduce a realistic model of a
QW in a strong magnetic ficld B and self-consistently treat
mainly the case when the lowest, spin-polarized, Landau
level (LL) is occupied, i.e. when v = 1, in the interior
part of a channel. Moreover, we consider submicron
width channels with a rather steep confining potential that
prevents the flattening [1] of edge states [2,3,6] in the
vicinity of the Fermi level. To date we arc aware of
only the Hartree [3,6] and Hartree-Fock [5] trcatments
of LLs in a QW, in a strong B field. We show that
including correlations in the Coulomb interaction in a QW
strongly modifies the spatial behaviour of the LLs and
leads to thc results announced in the abstract. The most
important role played by correlations is related to screening
by the edge states which in turn depends strongly on their
(group) velocity v,. The correlations can restore a smooth,
on the scale of the magnetic length Iy = (h/m*w)"?,
dispersion of thc single-particle energy as a function of
the oscillator centre yy ~ k,lg where w, is the cyclotron
frequency. Because in typical experimental situations the
strong magnetic field limit condition, ro = e?/elphw. < 1,
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is not satisfied, we proposc a modified local-density
approximation (MLDA) to treat sclf-consistently the effect
of many-body interactions in a strong B, when rg < 1.
For integer v the self-consistent confining potential is
nearly parabolic [6] . We consider a parabolic potential,
of frcquency 2, and assume w./2 > 1. Our theory
describes well the experimentally observed spin splitting
in QWs [7].

In section 2 we present the formalism and in section 3
we show how strong correlations result from scrcening
at the edges. In scction 4 we propose an MLDA and
compare our theory with the experiment [7]. We conclude
in section 5.

2. Basic relations

We consider a zero-thickness two-dimensional electron gas
(2DEG) confined in a narrow channel, in the (x, y) planc, of
width W and of length L, = L. In the absence of exchange
and corrclation effects we take the confining potential along
y as parabolic: Vy = m*Q?y?/2, where m* is the cffective
mass. We usc the Landau gauge A = (—By,0,0) for a
field B applicd along the z-axis. V, is valid especially for
W < 0.3 um; sce [5] and [7]. However, most of our results
hold for the more realistic one V, if W 2 3 um, which is
flat in the interior of the channel and parabolic at its edges.



The one-electron eigenvalues are

212

€x = €p k0 = (1)
and the eigenfunctions |a) = |nk;)jo> = ef W, [y —
yolk:)lo)/L'V?.  Here, go is the bare Landé g factor,
wp the Bohr magneton and o = =+1 for spin 1 (+) or
! (-). Further, & = (cu2+ QH2 w, = |e|B/m*c,
mo= m*®*/ Q% yolks) = hwcky/m*@?, \I‘,,(y) is a
harmonic oscillator function, |o) = ¥, (0’[) = 85q, 18 the
spin wavefunction, o, = £1, and [ = (h/m*@)'/.

In the strong magnetic field limit [2,5], the condition
ro = €*/elphw, < 1 should be satisfied [8], where &
is the background dielectric constant. However, in the
most important experiments ro is of order unity [4-8].
Nevertheless, it is believed that calculations for rp < 1
provide a useful framework also for ro ~ 1 [2,5].

Considering exchange to first order in ro, in
the screened Hartree-Fock approximation (SHFA) the
exchange and correlation contribution to the total single-
particle energy Eo,.1 = €o,.1 + €5 1 1S

ke
6511=—8F/ dk’f dq‘f dg; V¥(k-, qy; 4y)

X (Oky Ie"’“IOk )(Ok. |47 |0k, ) 2)

ke = (@/RQQ@2m* AEp)V? (lkel < kp), ks = ke £ K,
and AEpy = Ep —hé/2—gomsB/2. V¥ (4x, qy: ;) is the
Fourier transform of the screened Coulomb interaction.

If we neglect the screening of the interaction between
two electrons, at (x, y) and (x’, "), by all other electrons
in the QW, then V¥(gr.4y;9)) = V5(ar.qyi9y) =

(42 /eq)s(qy + q.), g = (g2 + g»)'/%. For kr > 1
we have

€~ e =—(/2)' (@ /eDRQ/w)  (3)
if kp — |ke| > 1 where kerp = ke pl; for ke =

+kr, we have €rppn = €5 /2.
xHY2F(1/2,1/2,1; —x?) and F(...) is the hypergeomet-
ric function. Equation (3) differs from equation (11) of
[5] by the factor R(Q2/w.). Notice that, if only one LL
is occupied, ke > 1 implies w./2 >» 1 and R(2/w:) =
(1+ Q?/4w?) ~ 1. That is, we can approximate R by 1
only for w./ > 1. For v = 1 the pure exchange or cor-
relation contribution to Egy, —; vanishes independently of
the value of rg; the exact result is Egx, —1 = €ox,.—1-

As is usual in the SHFA [9], we treat the screened
Coulomb interaction V* in the static limit. However,
an essential difference is that we take into account the
spatial inhomogeneity of the 2DEG along the y direction.
We calculate V*(gx,qy; ¢,) within the random phase
approximation (RPA). Consider the statically screened, by
the 2DEG, potential ¢(x, y; xo, yo) of an electron charge
at (xg, yo), e8(r — 7). Its Fourier transform ¢(qgx, gy, g;)
obeys the integral equation

Here R(x) = (1 +

’ € 2 ’
©(Gx, qy; 4y) = 35[4” 3(gy +4,)

e & o0 /
+z Z Fga f dgyy 9(gx, gv15 q),)MN] @
af

Suppression of spin splitting in quantum wires

M = (a|e¥|B), N = (Ble™ |}, Fpa = (fp—fa)/(€p—
€y + ih/T) and f, is the Fermi function. For flat LLs, i.e.
for Q@ — 0, fixed W and v = 1, equation (4) leads to the
wide-channel RPA dielectric function [9] and shows that
the screening is weak.

For a narrow channel we solve equation (4) by iteration.
This results in a power series in rg, ro < 1. Writing

o0
Vg gy @) = Y V(x93 93) )
=0
and using equation (4) with V*(...) = e@(...), we see that
Vo (@x, gy; gy) is the same as that given above. Substituting
V*(gx, 4y: q5) given by equation (5) in equation (2) we
obtain

ec (j)ec
€0k = ZGOI\ i 6

(0)ec (Dec .
where €, | = eOL - The result for €, - can be written

as €)1 = €/ (k) + € (ky), with

i o
ey = _(64/477282)/ dk! K
—kp

x / dkeo Ry (koo k=) MF(K) )
193 - o0
) (ky) = (¢*/Am e hid) / Adk;e“‘zl‘il / dkra
Zf‘”"““*n M} (K2 + 1M (K)P). 8)

n,=1
Here a = w./To, K = {kua, ky, KL}, Mp(...) and M*(..)
are integrals of M, N and R;(kc,qx) = (for,—q. —

for)/(€0k,—q, — €0k,)- Since €)1 (k) = €777 (=ks), we
consider only the right-hand half of the channel k, > 0.

3. Inhomogeneous screening

In equallon (7) we can approximate R;(kyq, k ) by
(=21 /n*)8 k2, — k%). Then, for fixed kr or W, e, Dee k)
is determined only by screening at the edges of the channel.
The latter depends practically only on the slope of the
energy dispersion, i.e. on the group velocity vg of the
edge states [10], whose Hartree value in the strong B limit
can be well approximated by v =7~"(3€o.x,.1/8k: )k, =k, -
Finally, for fixed W further analytical and numerical
calculations show that €] (k,) o (1/v"). This behaviour
follows from the factor R;(k, k_) in equation (7). Then,
for fixed kg (or W) and ry < 1, the self-consistent v, can
be significantly different from vf We obtain e“)“(kx) x
1/v, if the energy dispersion is smooth on the scale of
1/1y. The most important correlations are related to the
strong screening by the edge states.

In the inner region of the QW we may assume kr —
k. > 1 and obtain, with AE;T = AEp;/ho,

(k) = Ry /2 AEp)(1 —k3/kp)™ 9)

where Ry* = e*m*/h%e? is the effective rydberg.

In the middle of the channel we have k2/k% < 1 and
equation (9) gives €/ ~ Ry*/2AEf;. We see that
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in the inner region of the QW the correlations induced

by screening near the channel edges are strong and they

become considerably stronger as the edges of the QW are

approached. From equation (9) for fixed kr (or W) and k,

but variable 2, we have v}’ « ©* and €M (k) 1/vf.
At the right edge of the QW we have

6;l)ec(kF) ~ (Ry*/16 AE~F1) [1 +4(2/7r)1/2EF]- (10)

It follows that €!"° (k) /e'"*(0) ~ k/(27)!/2. The first
term in the brackets of equation (10) is related to screening
at the left edge and is 4(2/m)"/%ky times weaker than the
second term describing screening at the right edge.

The edge velocity, when only the exchange contribution
€.%,.1 is taken into account and correlation contributions are
neglected, is logarithmically divergent:

V¥ (ke ~ kr) ~ (¢%/2mhe) In[8/(k] + 4w 213 /LY))  (11)

here ko = k, — kr and 123/4 « 1. We introduced the
very small value 47%2/L? to avoid the divergence for
lko| — 0. In this case a finite and relatively small v,,
for w, > Q, is obtained without explicit appeal to many-
body interactions, when AEp; is independent of €, as
vy = U;I(kp) = hkp/m o /@, which is negligibly small
compared with vg* given by equation (11). That is, any
finite vf(kp) will lead to a divergent v.* (k) when only

exchange is taken into account. For [ko| > 1 equation (8)
gives : 5
€7 (ko) ~ Ry*[1 + @ (k5 ~ k1)]/4 (12)

where ®(x) is the probability integral. The correlations
here are related to the screening within the channel only.
Equation (12) leads to a negative contribution to the
total v,.

4. MLDA

4.1. Self-consistent treatment

For ZAEFT = 1 and Q/w, < 1, the ratio of efl)"(O),
from equation (9), to lejh,l,s
(2/7)?ry.  Further, the above treatment shows that
correlations induced by the screening can be so strong
near the edges that in the strong magnetic ficld limit we
must have not only ro = Ry*/(e?/ely) <« 1 but also
that 10ry essentially less than 1. In this limit we obtain
€t N €6 T €t = €651 (1+ €6 /€8, 1) This
can be rewritten as

~ (1ec
€6kt ™ €6k, 1 /(1 — €0 1/€0k, 1 (13)

since eélzul/leo,( 4l ~ro « 1; the total energy is Egx, 1 =
€0k, 1T €0 7, 1- Then the RHS of equation (13) well approx-
imates the main contributions to ¢ | related to exchange
and correlations. We further assume that equation (13) is

also valid for ry ~ 1 and eéfi“,/l €0k, 1l 2 1. For the

eneral case we assume that €{'°, is given b
0.k,.1 y

o = € (k) + Wf Jv)e (hy) (14)

A102

from equation (3), is

(Nec
where €,

(k) is given by equation (12) and vf/vg takes
into account the slope v, = h—l(an_k,,,/ak,r)ka,. of the
total energy dispersion. Equation (14) can be well justified
for strong B and ry < 1 when the dependence of €0%,.1 ON
k; is smooth on the scale of 1/1;. As for equation (13) its
validity for ro ~ 1 is not obvious beforchand because both
86(()'2“1/81( and 3egy, | /0k, arc logarithmically divergent
at k, = kr. However, numerical calculations show that for
ro ~ 1, €% 1, as given by equation (13), depends smoothly
on k. even in the edge region k, ~ kr.

In the strong magnetic field limit we have vsf"/ug ~ 1
if the confining potential is not too smooth. In the general
casc we should solve the equation

o = vf +(0/R Ok, (1—€s2 /e6% ) Temte (15)

for v, and then substitute it in equation (14).

Equations (13)-(15) arc based essentially on (i) the
assumption that the energy dispersion is smooth on the
scale of 1/1ly as well as for k, ~ W/2I3 ~ kg, (i) the
fact that 65.];7(,(1()() is practically independent of the changes
of the eigenfunctions, when the smooth, on the scale of I,
confining potential changes while W is fixed, and (iii) on
the strong dependence of € (k,) o< 1/v, on v,.

In the spirit of the local-density approximation (LDA)
we assume that the energy dispersion relation given by
equations (13)-(15) can bc obtained approximately by
solving the single-particle Schrodinger equation (for o = 1)
with the Hamiltonian A = A° + Vyc(y), where the sclf-
consistent exchange-correlation potential is

VXC()’) =€5‘ry/[5.1 (16)

and the function €§°, , is determined by equations (13)—(15).
Assuming that Vxc(y) is smooth on the scale of /; we find
that the corresponding energy dispersion is given again by
equations (13)-(15) for the lowest occupied spin-polarized
LL. This confirms the self-consistency of our approximate
study of the present many-body problem. However, in
contrast with the LDA, our Vxc(y;) depends essentially
on the slope d[Vy 4+ Vxc(y)]/dy at the edges y &~ +yg(kr).
Becausc of that we refer, for a strong magnetic field, ry < 1,
to thc approximation involved in equations (13)—(16) as a
modified LDA.

4.2. Comparison with the experiment

Now we apply our theory to the experiments of [7] in
GaAlAs/GaAs QWs for which gg = —0.44. Thc estimated
QW parameters [7] for sample 1 arc W ~ 0.3 um, hQ &
0.65 meV, a lincar density n, = ngW =~ 7 x 10% cm™
where ng is the strong B 2D electron density, and the v = 1
plateau is absent. For sample 2 they arc W ~ 0.33 um,
n, ~5x10® cm™!, and AQ & 0.26 meV. In this sample,
with smaller ny, €2, but almost thc same W, a wide v = 1
plateau develops and is centred at B = 7.3 T; this gives
w. /2~ 45 and rg =~ 1.0.

In figure 1 we show the encrgics, measured from the

bottom of the (n = 0,0 = —1) LL assumed empty, for
sample 2. In curve 1 we plot Eqx, —1/ho, = k2/2(25)>
for the 0 = —1 LL. Curve 2 shows Eg; . obtained



ks

Figure 1. Energies as a function of k, for the parameters
of sample 2 of [7] with v = 1. The various curves are
explained in the text.

from equations (13)~(15), i.e. in the MLDA in which
vl /vy & 0.2; curve 4 shows the same quantity without the
bare spin splitting gopp B. Curve 3 is the Fermi level when
only the states with k, < kr = 15 in curve 2 are occupied.
Curve 5 represents the ¢ = 1 LL without correlations, i.e.
E) | = €ok.1 + €% ;. In the MLDA we calculate a
finite gap between the 0 = 1 LL and the 0 = —1 LL.
In contrast, for sample 1 we find, as observed, no gap
despite the assumption that the o = —1 LL is empty. This
contradiction is strong and implies that the 0 = —1 LL
must be at least partially occupied for a thermodynamically
stable state to exist. This in turn indicates that the v = 1
quantum Hall effect (QHE) state cannot be realized in such
a system. Such an argument has been fully developed
in [11]. As for curve 6, it shows Egy i, as curve 2,
but without correlations related to screening in the bulk,
€M (k,). Tt is seen that €} (k,) has a weak influence on
Eo 1 especially near the edges.

Finally, in figure 2 we plot the effective, spatially
inhomogeneous g factor g3, = (Eox,,-1 — Eox,1)/1eB
as a function of k.. Curve 1 is obtained from curves 1
and 2 in figure 1 and curve 2 from curves 1 and 6. We
call the g factor g;‘p(kx) = g;‘p[yo(k,)] ‘optical’ because
it involves spin-split states with the same k,. It is seen
that g5, is essentially spatially inhomogeneous and near the
edges it can be suppressed very strongly. This g7, can be
substantially different from that deduced from the activated
behaviour of the conductance [7].

5. Concluding remarks

The above treatment was mainly devoted to QWs with
width W < 0.3 um. However, the main results can be
directly extended to the regions close to the edges of sub-
stantially wider channels. This holds when the confining
potential, without many-body interactions, can be approx-
imated by Vj. For such channels the g factor g7, is es-
sentially spatially inhomogeneous in the range of many [,

Suppression of spin splitting in quantum wires

2

Figure 2. Effective, spatially inhomogeneous g factor g;,
as a function of k.

from the channel edge. It is also strongly suppressed in this
region owing to strong correlations.

In the experiment of [7] a well-defined gap develops
between the two spin states of the lowest LL for sample 2
but not for sample 1. Again, this agrees with our findings,
detailed further in [11], and indicates, within the model,
that the correlations can destroy the QHE. Certainly, the
strength of the correlations depends on the filling factor
v as that of the screening does. In this regard it will be
interesting to see their effect on the energetics for higher
values of v, e.g. v=2and v = 3.
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Abstract. We study the a.c. transport through a two-dimensional quantum point
contact (QPC) using a Boltzmann-like kinetic equation derived for the partial
Wigner distribution function. An integral equation for a potential inside a QPC is
solved numerically. It is shown that the electric field inside a QPC is an
inhomogeneous function of the spatial coordinate, with a characteristic scale equal
to the distance between the electron’s turning points. A dependence of the
admittance on the frequency of the a.c. field is found in the frequency range,

w ~ 0-50 GHz. The contribution to the imaginary part of the admittance due to the
open and closed channels is numerically calculated. It is shown that the crossover
of quantum capacitance and quantum inductance from localized behaviour to
distributed behaviour takes place at w ~ 10 GHz. A transition from 2D plasmons to
quasi-1D plasmons is analysed as a function of two dimensionless parameters:
kedo (Where k, is the longitudinal wavevector and d, is the width of the QPC) and

the number of open electron channels, N.

Recent technological progress in manufacturing nanoscale
solid-state structurcs has made it possible to fabricate
semiconductor devices which operate in the quantum
ballistic regime. One system which has attracted much
attention is the two-dimensional ballistic quantum point
contact (QPC) [1-5]. A QPC (sce figure 1) is onc of the
basic elements of integrated nanocircuits. It provides the
interfaces between nano-devices. A QPC displays unusual
bchaviours and can itsclf be considered to be a nano-
device. For example, by variation of the gate voltage, onc
can change the boundaries (shape) of the QPC, causing
step-like oscillations of the quantum conductance [4,5].
Recently, it was discovered that, at low enough frequency,
a QPC demonstrates not only the quantum peculiaritics in
the d.c. transport but also has quantum inductance [3] and
quantum capacitance [2,3]. This allows one to consider a
QPC (in the low-frequency regime) as an extremely small
elementary circuit, ~ 0.1-10 um. In this paper, we present
the results of numerical simulations of the a.c. transport
through a QPC (in the x-dircction in figure 1), for a wide
range of frequencics. We also investigate the crossover
behaviour of collective excitations in a QPC, from 2D
plasmons to quasi-1D plasmons.

In an adiabatic geometry which is smooth on the scale
of the Fermi wavelength, the longitudinal and transverse

0268-1242/98/SA0104+03$19.50 (© 1998 IOP Publishing Ltd

2d(x)'

Figure 1. The geometry of the microconstriction. The width
is denoted by 2d(x), the narrowest width is 2d,, and the
effective length is 2L.

motions of electrons can be separated [1]. In this case, the
transverse encrgy, &,{x) = nznzhz/Smdz(X), plays the role
of the effective potential energy for 1D longitudinal motion
in the nth channel.  (For the numerical simulations we
assume a QPC boundary of the form d(x) = d cxp(x/l:)z,)
At low temperatures (T < u, where p is the chemical
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Figure 2. Distribution of the real part of the electric potential, ®'(¢) (normalized by V) inside a QPC (¢ = x/L), for five values
of the frequency (curves 1-5). The values of parameters are as follows: g =17, N = 1; N=11;L/L=14;L=10 um;
dy=15x10"%cm; kr = 1.5 x 10° cm™"; vr = 2.6 x 107 cm s™"; dielectric constant e = 13; curve 1, w = 0 GHz;

curve 2, w = 9 GHz; curve 3, w = 19 GHz; curve 4, w = 28 GHz; curve 5, w = 37 GHz.

potential), one has a separation between propagating (open)
channels (¢,(0) < u), and reflecting (closed) channels
(€,(0) > w) [3). It was shown in [3] that in the low-
frequency regime the trajectories belonging to the open
channels give a contribution both to the real part of the
admittance (conductance) and to the inductance. The
trajectories belonging to the closed channels may have
turning points inside the constriction shown in figure 1
which are determined by the equation &,(x,) = u. Under
some conditions [3] these trajectories give a contribution to
the capacitance. The number of open channels is N = [g],
where g = 2krpdo/m, and hkr = (2m*n)'/? (kr and m* are
the Fermi wavevector and the effective electron mass). The
integer, N = g exp(L/I:)z] — N, is the number of closed
channels.

In this paper we use the formalism developed in [3]
to calculate the admittance, ¥ = I,,,/V, in a wide range
of frequencies (w ~ 0-50 GHz), where I, is the total
current through the QPC and V is the potential difference
between the left (x = —L) and the right (x = L) edges
of the constriction shown in figure 1. It is assumed that,
inside the QPC, the electric field has the form E(x,t) =
—[d®(x)/dxlexp(—iwt). The potential, ®(x), inside the
QPC is determined by the solution of the integral equation.
(A procedure for deriving this equation will be discussed
elsewhere [6].) As one can see from figure 2, the real

. part of the potential has characteristic peaks at the turning

points ¢, = x,/L corresponding to the closed channels.
The real part of the admittance (conductance), y’, is shown
in figure 3(a) (Y = (2¢%/h)y). Curves 1-3 correspond to
different values of the parameter g. For all cases shown

in figure 3, the number of open channels is N = 2.
One can see that, at w = 0, the conductance assumes a
familiar form, y’ = 2. When the frequency increases,

the dependence y'(8) (w = (vg/L)B = 26 GHz x B,
where vr is the Fermi velocity) becomes nonlinear owing
to the contribution of both open and closed channels.
More complicated behaviour y’(8) can be observed in the
neighbourhood of g approximately equal to an integer. We
shall discuss this behaviour of the admittance elsewhere
[6]. In figure 3(b), we demonstrate the dependence of the
imaginary part of the admittance, y”, on frequency. One
can see that the low-frequency approximation is valid in
the region w < w, ~ 10 GHz. In this frequency region,
and for g not close to an integer, a QPC can be considered
as an effective circuit [3]. For w > w,, one should take
into consideration the nonlinear dependence y”(8). The
contribution to the admittance, y(B8), of both open and
closed channels is significant in the whole frequency region.
One can see from figure 3(b) that the effects connected
with the imaginary part of the admittance can be large. For
example, at B = 1 y”/y’ = 0.8. Effects connected with
the nonlinear behaviour y(B8) are of significant’ importance
in systems with integrated nano-devices. We hope that
observation of these effects can be experimentally realized
soon.

Finally, for a QPC of a strip form with the width dj, we
have found that a crossover of the surface plasmon spectrum
from 2D to quasi-1D is described by two dimensionless
parameters: (1) the number of open channels, N; (2)
the dispersion parameter, kydp, where k. is the plasmon
wavenumber. In a quasi-2D case, when N >»> 1, and in the
long-wave regime (k,dp < 1), the spectrum of plasmons is
of an acoustic type. In the short-wave regime (k.dp > 1),
the spectrum of plasmons exhibits a square-root behaviour.

-In the quasi-1D case (N > 1), the spectrum of plasmons
is of an acoustic type. A detailed analysis of the crossover
of the surface plasmon spectrum from 2D to quasi-1D is
presented in [7].
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Figure 3. Frequency dependence of the admittance y = (h/2§2)Y: (a) y', real pant, and (b) y", imaginary part of the
admittance, for diffe_rent values of gand N. N=[ql=1; L=L=10 yum;curves 1, g=1.1, N=2; curves 2, g=1.7, N = 3;
curve 3, g =1.75, N = 3. The superscripts (0) and (c) indicate the contributions to the admittance of open and closed

channels; w = (ve/L)B = 26 GHz x 8.
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Abstract. A single-electron tunnelling (SET) device consisting of a double junction
and an environmental impedance is considered. Current-voltage characteristics
are calculated using a self-consistent treatment of the environmental impedance. It
is observed experimentally that Coulomb gaps become wide for large
environmental resistances, which is in agreement with the theory. This modulation
of the Coulomb gap by the environmental resistance can be a new operation

principle of SET devices.

1. Introduction

A single-electron tunnelling (SET) device [1] is a promising
future electron device which may be used for logic and
memory devices. Many researchers, therefore, have made
efforts to reveal the physics of the SET and to realize new
electron devices based on SET events.

It is well known that the Coulomb blockade, which
is the origin of SET events, is strongly affected by
an environmental impedance (electromagnetic environment
effect) [2,3].  Transport properties of SET devices,
therefore, should be understood through a self-consistent
treatment of charged states of the island [4, 5].

Higurashi et al have developed a self-consistent
treatment of charged states of the island with an inductive
environmental impedance [5]. It is, however, necessary
to introduce an ohmic resistance to realize the feedback
of the electromagnetic environment effect in practical
experimental setups. In [6] we extended the theory to
include an ohmic resistance as well as the inductance,
which is important for observing the effect of the
environmental impedance modulation experimentally, and
suggested the possibility of an SET device which utilizes
the environmental impedance modulation as a control
method for the SET (Z-SET).

Although there are some experimental reports on
results in high environmental impedances [7-9], most

0268-1242/98/SA0107+04$19.50 © 1998 IOP Publishing Ltd

experimental research on SET devices has been performed
in low-impedance environments. The reason is that
the environmental impedances in the actual experiments
become low very often owing to the stray capacitance of
leads which are connected to the SET devices. In [10],
we discussed the effects of the stray capacitance on the
environmental impedance modulation and estimated the
upper limit of the stray capacitance for the impedance
modulation.

The purpose of this paper is to report the experimental
results of the current-voltage (/-V') characteristics of the
Z-SET, the environmental impedance of which is tunable
by applying a gate voltage, and to discuss them with the
theory.

2. Environmental impedance modulation

Figure 1(a) shows a schematic of the Z-SET consisting
of a double-tunnel junction with junction resistances Rg)
and capacitances C; and an environmental impedance Z(w).
Here u; is the chemical potential of the ith electrode and
Q; is the charge of the ith tunnel junction. The island
charge g can be defined as Q; — @;. In the present
work, the environmental impedance Z(w), which consists
of an inductance L.,, and a resistance R,,,, is tunable to
control the SET in the Z-SET. The effect of the capacitive
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Figure 1. (a) A schematic of the Z-SET. Environmental
impedance Z(w) = Reny +iwLeny is used to control the
single-electron tunnelling. (b) Calculated current-voltage
characteristics for various environmental resistances.
U/ksT =25, C;/C; =10, R /R, = 1000, R? /R, = 10 and
hw,/E,; = 1 were tentatively employed.

environmental impedance is not taken into account in this
study and is discussed elsewhere [10].
Following [5] and [6], the tunnclling current flowing
through the ith tunnel junction can be calculated as
! ; q .
I":—W kieV' +2Uni{ =) — ®;(eV) )]
eR; e

q

n Z sinh(2BU én.) @)
n=1

cosh(2BUén.) + cosh[28U (n — 1/2)]
(---)x denotes the trace over the observable X, k; = C/C;,
n = (1)}, U = €*/2Cy = (C/C5)E,, C = C,(,/Cs,
Cy=C\+Coy, B=1/kpgT,n. = (—p2+p1+11eV")/2U
and 8n. = n, — |n. + 1/2] (-] is Gauss’ notation). The
function ®;(eV’) is defined as

, ih [t 4 mt\
P;(eV)y= — dt | — cosech —
21 J oo Bh Bh

X[ Fp(it, ;) — Fp(—it, k;)]

x{sin| - { k;eV' +2Un = 3
h e)1l,

where
T [ 2 UT]
Fol(T, k) =exp |k J(T) — - )
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J@) = ]w doRe Z,(@)
0 w R,/

n
x [coth ﬁ?lw(cosh ot — 1) — sinha)lrl:| (5)

R, = whfe?, 1/Z(w) = ioC + 1/Z(w) and Z(w) =
Rcm' + ia)Lcnl'-

If the current continuity condition I} = I, is imposed,
the current of the device I is given by

I= L[eV’ — ®i(eV') — Py(eV)] (6)
L’R}:

where Ry = R(Tl) + R(TZ). Note that ®;(eV’) must be
evaluated using n. determined by the current continuity
condition.

Using these equations, we can numerically determinc
I-V characteristics for arbitrary environmental impedance.
Figure 1(h) shows the calculated I-V characteristics.
U/ksT = 25, C,/C, = 10, R¥/R, = 1000 and
R(TZ)/R(, = 10 were tentatively employed. The inductive
environmental impedance is fixed to be low (hwy /E. = 1)
while the resistive environmental impedance (hwg/E.) is
changed to control the current through the device. Here
w;, = 1/(LenyC)"? and wg = 1/R,,,C arc frequencies
of the environmental modes in the system. As shown in
the figure, the size of the Coulomb gap incrcascs as the
environmental impedance increases. This is due to the
feedback of the electromagnetic environment effect onto
the charged states of the island, by which we can control
the SET of the Z-SET [6, 10]. The slope of the I-V curve
outside the Coulomb gap lincarly reflects the total resistance
R(T') + R(TZ) + R, except for the variation peculiar to the
Coulomb staircases, since we have calculated the current
within the lowest order of the tunnelling. Such a lowest-
order calculation is valid for relatively small bias voltages.

Assuming C; = 500 aF, C, = 50 aF, R}’ =
1000R,, R(T?') = 10R,, which arc typical for devices
using GaAs/AlGaAs and metal Schottky gates, the actual
values for important paramcters in figurc 1(b) arc T =~
67 mK, L ~ 3 nH, ¢/Cy =~ 0.3 mV and ¢/RyxCy =~
22 pA. Concerning the other horizontal axis in the figure,
hwg/E. = 10 corresponds to R,,, =~ 822 Q and
hwg/E. = 0.001 corresponds to Ry = 8.22 MQ. These
values suggest that we can obscrve experimentally the
environmental impedance modulation.

3. Experiments

In order to observe I-V characteristics controlled by
resistive  environmental impedance, we fabricated a
Z-SET device whosc micrograph taken by sccondary
clectron microscopy (SEM) is shown in figurc 2. The
starting material was a modulation-dopecd GaAs/AlGaAs
heterostructure.  The mobility and the density of the
two-dimensional electron gas at ~50 mK arc 1.1 x
10 cm? V~! 57! and 4.1 x 10" cm~2, respectively. The
ohmic contacts were formed by evaporating Au/Ni/AuGe
and anncaling at 460°C for 240 s. Conventional electron
beam lithography at an energy of 50 keV, AuPd evaporation



Figure 2. SEM micrograph of the fabricated device.
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Figure 3. (a) Schematic top view of the fabricated device
and measurement setup. (b) Observed current-voltage
characteristics for various environmental resistances, which
are controlled by applying Ve,,. The currents are offset
(multiples of 15 pA) for clarity. V; and V; are fixed at
—0.621 V and —0.662 V, respectively, during this
measurement.
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Figure 4. Total resistances R} + AY + Ren,, which are
estimated from /-V curves, as a function of Vg, .

and a successive lift-off process are performed to fabricate
the Schottky gates.

The experimental setup for low-temperature measure-
ment is shown in figure 3(a¢). One of the ohmic con-
tacts was biased by a dc voltage source, while the other
is grounded through a current amplifier. The voltages Vi,
V, and V,,, were applied to each Schottky gate relative
to the ground level. Here, the negative biases V; and V;
are applied to form a quantum dot and V,,, is applied to
vary the environmental impedance. The measurement was
performed at ~30 mK using a dilution refrigerator.

Figure 3(b) shows measured I-V characteristics for
several environmental impedances, which were controlled
by applying a negative gate voltage V,,,. The voltages V;
and V, were fixed at —0.621 V and —0.662 V, respectively.
The Coulomb gap becomes wide when the environmental
impedance increases, i.e. | V| increases, as predicted.

As mentioned in the previous section, the slope of the
I-V curve outside the Coulomb gap for the small bias
voltages reflects the total resistance Ry’ + Ry + Riony.
In order to estimate R(Tl) + R(T2> + R.n, experimentally,
we read the slope of I-V curves. The results obtained
are shown in figure 4. As shown in the figure the
environmental impedance is ~0 in the voltage range
—-04 V £ V,,, < 0 V. The resistance R(T” + R;z) is,
therefore, ~21 M, which is high enough for Coulomb
blockade to be observed. Subtracting R(Tl) + Rg.z ) ~ 21 MQ
from the estimated total resistance shown in figure 4, we
can obtain R.,, as a function of the applied gate voltage
Veny. The environmental resistance R.,, can be transformed
to fiwg/ E. using the relation hwg/E; = 2R, /7 Repy. Thus
we can obtain the size of the Coulomb gap as a function
of hwg/E, as shown in figure 5. This figure should be
compared with the shape of the Coulomb gap region in
figure 1(b). The fluctuation of the data in figure 5 is
probably due to the offset charge in the island, which
is assumed to be zero in the calculation. Comparing
figures 1(b) and 5, the shapes or tendencies of both figures
are seen to be the same, while the absolute values are
different. The reason of this deviation is probably as
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Figure 5. Sizes of Coulomb gaps, which are estimated
from I-V curves, as a function of hwg/E..

follows. It is difficult to estimatc precisely paramecters
such as Cy/C, R(Tl)/Rq and R(Tz)/Rq in the present
measurement. These paramecters, therefore, are not the
same values between the calculation and the experiment.
Moreover, the stray capacitance may affect the results. The
estimation of the above parameters and the calculation using
them are left for future study.

In the Coulomb gap, there arc no currents in principle.
In the present experiment, however, we observed a current
of <1 pA in the Coulomb gaps, which is duc to the
finite temperature and co-tunnelling. The environmental
resistance R,,, in the high-impedance case is of the order
of 100 M. Since these values lead to a voltage drop of
0.1 mV at R,,., the observed enlargement of the Coulomb
gap is partially attributed to this voltage drop, which is
several 0.1 mV at most. Nevertheless, we believe that the
environmental impedance modulation effcct was observed
in the experiment since the observed enlargement of the
Coulomb gap is 1 mV.

4. Summary

We have calculated -V characteristics of an SET device
with an environmental impedance (Z-SET) using the sclf-
consistent microscopic theory of Coulomb blockade and
suggested a new control method for SET devices by the
environmental impedance modulation. We have observed
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experimentally that the Coulomb gap becomes wide when
the environmental resistance increases as predicted by the
theory. This is duc to feedback of the electromagnetic
environment effect onto the charged state of the island.
This modulation of the Coulomb gap by the environmental
resistance can be a new operation principle for SET devices.
This control method reduces the total capacitance of the
island and leads us to high-temperaturc operation of SET
devices, since a control gate which is capacitively coupled
to the island is not necessary. Furthermore, introduction of
this new control method makes the design of SET circuits
more flexible in combination with alrcady known single-
electron control methods such as capacitive and resistive
couplings to the island.
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Abstract. In this paper we discuss the near-room-temperature electrical transport
characteristics of structures made from ligand-stabilized metal clusters. The
structures show threshold behaviour, nonlinear current-voltage characteristics and
radio-frequency-induced plateaux consistent with Coulomb-blockade-dominated
transport in disordered arrays of metal dots. Samples having triphenylphosphine
and octadecanethiol ligand shells are found to have a 3 orders of magnitude
difference in current above threshold. We discuss a possible explanation for this

observation.

1. Introduction

One single-electron phenomenon that can be understood
from classical electrostatics is the Coulomb-blockade effect
in metal systems. For a metallic object of capacitance
C, the energy associated with the transfer of one electron
from a reservoir to the object is Ec = €?/2C. When
this energy is large compared with the available thermal
energy, kT, and the tunnel resistance between the object
and its surroundings, Rr, is much greater than the quantum
resistance h/e?, the transport properties of the system
become strongly influenced by the discrete nature of the
electron charge. Coulomb-blockade effects have been
observed at room temperature in very-low-capacitance
semiconductor devices [1]. A metallic system that offers
both the small capacitance and the resistive isolation
needed for room-temperature Coulomb blockade is ligand-
stabilized metal clusters that contain a small number of
atoms [2-5].

One nanocluster that has received particular attention
is dodeca(triphenylphosphine)hexa(chloro)pentaconta gold,
Auss[P(C¢Hs)3112Clg.  This cluster has a metal core
diameter of 1.4 nm and a total diameter of 2.1 nm [2].
Using the classical expression for capacitance of an isolated
cénducting sphere, C = 4megor, with a dielectric constant
g < 5 the Coulomb charging energy of the Auss core is
estimated to be much greater than kT at room temperature.
Furthermore, the ligand shell is expected to meet the
requirement that Ry >> h/e?.
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A useful feature of ligand-stabilized nanoclusters is
the lability of the ligand shell, which may be used to
tailor transport properties of the system [6]. For instance,
when exposed to octadecanethiol (SCigHszy) groups, the
[P(C¢Hs)3]12Clg ligand shell undergoes substitution to form
a cluster with approximately 20 stabilizing thiol ligands.
Investigations have shown the octadecanethiol stabilized
cluster to be more stable in solution, and thus it may provide
a more robust platform for room-temperature Coulomb-
blockade structures [6].

In this paper we report the transport characteristics of
Auss[P(CgHs)3]12Clg and octadecanethiol-stabilized Auss.
We present data on two different sample configurations. In
the first, electron-beam lithography is used to delineate the
samples [7], while in the second a solution containing the
clusters is drop cast on a prefabricated electrode array. In
both methods we observe nonlinear current-voltage (I-V)
characteristics near room temperature that are consistent
with Coulomb-blockade-dominated transport. We also
present data showing the response of the direct-current
(DC) I-V characteristic to the application of an external
RF signal.

2. Experiment

The Auss[P(C¢Hs)3]12Clg material was synthesized using
the Schmid procedure [8] and purified to remove monomer
material. Thin films for the first type of sample were
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Figure 1. Current-voltage characteristics of patterned a
and non-patterned ® Auss[P(CgHs)3l12Clg clusters and
octadecanethiol-stabilized Auss clusters (4#). The patterned
sample was measured at 195 K; the other two were
measured at 295 K.

produced on SizN, as described elsewhere [4]. Exposure
to a 40 kV electron beam with a line dosage of
100 nC cm™! followed by development in dichloromethane
produced well-defined structures with dimensions as small
as 0.1 um. Atomic force microscopy measurements
determined the thickness of the structures to be 50 nm.
Gold contacts to the patterned samples were fabricated
using conventional electron beam lithography, lift-off and
thermal evaporation. Non-patterned Auss[P(CsHs)3112Clg
samples were fabricated by drop casting onto interdigitated
gold electrodes on glass. The individual electrode width
and separation were 15 pm. Octadecanethiol-stabilized
clusters were synthesized as described elsewhere [6]. Non-
patterned samples suitable for electrical mecasurement were
made by drop casting this material onto interdigitated
electrodes on glass.

Electrical measurements were made under vacuum in a
shielded vessel that was temperature regulated from 195 to
350 K. The samples were mounted on a clean Teflon stage
and connected to a DC voltage source and electrometer with
rigid triaxial lines. The background leakage current of the
apparatus set the minimum resolvable conductance at about
107" Q~!'. For each measurement, a control experiment
was performed to determinc the leakage current of the
apparatus and sample holder. The I-V characteristics were
obtained by correcting for the intrinsic leakage. Constant-
amplitude RF signals with frequencies in the range 0.1-
5 MHz were applied to some samples via a dipole antenna.
The RF coupling between antenna and the sample was not
optimized.

3. Results and discussion

Both patterned and non-patterned triphenylphosphine-
stabilized samples exhibited highly nonlincar I-V
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Figure 2. Threshold voltage shift as a function of voltage
sweep for the non-patterned octadecanethiol-stabilized
Aus; clusters. The inset shows the behaviour for the
Auss[P(CsHs)3)12Cls clusters. The current scale for the
inset is x 10~ A, Both samples were measured at 295 K.
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Figure 3. Current values of the observed plateaux as a
function of applied radio frequency measured in the
patterned Auss[P(CeHs)3112Clg clusters at 195 K. The full
lines have slopes (A) e, (B) 3¢/4, (C) e/2, (D) e/3 and

(E) e/5, where e = 1.6 x 10~'° C. The inset is the plateau
structure at f = 0.626 MHz. The arrows indicate the plateau
positions.

bechaviour, as shown in figure 1. For the patterned sample,
clear blockade was seen at 195 K with current suppres-
sion up to a threshold voltage of magnitude 6.7 0.6 V.
For the non-patterned sample, the blockade behaviour was
seen at 295 K. The threshold voltage in the non-patterned
samples decreased as a function of the time under bias,
as illustrated in the inset to figure 2. Threshold behaviour
was also seen in the octadecancthiol sample at 295 K, as



shown in figure 1. The currents above threshold were much
larger than observed in the patterned and non-patterned
triphenylphosphine samples. The size of the threshold
voltage in the octadecanethiol systems also decreased as
a function of time bias was applied, as seen in figure 2.
RF signals introduced constant-current plateaux in the J—
V characteristics of all samples; however, the threshold
instability of the drop-cast samples prevented a detailed
study of this effect. A’ characteristic plateau structure in
a patterned Auss[P(C¢Hs)3]12Cls sample is shown in the
inset to figure 3. The current at which the plateaux oc-
cur is proportional to the applied 'signal frequency. Several
constants of proportionality were observed with the largest
being 1.59 & 0.04 x 107! C. A plot of observed current
position of the plateau versus applied frequency is shown
in figure 3.

Several groups have modelled the transport behaviour
of ordered and disordered one- and two-dimensional arrays
of metal dots [9-12]. As discussed previously [4], the
Middleton and Wingreen (MW) model of a disordered
array of normal metal dots best describes our data. In this
model the threshold voltage, V7, scales with the number of
junctions between source and drain, and above threshold
the current is predicted to scale as I ~ (V/Vr — 1),
Analytically, y is 1 for one-dimensional arrays and 5/3 for
infinite two-dimensional arrays. Numerical simulations find
y = 2.0£0.2 for finite two-dimensional arrays. In all three
types of samples, the I-V characteristics above threshold
scaled as predicted by MW. For the triphenylphosphine-
stabilized clusters, ¥ = 1.6 & 0.2 and 2.1 £ 0.3, for
the patterned and non-patterned cases respectively. We
interpret these values to indicate that the non-patterned
samples are two dimensional while the patterned samples
fall somewhere between the one- and two-dimensional
regimes. For octadecanethiol-stabilized clusters y = 2.6 &
0.3. This value falls outside the range predicted by MW
and may indicate that the samples have a dimensionality
greater than 2. For both types of cluster, the threshold
voltages obtained from scaling were consistent with those
estimated directly from the data.

The RF-induced response in the triphenylphosphine-
patterned samples is similar to that reported in one-
dimensional systems [13,14]. The effect is caused by
phase locking of single-electron tunnelling events and the
applied RF signal [15]. In principle, phase locking is
possible in two-dimensional arrays but could be quite
sensitive to inhomogeneity. However, in the case of
a very inhomogeneous two-dimensional array with only
a single or few percolation paths the one-dimensional
description should apply. Phase locking occurs when the
nth harmonic of the applied frequency, f, corresponds to
the mth harmonic of the frequency of tunnelling in the
system. Then the current becomes locked and plateaux are
seen at I = (n/m)ef. Fits to the data occur for rational
fractions, n/m, of 1/5, 1/3, 1/2, 3/4 and 1, as seen in
figure 3. Thus, the RF response supports the hypothesis that
correlated tunnelling occurs in the samples. By studying the
activated behaviour of the current in the Coulomb gap [4],
we have argued that transport is dominated by the charging
of single Auss cores.

Coulomb blockade and transport in Au nanoclusters

Two differences between the patterned and non-
patterned triphenylphosphine samples are the long-term
stability of the transport characteristics and the temperature
at which clear blockade is seen. The increased stability
of the patterned sample is probably the result of a more
rigid structure created by the electron-beam irradiation.
Such irradiation may crosslink the ligand spheres, thereby
locking the metal cores in place. The irradiation seems to
lower the characteristic charging energy of the system as
evidenced by measurable conduction below the threshold
at 295 K. In the case of the non-patterned samples, both
triphenylphosphine- and octadecanethiol-stabilized clusters
show clear blockade behaviour at 295 K. Thus, another
consequence of the crosslinking appears to be an increase
in the capacitance of the clusters within the array.

The major difference between the non-patterned
triphenylphosphine- and octadecanethiol-stabilized cluster
arrays is the magnitude of the current above threshold, as
seen in figure 1. Currents observed in the octadecanethiol
samples are about 3 orders of magnitude greater than
in either type of triphenylphosphine sample although the
threshold voltages and the decrease in threshold voltage
with measurement are similar in the two materials. The
current magnitude is expected to be inversely proportional
to the tunnel resistance and proportional to the number of
parallel current paths [12]. Therefore, the increased current
could be the result of either a lower tunnel resistance or a
greater number of paths, or a combination of both effects.
The larger y in the octadecanethiol material may result from
higher dimensionality, which is consistent with additional
current paths, and thus higher current magnitudes. An
effect that could influence both the tunnelling resistance
and the dimensionality of the system is the interdigitation of
the octadecanethiol chains to form small, three-dimensional
aggregates. Some evidence for this mechanism comes from
the fact that solutions can only be formed with the addition
of heat. Also, unlike the triphenylphosphine samples,
when attempts are made redissolve the octadecanethiol
samples aggregation is observed. Further work is in
progress to determine whether interdigitation is responsible
for the enhanced current magnitude in the octadecanethiol-
stabilized material.

4. Conclusion

By investigating the current-voltage and RF response of
triphenylphosphine and octadecanethiol ligand stabilized
gold clusters, we have shown that single-electron effects
dominate the near-room-temperature transport. Samples
patterned by electron-beam lithography have increased
stability over non-patterned samples. We believe that this
increased stability is the result of crosslinking between
ligand shells which tends to lock the gold clusters in place.
We have also found the different ligand shells studied
show significantly different currents above threshold. One
suggested mechanism for this increase is that the long-
chain ligands allow interdigitation which may increase the
dimensionality of the sample.
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| Abstract. A single-electron transistor (SET) on an SiGe/Si double-barrier structure
has been studied with side contact. In Si/SiGe vertical structure transistors we can
more easily control the depletion region by gate voltage than in any other
three-terminal device. Drain and source regions are one-dimensional and the well
region (gate region) of the device is zero-dimensional with reverse gate bias. The

resonant tunnelling (one dimension to zero dimension, zero dimension to one
dimension) and current-voltage curves are investigated in a two-dimensional
quantum model. The effect of delta doping results in shifting and reduction of the
peak value of transmission probabilities. We found current enhancement in
delta-doped heterostructures at low temperatures. We proved the possibility of an
Si single-electron transistor in a two-dimensional simulation of the resonant

tunnelling transistor.

1. Introduction

Molecular beam epitaxy of silicon allows the growth of
a wide variety of doping profiles with high quality and
reproducibility. This technology offers a very appropriate
tool for the fabrication of vertical devices with very short
channel lengths. The tunnelling transistor results in better
transistor performance without a decrease in metal oxide
silicon field effect transistor (MOSFET) channel length,
allowing an increase in circuit density for microelectronics
applications by three-dimensional device integration. The
motivation for the development of SiGe devices was
the potential to improve device performance by utilizing
heterostructures of a single-electron transistor. The recent
progress in Si/SiGe heterostructures indicates that a new
concept of band engineering can be introduced into
the Si ultralarge-scale integrated circuits field. These
topics have been reported in many review papers [1,2].
The first detailed investigation of modulation Si/SiGe
heterostructures was done by People et al [3]. Two-
dimensional electron gases were realized in tensile strained
silicon channels between strain-relaxed silicon—germanium
barriers grown on Si(100) substrates by molecular beam
epitaxy (MBE). Kasper et al increased the transit frequency
from 20 GHz to 100 GHz using the vertical structure
of the SiGe heterostructure bipolar transistor (HBT) [4].
SiGe HBTs have the potential for outstanding analogue and
digital or mixed-signal high-frequency circuits widely based
on standard Si technology [5]. A minimum noise figure of
0.9 dB at 10 GHz demonstrates the advantage of using
MBE samples with steep and high base doping and high
germanium contents.

Band engineering of Si/Ge heterostructures can be
employed to produce conduction and valence band effects
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for enhanced carrier mobilities in both bands. Lattice
mismatch between Si and Ge is utilized to grow the Si
channels under tensile strain on strain-relaxed SiGe alloys.
Strained SiGe has a valence band offset which can be used
for improved transport of holes, while using strained Si on
relaxed SiGe yields a conduction band offset for enhanced
electron mobility. This strain is responsible for lifting the
six-fold degeneracy of the Si conduction band, resulting
in a type II alignment at the Si/SiGe heterostructure. The
representative multilayer structure of a resonant tunnelling
transistor (RTT) is presented in figure 1. The RTT consists
of the following: 50 A undoped Si buffer layer on n*-Si
substrate (0.5 pm), 50 A undoped Sig4Geg¢ barrier, 50
or 60 A undoped Si well layer, 50 A undoped Sip4Geo e
barrier, 50 A undoped Si buffer layer followed by a 0.5 um
Si surface layer (n). The ohmic contact of the source was
used as a shadow mask for non-conformal deposition of
chromium on the etched MBE surface. The gate was side
contacted over the low-doping concentration region (lower
than 10! cm~2) to ensure a large depletion region. Details
of the fabrication of such a device have been previously
reported [6,7].

2. Theoretical technology

Silicon and germanium have different lattice constants at
room temperature, a 4.17% mismatch. Due to the relatively
large lattice mismatch between SiGe and Si, commensurate
(defect free) SiGe alloy films cannot be grown on silicon
substrates without introducing large amounts of strain.
Lattice constants of the strained layer parallel to the
interface adjust such that the two materials have perfectly
matching lattice constants. Note that a type II lineup sets in
for the mole fraction, x > 0.6, quantum confinement shift.
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Substrate
Figure 1. Double-barrier heterostructure of a resonant

tunnelling transistor: type |l alignment, strained (Si) and
relaxed (SiGe) on Si substrate.

In figure 1, numerical solutions to the two-dimensional
Poisson equation and the continuity equation are used to
calculate the conduction band profile by the finite difference
method (FDM). Electron transport in thc double-barricr
structure is calculated by a self-consistent method [8].
Scattering processes are also included to calculate the
resonant tunnelling transmission cocfficient. The finite
difference method was used to calculate the electrostatic
potential (¥), the quasi-Fermi level for electrons (&), the
doping concentration (Ny) and the electron concentration
(n). In the numerical analysis, source and drain arc
described as ohmic contacts. It is assumed that average
electron velocity is dependent on the local electric field. We
have solved the two-dimensional Poisson equation using the
symmetric structure of x and y coordinates [9]

V- (eV¥(x,2))=e(Ny—N,+p—n—Ns) (1)

where € is the dielectric constant, p the hole concentration,
N, the ionized acceptor concentration and N; the delta
doping concentration.

To calculate the tunnelling current density J; in [8],
continuous variations of potential energies have been split
into as many segments as possible. The transmission
coefficient can then bc found from the incident and
transmitted wavevectors and transfer matrix elements. The
complete set of eigenfunctions is given by

Y(x,2) =Y ¢u(x)ha(2). ¥))
n=1

Continuity of the total wavefunction ¥ (x, z) requires that
each propagating wavefunction ¢,(z) be continuous; ¢, (x)
are uniform plane waves. We assume there is no clectron
translation in the x direction. The gencral solution of the
Schridinger equation is a linear combination of a reflected
and incident plane wave, in which the incident coefficient
is normalized by unity

¢n = eik,,z + Re—ik,,z (3)

where k, is a wavevector, R is the reflection coefficient.
With the high bias of source—drain or the rapid slope of
band bending in the well region, the calculation of the
Schrodinger equation is performed using Airy functions.
When an electrical field is present in the structure, exact
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analytical solutions arc not available for this problem.
Therefore, we adopted a numerical technique based on
the Airy function approach [10]. Then, the Schrodinger
equation can be written as

¢p/1/(77) - fl¢>n(fl) =0 (4)

where n = (Zm*eVﬂp/Lh)m(z—&),E = (L/eVy)(Vo—E,).
Here Vj is the barricr height, eV, /L is the applicd electric
field, E, is the z-direction energy, and L is the total width
of the wells and barriers. The solution of equation (4)
is readily expressed in terms of Airy functions and its
complimentary functions

¢n = CyAi(—=n) + Dy Bi(—n) &)

where C, and D, arc constant. The wave equation with
the potential discontinuity is given by

M
G ) = 1P () = Y Qumm () =0 ©®)

n=1

where M is the total number of modes and
2m* .
Qnm = 'h—z ¢,, (x)vscd)m(x) dx (7)

where the scattering potential is given by V. = B8(z)8
x(x — xo), Qu.m arc mode coupling constants, xo is
random position and B is the coupling strength.  The
wavefunction and its first derivative arc matched at each
interface throughout the structure. By a similar process
to that used in [8], thc scattering matrix is obtained:
S; = M()YM)L!. M(j) is the transfer matrix in region j
and M. () is the transfer matrix in the region of Vi

M, = ( Ay Biem) )
Aij(=n)/m3, + y Al Btj’-(—r))/m;, + yBi; .

(
where y = Y Q,,,. In the case of one propagating mode
and one evancscent mode (Ey) < E < Eyp), Eyp arc
eigenvalues of the x direction. One subband is occupied in

the source region, then the scattering matrix S; (2 x 2) is

1 0
Sj=(y 1)- ©

If Ve = 0, then S; is a unit matrix.

3. Discussion

We employ a transfer matrix formalism to calculate the
transmission probabilities and current densitics through
the double barriecr.  We also describe the scattering
matrices using the presence of evancscent modes in
various lateral confinement configurations. We calculate
the effects of delta doping on the current—voltage curves
at finite temperature. Elastic scattering mechanisms and
evanescent modes are included to calculate the tunnelling
transmission coefficient [8]. The band offsct of Si/SiGe
is AE(eV) = 0.5 [0.31 + 0.53(1 — x)], and the diclectric
constant is

_ 14 2[xe; + (1 — x)er]
T o l—xe =1 —x)e

(10)
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Figure 3. Current—voltage characteristics at 77 K. gate
bias —1.5 V (full curve), —2.5 V (dotted curve). The well

width is 51 A and the barrier widths 51 A; coupling strength
B =0.05 feV cm?,

where €; = €ge — 1/(€ge + 2), €2 = €si — 1/(esi + 2),
€ge being the dielectric constant of Ge. We have studied
a gate-to-gate space of 0.4 pum with delta doping and
without delta doping in barriers. In this calculation, the
delta doping concentration was 2 x 10'! cm~2, the coupling
strength was 8 = 0.05 feV cm?, the barrier height was
V = 0.13 eV, the mole fraction of Ge was x = 0.6,
the effective mass of Si electrons at temperature 7 was
m*/mo = (1.045+4.5x 107*T). We calculated eigenstates
in the quantum well with strong lateral confinement and
verified negative differential conductances.

A plot of transmission probabilities as a function of
electron energy at 77 K is shown in figure 2. The full width
at half maximum (FWHM) of the resonant transmission
is increased with delta doping in figure 2. It was shown
that modulation doping causes a strong enhancement of
tunnelling probabilities compared with undoped samples.
The quasi-bound state in the well region is shifted to
lower energy levels. This might be explained by the

SET in SiGe/Si double-barrier structures
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Figure 4. Current-voltage characteristics at 77 K: gate
bias —2.1 V (full curve), well width 42 A, barrier widths

51 A, coupling strength g = 0.05 feV cm?. One quasi state
is occupied in the well region.

additional confinement of the injected electrons. The peak-
to-valley current ratio will be reduced with delta doping.
It is important to notice that the resonance peak shifts
monotonically from 0.085 to 0.075 V with delta doping.
Figure 3 shows the evidence for subband mixing in the
case in which one or more subbands are occupied in the
source with barrier widths 51 A and well width 51 A. At
low bias, the subband is higher than the electron energy,
and there is no current flow. As the applied bias voltage
is increased, the current begins to flow at a source—drain
voltage of Vg = 0.06 V. There is always a continuum
of states which can be mixed by other interactions. As
the gate bias increases, the source region shows strong
quantization. If well width is 60 A, the resonance peak
is shifted from 0.085 to 0.087 V by increasing reverse gate
bias V, = 1 V. As reverse gate bias increases from 1.5 V
to 2.5 V in figure 3, the current density is reduced by about
50% and quasi-bound states shift to a higher voltage. A
single-electron state is observed in figure 4. We used barrier
widths of 51 A, a well width of 42 A and a gate-to-gate
space of 0.4 um in figure 4. However, the peak-to-valley
current ratio is very small. The scattering and delta doping
destroy the coherence of the wavefunction so that the peak
current from resonances is reduced.

4. Conclusion

In the Si/SiGe RTT, we can easily control the
dimensionality of the well region using the field effect. We
also present the possibility of an Si single-electron transistor
in a two-dimensional simulation of the current-voltage
characteristics of the RTT. The presence of delta doping
leads to changes in the scattering matrices calculated
using Airy functions. Thus, the transmission coefficient
is changed dramatically in the presence of delta doping and
a strong scattering potential. We find that the resonant peak
is substantially shifted to lower bias by delta doping. The
full width at half maximum is increased with delta doping.
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Abstract. We report a novel approach for the realization of quantum devices which
require device structures of sub-10 nm dimensions and position control better than
1 nm. In this approach we combine three methods from nano-technology: (i) an
aerosol technique for the fabrication of metallic and semiconducting nano-crystals

lithography to define contact gap geometries with dimensions of 10-50 nm and

(iii) a manipulation technique based on atomic-force microscopy, combined with

in situ electrical measurements of the device characteristics, by which ‘
pre-fabricated nano-structures can be positioned with high accuracy. We present
details of room-temperature measurements on quantized conductance devices,
formed in the neck structures between neighbouring gold particles. These necks or
wires have a cross-section of only one or a few gold atoms, leading to quantized
conductance of G = n(2e?/h), with values of n between 1 and 10 having been
observed. Such lateral quantum resistor devices are found to be remarkably stable,
frequently maintaining the conductance levels on the time scale of hours. We also
discuss the prospect for novel devices in which a single nano-particle or a single
molecule is controllably positioned with high accuracy, with tunnel gaps

surrounding the island.

1. Introduction

In the endeavour to realize quantum devices which can
operate at room temperature, one crucial aspect is to
make the relevant energy quantization, due to either single
electron charging or due to quantum confinement, large
compared to the thermal energy, kT . In order for the energy
quantization in semiconducting quantum dots to exceed kT,
this typically requires confining structures to be smaller than
about 10 nm. For devices relying on Coulomb blockade,
conducting nodes should be smaller than 5 nm in order
for Ec = €?/2C to be much larger than kT. In order
for quantization effects in metallic conductance structures
to be operational at room temperatures, metallic wires of
dimensions of about or less than 1 nm are required. It is
clear that straightforward lithography will not easily solve
this problem and, therefore, novel approaches for nano-
structure fabrication are needed.

In this paper we describe methods to make quantum
devices controllably, based on:

|
or nano-particles with diameters in the range 5-50 nm, (ii) extreme electron beam

o fabrication of mono-disperse nano-crystals and nano-
structures [1],

o pre-defined electrodes and gates, made by electron
beam lithography, metallization and lift-off, resulting in
contact distances controlled to about 10-50 nm,

0268-1242/98/SA0119+05$19.50 © 1998 IOP Publishing Ltd

e atomic-force microscopy to image and manipulate
nano-structures [2] and

e in situ measurements of electrical characteristics of
devices during the manipulation of particles [3].

In section 2, nano-fabrication techniques are sum-
marized, with a fabrication method for making mono-
disperse nano-particles in metallic as well as semiconduct-
ing material. Results will be presented for different metal-
lic nano-particles, such as silver and indium, as well as for
compound semiconductor nano-crystals, for instance gal-
lium arsenide and indium phosphide, all of these particles
being in the size-range 5-30 nm in diameter. This is fol-
lowed by a description of electron beam lithography with
metallization and lift-off to produce small electrode gaps,
down to 10 nm in width. In this section, finally, the tech-
nique we have developed for combined imaging and manip-
ulation of nano-particles as small as 5 nm, using an atomic
force microscope (AFM), including in situ electrical mea-
surements is described.

In section 3 we first demonstrate a nano-mechanical
switch based on the short distance displacement of one
nano-particle in a chain. We then present device data
for metallic quantum point contact (QPC) devices which
can be built with angstrom-level control, by which room-
temperature operating QPCs with stable conductance levels
of G = n2e*/h can be made. Finally in this section
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50 nm

Figure 1. Transmission electron micrograph of 40 nm Ag
aerosol particles.

Figure 2. Transmission electron micrograph of a single
10 nm InP aerosol patrticle.

we discuss future possible applications of these techniques
for the controlled formation of single-electron tunnclling
devices, with manipulation of tunnelling gaps on a sub-
nm level, for which preliminary measurements of Coulomb
gaps have been made. Similarly we predict that contacting
of single molecules will be feasible using our approach.

2. Nano-technology

In order that operation of Coulomb blockade devices at
room temperature can be made possible, metallic islands
with a diameter of less than 5 nm must bc used. We
have chosen a nano-particle fabrication approach [1] based
on aerosol technology to create such objects. Ideally, a
Coulomb blockade device can be made by positioning such
a nano-particle between two electrodes, separated by a gap
of 5-10 nm. We show here that electrode gaps down to
10 nm can be fabricated by electron beam lithography.
Different proposals for the localization of nano-particles
relative to such ultra-fine electrodes have been suggested,
for example, direct positioning of particles by the electric
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Figure 3. Scanning electron micrographs of
e-beam-defined electrodes. (a) Two gaps with two gate
electrodes, (b) a 10 nm gap separating two electrodes.

ficld from these electrodes [4]. Our approach which we
have previously published is the technique for manipulating
nano-particles by an AFM in which the AFM acts both as
a microscope and a tool for nanomectre-scale manipulation

(21

2.1. Aerosol nano-crystal fabrication

For the fabrication of small metal and semiconductor
particles we use a technology which is naturally suited
for the large scale production of mctal droplets of uniform
size, namely an acrosol technique. This approach is very
good in terms of size distribution and controllability of the
process, but also offers the possibility of using a large
varicty of metals and non-metals that can bc deposited
on a substrate. The production of the acrosol takes
placc in a special apparatus. Thc metal, for instance
gallium, indium or silver, is evaporated in a tubc furnace
and mixed with a clean carrier gas flow. An ultra-
finc mectal acrosol consisting of particles of nm size is
formed by homogeneous nucleation in a cooling section.
After a charging process, a monodisperse acrosol fraction,
with a particle diamecter of 20 &= 1 nm, for instance,
is selected using a differential mobility analyser (DMA).
A DMA apparatus exploits the fact that the elcctrical



Control of formation of quantum devices

Figure 4. AFM manipulation of 8-10 nm In particles. The arrows indicate the direction of the movement.

Figure 5. Schematic picture of possible quantum devices.
(a) Ohmic nano-bridge and (b) bi-stable nano-mechanical
switch. (c) Stable quantized conductance device.

(d) Single electron tunnelling device.

mobility of singly charged, nanometre-sized particles is a
monotonically decreasing function of particle size. Size
selection takes place by balancing the electrical mobility
with the force of the gas used to flush out unwanted
particles. The selected metal aerosol particles, charged and
uniform in size, are carried through a second furnace, which
can be used for different purposes, either for reshaping or
chemical modification of the particles. During reshaping
the metal particles undergo a sintering process, and leave
the furnace as perfectly spherical particles as illustrated in
figure 1 [5]. For reaction, a gaseous reactant, for example
arsine or phosphine, is fed into the furnace where the metal
particles react with it to form the desired material. By this
process, compound semiconductor nano-crystals have been
fabricated by the reaction of size-selected metal particles
with hydrides [1]. The stoichiometry of these particles has
been verified by electron diffraction and x-ray analysis [6].

Figure 2 shows an example of an InP particle created by
this process. The modified particles can be deposited on a
substrate by means of an electric field.

2.2. e-beam lithography

Nanometre-scale electrodes were fabricated on a 300 nm
thick SiO, layer on a Si substrate by e-beam lithography,
followed by evaporation of 3 nm Ti (for adhesion) and
25 nm Au. The electrodes were separated by a gap
of typically 10-50 nm (figure 3). For the quantized
conductance experiments a grid of disc-shaped Au particles,
30-100 nm in diameter and 30 nm thick, were formed in a
second e-beam lithography and lift-off step.

2.3. Manipulation of nano-particles

The AFM manipulation of nano-particles is done using the
tapping mode for imaging and the contact mode, without
feedback control, for repositioning. First, the particles are
imaged in tapping mode, a particle is selected and the AFM
tip is positioned 10-50 nm behind it with respect to the
intended direction of relocation, the feedback is broken
and the tip is moved in the vertical direction into contact
with the sample surface. By increasing the normal force
between the tip and the sample we can vary the amount
of lateral force that can be exerted on the particle. The
tip is then moved along a line through the centre of the
particle. Because the feedback is turned off, the tip will
not follow the contours of the particle but will force the
particle to move in front of it. The tip is then retracted
from the surface, the feedback loop turned on again and an
image is scanned to observe the new position of the particle.
Aerosol particles as well as e-beam-defined metal discs can
be manipulated in this way. The discs appear to stick more
strongly to the surface than the aerosol particles. However,
in the present setup we cannot measure the lateral forces
required to move an object. In figure 4 a sequence of AFM
images taken during the manipulation of 8—-10 nm aerosol-
produced In particles is shown. The particles can be moved
in steps as small as 1 A, which, in combination with real-
time monitoring of the electrical device characteristics, can
be used to build devices with highly controlled properties.
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Figure 6. Current as a function of time as one Au particle
in a chain between the electrodes is pushed in and out
repeatedly. Bias voltage =5 mV.

2.4. On-line electrical measurements

To perform on-line electrical measurement the sample is
placed on a standard DIL chip carrier, bonded and placed
in a specially designed AFM sample holder allowing on-line
electrical connections. After the manipulation the sample
can be transferred to a cryostat or any other measuring
setup.

3. Applications

By combining these nano-technologies we have fabricated,
in principle, four types of device, as illustrated in figure 5.
First, by using Au particles in a chain, it is possible to
form an ohmic ultra-narrow wire. Then, by moving one of
these particles in and out of the chain, a bi-stable, nano-
mechanical switch is formed. Furthermore, at the moment
of making or breaking contact a narrow constriction is
formed which shows quantum point contact behaviour.
This effect could be used for stable quantized conductance
devices [7]. By using particles covered with an insulating
layer, for instance, an oxide layer or some other coating,
one can fabricate single electron tunnelling devices based
on the Coulomb-blockade effect. Finally, by starting with
e-beam-defined electrodes and then constructing nano-scale
contacts of metal particles, it will be possible to make
electrical contact with very small objects on the surface,
including molecules.

3.1. Nano-bridge and nano-mechanical switch

When an e-beam-defined Au particle is pushed into full
contact with the electrodes an ohmic bridge forms between
them. It is possible to make ohmic contact with both
macroscopic objects as well as with other particles and one
can thereby build a smaller gap than originally defined by
the electrodes. The same particle can be pushed several
times into and out of the gap on a time scale of minutes,
as can be seen in figure 6. The resistance in the off-state
is in the TQ regime and in the on-state typically 120 €.
Current-voltage measurement in the on-state shows perfect
ohmic behaviour for all bias voltages below 2 V.
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Figure 7. Conductance as a function of time as a Au
particle is pushed into contact with the electrodes. Distinct
steps corresponding to integer values of the conductance
quantum are observed. Bias voltage =10 mV, T =300 K.
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Figure 8. Stable quantum point contacts at quantum
levels 1, 2 and 3.

3.2. Quantized conductance

In a constriction of dimensions of the order of the Fermi
wavelength for the electrons in the material, quantized
conductance can be observed [8-10]. The steps are in
integer units of the conductance quantum Gy = 2e2/h
[11]. In a time-resolved measurement, during which a
Au particle is pushed by the AFM tip into contact, these
steps are clearly observed (figure 7). By sclecting the
pushing rate of the AFM tip it is possible to record this
behaviour on a time scale ranging from ms to minutes. This
effect can be observed both when making or breaking the
contact. The bias voltage can be varied below 100 mV
without any noticeable change in thc mecasurcment. If
the particle is pushed slowly towards contact and the
conductance is recorded continuously, it is possible to
stop the manipulation at any predefined value of the
conductance. The tip can then be retracted and the
point contact is allowed to self-develop. Usually the
conductance of thc junction decreases over a period of
a few minutes and then stabilizes at an integer value
of Gy. Figure 8 shows conductance plateaus 1, 2 and
3, stable for more than 10 minutes. Platcaus stable
for more than onc hour have been recorded. On thesc
plateaus the junction is quite insensitive to mechanical
disturbances in the surroundings, such that it is possible to
tap the measurement setup gently without any change in the



electrical characteristics. Eventually, the junction normally
breaks. It is unclear whether this is due to electromigration
in the wire or nano-particle dynamics. Even though the
QPC region is ballistic and should not have losses, we
expect electromigration to occur very close to this region,
when the current is still confined to a cross-section diameter
of a few nanometres. In our samples this corresponds to
current densities of 10'® A m~2 which is known to cause
electromigration.

From the observation of random-telegraph-like noise on
the stable plateaus we speculate that a single atom is flicking
between two alternative positions in the QPC region.

3.3. Future applications

So far we have reported only electrical measurements on
e-beam-defined particles. However, initial experiments
with aerosol particles of In have been performed, showing
clear signs of Coulomb blockade at low temperatures.
These In particles are expected to have a thin layer of
oxide acting as the tunnelling barrier. As this technique
allows manipulation of very small particles, it is one
candidate for the fabrication of future, room-temperature,
single electron transistors [12,13]. By using Au aerosol
particles we expect that quantum point contact devices
with better defined constrictions can be made. As an
alternative to the aerosol fabrication technique, both for
single electronics and quantized conductance devices, one
can use colloidal particles which can also be fabricated with
a narrow size distribution and with different layers on the
surface. Finally, we expect the fields of both molecular
and bio-physics to take advantage of this technique, both
for basic characterization and device applications, that
is, building an ohmic wire that connects to a single
molecule.

Control of formation of quantum devices
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Abstract. The first observation of the Coulomb blockade effect in the smallest
possible system with a single atom as the central island of a double-barrier tunnel
junction is reported. Our system consists of a single tungsten atom as the central
island and a tungsten STM tip and a silicon (100)2 x 1 reconstructed surface as
the two electrodes. The use of a single atom as the central island makes the
change in the electrostatic potential due to a variation of number of electrons in the
island of the order of 1 eV and thus the Coulomb blockade effect is made more
controllable and stable even at room temperature. A specific shape of the tip apex
forms a tunnel junction between an apex atom and the rest of the tip with the
energy-level broadening of the apex atom smaller than the change in the charging
energy due to the change in the number of electrons in the single tungsten atom.
This theoretical prediction was confirmed by the experimental results of I-V
measurements with an STM tip made from a W(111) single-crystal wire where the

change in the charging energy is 1.1 eV.

The Coulomb blockade effect can be seen in a system
consisting of two electrodes separated by an insulating
gap and a third electrode (‘central island’) in the middle
of the gap [1]. If the central island is small, a
change in the electrostatic potential due to thc change
in the number of electrons in the island can be large
compared with the thermal energy and the encrgy-level
broadening due to the finitc tunnelling rate between
the central island and the electrodes. The electron
tunnelling events arc blocked unless excess energy is
supplied by an external voltage source to compensate
for this increased potential change. This phenomenon
has been extensively studied for the past two decades
due to fundamental interest and potential applications to
future nanoscale electronic/photonic devices [2-5]. We
report here the first observation of the Coulomb blockade
effect in a single-atomic-junction (single-tungsten-atom
STM tip). The use of a single atom as the central
island makes the change in the electrostatic potential
due to the variation of the number of elcctrons in the
island greater than 1 eV and thus the Coulomb blockade
effect is made more controllable and stable even at room
temperature.

Coulomb blockade oscillation shown in figure 1(a)
was observed using an ultra-high vacuum (UHV) STM
(JSTM-4500XT) with an operating pressurc of 2 X

0268-1242/98/SA0124+03$19.50 (© 1998 IOP Publishing Ltd

10~% Pa at room temperature. An STM tip which has
a pyramidal protrusion structure terminated with a single
tungsten atom (‘single-atom tip’) was prepared by field
evaporation from a single-crystal tungsten wire with (111)
orientation, following Binh and Purcell [6]. After this
critical step, in order to remove oxide layers and other
foreign atoms adsorbed on the tip apex during the field
evaporation process, the tip was cleaned again with electron
bombardment.

A schematic configuration of a singlc-atom tip with
(111) orientation, which is self-organized to minimize the
surface encrgy during the field evaporation process, is
shown in figure 2(a). A tight-binding (TB) calculation for
the electronic states of a single-atom tip, consisting of a sin-
gle atom in the first layer, three atoms in the second layer,
six atoms in the third layer and a bulk reservoir, shows the
presence of electronic states where electrons are localized
into the apex atom and depleted from the second and third
layers, as shown in figurc 3. The field-induced atomic en-
ergy shift in the single-atom tip effectively decouples the
apex atom from the rest of the tip. The locatized electronic
state into the apex atom is thus regarded as a central island
which capacitively couples to the two electrodes, the rest
of the tip, and the silicon surface, with capacitances Cr
and Cs, respectively, as shown in figure 2(b), which ex-
plains the oscillatory behaviour of the conductance shown
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Figure 1. Normalized differential conductance
dl/dV)/(l/V) measured by a single-atom tip (a) and by a
truncated tip (b) against applied voltage V. Experimental
data (a) were obtained with a tip—sample separation
corresponding to a tunnel current of 6 nA at an applied
voltage of V = -2 V. The /-V measurements were
performed with a constant tip~sample separation. The
observed peak separation of (62/Cr)exp = 1.1 €V in the
Coulomb blockade oscillation is compared to the theoretical
predictions (€2/Cr)n =~ 1.1 eV.

in figure 1(a). The charging energy for the 5d orbital of an
isolated tungsten atom can be estimated from the linearly in-
creasing third to sixth photoionization energies, about 12 eV
[7,8]. The pyramidal structure of the single-atom tip shown
in figure 2(a) reduces the charging energy of an apex atom
due to the distributed capacitive coupling to the second,
third and fourth layers of the tip. This charging energy is
calculated to be (e2/Cr)pm ~ 1.1 eV [9].

(a)

Sample Surface

Apex atom

Single-atomic-junction Coulomb blockade oscillation

When the tunnel rate between the apex atom and the
sample (Si surface) is much smaller than that between the
apex atom and the rest of the tip, which is the case for
the experimental data of figure 1(a), the tunnel current
is governed solely by the (slower) apex atom-sample
tunnelling event. As a positive sample bias voltage is
applied, the Fermi level of the sample, [isampe, MoOVes
downward relative to the discrete energy level of the
localized state. When peample goes across each one of the
resonances at voltages V(n) = e(2n + 1)/2Cr + A(n =
0,1,2,...), the sample starts extracting an electron from
the localized state and new channels for current flow
between the tip and the sample open up one by one, which
results in peaks in the differential conductance, as shown
in figure 1(a). Here, A is an offset voltage determined
by the peak energy shift of the localized state relative to
the Fermi level. Peaks in the differential conductance are
also seen when a negative sample bias voltage is applied.
When fisample moves upward to cross each one of the
resonances at voltages V(n) = —e(2n + 1)/2Cr + A(n =
0,1,2,...), the sample starts supplying the localized state
with an additional electron, which results in peaks in
the differential conductance. We could identify the eight
differential conductance oscillation peaks for n = 1 to
n = 4. We could not identify the two peaks for n = 0 due
to the poor signal-to-noise ratio in the I-V measurement
in the small bias voltage (V < 0.5 V) region. The
observed single charging energy (e*/ Crlexp = 1.1 eV is in
fairly good agreement with the theoretical values mentioned
above. :
The result reported here is the first proof of the exis-
tence of Coulomb blockade oscillation in a single atomic
tunnel junction. On the fundamental side, such a system
provides a unique experimental method to characterize the
highest occupied energy level (energy-level broadening AT"

(b)

~Sample Surface

N

— C1

Reservoir

Figure 2. (a) A pyramidal structure of a single-atom tip which has a single atom, three atoms (second layer), six atoms (third
layer) and ten atoms (fourth layer). d; =2.73 A and d, = 4.46 A. (b) The double-barrier tunnel junction model of a

single-atom tip.
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Figure 3. The density of states per atom of a pyramidal
tungsten(111) tip in the first layer (solid line), second layer
(dashed line) and third layer (broken line) calculated by the
tight-binding calculation, in which the field-induced atomic
energy shift of each constituent atom is taken into account.
The electron energy and applied bias are scaled by the
tunnel matrix t between the nearest neighbour atoms and
the tunnelling rates up to the third nearest neighbour atoms
are taken into account.
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and single-electron charging energy e?/Cr) for the single
atom adsorbed on the electrode. On the application
side, various mesoscopic devices based on the Coulomb
blockade effect such as single-electron transistors and logics
[2], single-electron turnstile devices [3], single-electron
pumps [4], single-photon turnstile devices [5], etc, which
require low-temperature operation due to the relatively
small charging energy, should be realized rigidly at room
temperature on an atomic scale.
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Abstract. Utilizing simultaneous Coulomb blockade for electrons and holes in a
p-n junction, we can realize a device where a single electron and a single hole are
injected into the active region to produce a single photon with well-regulated time
interval. The photons emitted from such a device can be studied with single photon
counting detectors using a Si solid-state photomultiplier. We report locking of the
photon emission with external driving pulse, in the regime where one electron and
one hole are injected into the active region on the average.

Semiconductor light-emitting devices convert injected ]
carriers (electrons and holes) to photons by radiative )L electron
recombination processes at a p—n junction. The statistics p -

of the photons thus generated are mainly governed by the (a) n

statistics of injected carriers, provided that the conversion -
efficiency is high {1]. In semiconductor lasers and light- _m
emitting diodes (LEDs) where the quantum efficiency is

high enough (30-70%), regulated carrier injection results Vt)=Ve
in the generation of a squeezed state of light [2]. It
was recently understood that the charging effect at the

Jjunction regulates the carrier injection and produces light electron
with intensity noise less than the standard quantum limit _|__|_ ele(

[3]. (b) p -

It was also proposed that such an electron-to-photon

n
conversion process can be manipulated at the single-particle
level, where a single electron and a single hole are injected hole T

to the active region of an LED to produce a single photon

[4]. Such a process can generate a regulated single- V(t)=Vo+ AV

photon stream, which provides a fundamental technique .

for experimental tests of quantum mechanics [5] and Figure 1. Operation principle of single-photon turnstile
future advancement in quantum cryptography and quantum device.

computation.  In this paper we present our recent
experimental progress in such a device, called a single-
photon turnstile device.

A single-photon turnstile device is based on simul-
taneous Coulomb blockade for electrons and holes in a
mesoscopic double-barrier p—n junction. A single electron
resonantly tunnels into an electron subband in a central
island at a certain bias voltage (figure 1(a)). When one
electron tunnels, the Coulomb blockade effect inhibits sub-
sequent electron tunnelling. When the bias is increased to

satisfy the hole resonant tunnelling condition (figure 1()),
only a single hole is allowed to tunnel into the hole sub-
band of the central island because of the Coulomb block-
ade effect for the holes. By modulating the bias voltage
between the electron and the hole resonant tunnelling con-
ditions periodically, we can inject a single electron and a
single hole into the central island periodically, which will
be followed by a single photon emission. Figure 2 shows
the numerical simulation of such a single-photon turnstile
§ NTT Basic Research Laboratories, Atsugi, Kanagawa, Japan. device operation. A single electron and a single hole are
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Figure 2. Numerical simulation for the operation of a
single-photon turnstile device. The junction voltage is
modulated between two values, and a single electron and a
single hole are injected per driving cycle, resulting in
single-photon emission per driving pulse.

Figure 3. A typical p—n junction post structure. This
particular structure is 0.2 um in diameter.

injected per cycle and a single photon is generated in each
cycle.

The device is realized in a GaAs/AlGaAs semiconduc-
tor system. A double-barrier p—n junction is carefully de-
signed and grown on a GaAs wafer by the MBE growth
technique. Small devices with diameters in the range
0.2-1.0 um were defined by evaporating 300 A of Cr/Au
by electron beam lithography and liftoff. The Cr/Au was
used as the mask to etch posts with a height of ~0.8 um
with a BCl3/Cl, ECR plasma. Typical etched posts are
shown in figure 3. The etched surface of the structurc was
passivated by sulphur and encapsulated by 500 A of silicon
nitride film. The structure was planarized with hardbaked
photoresist, and p-type contact pads were evaporated. An
n-type contact was formed in the substrate.

The measured current and photocurrent as a function of
the bias voltage at 4 K for a device with 0.6 um nominal
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Figure 4. Current and photocurrent as a function of bias
voltage for a 0.6 um device at 4 K. The photocurrent is
measured using a large-area avalanche photodiode.

size arc shown in figure 4. The photocurrent shown in this
figure was measured by a large-area avalanche photodiode,
normalized by the avalanche gain of ~60. Wec see
the resonant tunnel current and the corresponding photon
emission, with negligible background leakage current. The
detected photocurrent 1, is given by

Ip = ninle (1)

where n; is the internal quantum efficiency for conversion
of an electron-hole pair to a photon, 7, is the external
coupling efficiency for the generated photon to reach the
detector and I, is the electrical current flowing through
the single-photon turnstile device. From this measurement,
we can conclude that the overall current-to-photocurrent
coupling efficiency (n;in.) is about 2 x 10~%. From simple
geometric considerations, the external coupling efficiency
(n.) for a photon to escape the single-photon turnstile
device and to reach the detector is expected to be less
than 2 x 1072, This puts the lower bound on the intrinsic
electron-to-photon conversion efficiency (7;) of the device
to bc >10%.

To confirm the turnstile device operation, we nced to
measure the emitted photons with high quantum efficiency
and good time resolution. We used a Si solid-state
photomultiplier (SSPM) as our single photon counting
detector. This detector has a quantum efficiency of more
than 70%, an electron multiplication factor of ~20000, a
response time of ~2 ns and virtually no excess noise in the
multiplication [6]. In our setup the detector is optimized to
have a low dark count rate to improve the signal-to-noise
ratio at our low signal level, and the time resolution was
limited to 40 ns, corresponding to the bandwidth of the
low-temperature amplifier used in the experiment.

The single-photon turnstile device and the SSPM single
photon counting detector were mounted to a 4 K cryostat
in a face-to-face coupling configuration. Since the arca of
the single photon counting detector was smaller than that
of the avalanche photodiode used in figurc 