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Electronic properties in quantum dots 
with asymmetric confining potential 
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Abstract. A/-electron eigenstates in circular, elliptical and triangular quantum dots 
are calculated by numerically diagonalizing the A/-electron Hamiltonian. The 
addition energy spectrum for a circular quantum dot shows good agreement with 
the experimental results reported by Tarucha et al. In elliptical quantum dots, the 
degeneracy of the single-particle states is removed, resulting in a transition of the 
ground state for a quantum dot with four electrons from the spin-polarized half-filled 
configuration to the spin-singlet state. The states with 3, 6 and 9 electrons in a 
triangular quantum dot are found to be slightly more stable compared with a 
circular quantum dot, which is interpreted in terms of a geometrical effect. 

1. Introduction 

In quantum dots (QDs) containing a few electrons, the 
Coulomb interaction plays an important role in determining 
the energy states, and thus many-particle energy levels 
depend strongly on the number of electrons in the QDs 
[1]. Numerical calculations, therefore, require more 
sophisticated treatments such as an exact diagonalization 
method [2-8] for the electronic states in QDs to be 
obtained. In the present work, we calculate iV-electron 
eigenstates in QDs by numerically diagonalizing the N- 
particle Hamiltonian [8]. We especially focus on the effects 
of the symmetry of the confining potential on the electronic 
states. 

2. Model and method 

We consider a QD fabricated with the Ino.05Gao.95As/Al- 
GaAs heterostructure [9,10]. Electrons are assumed to be 
confined by an infinite square potential well, H(z), of width 
W along the z direction. In order to consider anisotropic 
QDs, we model the confining potential in the x-y plane, 
V(x, y), by the following form: 

confining energy WQ = {cox + (oy)/2 = 3 meV and well 
width of W = 12 nm. The material parameters for 
Ino.05Gao.95As are computed by the linear interpolation of 
the parameters between In As and GaAs, which are the 
effective mass of an electron of m* = 0.065TWO and the 
static dielectric constant of e = 12.9eo- 

The Af-electron eigenstates are expanded by the N- 
electron Slater determinants composed from single-electron 
eigenfunctions for the two-dimensional isotropic and 
harmonic system by dividing the lateral confining potential 
V(x, y) into two parts: one is an isotropic and parabolic 
potential and the other is the remaining asymmetric part. 
The confining potential in the polar coordinates (p,</>) is 
then given by the following equation: 

V(p,<t>) = \m*cb2p2 + V'(p,(f>) (2) 

where the first term on the right-hand side is the isotropic 
and harmonic potential (<ü = {co2 + co2)112) and the 
second term is the asymmetric part which is given by 
V'(/O,0) = \m*{(ü2

x - co2)p2 cos 2(p, for an elliptic QD 

and V'(p, <p) = |ö32p2 cos 3<f> for a triangular QD. The N- 
electron Hamiltonian in the QD can be written as follows: 

V(x,y) = ±m*(co2
xx

2 + ü)2yy
2)(l+a2; cos 30)     (1) « = ^Mn) + £v'(r,) + ^ 

1=1 1=1 <<J 
47te\r; 

(3) 

where cox and coy are the confining energies along the x 
and y directions, respectively, a (= 0 or 1) is a parameter 
to specify the shape of the confining potential and <f> is the 
angle with respect to the specific axis in the x-y plane. 
When a = 0, the lateral confining potential becomes an 
ellipse (for cox ^ a>y) or a circle (for cox = a>y). A 
triangularly shaped confining potential can be obtained by 
setting 1 for the parameter a and putting cox = coy. In 
the present calculation we consider QDs with the average 

where h0(r) = p2/2m* + \m*5?p2 + H(z) is the single- 
electron Hamiltonian for the isotropic and harmonic system. 

3. Results and discussion 

Figure 1 shows the chemical potential difference Aß(N) = 
ß(N + 1) — (J-(N), or addition energy, in a circular QD as 
a function of the number of electrons.  Full circles show 

0268-1242/98/SA0001+03$19.50   © 1998 IOP Publishing Ltd A1 
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Figure 1. Addition energies in a circular QD as a function 
of the number of electrons: •, calculated results for a 
circular QD with o>0 = 3 meV; O, experimental results 
reported by Tarucha et al [9]. 
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Figure 2. Addition energies for QDs with four electrons as 
a function of the confining energy u>y with the average 
confining energy kept at a constant 3 meV: o, •, the 
spin-triplet and the spin-singlet ground state for the QD 
with four electrons, respectively. Insets (a) and (b) show 
schematic diagrams for the single-particle energy levels 
and electron configuration for the elliptical QDs containing 
four electrons with confining energies of 
(o)x, coy) = (2.8 meV, 3.2 meV) and (2.2 meV,3.8 meV), 
respectively. 

the calculated results for the circular QD with a confining 
energy of &>o = 3 meV and open circles the experimental 
results reported by Tarucha etal [9]. The chemical potential 
is defined by ß(N) = E(N) - E(N - 1) with E(N) 
being the ground-state energy for /V electrons. As seen in 
figure 1 the addition energy spectrum obtained by the exact 
diagonalization method agrees well with the experimental 
results. Addition energy spectra reveal relatively large 
peaks for N = 2 and 6 which are due to the completely 
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Figure 3. Chemical potential differences in a circular QD 
(•) and a triangular QD (A) as a function of the number of 
electrons for a>0 = 3 meV. 

Figure 4. Density distribution of electrons in the QDs 
containing three electrons with (a) a circularly and (b) a 
triangularly shaped confining potential in the plane parallel 
to the heterointerface. I0 is 20 nm. 

filled shell structures [11]. In addition weak structures can 
be seen at N = 4 and 9, which correspond to the spin- 
polarized half-filled shell structure [9,12]. 

Figure 2 shows the addition energy for the elliptical 
QDs containing four electrons as a function of the confining 
potential a>y with the average confining energy being kept 
at a constant  value  of 3  meV.  Open  and  full  circles 
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correspond to the spin-triplet and the spin-singlet ground 
states, respectively, for four electrons. For elliptical QDs 
with weak asymmetry (3 meV < a)y < 3.3 meV), the spin- 
triplet states remain the lowest eigenstate, and the addition 
energy decreases with increasing asymmetry owing to the 
removal of the degeneracy of the single-particle states. For 
QDs with a>y > 3.3 meV, the spin-singlet state becomes 
the ground state, and the addition energy increases with 
increasing wy. The transition between the spin-triplet and 
the spin-singlet ground states is explained as follows. 

A schematic diagram for the single-particle configu- 
ration of the four-electron ground state is plotted in the 
inset of figure 2 for elliptical QDs with confining ener- 
gies of (a)x,(Oy) = (2.8 meV, 3.2 meV) (inset (a)) and 
(2.2 meV,3.3 meV) (inset (b)). For the elliptical QDs, 
the single-particle energy is given by snj„y = hcox(nx + £) 

+ha)y(riy + \) with nx and ny being the quantum num- 
bers along the x and v directions, respectively. In the 
inset of figure 2, the horizontal and the vertical axes rep- 
resent ny and e„xnyITi(OQ, respectively, and the energy lev- 
els with the same quantum number nx are connected by 
broken lines. For the elliptical QD with confining ener- 
gies (cox,coy) = (2.8 meV, 3.2 meV), the energy differ- 
ence Ae between the single-particle states (nx, ny) = (0, 1) 
and (1,0) is Ae = 0.4 meV, which is slightly smaller 
than the energy reduction Axc « 0.44 meV due to the 
exchange-correlation effect, and therefore two electrons 
with parallel spins occupy the single-particle states (0,1) 
and (1,0) as seen in inset (a). For the elliptic QD with 
(cox, cay) = (2.2 meV, 3.8 meV), on the other hand, the en- 
ergy difference Ae is 1.6 meV which exceeds Axc. The 
ground state therefore becomes the spin-singlet state as 
seen in inset (b). Since the energy of the (1,0) state de- 
creases with increasing asymmetry of the QD, the spin- 
singlet ground state becomes stable with increasing a)y as 
shown in figure 2. 

Figure 3 shows AßN for the triangular QD of 
a>o = 3 meV together with A^N for the circular QD (full 
circles). The addition energies for the circular and the 
triangular QDs are found to exhibit almost the same 
characteristics. The addition energy for the triangular 
QD with N = 3, 6, and 9, however, is found to be 
slightly larger than that of the circular QD. These features 
may be explained as follows. The density distribution of 
electrons in the QDs containing three electrons is plotted 
in figure 4(a) for the circular QD and figure 4(b) for the 
triangular QD. As seen in the figure, electrons in the circular 
QD form a rotationally symmetric distribution, and the 
electron density becomes small in the centre of the QD 

because of the electron-electron repulsion. On the other 
hand, in the triangular QD, each electron moves toward 
each corner of the triangle and forms a more stable state, 
giving rise to a slightly larger addition energy. For the same 
reason, electronic states for N = 6 and 9 in the triangular 
QD become slightly more stable compared with the case in 
the circular QD. 

4. Conclusion 

We calculated Af-electron eigenstates in QDs with the 
vertical confinement of a square quantum well and 
with lateral confinement of circularly, elliptically and 
triangularly shaped potentials. The eigenstates are obtained 
by numerically diagonalizing the N-particle Hamiltonian 
including the Coulombic interaction. For a circular QD 
with N = 2 and 6 electrons, the addition energy exhibits a 
large value, which corresponds to the completely filled shell 
structure. For a QD with N = 4 and 9 electrons the spin- 
polarized half-filled shell structure becomes the slightly 
more stable state owing to the exchange effect between 
spin-parallel electrons. For elliptical QDs containing four 
electrons, we found a transition from the spin-triplet state 
to the spin-singlet state with increasing asymmetry of the 
QDs. In a triangular QD, slightly stable states resulting 
from the localization of the electrons at the corners are 
expected for N = 3, 6 and 9, which may be interpreted in 
terms of a geometrical effect. 
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Abstract. The conductance of open quantum dot devices is shown to reveal a 
series of strikingly periodic oscillations as the negative bias applied to their defining 
gates is varied at zero magnetic field. These surprisingly regular oscillations persist 
with unaltered characteristics over a wide range of gate voltages, suggesting that 
the intrinsic transport properties of these devices are dominated by the selective 
excitation of a small number of stable orbits. 

Recently, much interest has focused on the connection 
between the classical scattering properties of quasi- 
zero-dimensional quantum dot structures and their low- 
temperature electrical characteristics [1]. These devices are 
typically realized using standard surface gate techniques 
and are connected to external reservoirs by means of 
quantum point contacts (figure 1, left inset). With these 
openings configured to support one or more propagating 
modes, the dot is strongly coupled to the reservoirs and it 
has been suggested that its discrete level spectrum should be 
obscured by broadening effects [2,3]. More recent studies 
have demonstrated, however, that in the presence of this 
coupling the main effect is in fact a selective excitation of 
dot eigenstates by the input point contact [4-9]. In other 
words, the introduction of coupling between the dot and 
the charge reservoirs filters the effective density of states 
that is probed in transport measurements [9]. The origin of 
this filtering effect in turn lies in the collimating action of 
the quantum point contacts, which inject electrons into the 
quantum dot in a highly directed beam [4-6,9]. 

Evidence for the selective nature of electron transport 
in open quantum dots is provided by the results of 
weak-field magnetotransport experiments. At sufficiently 
low temperatures, phase coherence of the electrons 
is maintained over long distances and the magneto- 
conductance reveals a series of quasi-periodic oscillations 
[7,8]. Quantum mechanical simulations of electron 
transport through these devices reveal the presence of 
striking wavefunction scarring, the intensity of which 
oscillates in a similarly periodic manner as the magnetic 
field is varied  [4,5].     Semiclassically,  the scarring is 
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Figure 1. Variation of the resistance of a 0.4 /xm quantum 
dot with gate voltage at zero magnetic field and at a 
temperature of 0.01 K. Broken lines are merely intended to 
indicate the expected positions of the resistance plateaux 
for two quantum point contacts in series which add 
ohmically. Left inset: SEM micrograph of a 1 /xm quantum 
dot whose gate design is similar to that of all dots studied 
here. Right inset: variation of the resistance of a 1 jim 
quantum dot with gate voltage at zero magnetic field and at 
a temperature of 0.01 K. 

understood to result from the predominance of a few 
selectively excited orbits, which precess around the dot 
under the influence of the Lorentz force and which 
ultimately give rise to the non-uniform accumulation of 
probability density that the scarring implies. A natural 
question  therefore  concerns   whether  evidence   for  the 

0268-1242/98/SA0004+03$19.50   © 1998 IOP Publishing Ltd 



Intrinsic stable orbits in open quantum dots 

o 
3 
Q 
Z 
o o 

-0.9 -0.8 -0.7 
GATE VOLTAGE (VOLTS) 

-0.6 

Figure 2. Conductance-gate voltage characteristic for the 
resistance data shown in figure 1. Broken lines again 
indicate the positions of expected plateaux for point 
contacts which add ohmically. Inset: subtraction of a 
monotonic background from the raw data shown in the main 
figure yields a strikingly regular, oscillatory component. 

existence of these stable orbits can be inferred in the 
absence of an applied magnetic field. In this paper, 
we address this issue by studying the gate voltage 
dependent variation of electron transmission through open 
quantum dots at zero magnetic field. Reminiscent 
of previous magnetotransport studies [7,8], the low- 
temperature conductance of the quantum dots is found to 
exhibit a series of regular oscillations as a function of gate 
voltage [10-15]. The oscillations persist over a wide range 
of gate biases and autocorrelation and Fourier analyses 
confirm their periodic nature, in turn implying that the 
zero-field transport properties of these devices are indeed 
dominated by a small number of stable orbits. 

In this report, we summarize the results of studies of 
more than ten different quantum dots and, while space 
limitations prevent an exhaustive review, we emphasize 
that the selected results presented here may be taken as 
representative of typical device behaviour. The quantum 
dots were realized in GaAs/AlGaAs heterojunction material 
using the split-gate technique and ranged in lithographic 
size from 0.4 to 2 /zm (figure 1, left inset) [1]. After 
illumination with a red LED at liquid helium temperatures, 
the Hall bars on which the gates were patterned were found 
to have carrier densities of (4-5) x 1015 m~2 and mobilities 
of 20-70 m2 V-1 s_1. The samples were clamped 
to the mixing chamber of a dilution refrigerator and 
their transport properties were measured at zero magnetic 
field. Standard lock-in techniques were employed and an 
excitation voltage of less than 3 /AV was used for the 
current-biased measurements. 

At temperatures of order a few kelvins or so, sweeping 
the gate voltage in experiment is found to give rise 
to a smooth variation of the resistance of the quantum 
dots, revealing clear evidence for the roughly quantized 
plateaux that are expected for pairs of quantum point 
contacts aligned in series [16] (not shown here).    On 
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Figure 3. Autocorrelation function of the conductance 
oscillations shown in the inset to figure 2. In order to avoid 
the usual confusion associated with poor statistics in the 
tail, each value of the correlation function is obtained by 
averaging over a fixed number of data points [7]. Inset: 
Fourier power spectrum of the conductance oscillations 
shown in the inset to figure 2. 

lowering the temperature to well below 1 K, however, these 
smooth characteristics become obscured by reproducible, 
resonant-like fluctuations (figure 1). While it might be 
speculated that the fluctuations somehow arise from the 
presence of unintentional impurities within the quantum 
dots, we emphasize that they are found to be a generic 
feature of low-temperature measurements. A comparison 
of the results obtained before and after low-temperature 
illumination suggests that the oscillations do not result from 
an impurity scattering effect, as might be speculated, but 
instead reflect the fundamental properties of the quantum 
dots. In particular, prior to improving the electron mobility 
with illumination, the oscillations are found to be very 
strongly suppressed. The oscillations are ubiquitous to 
illuminated devices, however, and, since illumination is 
expected to result in improved screening of impurities, this 
in turn suggests that the oscillations are not related to the 
presence of unintentional impurities in these devices. 

Closer inspection of the fluctuations obtained on 
sweeping gate voltage reveals a highly periodic nature that 
persists across a wide range of this parameter (figure 2). 
In figure 3, we show the results of autocorrelation and 
Fourier analyses of the conductance oscillations. The 
correlation function is plotted in the inset of this figure and 
shows periodic oscillations across its entire tail, as well 
as significant regions of negative excursion. Consistent 
with this, the Fourier power spectrum of the same 
data shows a strong fundamental peak with evidence 
for second and third harmonics (figure 3). Periodic 
conductance fluctuations were previously reported in weak- 
field magnetotransport studies of these devices and their 
correlation functions and Fourier spectra were found to 
reveal the same characteristics as those obtained here [7,8]. 
In particular, the simple periodicity of the magnetically 
induced fluctuations was found to result from distinctive 
scarring of the electron wavefunction, produced by the 
remnants of a few semiclassical orbits [4,5]. The strikingly 
similar characteristics obtained on sweeping either magnetic 
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field or gate voltage suggest that these selected orbits 

persist in the absence of an applied magnetic field. In 

other words, the predominance of a few stable orbits in 

transport is an intrinsic characteristic of these quantum 

devices. While conductance oscillations as a function of 

gate voltage have been reported previously [10-151, the 

underlying periodicity of these and their connection to the 

selective excitation of stable orbits have not been widely 

appreciated until now. 

At this point, it is instructive to consider the 

implications of our findings in further detail. When 

studying the transport properties of open quantum dots, it 

is frequently assumed that their discrete eigenspectrum is 

obscured by virtue of the coupling introduced to the external 

reservoirs [2,3]. This in turn allows the assumption 
of ergodicity, in the presence of which the conductance 

may be expressed as a uniform sum over all possible 

semiclassical paths. Given such a model, the conductance 

is then expected to exhibit highly aperiodic fluctuations 

as a function of magnetic field or gate voltage, either of 

which may be used to modulate the phase of the electron 

wavefunctions. Such behaviour is clearly not apparent 

here (or in magnctotransport studies [7,8]), indicating that 

the transport properties of these devices arc dominated 

by the selective excitation of a small number of orbits. 

As is apparent from the inset to figure 2, the periodicity 
of the conductance oscillations is largely independent of 

gate voltage, suggesting these orbits arc highly stable as 

was previously inferred from our magnctotransport studies 
[7,8]. 

In conclusion, the zero-field conductance of open 
quantum dot devices exhibits strikingly periodic oscillations 
which persist unaltered across a wide range of gate voltages. 

The simple periodicity of the oscillations is confirmed by 
autocorrelation and Fourier analyses and their persistence 

over a wide range of lead openings suggests that the 

transport properties of these devices are dominated by the 
selective excitation of a small number of stable orbits, even 

in the absence of an applied magnetic field. Future studies 
will focus on the detailed comparison of these experimental 

results with realistic quantum mechanical simulations of the 

devices [17]. 
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Abstract. The fluctuations of a square quantum dot have been studied as a 
function of the dot width. Measurements were made at magnetic fields ranging 
from the zero-field to edge-state regimes. The experimental results are compared 
with numerical quantum calculations and semiclassical periodic orbit theory. 

It is well established that at low temperatures the 
magnetoconductance of submicron quantum dots defined 
in high-mobility 2DEGS exhibits fluctuations and a weak 
localization peak originating from the wave interference of 
the phase-coherent ballistic electrons [1].    A great deal 

of attention both experimental and theoretical has been 
devoted to the statistical properties of the fluctuations [1- 
7]. There is, however, a second related question which 
is being addressed, namely whether one can predict the 
specific frequencies of the fluctuations from the lithographic 

a) Experiment b) Theory 
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Figure 1. (a) Measured magnetoresistance of the dot at T = 7 K. The dot (450 nm by 490 nm) is defined by four 
independently controllable gates; see inset. Different traces correspond to different plunger gate voltages, (fa) Calculated 
magnetoresistance of a rectangular dot (see inset) (L = 500 nm). The transverse side, W = 800, 600 and 400 nm (top to 
bottom); electron density, n = 2 x 1015 rrr2. 
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Figure 2. (a) Smoothed density of states of an isolated rectangular dot and its Fourier transform (FT) as a function of the 
transverse size, W. Horizontal bars and an arrow mark the expected contributions from several shortest periodic orbits which 
are schematically depicted in the figure (see text for details), (b) Calculated conductance oscillations (with a smooth 
background subtracted) and their FT for the open dot (depicted in the right inset); 6 = 0. (Parameters of the dots in (a), (b) 
are similar to those of figure 1(b); corners of the dot are rounded.) (c) Measured low-field conductance oscillations (with 
smooth background subtracted) and their FTs as a function of the effective transverse size, Weff. The three upper curves 
correspond to different finger gate voltages setting two, three or four modes in the constrictions at 6 = 0 T. 

shape of the device [5,7-14]. In this regard the periodic 
orbit approach [15,16] has proven to be very successful in 
the interpretation of the observed and calculated fluctuation 
frequencies. These fluctuations are usually observed 
experimentally as a function of magnetic field [1,3- 
7]. This, however, leads to a problem of interpretation. 
As the magnetic field is raised the zero-field periodic 
orbits are quickly distorted, become less stable and may 
eventually vanish [14]. In this paper in contrast we perform 
measurements as a function of the dot width at fixed 
magnetic fields. 

The device consists of a (lithographically) rectangular 
quantum dot whose geometry is defined by four 
independently controllable gates. The gates were deposited 
on a very-high-mobility AlGaAs/GaAs heterostructure. An 
SEM micrograph of a device similar to the one used is 
shown in the inset of figure 1(a). One gate defined the top 
edge of the dot. Two finger gates were used to complete 
the entrance and exit potentials of the dot while a fourth, 
the plunger gate, was used to control the width of the dot. 

Fully quantum calculations are made to compare with 
the  experimental   data.      These   are   performed   within 
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the Landauer formalism which relates the two-terminal 
conductance of the device, G, and the transmission 
coefficient by the formula G = (2e2/h)T. A 'hybrid' 
recursive Green's function technique [17] (note that 
the magnetic field is included both in the leads and 
the dot regions) is used to compute T. In a few 
cases (e.g. figures 1(b) and 3(b)) a phenomenological 
imaginary optical potential is introduced to mimic the 
effects of temperature and inelastic broadening. Hard-wall 
confinement and a flat potential inside the dot are assumed 
for simplicity. Self-consistent calculations based on the 
Thomas-Fermi approximation have shown that this is a 
good approximation for the actual confinement of a square 
dot [18]. 

In order to achieve the required quantitative analysis of 
our experiment it was necessary first to calibrate extensively 
the parameters of the dot itself. The number of modes in 
the entrance and exit leads could be set accurately because 
of extensive edge-state backscattering experiments for 
different applied gate voltage combinations. The classical 
ballistic features which dominate the dot magnetoresistance 
at elevated temperatures (>2K) have been used to extract 
information on the dot electron density. Figure 1(a) shows 
the experimental results taken at 7 K for three different 
plunger gate voltages. Results of numerical calculations 
at T = 0 are shown in .figure \(b). The gross features 
are in good agreement. The peak in conductance at Bc 

corresponds to a conductance enhancement related to the 
classical magnetic focusing trajectory illustrated in the inset 
of figure 1(b). Similar magnetic focusing features have 
been seen previously in various geometries [1,11,19,20]. 
From the position of the peak 2rc = L at B = Bc we 
estimate the dot density, n, to be 0.67 x 1015 m~2. We 
used a value of L = 400 nm and assumed a constant 
density. It is important to note that the uncertainty of L 
had surprisingly little effect on the zero-field interpretation 
of the characteristic frequencies of oscillations while the 
above calibrations confirmed that, over our small plunger 
gate voltage range, the density changed by only a small 
amount. Measurements made at higher fields (which will 
be described in detail elsewhere) in the edge-state regime 
as well as Coulomb blockade measurements were used to 
relate the variation of the plunger gate voltage to changes 
in dot size. 

Previous related studies have shown that transport 
through open dots is mediated by the resonant states 
associated with eigenstates of the corresponding closed 
structure [9,11,12]. This implies that conductance 
oscillations can be related to the variation of the oscillating 
part of the quantum mechanical density of states of the 
isolated dot. In turn, a semiclassical Gutzweiller periodic 
orbit theory [15,16] provides a powerful tool to explain and 
analyse the density of states of an isolated device in terms 
of several shortest periodic orbits of the corresponding 
classical system. Consider first, therefore, figure 2(a) 
where we plot the results of a quantum calculation of 
the smoothed density of states of an isolated rectangular 
dot as a function of its width, W, at B = 0. The 
FT confirms that the density of states contains several 
components which are directly related to specific families 

0.00 0.05 0.00 0.05 
MAW, eff VAW. eff 

Figure 3. FTs of the measured conductance oscillations in 
the field region 0.075 T < B < 0.525 T. •, frequency of the 
Aharonov-Bohm oscillations. 

of periodic orbits. These are identified in the figure (note 
that the orbits can be classified in the usual way by the 
number of collisions with the vertical and horizontal walls 
[16]). Of course, certain periodic orbits, e.g. (1,0), do 
not contribute to the fluctuations since they are not to 
first order affected by the plunger gate. Orbits other than 
the (0, 1) orbit are quasi-periodic since the period varies 
slightly with the width. However, it is important to stress 
that the ranges of quasi-periodicity for specific families 
of periodic orbits do not, as a rule, overlap (the ranges 
are shown as bars in the figure). Figure 2(b) shows the 
theoretical results for the conductance fluctuations for an 
open dot and reveals that these are dominated by the 
same periodic orbits as the isolated dot. The FT of 
the conductance fluctuations, with a smooth background 
removed, is found to contain the identical peaks. Finally 
these results are compared with experiment in figure 2(c). 
The top three curves show the conductance fluctuations and 
related FTs for three different lead conditions (containing 
two, three and four modes) at B = 0. It can be seen 
that the experimental results are in good agreement with 
the theoretical model (note that the same periodic orbits 
are responsible for the fluctuations). For the calculations, 
L, and the density, ns, are L = 500 nm and ns = 
2 x 1015 m-2, which are slightly different from the 
experimental parameters. This is the only reason why 
the FT peaks appear at slightly different positions for the 
experimental traces. 

The fact that the behaviour is very similar for different 
numbers of modes in the leads is important since it indicates 
that the fluctuations are fundamentally a property of the dot 
and not simply a reflection of the coupling of the leads to 
the eigenstates of the dot. The lower two curves are taken at 
25 mT and 50 mT. They reveal that for these very low fields 
the same periodic orbit governs the fluctuations. At such 
low fields the periodic orbits are only slightly distorted from 
their zero-field counterparts. This behaviour only occurs, 
however, for very low fields. In figure 3 we plot the FT as 
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the magnetic field is increased. Between 0.1 T and 0.2 T 
the fluctuations have a much smaller amplitude and the FTs 
become much smoother, containing no significant peaks. 
While periodic orbit theory is still valid in this regime it is 
likely that the stability of the orbits is dramatically reduced 
resulting in a less significant contribution of individual 
periodic orbits to the fluctuations (i.e. a smaller Liuponov 
exponent). 

At magnetic fields above 0.25 T (i.e. B > Bc) a sharp 
peak develops in the FT. This peak moves gradually to a 
larger value of l/AWe/f as the magnetic field is increased. 
The full circles mark the position of the period predicted 
by the Aharonov-Bohm formula (AW L = \/B<S>). It is 
clear that the peak follows the Aharonov-Bohm formula. 
It is important to note that at these fields the transport is 
still not mediated by edge states and yet the Aharonov- 
Bohm formula describes the periodicity of the fluctuations 
convincingly. Finally, as the edge-state regime is reached 
at higher fields the period obtained is simply that predicted 
from the Aharonov-Bohm period. 

In this paper we have studied conductance fluctuations 
in a square dot as a function of the width of the dot at fixed 
magnetic fields. We have discovered different behaviours 
in a variety of magnetic field regimes. 
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Abstract. We study the effect of mode coupling on the magnetoconductance 
fluctuations of a square ballistic quantum dot fabricated in AIGaAs/GaAs 
heterostructure material and defined by Schottky gates. Structures prepared allow 
for the independent variation of the number of propagating input and output modes 
and their coupling to the main cavity. While adjusting the opening of the input and 
output point contacts changes the number of modes allowed to propagate into the 
dot, the excitation from a quantum wire creates an additional selection rule. 
The autocorrelation and Fourier analyses of the fluctuations demonstrate that the 
formation of the quantum wire has a strong effect, not only on the average 
conductance of the dot but also on the excitation of the semiclassical orbits within it. 

1. Introduction 

Several groups have recently presented magnetoconduc- 
tance studies in open quantum dots which have been in- 
terpreted surprisingly well using semiclassical arguments 
[1-3]. Recently, Akis et al have used classical and quantum 
mechanical simulations to enhance the semiclassical inter- 
pretations of experiments [4]. These simulations provide 
striking images of patterns, or scars, in the wavefunctions, 
which further motivate the application of semiclassical the- 
ories. The use of periodic orbit theory [5] for closed sys- 
tems in magnetic fields has been thought to explain qual- 
itatively the magnetoconductance fluctuations and energy 
level structure [6,7]. The emphasis is clear in these re- 
cent works; the semiclassical, intuitive notion of classical 
trajectories dominating the often counterintuitive quantum 
transport is surprisingly valid. 

Even more recently, the focus has been on the striking 
differences which remain between the predictions of theory 
for closed systems and the experimental and numerical 
results for open dots. It has been shown that only a few 
of the many available classical trajectories are selected 
for transport by the quantum point contact leads [4,8-11], 
owing to the momentum matching conditions imposed on 
the electrons entering the dot. This manifests itself in 
the wavefunction as collimation. To some, the imposition 
of leads on the closed system may be perceived as a 
nuisance. To others, it presents a further challenge of 
our understanding and its application to future devices and 
circuits. 

Here, we investigate the role of the mode coupling in 
the quantum point contact by changing the input from a 
two-dimensional electron gas (2DEG) to the modes of a 
quantum wire. Thus, we can modify explicitly the coupling 
from the environment to the modes of the lead and hence 
to the dot itself. Both the lead orientation and the lead 
opening have been varied in recent experiments and have 
been shown to affect the results [9,12]. Similar behaviour 
is expected in these experiments. 

2. Experiment 

Samples are fabricated on AIGaAs/GaAs heterostructure 
material with a patterned bulk mobility of 10 m2 V"1 s_1 

and carrier density of 1.5 x 1015 m~2 at 10 mK. Mesa isola- 
tion, ohmic contacts and interconnect metallization are pat- 
terned and processed using standard fabrication techniques. 
The final Schottky barrier gates, defining the dot and wire 
structure, were patterned by electron beam lithography and 
liftoff. The dot was lithographically designed to be 0.8 /im 
square with 0.1 /xm openings. The wire was designed to be 
1.2 /im wide and 6.0 /xm long. After depletion, the actual 
geometry of the dot was inferred from measurement to be 
0.6 /tm. The device is shown in figure 1. 

The characteristics of the wire and dot lead opening are 
determined at zero magnetic field. The dot openings and 
wire width are varied and their independent conductances 
are used as a rough guide for the number of propagating 
modes at each stage of the structure.     Measurements 
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Figure 1. Scanning electron micrograph of the device. 
Superimposed are labels of the electrical connections used 
for the experiment. 

of the magnetoconductance of the dot are performed at 
various configurations of wire width and dot lead opening. 
For all experiments, at most only one of the quantum 
wires is defined, providing the equivalent of an input- 
output impedance mismatch. Measurements are made 
using standard lock-in techniques at 10 mK in a dilution 
refrigerator. The overall constant current excitation of the 
device is kept well below kT to avoid electron heating. 

3. Results and discussion 

The conductance of the bare dot, with the wire gate 
voltage set to zero, versus lead opening voltage is shown 
in figure 2(a). In addition to a gradual decrease in 
the conductance as the dot gate bias is made more 
negative, reproducible fluctuations are observed. This 
particular behaviour is discussed by Bird et al [13]. In 
this experiment, the lead opening gates are part of the 
dot-defining geometry and therefore it is impossible to 
control the effective geometry of the dot and the opening 
independently. The result is a situation where the mode 
number and spread of the collimation are changing as well 
as the effective area of the dot. Recent magnetoconductance 
experiments and simulations suggest that the collimation 
condition does not change significantly enough with lead 
opening to have a drastic effect on the selected periodic 
orbits [9]. The major cause of the fluctuations is more 
likely to be a modulation of the effective area. 

At various dot lead voltages, the wire is additionally 
defined at one side, and its gate voltage is also varied. 
This produces dot conductance characteristics as shown in 
figure 2(b). The effect is a fairly regular modulation of the 
conductance as the input-output mode matching conditions 
of the dot are varied. This modulation depends on the 
overall conductance. As the dot leads are closed, the 
magnitude of the wire-induced modulation decreases and 
is always less than e2/h. We may consider the wire to be 
modulating the transmission of each mode in the lead but 
never completely eliminating any.  Therefore, the relative 
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Figure 2. Dot lead opening and wire gate characteristics. 
Schematics of the measurements are at the right, (a) Dot 
conductance versus dot gate voltage without the wire 
defined, (b) The result of wire gate voltage variation at 
constant dot lead opening voltage for two values of dot 
voltage. Arrows in both (a) and (b) represent bias 
conditions for the magnetoconductance results presented 
in figure 3. 

effect of the wire on the system is expected to be greatest 
when there are between two and five modes propagating in 
the quantum point contact. 

Magnetoconductance studies are performed to charac- 
terize the effects of both the lead opening and the wire gate 
voltage on the dot. At several combinations of lead opening 
voltage, the effect of the wire on the magnetoconductance is 
observed. Lead gate voltages are varied so that an estimate 
for the propagating modes in the quantum point contact is 
from less than one to three. A representative example of 
the magnetoconductance results is shown in figure 3. The 
magnitude of the fluctuations is <0.2e2/h and decreases 
with the average conductance of the dot. Note that both 
lead opening and wire gate voltages affect the nature of the 
fluctuations. 

In most cases magnetoconductance traces are fitted to 
remove the background behaviour and this fit is subtracted 
from the data. Autocorrelation functions and Fourier 
transforms are typically derived from this result. For 
ballistic quantum dots, the dominant fluctuation periods are 
thought to be associated with particular periodic trajectories 
in the system, although the theoretical basis for this is not 
well developed. An important difficulty is the fact that 
the magnetoconductance fluctuations are characteristic of 
a modulation of the density of states at the Fermi energy. 
The nature of these oscillations, although quasi-periodic, is 
non-stationary, unlike Aharonov-Bohm oscillations, which 
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Figure 3. Magnetoconductance results for varying 
wire voltages at two lead opening voltages. 
The measurement configuration is shown in figure 1. 
Only one of the wires is defined at a time. In both (a) and 
(b) a polynomial fit was subtracted from the original data. 
In (a) (VG(dot) = -0.069 V) the data are offset by 0.2e2/h; 
from top to bottom the wire gate voltages are 0, 0.2 and 
0.55 V. In (b) (VG(dot) = -0.078 V) the data are offset by 
0.1 e2//?; from top to bottom the wire gate voltages are 0, 
0.25 and 0.65 V. Note that, for the narrower lead opening, 
the amplitude of the fluctuations is roughly halved. 

are essentially independent of the absolute field over 
large ranges. In other words, the Lorentz force bends 
the classical periodic trajectories and must alter their 
associated fluctuation periods. Another difficulty is that 
there are several families of degenerate periodic orbits 
to consider. As a result, it is practically impossible to 
determine exactly which trajectories are contributing at a 
given magnetic field. Nonetheless, analyses such as this, 
on a finite window of the data, centred at a particular 
magnetic field have been the accepted tool for describing 
the fluctuations. The ideal, which is a useful and interesting 
interpretive result of periodic orbit theory investigations, is 
a decomposition of the fluctuations into the contributions 
of each periodic trajectory [6,7]. This would provide 
an intuitive semiclassical connection to the experimental 
results in quantum ballistic semiconductor billiards. 

As more detailed experiments are performed on 
these systems, the ambiguity of the analysis becomes 
unacceptable.      In   an  effort  to  remove  some  of the 
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Figure 4. Fourier analysis of the autocorrelation functions 
for the data of figure 3. The vertical axis of each panel is 
the centre of the autocorrelation averaging window in 
magnetic field. Brightness corresponds to higher spectral 
power. Relative powers corresponding to white are shown 
in the lower right corner of each panel. The left and right 
columns correspond to VbCdot) = -0.069 V (figure 3(a)) 
and VG(dot) = -0.078 V (figure 3(b)) respectively. The 
rows, from top to bottom, correspond to increasing wire 
gate voltages as in figure 3. For this sample the ratio of the 
cyclotron radius to an estimated side of the dot (0.6 /xm 
after depletion) is unity at about 0.1 T. A window of 0.2 T 
was used for the autocorrelation function centred at many 
points in magnetic field. The size of this window ensures 
that several periods in the fluctuations are sampled. 

ambiguity and it is hoped to identify subtle differences in 
the character of the fluctuations, a slightly more detailed 
analysis approach is taken here. After fitting the data 
to remove the background (with a low-order polynomial) 
autocorrelation functions are generated with a suitably 
large window centred at many magnetic field values. The 
Fourier transform of each segment is then assembled in a 
three-dimensional surface plot. In this way, the dominant 
periods in the data can be tracked through magnetic field. 
Although it is by no means a rigorous decomposition of the 
fluctuations, this analysis provides a useful 'fingerprint' for 
visualizing and interpreting the non-stationary phenomena. 

Results of the analysis for the magnetoconductance data 
of figure 3 are shown in figure 4. From this analysis 
it is clear that the selection of dominant periods varies 
with variations of both lead opening and wire width. The 
specific role of lead openings in the selection of these 
periods has been discussed previously [9,10]. As shown 
in figure 4, the dominant periods can be slightly shifted 
with a change in the effective dot geometry. It is also 
clear that the mode matching condition, modulated by 
the wire, at a constant lead opening, affects the observed 
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Fourier spectrum. With a change of wire width, the 
characteristic periods do not apparently change, but their 
relative strength over the entire range of magnetic field is 
altered. Also, the overall magnitude of the fluctuations is 
damped with decreasing wire width. Similar to the situation 
of the gate characteristics in figure 2(b), this effect is 
greatest when the overall conductance is low. An important 
observation is that the dominant periods do not appear to 
vary smoothly with magnetic field. Although it is not at 
present understood, we emphasize that this effect is not an 
artefact of the analysis. 

The current semiclassical theory for these structures 
does not normally account for these results. The lead 
collimation, and resulting selection of classical trajectories, 
might be accounted for by a modification of the sum 
of contributing periodic orbits [14]. Recent theoretical 
approaches have been proposed to account properly for the 
lead behaviour at zero magnetic field [15,16]. However, it 
is unclear exactly what role the quantum mechanical mode 
matching condition, complicated by the magnetic field, has 
in the semiclassical picture. 

4. Conclusion 

In conclusion, we have outlined a visualization technique 
which offers a more comprehensive study of quasi- 
periodic conductance fluctuations. Using this technique, 
the character of the fluctuations can be followed through 
magnetic field to allow a more detailed interpretation based 
on semiclassical theory. From experiment we observe that, 
by varying the input-output mode matching conditions of 
a ballistic quantum dot, the selection of classical periodic 
trajectories is modified without changing the relatively open 
nature of the dot itself. This has bearing on the application 
of these dots in more complex arrangements, or circuits, 
where the interaction between them is crucial. This feature 
also further complicates the adaptation of an intuitive 
semiclassical theory for these engineered systems. Future 
experimental studies and improvements to the semiclassical 
theory to account for open systems will it is hoped enhance 
this approach. 

Acknowledgments 

The authors wish to thank their collaborators at the Japanese 
Institute for Physical and Chemical Research (RIKEN) for 
use of the low-temperature measurement facilities. Electron 
beam lithography at ASU is performed on a RAITH 
Inc ELPHY system. This work is supported in part by 
the Office of Naval Research and the Defense Advanced 
Research Projects Agency. 

References 

[i 

[2 

[3 

[4 

[5 

[6. 

[7 
[8 

[9 

[10 

[11 

[12 
[13 

[14 

[15 

[16 

Chang A M, Barangcr H U, Pfeiffer L N and West K W 
1994 Phys. Rev.lett. 73 2111 

Marcus C M, Rimbcrg A J, Wcstcrvelt R M, Hopkins P F 
and Gossard A C 1992 Phys. Rev. Lett. 69 506 

Marcus C M, Wcstcrvelt R M, Hopkins P F and 
Gossard A C 1993 Phys. Rev. B 48 2460 

Bird J P, Ishihashi K, Ferry D K, Ochiai Y, Aoyagi Y and 
Sugano T 1995 Phys. Rev. B 52 8295 

Akis R, Ferry D K and Bird J P 1996 Phys. Rev. B 54 
17 705 

Brack M and Bhaduri R K 1997 Semiclassical Physics 
(New York: Addison-Wcsley) 

Richter K, Ullmo D and Jalabcrt R A 1996 Phys. Rep. 276 
2 

Blaschke J and Brack M 1997 Phys. Rev. A 56 182 
Bird J P, Olatona D M, Ncwbury R, Taylor R P, 

Ishihashi K, Stopa M, Aoyagi Y, Sugano T and 
Ochiai Y 1995 Phys. Rev. B 52 14 336 

Bird J P, Akis R, Ferry D K, Aoyagi Y and Sugano T 1997 
J. Phys.: Condens. Matter 9 5935 

Zozoulcnko I V, Schuster R, Bcrggrcn K-F and Ensslin K 
1997 Phys. Rev. B 55 10209 

Akis R, Bird J P and Ferry D K 1996 J. Phys.: Condens. 
Matter 8 L667 

Marcus C M et al 1997 Chaos, Solitons, Fractals 8 1261 
Bird J P, Akis R, Ferry D K, Cooper J, Ishihashi K, 

Ochiai Y, Aoyagi Y and Sugano T 1998 Semicond. Sei. 
Technol. 13 to be published 

Ferry D K, Akis R and Bird J P 1998 Supcrlattic.es 
Microstrnct. 23 611 

Schwicters C D, Alford J A and Dclos J B 1996 Phys. Rev. 
B 54 10652 

Wirtz L, Tang J-Z and Burgdörfer J 1997 Phys. Rev. B 56 
7589 

A14 



Semicond. Sei. Technol. 13 (1998) A15-A17. Printed in the UK Pll: S0268-1242(98)91871-5 

Low-temperature magnetotransport in 
ballistic quantum dots and wires 

Y Ochiaij, L-H Linf, K Yamamotof, K Ishibashi}, Y Aoyagii, 
T SuganoJ, J P Bird§, D Vasileska§, R Akis§ and D K Ferry§ 

t Department of Materials Science, Chiba University, 1-33 Yayoi-cho, lnage-ku, 
Chiba 263, Japan 
i. Nanoelectronic Materials Laboratory, RIKEN, 2-1 Hirosawa, Wako, 
Saitama 351-01, Japan 
§ Nanostructures Research Group, Arizona State University, Tempe, 
AZ 85287-6206, USA 

Received 7 December 1997, accepted for publication 11 March 1998 

Abstract. We have studied the low-temperature magnetotransport in quantum dots 
and wires. Using the correlation function and electron focusing methods, we 
observed evidence for the presence of a stabilized orbit in the dot and wire. We 
have also studied a geometry-induced fractal behaviour of the magnetotransport in 
the quantum dot and wire, which confirms the regularity of the dominant orbits. 

In submicron-sized quantum devices, electronic transport is 
considered to occur via only a few discrete quantum states 
so that the transport trajectory relates to a characteristic 
wavefunction 'scarring' [1]. The scarring constitutes a di- 
rect manifestation of classical mechanics in the quantum 
transport properties of the devices and can be probed ex- 
perimentally through the application of a magnetic field [2]. 
This scarring may even be observed in an open structure 
such as corrugated quantum wires and is thought to be con- 
nected to the observation of backscattering peaks in their 
low-temperature magnetoresistance (MR) [3]. On the other 
hand, geometry-induced fractal behaviour was recently pre- 
dicted for conductance fluctuations in mesoscopic systems 
and was attributed to the trajectory trapping effect in mixed 
(chaotic-regular) phase space [4-6]. 

In this report, we present results of magnetotransport 
studies performed in a ballistic quantum dot and wire based 
on the fractal behaviour in both of the systems by analysis 
of the fluctuations themselves. 

All devices have been realized through the standard 
split-gate technique on the surface of a high-mobility 
GaAs/AlGaAs wafer. The wafer is patterned into a 
standard Hall bar geometry with a width of 80 /zm with 
a voltage probe separation of 200 /im. The electron carrier 
density and mobility are respectively 4.1 x 1015 m-2 and 
20 m2 V"1 s"1 for the dot and are 2.7 x 1015 m~2 and 
48 m2 V-1 s-1 for wire. The quantum dot is patterned 
as a rectangular or a stadium-like geometry, consisting of 
one centre split gate and two quantum point contact (QPC) 
leads. The lithographic dimensions of the dot are roughly 
0.8 x 0.8 /im2 (see inset of figure 2), while the measured 
mean free path in the bulk wafer is 2.2 /um. Thus, the dot 
system is expected to be ballistic in nature. The designed 
length and width of the corrugated quantum wire were 3.0 

2650 

2600 

2550 

2500 

Figure 1. Low-temperature MR of the dot array system of 
the corrugated gated wire at low fields. 

and 1.0 /im, respectively. The corrugation tips with 0.2 um 
height and 0.1 ßm length were located at both of the wire 
walls with a period of 0.7 fim (see inset of figure 3). Then 
it can be considered as a dot array system. 

At temperatures of the order of 1 K and below 
reproducible and highly regular oscillations are observed 
in the MR of the dot as shown in figure 1. As we discuss 
below, in the region near zero magnetic field for both types 
of dots, we observe a sharp peak of the MR thought to be 
due to ballistic weak localization (WL) [7-9]. Reproducible 
fluctuations due to ballistic electron interference are also 
observed. The correlation function analyses are performed 
for the low-field MR. While the initial decay can be used 
to define a correlation field Bc, the dominant feature is 
the oscillatory behaviour. This periodic nature becomes 
stronger as Vp, the voltage of the gate bias at the QPC, 
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Figure 3. The exponent y and fractal dimension DF as a function of the channel conductance, N, for dot array. 

increases, reducing the number of modes in the QPC 
[10,11]. A preliminary analysis of the periodic oscillations 
at Vp = —0.50 V has been given previously [10], where 
it was shown that a 70 T_1 component was prominently 
observed in the FFT analysis for both the experiment and 
a theoretical simulation. If one applies a flux quantization 
criterion to this observed frequency, the average area of the 
orbit corresponds to 0.3 /xm2, one-half of the dot area, a 
result in keeping with earlier observations [2]. For only a 
few electron channels in the dot, highly regular oscillations 
are observed in the FFT analysis of the correlation function 
of the low-field magnetoconductance and are thought to 
be due to a regularly recurring wavefunction scarring [12]. 
However, the fundamental frequency of the oscillations is 

low and the estimated area is smaller than the dot area by 
one order of magnitude. This reduction can be explained 
by the flux cancellation effect due to a stabilized electron 
orbit with an hourglass-type trajectory [12]. 

Next, we focus on the fractal behaviour of the transport. 
For a Gaussian random process, electron transport described 
by a fractal Brownian motion has been shown to exhibit a 
variance of the magnetoconductance fluctuation ((AG)2) 
proportional to (AB)y [4,5]. The exponent y is in 
turn related to the fractal dimension through the relation 
Df = 2 — y/2 [4]. The experimental field resolution is 
~0.1 mT. This provides a significant range of fields over 
which the fractal dimension can be estimated. The upper 
limit of the useful field is Bc, which is located near 1 mT 
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for the dot. Below 1 mT, it may be seen that the slope 
of the resulting curve of {(AG)2) is almost 2 as shown in 
figure 2, although the exponent y seems to deviate slightly 
from the quadratic relation as the gate voltage is varied, y 
and Dp are shown in the inset of the figure as a function of 
the gate conductance, N, scaled by 2e2/h for only a few 
electron channels in the dot. This result leads to a fractal 
dimension of ~1, which is suggestive of linear transport 
along a classical regular orbit. 

As for the dot array system (corrugated quantum wire), 
the results for both y and Dp are shown in figure 3. 
Although we obtained Dp ~ 1 for the dot, scattered values 
of DF from 1.0 to 1.6 are observed in the wire. In the wire, 
since the WL lineshape of the corrugated wire can be almost 
fitted with a Lorentzian, the stabilized trajectory seems to be 
difficult to realize in all cases. Near JV = 5 in figure 3, Dp 
is almost unity as in figure 2 and electron focusing peaks are 
usually clearly observed in low-field MR [3]. At N > 5, 
the clarity decreases. When we control the gate bias, the 
shape of the dot array changes slightly; it reflects a large 
change of the trajectory of the transport. If the stability of 
the electron orbit is sensitive to the change of the scattering 
nature of the potential wall, the change of Dp is expected. 
Therefore the fractal nature strongly depends on the details 
of device geometry. Clear wavefunction scarring is also 
suggested in the corrugated quantum wire [3]. 

In conclusion, we have studied the low-temperature MR 
of a gated ballistic quantum dot and wire based on the 
fractal nature of the transport. Variation of the voltage 
applied to these split gates allows us to tune the shape of 
the quantum dot or wire and thus to investigate the stability 
of the orbits which are thought to be responsible for the 
fractal behaviour. The fractal behaviour in the dot and 
wire leads to Dp ~ 1 for a stable trajectory, confirming 
the regular nature of the orbits which are most likely to 
be stable orbits even in the stadium-shaped dot (where the 
classical dynamics is normally thought to be chaotic). 

Magnetotransport in quantum dots and wires 
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Abstract. We have performed numerical simulations of the quantum mechanical 
transport and corresponding wavefunctions in square quantum dots. In order to 
obtain a better understanding of the role of leads in transport, we examine the 
conductance as a function of both magnetic field and energy for two different lead 
configurations and compare these results with a 'closed' dot connected to the 
external environment by two tunnelling barriers. 

Recently, studies of magnetotransport fluctuations in 
circular quantum dots connected to leads have used simple 
tunnelling models in order to explain the results [1,2]. 
The conclusion drawn was that the periodic nature of 
the fluctuations could be understood almost exclusively in 
terms of the density of states of the closed dot, even with 
several modes passing through the leads. On the other hand, 
studies of magnetotransport fluctuations in square dots have 
taken an entirely different point of view, suggesting that the 
leads are of primary importance [3-5]. In this regard, it has 
been found that the diffraction effect due to the quantization 
of modes in the leads causes the electrons to enter the dot 
in collimated beams and it is believed that this collimation 
is responsible for a highly selective excitation of dot states. 
In hand with this, 'scarred' wavefunctions, which have 
amplitude maximized along a particular periodic classical 
orbit (in particular, a diamond-shaped orbit), have also been 
seen in simulations of open quantum dots [3-5]. These 
scars appear at resonances in the conductance and can occur 
periodically, with periodicities apparently coinciding with 
peaks in the Fourier power spectrum of the conductance 
fluctuations [3,4]. 

In this paper, to clarify further the role of the leads, we 
employ a stabilized variant of the transfer matrix approach 
[6] to study the magnetotransport and corresponding 
wavefunctions of square quantum dots. Specifically, we 
examine the conductance, G, as a function of both Fermi 
energy, E, and magnetic field, B, for several different 
configurations, including one in which the dot is 'closed' 
and transport is allowed via two tunnelling barriers. As will 
become apparent, studying the three-dimensional function 
G(E, B) provides a very graphical way to see first hand the 

periodicities that occur in the conductance. Among other 
results, we find that, when the input and output leads arc 
aligned at the top of the dot, a very regular cross-hatched 
pattern results, particularly as the dot is progressively made 
more open. The grooves evident in these patterns in many 
cases coincide with points where the scars occur. 

Because of space limitations, wc refer the reader 
elsewhere for the mathematical details [4,6] and begin 
simply with our results. In figure 1, wc show several 
plots of G(E, B) versus E and B, with darker shading 
corresponding to higher conductance. In each case, the 
quantum dot under study is 0.3 ßm square, which is 
approximately the same size as a dot with top aligned leads 
that was studied experimentally and found to yield periodic 
conductance fluctuations [3]. The typical electron density 
found in the experimental dots was ~4x 10" cm-2, which 
corresponds to the lower part of the Fermi energy range wc 
examine here, 14-15.5 meV. In the simulations, the dots 
are connected to waveguides that extend outward to ±oo. 
Being 0.3 /zm wide, these typically support ~16 modes in 
our calculations over the given energy range. It should also 
be noted that in this energy range the ratio of the cyclotron 
radius to dot size is of the order of ~1.4 for the highest 
fields considered here (B = 0.25 T). 

In figure 1(a), we show G for the case where the dot 
is enclosed by two tunnelling barriers 0.05 /zm thick, with 
the potential barrier height being 15.5 meV, which was 
sufficient to ensure that most of the transmission was of a 
resonant nature over the given energy range. Importantly, 
since transmission here occurs along the entire length of 
the barriers, there is no specially favoured point or angle of 
entry into the dot in this case. As one would expect in the 
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Figure 1. Grey-scale images of G(E, B) versus E and S 
are plotted for (a) a 0.3 ^m square dot formed by two 
tunnelling barriers, (b) a dot with top aligned leads and (c) 
a dot with centrally aligned leads. Here, darker shading 
indicates higher conductance. 

tunnelling regime, the 'spiderweb' pattern of intersecting 
lines in this picture closely resembles the energy level 
structure for a closed dot (see, for example, the calculations 
of Richter et al [7] and the experiments of McEuen et al 
[8], Tarucha et al [9] and Zhitenev et al [10]). It should 
be noted that the shading in this instance was done on 
a logarithmic scale, so that the fainter lines are actually 
several orders of magnitude lower in conductance than the 
darkest spots (the highest value of G here is ~2e2/ h). 

In contrast, figure 1(b), shows results for the case where 
the dot is connected to the outer waveguides by leads that 
are at the top edge of the dot. These leads are formed by 
essentially infinitely high tunnelling barriers that have had 
the top section removed (the dot geometry can be seen in 
figure 2). Here, the width of these leads has been adjusted 
to permit between four and five modes to propagate over 
the given energy range. The conductance here ranges from 
~2e2//i to ~8e2//j and the shading here is on a linear 
scale. Despite the fact that the dot is 'open', there is 
still resonant behaviour, as indicated by the strong lines or 
grooves that are superimposed on the conductance. As with 
the tunnelling picture, there are upward-bending parabolic 
lines of resonances, but superimposed on these are a series 
of almost parallel lines, tilted to the left and the right, 
forming a very regular cross-hatched pattern. Given this 
result, it is easy to understand why dots of this configuration 
would yield periodic conductance fluctuations. Figure 1(c) 

shows what occurs when the input and exit leads are shifted 
to the middle of the dot, with the leads now supporting three 
modes. In this case, the pattern does not appear as regular. 
Moreover, it is apparent that many of the resonant grooves 
are in different locations. 

In order to obtain physical insight into the conductance 
features shown in figure 1, one must look at the dot 
wavefunctions. In figure 2(a) we plot \ijr(x,y)\ versus x 
and y for a dot with the leads on the top edge. Here, 
we have set E = 14 meV and B = 0.128 T, which 
corresponds to the 'X' drawn on figure 1(b). Evident here 
is the diamond scar seen in previous work [3,4]. Also 
apparent is the diffraction effect of the exit lead, which 
causes the electrons to come out in downward-pointing 
beams (there is some bending done by the magnetic field, 
but that only partially accounts for the effect seen here). 
Note that the 'X' falls on one of the sharp, tilted grooves. 
Importantly, this scar occurs along the entire length of the 
groove, at least where it remains sharp (as one might expect, 
the scar fades as the groove dissipates). Moreover, similar 
diamond scars are observed along several sharp grooves 
that run parallel to it. The end points of these grooves 
are indicated by the arrows in figure 1(b). In figure 2(b), 
we plot \f(x,y)\ for E = 15.1 meV and B = 0.0 T, 
which corresponds to the 'Y' on figure 1(b), which lies 
on one of the parabolic grooves. Here the wavefunction 
shows a sine-wave pattern which uniformly fills the dot. 
A virtually identical pattern occurs in the same location 
in the tunnelling dot. The wavefunction corresponding to 
'Z' (E = 15.25 meV and B = 0.112 T) is plotted in 
figure 2(c). Here we see a 'bouncing ball' pattern that 
bears some similarity to that in figure 2(b), which probably 
is not surprising since it falls on the same parabolic line 
and probably represents essentially the same state evolved 
by the magnetic field. Finally, in figure 2(d), we plot 
\f(x,y)\ for the centred lead dot, setting E = 15.5 meV 
and B = 0.022 T. This corresponds to the 'X' in figure 1(c), 
which runs along a groove. Interestingly, this picture looks 
like what might be described as an 'antiscar', with the 
amplitude minimized along the diamond pattern. Indeed, 
if we just look at a single point contact in this case, 
the wavefunction amplitude would exit that contact in a 
V-shaped jet owing to the diffraction effect of the lead 
[11] (such a jet exiting the dot is very faintly visible in 
the picture). That said, it is likely that the orbits that are 
responsible for this pattern are a pair of tilted rectangular 
orbits which bounce between the diagonal corners of the 
dot. These have been observed elsewhere [4,12]. One may 
ask why the apparently scarred wavefunctions lie along the 
linear grooves while the parabolic grooves seem to yield 
wavefunctions that show a more uniform excitation. In 
closed circular dots, the energy level structure follows the 
Darwin-Fock spectrum [13], which depends on radial and 
angular momentum quantum numbers, n and /, respectively. 
Importantly, £„,/ has terms both parabolic and linear with 
magnetic field, with the linear term being proportional to /. 
Thus, states with higher angular momentum will show more 
linear behaviour. Perhaps something similar is happening 
here in the square dot. It should be noted that a current 
flow diagram of the diamond scar clearly shows circulation 
along the scar in one direction [14]. 
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(a) (b) 

(c) (d) 
Figure 2. |yr(x, y)| versus x and y is plotted for (a) a top lead dot at the values of E and B indicated by the 'X' in figure 1(b), 
(b) a top aligned dot at the point marked 'Y' in figure 1(b), (c) a top lead dot at the point marked 'Z' in figure 1(b) and (d) a 
central lead dot at the point marked 'Z' in figure 1(b). Darker shading corresponds to higher amplitude. 

What can we conclude from these results? Even with 

several modes propagating in the leads, the conductance 

for the open dots obviously shares many resonant features 

in common with the tunnelling dot, indicating that the 

closed dot density of states still plays an important role 
in determining the behaviour in the open system. On the 

other hand, from the shift in the positions of the resonant 

grooves with the different lead configurations, it is clear that 

the leads do play an important role as a spatial filter [15] 

which selects which dot states are resonantly excited in the 

open structures. Moreover, we find that certain resonance 

lines that appear in the conductance can be associated with 

scarring from a particular periodic classical orbit. 
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Abstract. Recently, experimental studies of magnetotransport in nominally square 
quantum dots have revealed a high degree of periodicity in the conductance 
fluctuations, with only a few apparently harmonically related frequencies dominating 
the power spectra. Analysis of dots of different sizes has revealed that there are 
unresolved issues regarding the scaling of the dominant frequency of the 
fluctuations. The experimental data appear to suggest that the dominant frequency 
scales with /\1/2, where A is the area of the dot. On the other hand, a semiclassical 
analysis of periodic orbits suggests that the scaling should be with area. In this 
paper, we attempt to resolve this issue by simulating dots of many different sizes 
using both quantum mechanical and classical approaches. 

Electron interference is an important process in mesoscopic 
devices and strongly influences their resulting electrical 
behaviour. For example, disordered systems are 
characterized by diffusive transport, in which quantum 
interference gives rise to weak localization and universal 
conductance fluctuations. Recently, similar fluctuations 
have been observed in ballistic quantum dots [1]. In 
these ballistic quantum dots, the carriers scatter only 
from the confining walls of the cavity, and the quantum 
interference arises from interactions among the various 
trajectories. Transport can be expected to involve just 
a few eigenstates which are excited by the collimation 
effect of the entrance quantum point contact [2]. This 
behaviour leads to reproducible, periodic fluctuations in 
the magnetoconductance, which are described by a few, 
harmonically related frequencies in the Fourier spectra of 
the fluctuations [3-7]. 

In general, the eigenvalue spectrum of the dot arises 
from a series of S functions located (in energy space) at each 
of the resonant eigenenergies of the dot cavity. Carrying 
this further, it is then possible to say that the density of 
states for the dot is 

p(£) = 2>(E - £„). (1) 

If the S function is replaced by its Fourier representation 
(in energy space) via the Poisson summation formula, then 
the integrals can be evaluated by the saddle-point method, 

and the density of states can be expanded into the form [8] 

m*a2      Ä      T /l 

-00 N 

~2Ma a    (2m* 

~~ÄTTh\~E 

1/2      oo 

Y,cos 
M=—oo 

h 
'-(2m*E)]/2 

(2) 

for a two-dimensional square billiard of side a. Here, the 
action is given through 

1 (2m*£)1/2 

-SMX,MJ =  T ^Mi.M2 n 
2(2m*£)1/2 

h 
a(M2 + M2

2)1/2 

/, 
to*1"63" 

nh (3) 

where M\ and M2 are the multiplicities of the primary 
periodic orbits defined through the quantization conditions 
/,-, i = 1, 2, LMl,Mi is explicitly defined within the equation, 
and pi is the phase space momentum. The second term of 
equation (2) is a boundary correction. 

The oscillatory density of states in a two-dimensional 
rectangular billiard in the presence of a weak magnetic can 
be written as [9] 

„*„1 00    /   j,    \l/2 
m*a2 v-vV *  V cos 

nO 

xcos I 
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<J> 
a2eB 

(4) 
M\ M-jh 

where V sums over primitive periodic orbits and n sums 
over the repetition of these orbits, M\ Mi must be an odd 
integer and the cyclotron radius must satisfy the condition 
rc ^> a. It is clear from this equation that the enclosed 
Aharonov-Bohm-like area is one-half of the dot area (or 
less for larger M). However, the experiment suggests that 
the period scales not with a2 — A but with a itself [10]. 
In fact, this derivation is incorrect. Even beyond the fact 
that the cyclotron radius cannot be ignored because of its 
size in the experiments, equation (4) does not represent 
the proper physics. We return to this point below, after 
examing the simulations. By expanding into a lattice of 
vectors representing the trajectories in equation (2), the 
sum in equation (2) (or the sum over the trajectories 
in equation (4)) can be more easily seen [11], as each 
trajectory and action 5r leads to one lattice point, identified 
by the integers M] and Mi. 

We have carried out simulations of the quantum 
transport through a square dot of sizes from 0.2 to 2.0 /im 
using a stable variant of the transfer matrix approach 
[2,12]. In addition, we have calculated the classical 
transport through the device by a numerical integration 
of the structure, as previous work has shown that this 
gives results comparable with the quantum simulation [2]. 
Finally, for a few sizes, we have used a recursive Green's 
function approach as well. The 'area' can be found from 
the periodicity of the magnctoconductancc. By Fourier 
transforming the fluctuation correlation function, we find 
the power density in the signal and then compare the 
dominant peaks as the dot size is varied. It should be noted 
that the Fourier transform of the correlation function is 
calculated rather than the transform of the raw data because 
the data are not stationary. The correlation function itself 
is 

F(B0,AB) = (8G(B0)SG(B0 + AB)) (5) 

In figure 1(a), we plot the power spectral density in the 
Fourier transform of the correlation function for a 0.2 fim 
dot, at B0 = 0.18 T. In practice, we take the Fourier 
transforms for a large number of initial magnetic field 
values and then form a multidimensional plot with the 
axes Bo and magnetic frequency (the transform of the 
Aß variable) and with shading of the amplitude of the 
transform. Such a plot is shown in figure \(b) for the 
0.2 ßm dot where a fixed window of 0.2 T is moved over 
the data (that is, the ensemble average in equation (5) is 
carried out over a 0.2 T range, and the plot shows the 
centre of this range). From this, one can clearly pick out 
the dominant peak, and determine how it moves with initial 
magnetic field. 

However, there often is not a single dominant peak, 
and one must ascertain how one or a few peaks grouped 
together evolve as the dot size is changed. Moreover, there 
appears to be the onset of new families of orbit periods 
as the dot size is increased. Nevertheless, we have been 
able to determine largely the dominant groups of peaks 
(sometimes there arc two groups), and the behaviour is 
shown in figure 2, where we plot the magnetic frequency as 
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Figure 1. (a) The Fourier transform of the fluctuation 
correlation function for an initial magnetic field of 0.18 T in 
a 0.2 urn dot. (b) The map of multiple Fourier transforms, 
with the amplitude indicated by shading. The horizontal 
axis is Aß and the vertical axis is B0. A fixed window of 
0.2 T is moved over the data to create this map. The 
horizontal cut, indicated by the white line, corresponds to 
the correlation function in (a). 

a function of the dot edge length. The classical simulation 
seems to lead clearly to a magnetic frequency that scales 
with the edge of the dot, i.e. with the square root of the area. 
However, there is a second dominant set of frequencies 
that comes in for dots >0.8 /xm. The latter set is labelled 
as 'classical 2nd' and is at a higher magnetic frequency. 
The recursive Green's function (which is present for only a 
limited number of small dot sizes) and the stabilized mode 
matching computations appear to give a dependence that 
scales with the dot area. However, for the latter method, a 
second set of frequencies (labelled 'SMM 2nd') appears in 
the larger dots and seems to have values comparable with 
the classical ones, also scaling with the square root of the 
area. Finally, the experimental data arc plotted as the full 
circles. 

It seems to be clear that the experiments agree quite 
well with some of the calculated frequencies. Nevertheless, 
it seems to be the case that the frequency docs scale with 
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Dot Edge (microns) 

Figure 2. The magnetic frequency of the dominant peaks 
in the Fourier transform as a function of the dot edge 
length as determined from the map of multiple Fourier 
transforms. The fixed window and S0 are varied inversely 
with the size of the dot. The various points are discussed 
in the text. The two full lines are guides to the eye and 
represent variation as a and a2 = A 

the dot edge, that is with the square root of the area, for 
sufficiently large dots. For small dots, below 0.5 /wn, the 
behaviour is not so clear, but an argument for variation of 
the frequency with the area could be made. This change 
in behaviour leads us to believe that there is a transition 
of modes when going from smaller to larger dot sizes as 
indicated in figure 2. It should be noted that the amplitudes 
of the individual modes are not equally excited because of 
to the collimation effect of the quantum point contact at the 
entrance of the dot. This leads to the error in equation (4). 
There are many trajectories, with the same set of indices M\ 
and M2, but with different enclosed areas. Normally, these 
are degenerate, according to equation (2). However, the 
magnetic field lifts this degeneracy, and any theory of the 
magnetic variation must include a sum over these different- 
area orbits. Equation (4) neglects this fact, assuming that all 
of these orbits would be equivalent. Each different area is 
expected to have a different magnetic periodicity, primarily 
because each of these different-area orbits (at B = 0) will 
have a different angular momentum for non-zero magnetic 

field. As the dot size becomes larger, the data of figure 2 
seem to suggest that the dominant trajectory will shift 
to a smaller-area orbit (and probably the lowest-energy, 
high angular momentum state) with the smallest magnetic 
frequency. Although this is potentially a reason for the 
change in behaviour, it is clear that more work is required 
to provide more information for other possible changes in 
behaviour. Still, it is clear that the dots are dominated by 
regular orbits and are not described by an ergodic theory. 
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Abstract. The relation between classical electron orbits and quantum mechanical 
wavefunctions is discussed in two ways, using the example of triangular ballistic 
quantum dots. Firstly, the frequency of conductance fluctuations observed in the 
magnetoresistance is linked, in the spirit of the semiclassical periodic orbit theory, 
to a specific classical electron trajectory that is also important for ballistic 
commensurability effects. Secondly, we present initial results of a method to 
construct semiclassical particle density distributions inside the dot and compare the 
result with those of the classical and the quantum mechanical calculations of 
particle density distributions. 

Ballistic quantum dots, sometimes also called electron 
billiards, are two-dimensional electron cavities smaller than 
the mean free path of electrons. At temperatures of a few 
kelvin, high enough that phase coherence is suppressed 
by electron-electron interaction, electron transport through 
such devices can be described in a classical billiard 
ball model. This is illustrated in figure 1 where the 
magnetoresistance of a triangular, equilateral quantum dot 
is shown. The major maxima of the resistance measured at 
5 K (thin line) can be related to specific classical electron 
trajectories (insets in figure 1) that are commensurate with 
the shape of the cavity at the field values B = Bc = 50 mT 
and B = 3BC. It has been found that these specific 
trajectories are particularly important for classical electron 
dynamics because they are short and relatively stable [1]. 
At temperatures below 1 K, phase coherence is maintained 
throughout the cavity, and electron interference gives rise 
to conductance fluctuations (CFs) (bold line in figure 1). 
One way of understanding the origin of the CFs is to 
view electron transport through the dot as a tunnelling 
process from the source to the drain reservoir via states 
in the dot [2-A]. When an external magnetic field is 
tuned, a diamagnetic shift of the shell structure of the 
density of states (DOS) gives rise to the fluctuations of 
the conductance. 

The coexistence of classical and interference effects 
makes ballistic quantum dots an ideal system for the study 
of how the billiard ball model can be linked to a wave 

0.1 0.2 

Magnetic field (T) 

Figure 1. Magnetoresistance of a triangular electron billiard 
(side length 3 n<m) at 5 K (thin line) and 0.3 K (bold line). 
The characteristic field Bc = 50 mT is defined by the field 
where the classical cyclotron orbit equals half the side 
length. 

mechanical description of electron transport. For the case 
of CFs this can be achieved by using the semiclassical 
periodic orbit theory (POT) which relates the DOS of 
a closed ballistic dot to classical periodic electron orbits 
[5,6]. We will show in the first part of this report that the 
frequency spectrum of the CF observed in our experiment 
is in line with the prediction of the POT for the DOS in 
closed, triangular dots [5,7].  In the second part, we will 
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concentrate on the question concerning the extent to which 
the electron wavefunction inside the dot can be related 
to classical electron orbits. In particular, we discuss a 
simple, semiclassical approach that aims at constructing the 
quantum mechanical density distribution inside the dot from 
the classical trajectories. 

We start by considering the results of the POT 
concerning the DOS in a triangular dot. The basic idea 
of the POT can be understood from the Bohr-Sommerfeld 
quantization condition, which for classical periodic orbits 
of electrons in a magnetic field can be written as 

TikpL + IneBA = nh 0,1,2, (1) 

Here, kp is the electron wavevector, L and A are the length 
and directed area of the periodic orbit, respectively, B is 
the magnetic field and h is Planck's constant. Equation (1) 
expresses the idea that a particular classical periodic orbit 
makes a periodic contribution to the DOS as a function of 
kF or B. For the case of triangular dots it has been shown 
that, at B = 0, only the three shortest (families of) orbits, 
shown in figure 2, need to be considered in order for us 
to be able to construct almost exactly the oscillating part 
of the density of states as a function of kF [5]. Since 
the members of each family have the same length, the 
frequency spectrum of the DOS as a function of kF consists 
of only three dominant frequencies. In our case, however, 
the magnetic field is the experimental parameter and we 
are interested in the periodicity of the DOS at fixed energy 
and variable magnetic field, such that the area of the orbits, 
instead of the length, needs to be considered. Arguing 
qualitatively, we expect that only the isolated orbit (1) in 
figure 2 makes a contribution to the frequency spectrum, 
because the area of family (10) is zero, while the areas 
of each member of family (11) are different, such that 
their contribution will be smeared out. As will be shown 
in the following, our experimental results agree with this 
expectation. 

The triangular billiard (side length a « 3 ßm), from 
which the data shown here were obtained, was defined by 
shallow wet etching in a GaAs/AlGaAs two-dimensional 
electron gas material. The Fermi energy and mean free 
path in the unstructured areas of the Hall bars were about 
10 meV and 11 /nm, respectively, at 0.3 K. The two contact 
openings at the centre of one side and in the tip had an 
estimated electric width of about 100 nm, such that about 
three subbands were occupied. 

Figure 2 shows a Fourier transform of the CFs (figure 1, 
bold line) in the range between 0 and 75 mT. Before 
the transformation, the slowly varying background was 
removed by subtracting the temperature-averaged data (thin 
line). The maximum in the frequency spectrum, indicated 
by the arrow in figure 2, corresponds to the area 0.04a2 

enclosed by orbit (1) in figure 2 if the distortion by the 
magnetic field is taken into account (broken curve orbit), 
in agreement with our expectation. 

Summing up our discussion so far, we have found that 
the same distorted orbit (1) can be related to a ballistic 
effect (the global maximum at B « Bc in figure 1) and to 
the CFs induced by wave interference in the same magnetic 
field range.   In view of these results it is interesting to 
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Figure 2. Fourier transform of the CFs in the range 
0-75 mT (figure 1). The insets show the three shortest 
(families of) periodic orbits in equilateral triangular billiards 
(from [2]). The arrow indicates the fluctuation frequency 
that corresponds to the isolated orbit (1) in a magnetic field 
B = Bc (broken curve orbit). 

ask whether also the wavefunction at B = Bc has any 
similarity to this particular orbit. In figures 3(a) and (b) 
we show quantum mechanically calculated particle density 
distributions for B = Bc and B = 3BC, respectively, 
for a triangle of side 1 /v,m and Fermi energy 10 meV. 
For comparison, we show in figures 3(c) and (d) the 
corresponding classical particle distributions obtained from 
many classical billiard ball trajectories (for details of the 
simulation techniques, see [1]). While the distorted orbit (1) 
is clearly visible in the relevant classical plot (figure 3(c)), 
the quantum mechanical density (figure 3(a)), constructed 
as a linear combination of all incoming modes [8], does 
not show any resemblance to this orbit. At higher fields, 
however, where the wavefunction is more localized, the 
classical skipping orbit (figure 3(d)) is clearly visible also 
in the wavefunction (figure 3(b)). 

To learn more about how the classical orbits relate to 
the quantum mechanical density we are interested in the 
question of whether, and under which assumptions, the 
latter can be constructed from the former. In the following 
we therefore discuss initial results of a semiclassical 
approach in which a phase and an amplitude are added to 
the classical electron trajectories. We consider electrons 
that enter a triangular, hard-wall potential (side length 
2 /im) via the base contact and assume that all electrons 
have initially the same phase. No impurity scattering or 
electron-electron interaction is taken into account. As 
opposed to the classical simulations, where an electron was 
assumed to leave the billiard as soon as it had accidentally 
passed one of the contact openings, we use here a contact 
reflectivity of 90% to increase the time during which 
the electrons build up an interference pattern in the dot. 
The electrons are given a finite range for interference by 
spatially smearing out the contribution of each trajectory 
with a Gaussian distribution of the width of one Fermi 
wavelength (XF = 50 nm). The resulting amplitudes 
(positive and negative) of all electrons at each point of 
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Figure 3. (a), (b) Quantum mechanical and (c), (d) 
classical electron density distributions inside an open, 
triangular dot at (a), (c) B = Bc and (b), (d) B = 3BC. For 
the classical case the same openings were used as for the 
quantum mechanical case. 
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Figure 4. Semiclassical electron density distribution at 
B = Bc, obtained by adding an amplitude and a phase to 
classical trajectories as they are shown in figure 3(c). 

the triangle were summed and then squared to give a value 
that corresponds to the probability of finding an electron 
at this point (for more careful semiclassical calculations of 
quantum dot properties based on classical trajectories, see 
also [9—11]). 

In figure 4 the result of such a simulation is shown for 
B = Bc and for a/Xf = 40 (different from the quantum 
mechanical calculation in figure 3(a) where a/X/. ~ 20 
was used). While there is still some resemblance to the 
classical case (figure 3(c)), the semiclassical plot also shows 
a standing wave pattern as in the quantum mechanical case. 
In this sense the semiclassical result is truly intermediate 
between the classical and the wave mechanical results. The 
unrcalistically high values of the particle density along the 
boundaries and along the symmetry axis indicate that our 
simple approach, of shifting the phase by 180° on each 
boundary collision, is only a first, rough approximation. In 
a more correct approach, boundary and magnetic effects 
should be incorporated as indicated in [9]. When fully 
developed, we believe that a semiclassical technique like 
the one presented here will bc useful to study the influence 
of, for instance, phase breaking, escape time or the dot 
size on the relation between classical trajectories and wave 
mechanical states. 
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Abstract. We find that the longitudinal resistance of triangular electron billiards, 
which have no symmetry axis perpendicular to the direction of the current, is in the 
nonlinear regime not symmetric on current reversal. Our experiments indicate that 
the effect is inherent in the nonsymmetric shape of the cavities and is related to 
electron wave interference. Quantum mechanical modelling of nonlinear electron 
transport in open triangular cavities confirms that nonsymmetric effects such as 
those observed can be induced by the cavity shape alone. 

When finite voltages are used in measurements of the 
longitudinal resistance of small devices, nonlinear effects 
can be observed.' These can be nonsymmetric with 
respect to zero voltage if the conductor lacks a symmetry 
axis perpendicular to the current direction and if, at the 
same time, the conductor is smaller than the electron 
phase coherence length so that the local description of 
transport breaks down [1]. In previous observations 
of nonsymmetric resistance (NSR) effects in mesoscopic 
devices, the symmetry of the scattering potential was 
broken because of the random position of impurities [2- 
7]. In the present work we study a more controlled 
situation in which the scattering potential is determined by 
the shape of the sample. Using two-dimensional electron 
billiard cavities with a size smaller than the electron 
mean free path, we observe an NSR that appears to be 
related to the nonsymmetric shape of the triangular cavities 
used. In fact, theoretical modelling of electron transport in 
triangular cavities in the nonlinear regime shows that the 
nonsymmetric shape of the cavities alone can give rise to 
an NSR similar to that observed experimentally. 

Electron billiards of various shapes were defined in 
GaAs/AlGaAs two-dimensional electron gas material using 
electron beam lithography and shallow wet etching. The 
Fermi energy and mean free path in the unstructured areas 
of the Hall bars were about 10 meV and 11 ßm at 0.3 K, 
respectively. The lithographic dimension of the billiards 
was 3 /im or less, so that transport inside all billiards was 
predominantly ballistic. In order to study the symmetry of 
the resistance on current reversal, a tunable and reversible 
dc bias voltage was added to the ac component used for 
the resistance measurement (Iac < 5 nA rms). 

Figure 1 shows the variation of the resistance with dc 
bias voltage of three different billiards at zero magnetic 
field. The three devices, two triangular in shape and one 

rectangular (inserts in figure 1), were coupled in series 
on the same wafer and the data shown were recorded 
simultaneously. The two triangular billiards were oriented 
in opposite directions on the Hall bar, and the sign of 
the voltage is defined in such a way that, for negative 
(positive) bias voltage, the probe electrons are injected into 
the billiards from the left (right). Clearly, the resistance 
of the two triangular billiards, which have no symmetry 
axis perpendicular to the direction of the current, is, at a 
temperature of 0.3 K (thick lines) and at small voltages 
(\U\ < 1 mV), not symmetric with respect to the zero bias 
voltage. In contrast, the rectangular (symmetric) billiard 
does not exhibit such an NSR. We have studied in total 
about ten devices (triangular and rectangular cavities as well 
as point contacts) and found strong experimental indications 
that the observed NSR is (i) inherent in the nonsymmetric 
shape of the electron cavities and (ii) related to electron 
wave interference. In support of the latter, we note that 
the NSR is suppressed when the temperature is increased 
above a few kelvin (thin lines in figure 1), where electrons 
are dephased by electron-electron interaction. Further, the 
NSR is limited to small bias voltages (\U\ < 1 mV), 
small enough that phase coherence is not destroyed by 
inelastic scattering among the nonequilibrium electrons in 
the cavities [8,9]. We have also found that the NSR is 
strongly influenced by a magnetic flux of the order of h/e 
through the area of the device [10] and that details of 
the NSR change on thermal cycling of the sample, as is 
generally observed in experiments in which electron wave 
interference is important. 

One can think of a number of nonlinear effects related 
to electron interference that could, in principle, cause an 
NSR in a nonsymmetric billiard. For instance, the rate of 
phase breaking inside the dot due to current heating or due 
to inelastic scattering among the nonequilibrium electrons 
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Figure 1. Variation of the resistance, R(U), with bias 
voltage for three different electron billiards with the shapes 
indicated, measured simultaneously at zero magnetic field. 
Only the resistance of the triangular billiards at 0.3 K shows 
an NSR, and this depends on the orientation of the 
triangles with respect to the direction of the current (thick 
lines). At 4.6 K almost no NSR remains and R{U) is 
qualitatively the same for all three billiard geometrices (thin 
lines). 

in the cavity depends on the voltage drop at the source 
contact. In a triangular billiard, the two point contacts 
will in general have different conductances and, therefore, 
the rate at which conductance fluctuations or ballistic weak 
localization is suppressed by a bias voltage may depend on 
the sign of the voltage [9,11]. In this report, however, we 
disregard these effects and focus solely on the importance of 
the shape of the billiard. In the following, we will consider 
electron transport in a triangular cavity at zero magnetic 
field in the nonlinear regime. We will show that some of 
our observations can be understood within the formalism 
of the nonlinear ballistic transport theory [12]. 

Our theoretical model is based on a quantum 
mechanical calculation of the differential conductance by 
assuming that the billiard is connected via point contacts to 
two-dimensional electron gas reservoirs which are in local 
equilibrium. We define the device structure by hard walls 
and assume that the reservoirs have the electrochemical 
potentials ß] and ß2, such that ß\ - ßi = eV*d, when a 
source-drain bias voltage VS(i is applied. Electron transport 
inside the cavity is assumed to be ballistic, and phase- 
breaking processes occur only in the reservoirs. In general, 
the electrostatic potential inside the device may vary as a 
function of the position when a bias voltage is applied, 
and the voltage drop at the two contacts may be different. 
However, because we are here interested in the effect of 
the billiard shape alone, we simply assume a flat potential 
inside the device and equal voltage drops at the two 
quantum point contacts. Below, only a brief description of 

the theory is given, while details can be found elsewhere 
[12]. 

When a Fermi-Dirac distribution is assumed for the 
electrons in the two reservoirs, the total current through the 
device, at a finite temperature T, can be written as 

roc 

I(Vxd)= /     de{f[e-(jiF + eVsd),T] 
Jo 

-f(€-fiF,T)}J(c,V!d) (1) 

where ßp is the electrochemical potential of the system 
at zero source-drain voltage and 7(e, Vl(/)de is the total 
current summed over all incident electrons in the energy 
range between e and 6 + de. The differential conductance 
is given by 

BI(Vsd) 
G(Vsd) = 

dV„ 
(2) 

which, in the limit of very small source-drain voltages VS(i, 
is equal to the linear response conductance [12]. In this 
model, deviations from the linear response conductance 
arise from the energy and voltage dependence of the 
current density J(e, V„/). In order to calculate the current 
density we make use of the scattering matrix method [13]. 
For computational reasons we choose the side length of 
the triangles to be 1 ßm, i.e. smaller than that in the 
experimental devices, while the size of the point contacts 
is chosen to be 100 nm, comparable with those in the real 
device. In all calculations presented below, a temperature 
of T — 0.3 K was used. 

In figure 2(a) we show the calculated differential 
resistance as a function of the source-drain voltage for 
a triangular cavity with ßp = 9 meV. Clearly, the 
nonlinear signal is not symmetric with respect to zero 
voltage. In contrast, the calculated differential resistance 
of a rectangular (symmetric) billiard of comparable size 
(figure 2(c)) is perfectly symmetrical with respect to zero 
voltage, as is expected from symmetry arguments. 

It should be noted, however, that the details of the 
nonlinear resistance depend strongly on the Fermi energy 
used. This can be seen by comparing figure 2(b) (where 
ßF = 10 meV was used in the calculation) with figure 2(a). 
Clearly, the calculated data for the higher value of ßp are 
significantly different from those for the lower value of 
ßp and show no resemblance to the experimental results, 
similarly to the case of a symmetric billiard where also 
theory (figure 2(c)) and experiment (figure 1(c)) show no 
resemblance. The reason for this strong dependence of the 
transmission on the Fermi energy is that the size of the 
cavity is about 20 times larger than the Fermi wavelength. 
As it is not possible to determine the exact Fermi energy 
inside the structure to an accuracy of better than 1 meV 
experimentally, a more detailed comparison of experiment 
and theory therefore requires experimental devices with 
tunable Fermi energy [14]. The important result at this 
stage, however, is that the existence of an NSR in electron 
billiards can be explained by the nonsymmetric shape of 
the billiards alone. 

In general, nonsymmetric conductance effects can be 
observed if the scattering potential depends on the sign of 
the voltage. For instance, observations of nonsymmetric 
fluctuations of the conductance of ballistic point contacts 
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Figure 2. Quantum mechanically calculated differential 
resistance for triangular and rectangular electron billiards at 
T = 0.3 K as a function of the bias voltage, based on a 
model that assumes a flat potential inside the structure and 
equal potential drops at the two quantum point contacts. 
For clarity, the calculated curves were smoothed to 
suppress weak oscillations. 

can be explained by the fact that the interfering electrons 
scatter with the different sets of impurities on the two 
sides of the point contact, depending on the sign of 
the voltage [5,6]. In a ballistic cavity, however, the 
injected electrons scatter for both current directions with 
the same boundary of the cavity. Thus, the above simple, 
semiclassical argument cannot be directly applied to the 
observed NSR. To understand the physical mechanism 
behind the nonsymmetry in detail, it is, therefore, necessary 
to consider the effective scattering potential as a function 
of voltage, including the confining energy inside the cavity 
and charging effects. 

In summary, we have observed an NSR of triangular 
electron billiards. Our theoretical results indicate that an 
NSR is inherent in the triangular shape of the billiards. 
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Abstract. Using a hydrodynamic model of the electron fluid in a point contact 
geometry we show that localized plasmons are likely to exist near the constriction. 
We attempt to relate these plasmons to the recent experimental observation of 
deviations of the quantum point contact conductance from ideal integer 
quantization. As a function of temperature, this deviation exhibits an activated 
behaviour, exp(-Ta/T), with a density-dependent activation temperature Ta of the 
order of 2 K. We suggest that 7"a can be identified with the energy needed to excite 
localized plasmons, and we discuss the conductance deviations in terms of a 
simple theoretical model involving quasiparticle lifetime broadening due to coupling 
to the localized plasmons. 

1. Introduction 

Quantized conduction through a narrow point contact is 
one of the key effects in mesoscopic physics; the quantum 
point contact remains an important testing ground for 
the description of mesoscopic phenomena. Recently, 
significant deviations from the Landauer-Büttiker theory 
have been observed in quantum point contacts in the 
temperature dependence of the conductance quantization 
[1,2] and as a so-called '0.7' structure or quasi plateau, 
appearing around 0.7 times the conductance quantum 2e2/ h 
[3]. Invoking a Luttinger liquid approach [4], the deviations 
have been discussed in terms of interaction effects [5-7]. 
However, firm conclusions have been difficult to obtain 
partly due to the narrow temperature range (0.1^ K) in 
which the effect can be studied in conventional split gate 
quantum point contacts, where relatively close-lying one- 
dimensional subbands arc formed. 

Important progress was provided by the appearance of 
strongly confined GaAs quantum point contacts using a 
combination of shallow etching and a top gate [8]. In 
these new samples the conduction quantization can be 
followed up to around 30 K. In subsequent work [9] these 
samples were used to study the temperature dependence of 
deviations from perfect conductance quantization. At low 
temperature (~0.05 K) almost ideal quantized conductance 
is observed for the first conduction plateau, but deviations 
develop as the temperature is increased. The enlarged 
temperature range allowed for the observation of activated 
temperature dependence of these deviations: SG(T) <x 
exp(—Ta/T). Furthermore, by changing the top gate it 
was found that Ta increases with increasing density. An 
explanation could not be found using the standard single- 
particle picture, and in the brief theory section of [9] 
we therefore suggested the inclusion of collective effects 
through plasmons. In short, we identified Ta as the energy 
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needed to excite localized plasmons, and we discussed 
the conductance in terms of a simple theoretical model 
involving the additional effect of electrons scattering off 
the localized plasmons. In the present theoretical work wc 
elaborate on that idea. In a point contact the charge is of 
course depleted. In order to study the collective excitations 
of such a system, wc can approach it from two limits: (i) 
squeezing a homogeneous electron liquid, or (ii) connecting 
two spatially separated liquids. Below wc follow the first 
approach, and wc argue from a hydrodynamic model that 
localized plasmons may exist in realistic situations. 

2. Plasmons of a homogeneous electron liquid in 
a cylinder 

Following Fetter [10] we use a hydrodynamic model of a 
weakly damped, compressible charged electron fluid placed 
in a rigid, neutralizing positive background set to +ena- 
The electron density is written as HQ + H, where n is a small 
perturbation, and the electronic velocity field is denoted v. 
Finally, we include the electrostatic potential <t> and neglect 
radiation effects. The basic equations for the system arc the 
linearized versions of the continuity equation and of Eulcr's 
and Poisson's equations [10]: 

3,/; = — «0V • v (1) 
1 

d,v - - —V/H V<i> (2) 

0         en 
V2<t> = —. (3) 

Here s = (dP/dn)/m = *J3/5vf.- is the sound velocity of 
the liquid. Combining equations (2) and (3) and introducing 
the plasma frequency ap = e2no/m( wc obtain a wave 
equation for n: 

-s2V2n + o)2n =co2n. (4) 
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Figure 1. (a) The squeezed elliptical cylinder. High and low densities are represented by dark and light shading respectively, 
(b) The effective potential V(z) (full curve) is determined by the parameter values of [9]. For this potential a solution of the 
wave equation (6) for g(z) is found numerically (broken curve). The solution represents a localized plasmon with an energy 
of the order of 10 K. 

For the case of a homogeneous electron liquid confined in 
a cylinder of radius R we let all fields have the dependence 
f(r,6,z,t) = //(r)exp[i(Z0 + qz - cot)], with /, being 
a Bessel function. Outside the cylinder O(r) must decay 
and fulfil equation (3) with n = 0, and so <J>>(r) oc Ki(qr). 
Inside the cylinder, <t><(r) can be either decaying, as Ii(icr), 
or oscillating, as J\{kr). The lowest lying modes are 
the decaying ones reminiscent of surface plasmons. The 
oscillation frequency co is found by enforcing the boundary 
conditions that <t>(r) and its derivative are continuous at 
r = R, and that the normal component vr of the velocity 
vanishes at the surface. The solution is 

qRi'MR) (KMR) - Ij^i'MV CO 

9-vO Inme \qi 

where we also have given the ID limit arising as q 

(5) 

3. Plasmons of an inhomogeneous electron liquid 
in a squeezed elliptical cylinder 

Next, to approach the point contact geometry we introduce 
two perturbations. First, the cylinder containing the 
inhomogeneous electron liquid is squeezed geometrically in 
a region of length 2A around z = 0, i.e. the radius becomes 
a function of z, say for example R(z) = Ro — SR[1 + 
cos(7Tz/A)]©(A — |z|). Similarly, a static z-dependent dip 
is imposed on the positive background charge density n0 

inside the squeezed cylinder, say n0(z) = «o ~ Sn[l + 
COS(TTZ/L)]0(L - |z|). 

In the adiabatic limit where derivatives of R(z) 
and no(z) are neglected, the wave equation (4) remains 
separable in cylindrical coordinates, and we make the ansatz 
n(r,6,z) = Ji(icr)g(z) exp[i(70 - cot)], where // is a Bessel 
function and g(z) an arbitrary function to be determined. 
The boundary condition vr(R(z)) = 0 translates 
into a Neumann boundary condition J[(KR{Z)) = 0 and 
consequently the 'wavenumber' K becomes a function of 
z, K - K„I(Z) = y„i/R(z), with yn! being the nth root 

of J((x). Furthermore, co1 also becomes a function of z, 

since co2{z) = e2no(z)/me, and similarly for the sound 

velocity, s = s(z) oc «o(z)1/'3- As a consequence the 
wave equation (4) for n is changed into the following 
eigenfunction equation for g(z): 

-s(zfd2g(z) + ls(zYC(z) + cofe)] g(z) = colg(z). (6) 

This is equivalent to Schrodinger's equation (with a 
position-dependent mass) as seen by the identifications 
s2 «y h2/2m and j(z)2*rn

2,(z) + co2
p{z) «> V(z). Since 

co2(0) < co2 (±oo) bound states, i.e. localized plasmons, 
may exist. The 'effective potential' V(z) is a sum of 
two terms; one, co2, is dipping down on the length scale 

L, the other, S
2
K

2
1; is peaking on the length scale A. 

Depending on the relative strengths, shapes and length 
scales of the two terms the effective potential will appear 
rather differently. However, for realistic parameters, where 
the density variation dominates, we conclude that localized 
plasmons may exist in the squeezed, inhomogeneous 
cylindrical electron liquid as shown in figure 1. 

The previous considerations dealt with a cylindrical 
geometry, but it is not difficult to approach the 2D case. The 
trick is simply to use elliptical coordinates (u, v, z) defined 
by (x,y,z) = (r]cosh(u)cos(v),rjsmh(u)sm(v),z). The 
parameter r\ relates to the eccentricity of the ellipse. With 
these coordinates the wave equation separates as before. 
Instead of trigonometric functions of the angle 6 we now 
obtain the Mathieu functions of the generalized angular 
variable v, and instead of Bessel functions we obtain 
the modified Mathieu functions of the generalized radial 
coordinate u. By letting the eccentricity r] tend to infinity 
we end up with a 2D geometry close to the one realized 
in the quantum point contact experiments. The conclusions 
obtained for the circular cylinder can be restated for the 
elliptic cylinder, and thus localized plasmons are expected 
to exist in or near the constriction region of quantum point 
contacts. 
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4. Plasmon damping 

So far we have treated only the undamped case. In real 
systems the collective plasmons are damped through their 
interaction with individual electron-hole pairs, the so-called 
Landau damping. This effect could be simulated by adding 
a damping term — v/x to the right-hand side of the Euler 
equation (2). Instead we will leave the classical level of 
description and continue with a microscopic quantum treat- 
ment. The classical level is adequate for demonstrating the 
existence of the collective (almost classical) plasmon exci- 
tations, but fails when it comes to single-particle effects. 

The point contact can be approximated by a ID region, 
the constriction, connected at each end to 2D regions, the 
contacts. For this 2D-1D-2D model of the point contact we 
can estimate the frequency of the confined plasmon using 
our insight from the classical calculations: we calculate 
the dispersion relation for an infinite ID-wire and insert 
the wavevector qc = 2TI/L, L being the length of the 
constriction and hence related to the size of the localized 
plasmon. The long-wavelength limit of the dispersion 
relation found in the random phase approximation (RPA) is 

w]D= iv2+r*2»]D 

7 Anem* 
Qc- (7) 

Note how the second term under the square root resembles 
the classical result of equation (5). In [9] we used this 
formula successfully to fit the measured activation temper- 
atures mentioned in the introduction. 

The confined ID plasmons will be Landau damped 
through their coupling to the 2D contacts outside the 
constriction. Inserting qc in the RPA expression for the 
polarizability x2D we obtain the following rough estimate 
of the lifetime r~'/<u[D of the ID plasmon coupled to the 
2D contacts of the 2D-1D-2D model: 

-l co -*- w V2DImy2D « 
to™ X qc   2nh2vfqc 

<1. (8) 

The plasmons are seen to be damped, but not over-damped. 

5. Quasiparticle lifetime 

In the Landauer-Biittiker formalism the conductance is 
given by single-particle properties. Once a particle is 
launched in a given channel of the injecting lead the 
transmission probability amplitudes are governed by the 
elastic scattering matrix of the system. For a quasiparticle 
with a finite lifetime it is possible that a particle will 
decay before completing its traversal of the system. We 
propose that the observed deviation from perfect quantized 

conductance is indeed due to the finite lifetime of the 
quasiparticles. Furthermore we suggest that the main 
contribution restricting the lifetime comes from scattering 
against the localized plasmons. As demonstrated above, 
the localized plasmons provide a well defined finite energy 
Tia>L. Through the Coulomb interaction the electrons will 
scatter against the plasmons and hence the quasiparticle 
lifetime and the transmission properties are affected. The 
resulting lifetime and additional resistance is expected to 
exhibit an activated behaviour, T

_1
 a exp(—Ta/T), since 

a finite energy is needed to excite the localized plasmon. 
We are thus led to identify the activation temperature with 
the energy of the localized plasmon: Ta = hcoi/kB. 

6. Conclusion 

Using a hydrodynamic description of the electron fluid, we 
have shown that localized plasmons with a frequency u>i 
are likely to exist near the constriction of a point contact. 
We have sketched how a more complete microscopic 
quantum calculation may account for a quasiparticle 
lifetime broadening r-1 with a thermal activation behaviour 
r_1 oc expi—hcüi/ksT). We relate this broadening with 
conductance and are led to identify the recently measured 
activation temperature Ta for conductance deviations with 
the frequency coL of the localized plasmon. 

Acknowledgments 

It is a pleasure to thank our experimental colleagues Anders 
Kristensen, Poul Erik Lindelof and Jesper Nygärd, at the 
0rsted Laboratory of the Niels Bohr Institute, for many 
stimulating discussions. HB is supported by the Danish 
Natural Science Research Council through Ole R0mer 
Grant no 9600548. 

References 

[1] Tarucha S, Honda T and Saku T 1995 Solid State Commun. 
94 413 

Yacoby A, Stormer H L, Wingrecn N S, Pfeiffer L N, 
Baldwin K W and West K W 1996 Phys. Rev. Lett. 11 
4612 

Thomas K J, Simmons M Y, Nicholls J T, Mace D R, 
Pepper M and Ritchie DA 1995 Appl. Phys. Lett. 67 109 

Kane C L and Fisher M P A 1992 Phys. Rev. B 46 15 233 
Kawabarta A 1996 J. Phys. Soc. Japan 65 30 
Shimizu A 1996 J. Phys. Soc. Japan 65 1162 
Oreg Y and Finkelstein A M 1996 Phys. Rev. B 54 14265 
Kristensen A et al 1998 J. Appl. Phys. 83 607 
Kristensen A et al 1998 Physica B at press 
Fetter A L 1985 Phys. Rev. B 32 7676 

[2] 

[3] 

[4] 
[5] 
[6] 
[7] 
[8] 
[9] 

[10] 

A32 



Semicond. Sei. Technol. 13 (1998) A33-A36. Printed in the UK Pll: S0268-1242(98)91881 -8 

On properties of boundaries and 
electron conductivity in mesoscopic 
polycrystalline silicon films for 
memory devices 

G P Bermanf, G D Doolenf, R Mainierif, J Rehacekf, 
D K Campbell^, v A Luchnikov§ and K E Nagaev|| 

t Theoretical Division and CNLS, Los Alamos National Laboratory, Los Alamos, 
NM 87545.USA 
1 Department of Physics, University of Illinois at Urbana-Champaign, 1110 West 
Green St, Urbana, IL 61801-3080, USA 
§ Institute of Chemical Kinetics and Combustion, Siberian Branch of Russian 
Academy of Sciences, Institutskay 3 Street, Novosibirsk 630090, Russia 
|| Institute of Radio-Engineering and Electronics, Russian Academy of Sciences, 
Mokhovaya Street 11, 103907 Moscow, Russia 

Received 7 December 1997, accepted for publication 11 March 1998 

Abstract. We present the results of molecular dynamics modelling of the structural 
properties of grain boundaries (GBs) in thin polycrystalline films. The transition 
from crystalline boundaries with low mismatch angle to amorphous boundaries is 
investigated. It is shown that the structures of the GBs satisfy a thermodynamical 
criterion suggested by Keblinski et al (1996 Phys. Rev. Lett. 77 2965). The 
potential energy of silicon atoms is closely related to a geometrical quantity: 
tetragonality of their coordination with their nearest neighbours. A crossover of the 
length of localization is observed. To analyse the crossover of the length of 
localization of the single-electron states and properties of conductance of the thin 
polycrystalline film at low temperature, we use a two-dimensional Anderson 
localization model, with the random one-site electron charging energy for a single 
grain (dot), random non-diagonal matrix elements and random number of 
connections between the neighbouring grains. The results for the crossover 
behaviour of the localization length of the single-electron states and characteristic 
properties of conductance are presented in the region of parameters where the 
transition from an insulator to a conductor takes place. 

1. Introduction 

Recently it was demonstrated that thin polycrystalline 
silicon films are promising materials for future room- 
temperature single-electron devices [1-4]. The main 
reasons which make this material so attractive are the 
following. (I) Usually, the film's thickness varies from 
1 to 5 nm, and the average lateral grain size is 10 nm or 
less. In this case, the energy of an electron in a single 
grain, Ee, is bigger than the thermal energy even at room 
temperature, Ee > T = 300 K. (II) It is believed that, in 
these films, the characteristic resistance, Ri,, of the potential 
barriers between the grains is big enough, /?/, > Rc = 
h/e1 ~ 25 k£2. If both of these conditions are satisfied, an 
electron is strongly localized in the grain. At the same time, 
one can regulate (to some extent) the electron conductivity 
in these films by varying the gate voltage and creating 

a current channel. Those electrons which are stored in 
the grains (storage dots) create a Coulomb repulsion for 
those electrons which are involved in the current channel. 
This allows one to implement memory operations in these 
films at room temperature using a Coulomb blockade 
effect. Different implementations of these ideas have been 
discussed, for example, in [1-4]. To satisfy both of the 
above-mentioned conditions, the boundaries between the 
nanocrystalline grains in these films play an important role. 
For example, one of the most important characteristics 
of the electron transport in polysilicon films is connected 
with the distribution of crystalline and amorphous grain 
boundaries (GBs) [5]. At room temperature, the main 
factor which determines the structure of a GB is a mutual 
misorientation of the neighbouring crystalline grains. At 
present there does not exist a consistent theoretical approach 
for the description of the GBs in thin polycrystalline films. 
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Figure 1. The (X, Y) projection of the polycrystalline film. 

2. Molecular dynamics (MD) simulation of grain 
boundaries at room temperature 

The initial configuration of the polysilicon film was 
generated using the Voronoi triangulation algorithm: first, 
the centres of the grains were defined; then each grain was 
obtained by filling the space, nearest to the centre of the 
grain, with the diamond lattice at a chosen orientation. The 
atoms with very high potential energies were eliminated 
from the GBs. The film had the dimensions 16.7 nm x 
16.7 nm x 3.1 nm and contained 44 174 atoms in 12 grains 
(figure 1). The majority of the grains in our model were 
oriented randomly, so they had both tilt and twist mis- 
orientation. Four grains, namely grains 3, 4, 7 and 8, 
were generated so that the misorientation tilt angle between 
grains 3 and 4 was «3-4 = 11.0°; between grains 4 and 7 
(¥4-7 = 11.0° and between grains 7 and 8 ajs = 15.0°. 
GB3_4 and GI$7_8 are close to the (1,1,1) interface, and 
GB4_7 is close to the (0, 0, 1) interface. The (1, 1, 1) planes 
in these four grains are perpendicular to the plane of the 
figure. The average linear size of a grain in our model, 
dgr — 4.8 nm, is of the same order as for the grains 
in the experimental polycrystalline silicon films obtained 
recently by thermal annealing of amorphous Si deposited 
by decomposing silane on an SiC>2 substrate [4]. Periodic 
boundary conditions were used in the X and Y directions, 
and free boundary conditions were used in the Z direction. 
It is shown that the potential energy of the atoms closely 
correlates with the degree of their tetragonal coordination 
with the nearest neighbours. To estimate the quality of 
the tetragonal coordination of the y'th atom, we calculated 
the value 7J = J^l<k(lji — Ijk)2/I5lj, which is called the 
tetragonality [6]. Here Ijk is the length of the k\h edge 
of the tetrahedron of general shape formed by the four 
nearest neighbours of the jth atom; /} is the average length 
of the edge. By definition, TJ is equal to zero for an 
ideal tetrahedron (as it is in the case of the ideal diamond 
structure), and it increases if the shape of the tetrahedron is 

distorted. The value, 7}, is correlated with the dispersion 
of the edge lengths of the tetrahedron. According to the 
criterion suggested in [6], the spatial figure formed by four 
points can be recognized as having the 'good tetrahcdral 
shape' if 7J is less than or equal to T(t) = 0.018. The 
value of the tetragonality of an atom is very sensitive to 
the number of atoms in the first coordination shell, z. In 
the bulk amorphous phase of silicon, for which za — 4.04, 
the average tetragonality is equal to Tam = 0.015 which is 
slightly less than the critical value T((). In liquid silicon 
(in which the first coordination shell consists on average of 
Zu, — 4.46 neighbours), the average value of tetragonality 
is (T)iq — 0.034. In table 1, we present the data for the 
potential energy per atom, density and average tetragonality 
for the longest GBs (for which it was possible to make 
measurements with reasonable accuracy). Densities of 
the tilt crystalline GBs between grains 3, 4, 7 and 8 
arc practically the same as, or slightly smaller than, the 
density of the bulk crystal, pcr. The densities of other GBs 
are systematically larger than pcr. In covalcnt materials 
with friable structure, such as silicon and germanium, 
some GBs, indeed, contract. This was observed in x-ray 
diffraction experiments for (1,0,0) twist GBs in Gc [8] 
and in MD simulation of the (1,1,1) twist boundaries 
in silicon [9]. It is remarkable that the contraction is 
observed for the twist boundaries. In such GBs, the 
covalcnt bonds are probably stretched rather than squeezed, 
and the system demonstrates a tendency to restore their 
lengths at the cost of a reduction of the GB's volume. MD 
simulations show that, in our model of polysilicon film, the 
majority of the GBs between the grains with random mutual 
orientation are disordered. The grains with small mutual 
misorientation are connected by crystalline GBs. The 
GBs with 'medium-angle' misorientation have a complex 
inhomogeneous structure. These boundaries consist 
of crystalline connections interspersed with disordered 
regions. In disordered regions, the misfit between the 
crystal structures of the neighbouring grains is compensated 
by non-crystalline arrangements of atoms, such as 5- and 
7-fold rings. In general, the structure of the GBs satisfies 
the fhcrmodynamical criterion suggested in [10]. The 
potential energy of the silicon atoms closely correlates with 
the tetragonality, T, of their coordination with their nearest 
neighbours. The majority of atoms in the polysilicon 
grain boundary are well coordinated tetrahcdrally, even if 
they arc arranged in a non-crystalline manner in the high- 
angle GB. From the observed small values of the average 
tetragonality, it follows that the high-angle disordered GBs 
can be characterized as amorphous. 

The results obtained arc important for better under- 
standing of structural properties of thin polycrystalline 
silicon films, which have been used recently for mem- 
ory devices. However, to obtain more reliable data, larger 
polysilicon simulations should be considered. 

3. Crossover behaviour of the localization length 
of single-electron states and the properties of 
conductivity 

To model the properties of conductive electrons in a 
thin polycrystalline silicon film at low temperature, we 
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Table 1. Potential energy, density and average 
tetragonality of grain boundaries in the polysilicon model. 

U (eV/atom), 
±0.04 

P (9 cm"3) 
±0.02 

(T), 
±0.0003 

GB3-4 -4.24 
GB4_7 -4.18 
GB7_8 -4.20 
GB3.-6 -4.19 
GB6_7 -4.16 
GB4-1 -4.17 
GB^ö -4.18 
GB5_2 -4.09 
GBg_io -4.21 
GB-io-11 -4.15 
GB9_12 -4.14 
a-Si -4.15a 

cr-Si -4.335 

2.29 0.005 
2.31 0.014 
2.34 0.011 
2.39 0.010 
2.39 0.013 
2.41 0.013 
2.38 0.011 
2.36 0.017 
2.37 0.012 
2.38 0.015 
2.38 0.017 
2.29a 0.015a 

2.324 0 

Data for a-Si obtained from the model in [7]. 

< V > (meV) 

Figure 2. Demonstration of the crossover behaviour of the 
average localization length of the single-electron states. 
Dependence of the average localization length (L) (points 
a) and of the dispersion D(L) (points b) on the average 
value of the matrix element, {V). (M, N) = (18,12); 
(£> = 50 meV; SE = 25 meV; V e [0.9; 1.1](f). 
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Figure 3. Dependence of the conductance, £ ra/3, on the 
disorder parameter SE. The lattice size (M, N) = (11,11). 
11 channels in the left and right electrodes were used. 
Dimensionless parameters: V = 1; EF = 0. For points a, 
two of the boundaries are randomized: (n = 1, 
m = 1,..., M) and (n = N, m = 1,..., M). For points b, the 
whole active region is randomized. 

use an approach based on the two-dimensional tight- 
binding Anderson model. Each nanosilicon grain (with 
coordinates (m, ri) in the (X, Y) directions) is considered as 
an individual dot. The characteristic energy of quantization 
in the Z direction, Ez, for the lowest level, is of the order 

Ez ~ 1-300 meV [1,2]. We assume that the total one-site 
electron energy is EmM = (E) + 8Em,n, where SEm_„ is 
a random variable (as the thickness of the film fluctuates). 
At low temperature, the electron conduction is governed by 
quantum tunnelling between the dots, which we describe 
by the matrix elements V^™''"'*. Below we consider 
only the simplest case of the neighbouring transitions: 
vmm

n
±hn±n = (V)+SVm,„, where (V) is the average value 

of the off-diagonal matrix elements, and SVmi„ describes 
the fluctuations related to the random characteristics of the 
potential barriers between the neighbouring dots. Let us 
now estimate the number of conduction electrons which 
occupy an individual dot. The maximum value of the 
2D electron density in the film can be chosen as ne ~ 
10''-1012 cm-2. Consider a subsystem of conduction 
electrons in a polysilicon film as a 2D one, with the size 
of the active region 100 nm x 100 nm [1,2]. Then, the 
number of conduction electrons, A/", in this region is of 
the order M = 10-100. If the average size of the grain 
(dot) in the (X, Y) plane is of the order of 10 nm, then 
one has, on average, 100 dots in the active region. So, the 
average number of conductive electrons in a dot is of the 
order 0.1-1. In this paper, we consider the conduction 
electrons as non-interacting. To describe the electron 
subsystem at low temperature, we use a 2D Anderson tight- 
binding model with the Hamiltonian H = J2iEiWV\ + 
51/,* V/,*l')(fc|. where E\ describes the diagonal disorder. 
Figure 2 shows the dependences of the average length 
of localization, (L), and the dispersion of the length of 
localization, D(L) = ((L - (L))2), of the single-electron 
states, vec,)(m, n), as a function of the average value of the 
matrix element {V}. (The size of the lattice is (M, N) = 
(18,12). Zero boundary conditions were chosen.) In 
figure 2, (E) = 50 meV, E„,„ e [50-12.5; 50+12.5] meV 
and <5Vm,„ e [0.9; 1.1](V). For each state, i = 1,..., MN, 
the length of localization was introduced as L(,) = (L^ + 

L«)/2.    We calculated L«  as L«   =   {£"•" ^m,n—\ 
;(<) 

(m ■ 

)2\V(m,n)\2]1'2, where m{i) = Em,'n=iml*('«.'«)l 
(Similar expressions were used to calculate L%\) As one 
can see from figure 2, the fluctuations of the average 
localization length, D(L), exhibit a characteristic maximum 
at (V) » (Vc) = 3.5 meV. For (V) < (Vc), the 
system is essentially insulating. For (V) > (Vc), the 
system exhibits metallic properties. We are at present 
investigating this crossover behaviour in connection with 
the metal-insulator transition. Finally, in figure 3, we 
present the characteristic results of numerical simulations 
of the dimensionless conductance in this system, a — 
Yl\Ta,ß\2, where Ta^ is the transmission amplitude from 
channel a to channel ß. The method we used is based on a 
Green's function approach [11]. The lattice size is (11,11), 
with 11 channels in the left and the right electrodes. In 
figure 3, the horizontal axis is the dimensionless value of 
the diagonal disorder, SE. The dimensionless off-diagonal 
matrix element was chosen equal to V = 1 in the active 
region and in the electrodes. The results shown in figure 3 
correspond to the dimensionless Fermi energy Ef = 0. 
In figure 3 the data indicated by diamonds (points a) 
correspond to the randomization of only two boundaries, 
(n = 1, m = 1,..., M) and (n = N, m = 1,..., M). 
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The data indicated by crosses (points b) corresponds to the 
randomization of the whole active region. One can see 
that increasing the diagonal disorder leads to a crossover 
behaviour of the conductance in the case when only the 
boundaries are randomized. The results presented in this 
paper can be useful for the performance of memory devices 
based on thin polycrystalline silicon films. Our further work 
is related to studying the influence of the Si—Si02 interfaces 
on the conductivity in polycrystalline silicon films and on 
the noise component. 
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Abstract. We present simulation results for the activation barrier <t>0 and the 
number of electrons N in a quantum dot structure that are obtained from the 
self-consistent solution of the 3D Schrödinger-Poisson problem. We observe an 
approximately linear rise in the electrostatic barrier <fo as a function of the gate bias 
once pinchoff occurs. There is an associated linear decrease in the number of the 
electrons in the dot region. Calculated values of <fo and N are in an agreement 
with those utilized in the energy balance analysis for similar structure investigated 
experimentally in connection with negative conductance behaviour. The simulation 
results also suggest that, if the dot area is too small, all particles may be depleted 
from the dot before the input and output barrier forms, thus preventing the bistable 
operation. 

Devices that exhibit negative differential conductance are 
attractive candidates for potential application as oscillators 
because of their very short switching times. Several 
years ago, Hess et al [1] showed that a heterostructure 
hot-electron diode exhibits S-shaped negative differential 
conductance (SNDC) at low temperatures. Later, Higman 
et al [2] demonstrated that it is possible to observe the 
switching behaviour even at 300 K on a similar type of 
structure. More recently, Wu et al [3] reported that a 
multiterminal lateral hot-electron transistor (LHET) with a 
split-gate arrangement (figure 1) also exhibits pronounced 
SNDC. Contrary to the heterostructure diode case, the 
LHET has symmetric current-voltage (I-V) characteristics 
around the zero source-drain bias Vas and can switch at 
lower voltages by varying the bias on the split gates. 

For all three devices, a model based on the energy 
balance approach has been quite successful in explaining 
the experimental I-V characteristics [4,5]. It assumes that 
all the carriers injected into the dot thermalize with the 
cold carriers in the dot which are isolated from the rest of 
the quasi-two-dimensional electron gas (Q2DEG) with two 
quantum point contacts (figure 1). According to this model 

I<t>o 
ldE\ 

(1) 
coll 

where / is the current injected over the barrier, <fo is the 
gate voltage dependent barrier height, e is the elementary 
charge, N is the number of electrons in the dot and the 
brackets represent the average energy loss per electron in 
the dot due to acoustic and optical phonon scattering. Under 

the assumption that, at each of the quantum point contacts, 
/ is limited by the thermionic emission over the barrier, 
a set of equations results, in which fitting parameters are 
the electron temperature in the dot Te, (f>o, N and the 
source-drain bias Vsl[. What physically occurs in the dot is 
that two stable operating points may exist simultaneously 
for a given value of the voltage, Vsli. The first one 
corresponds to a low-current state with the dot temperature 
close to the equilibrium lattice temperature. The second 
one corresponds to a state in which a relatively large current 
may flow with the effective electron temperature in the dot 
much higher than the lattice temperature. 

To obtain quantitative results for the parameters <po 
and N, we carried out numerical simulations using tools 
developed at Arizona State University. Using a quasi- 
3D model, we calculated the equilibrium conduction band 
profile for the LHET structure from figure 1 for various 
biases on the split gates, from which we extracted the 
magnitude of the activation barrier <j)0. We also investigated 
whether one can fine tune the number of electrons in the 
dot by varying the voltage on the plunger gate. 

The LHET shown in figure 1 was realized in 
GaAs/ALGa^As technology using standard processing 
techniques. The split-gate structure consists of four 
electrodes that can be independently biased. The three 
narrow electrodes are externally connected together and 
biased as one. The plunger gate is either biased 
independently or held at the same potential as the other 
three electrodes. The MBE-grown heterostructure consists 
of 1 fj,m of undoped GaAs grown on a semi-insulating 
(SI) GaAs substrate, 85 nm of undoped AlxGai_xAs (x = 
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Figure 1. (a) Scanning electron micrograph of the top split-gate structure, (b) MBE-grown epitaxial layers. 

0.25) layer which incorporates five Si delta-doped layers 
(four of which have ND\ = 1 x 1012 cm-2 and one has 
ND2 — 3 x 1012 cm-2) and 20 nm of undoped GaAs 
cap layer. For the undoped GaAs layer we use standard 
parameters for the effective mass and relative dielectric 
constant. Following Adachi [6], the conduction band offset 
between the AljGai_xAs and GaAs layers is calculated as 
AEC = 1.0075x+0.2405.x2. For the electron effective mass 
in the A^Ga^As layer we use m* = (O.067 + O.083x)m0- 
The relative permitivity of this layer is calculated as 
er = 13.18 — 3.12*. For the effective Schottky barrier 
height of the gate electrode to the GaAs cap layer we use 
0/; = 0.7 eV, and for the binding energy of the deep donors 
in the Al^Gai-^As we assume that En = 25 meV. To 
obtain realistic values for the confining potential in the dot, 
at the exposed surface we use the more physical Neumann 
boundary conditions [7]. 

Details about the calculation of the Q2DEG density 
in an ungated structure are given in [8]. To find the 
confining potential in the dot, we coupled our 3D Poisson 
equation solver with our ID Schrödinger solver. The 
relatively large dot size justifies our treatment of electrons 
in the dot as a finite-extent Q2DEG. We use both the 
incomplete factorization scheme and the preconditioned Bi- 
CGSTAB method for the numerical solution of the matrix 
equation Ax = b that results from the standard 7-point 
finite difference approximation scheme of the 3D Poisson 
equation in the presence of piccewise-constant dielectric 
constants [9]. Dirichlct boundary conditions arc imposed 
at the Schottky contacts, whereas Neumann boundary 
conditions are assumed at the artificial boundaries. 

In figure 2 we show the conduction band profile Ec 

and the energy of the ground subband for the ungated 
structure. Assuming that 50% of the Si atoms in the barrier 
layer are electrically active and using —2.36 x 10'2 cm-2 

for the surface-charge density yields a channel electron 
density of Nx = 3.36 x 10" cm"2 at T = 4.2 K. 
Shubnikov-de Haas and Hall measurements revealed an 
electron density of 3.7 x 10" cm-2. The close agreement 
between the calculated and experimentally derived values 
for N„ confirms the adequacy of our model. Simulation 
results for the confining potential for the electrons in 
the plane 5.4 nm below the AlvGai_vAs-GaAs interface 
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Figure 2. Conduction band profile along the growth 
direction (y-axis) and the energy of the ground quantized 
energy level. Fermi level EF is the reference energy level. 

(near the maximum of the electron charge distribution) 
and an applied bias of —3.6 V on all gates are shown in 
figure 3. The nonuniform finite-difference tensor-product 
grid used here has 50 x 180 x 54 points along the *-axis 
(length), >'-axis (depth) and z-axis (width). We use the 
same surface-charge density as in the ID case, which is 
assumed to be constant over the entire free surface, thus 
ignoring the charge reversal at the edges of the gates. It is 
obvious that the confining potential in the dot resembles a 
truncated parabola with a flat bottom because of the charge 
accumulation in the dot. An additional important feature 
is the presence of a finite potential energy barrier at the 
quantum point contacts that connect the dot with the input 
and output leads. Variation of both <p0 and N as a function 
of Vg is shown in figure 4. We observe an approximately 
linear increase in the electrostatic barrier height 4>o once 
pinchoff occurs. The opposite is true for N; it decreases 
approximately linearly with increasing Vg. In figure 5 we 
show the variation of </>o and TV with the voltage on the 
plunger gates Vpimger, for fixed voltages on the narrow 
gates. It is obvious that one can fine tune the number of 
electrons in the dot by varying Vpi,wser. Because of the 
large dot size, the barrier heights are only slightly affected 
with the variation of V, plunger- This suggests that one can 
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Figure 3. Conduction band profile in the x-z-plane. 
(This figure can be viewed in colour in the electronic version of the article; see http://www.iop.org) 
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Figure 4. Variation of 0O and N as a function of the bias on 
the split gates Vg. 
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Figure 5. Variation of <j>0 and N as a function of Vpiunger for 
fixed values of the voltage Vg on the narrow gates. 

investigate the influence of N on the I-V characteristics 
of the LHET by varying the voltage on the plunger gate 
without altering <p0. 

Finally, we want to comment on the relevance of our 
simulation results. For the same LHET, the energy balance 
model predicts that, at T = 4.2 K and for Vg = -2.95 V, 
N = 155 and c*0 = 49 meV [5]. According to Laux 
et al [10], the reversal of the surface charge density at the 
exposed surface leads to a transition region whose width 
is approximately 10% of the width of the gate opening. 
The inclusion of this will shift the gate voltage by about 
-0.2 V. In addition, the inclusion of space quantization in 
the lateral direction will further reduce N and the width of 
the quantum point contacts (QPCs) and, therefore, increase 
00- This can be accounted for through an additional shift 
of the gate voltage of about -0.15 V [10]. From the 
results shown in figure 4 it follows that, for Vg = -3.3 V, 
N = 157 and 0O ^ 40 meV. These values are in agreement 

with the energy balance model predictions. We want to 
comment that the uncertainty of the physical dot size and 
the strong dependence of <po on the physical width of the 
QPC could be a reason for the small discrepancy in the 
results for <J>Q. 

In conclusion, our simulator gives good estimates for 
the number of electrons in the dot N and the electrostatic 
barrier height ci>o. However, further refinements of 
our simulation model are required to account for the 
quantization in the lateral direction. 
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Abstract. We investigate the fractal magnetotransport properties of mesoscopic 
billiards. Employing three geometries, we find the self-similarity to be either 
statistical or exact. We use a correlation analysis to investigate the relationship 
between these two families of scaling behaviours. 

1. Introduction 

Magnetoconductance fluctuations (MCF) act as 'mag- 
netofingerprints' of the statistics generated by electron 
trajectories colliding with the walls of mesoscopic semicon- 
ductor billiards [1,2]. At low temperatures, phase-coherent 
quantum interference processes produce a rich spectrum 
of MCF [1]. Mandelbrot introduced a 'fractal' dimen- 
sion DF to quantify structure occurring on increasingly 
fine scales. Fractal structure in a data trace has the prop- 
erty that 1 < DF < 2 [3]. Recently, MCF observed in 
billiards were predicted to be fractal [4] and experiments 
revealed DF in the range 1.1-1.6 [5-7]. Scaling fractals are 
a subset where the structure is scale invariant [3]: for 'ex- 
act self-similarity' an intrinsic pattern repeats itself exactly 
at different scales, in contrast to 'statistical self-similarity' 
where statistical properties of the trace are invariant un- 
der scaling [4,6,7]. The form of self-similarity in fractal 
MCF is highly topical. Square [6] and the stadium [7] ge- 
ometries reveal statistical self-similarity, while a Sinai ge- 
ometry [8] displays exact self-similarity [5]. Whereas DF 

quantifies the presence of MCF structure at different mag- 
nifications, a correlation function F has been introduced 
to assess self-similarity [9]. The correlation function is a 
powerful tool in mapping out the scaling factors of fractal 
MCF. In this paper, three distinct geometries of billiards 
are used to investigate the relationship between exact and 
statistical self-similarities and the conditions required for 
their observation. 

2. Exact self-similarity 

Figure 1 shows the three billiard geometries which we label 
A, B and C. The diagrams represent electrostatic gates 

0.2 
0.8 

0.2 

(a) (b) 

Figure 1. Schematic diagrams of the three billiard 
geometries considered. Dimensions are in microns. 

on the surface of an AlGaAs/GaAs heterostructure [5,6]. 
In each case, the electronic mean free path (t > 5 /xm) 
is significantly larger than the billiard and the electronic 
motion is sensitive to the billiard's geometry [1,2]. In 
the hard-wall approximation, the square of figure 1(a) 
supports stable trajectories, while the presence of the curved 
wall (the Sinai diffuser) in figure 1(b) generates chaotic 
trajectories [8]. In figure 1(c), the central antidot is the 
Sinai diffuser and its presence can be tuned with gate bias, 
allowing a study of the transition from the 'empty' square to 
the Sinai geometry [5]. In a semiconductor billiard defined 
by soft walls, the classical phase space is mixed (regular 
and chaotic) [4] and the effect of the Sinai diffuser is of 
considerable interest. 

Figure 2 shows MCF for the three billiards for magnetic 
fields applied perpendicular to the billiard plane. We 
first consider the MCF of device C (antidot activated) 
represented in figure 2(c) [9]. (We note that figure 
2(c) is a damped Weierstrass fit to the MCF data of 
device C. The Weierstrass equation and the MCF raw 
data can be found in [9]. The correlation analysis is, 
however, applied to the MCF raw data.) The MCF 
clusters around two distinct scales:    'fine'  (f) structure 
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-0.075 0.075 

Figure 2. SG(B) = G(B) - (G(B)) versus B for (a) billiard 
A, (b) billiard B and (c) billiard C (with the antidot 
activated). In (c), the label 'f points to the fine structure 
superimposed on the coarse 'c' structure. 

F = 1 if the two traces arc mathematically identical [9]. 
Figure 3 shows F as a function of XG and XB for the 
MCF data trace and reveals a maximum of F = 0.97 
for (XH,XG) = (18.6,3-7). The single peak indicates a 
unique pair of scaling factors and the high value of F 
at the maximum confirms that the MCF has exact self- 
similarity. To be fractal, the MCF will continue to cluster 
at finer scales. An 'ultra-fine' (u) structure is superimposed 
on the f structure with a characteristic field scale Aß„ 
determined by the common scaling factor ABc/ABj — 
AB//AB,, = XB. Assigning the c structure as the 'initiator' 
pattern with index number n — 1 [3], the MCF can be 
mapped out using AB„/AB„+\ = XB- The conductance 
amplitudes of selected features AG„ arc also related by 
a common scaling factor AG„/AGn+\ = XG. As required 
for fractal behaviour [4,5], the scaling factors arc related by 
XG = (XB)P, where DF — 2 — ß. Performing an equivalent 
analysis replacing AG„ with (\8G(B) - SG(B + AB,,)]2) 
(the variance of SG(B) with AB„ for the nth cluster), wc 
obtain 

([SG(B) - SG(B + AB,,)]2 

Figure 3. F versus (XB, XG) for device C (antidot 
activated). 

superimposed on 'coarse' (c) structure with characteristic 
magnetic field scales Aß/ » 0.5 mT and ABC «a 10 mT. 
For exact self-similarity in MCF, the f structure will 
be a scaled version of the c structure. Defining the c 
scale conductance as SGC(B) = GC(B) — (GC(B)) (where 
() represents an average performed over magnetic field) 
and the / scale conductance amplitude as SGf(B) = 
Gf(B) — (Gf(B)), then conductance and magnetic field 
scaling factors, XG and XB, can be determined which give 
SGC(B) « XGSGf(XBB). The correlation function F 
quantifies the similarity: 

F= 1 
([8Gc(B)-XG8Gf(XBB)] 2U/2 

N 
(1) 

N is a normalization constant which sets F — 0 when 
<5Gc(ß) and XG 8Gf(XBB) arc randomly related traces and 

([SG(B)-SG(B + AB„+])]2)      \AB„+] 

AB„ 

where XB 
AB„ 

(2) 
Aß„+i 

and Dp = 2 — y/2. Exact self-similarity is preserved 
when adjusting the bias V„ applied to the outer square gate 
and hence the number of conducting modes i in each port. 
(V„, /, DF) evolves as (-0.51, 7, 1.55), (-0.52, 5, 1.52) 
and (—0.55, 3, 1.45). Adjustment of the bias V/ applied 
to the inner gate, in order to remove the Sinai diffuser, 
results in a decrease in F \9] and a change to statistical 
self-similarity (see below). 

3. Statistical self-similarity 

In figures 2(a) and 2(b) the MCF data measured at 50 mK 
on devices A and B appear aperiodic, possessing a range of 
Aß components [1]. They arc predicted to obey statistics 
analogous to fractional Brownian motion [3] and hence arc 
fractal [4]. For an arbitrary increment Aß, the MCF arc 
expected to follow 

([&G(B) - SG(B + Aß)]2) a (AB)y (3) 

where Df = 2 — y/2. Extracting Dp from linear fits 
to log{<[(SG(ß) - SG(B + AB)])} versus log(Aß), wc 
find (V„, i, DF) = (-0.60, 3, 1.2), (-0.47, 3, 1.1) and 
(-0.52, 5, 1.4) for devices A, B and C (antidot dc-activatcd) 
respectively. A study of DF versus j will be presented 
elsewhere. The scaling described by equation (3) is termed 
statistical self-similarity [4]. Selecting two arbitrary scales, 
Aß! and AB2, gives 

(18G(B)- -5G(ß + Aß,)]2) /Aß, 

(ISG(B)- -5G(ß + Aß2)]
2) 

Aß, 
where An = . 

Aß2 

VAB2 

(4) 
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Figure 4. Schematic representation of (a) exact 
self-similarity and (b) statistical self-similarity. See text for 
details. 

The difference between equations (2) and (4) is that the 
latter holds for a continuous range of kg while the former 
is only true for a single value. For both exact and statistical 
self-similarity, the MCF are described by a unique Dp 
which links each (XB, XG) Pair by ^G = Q^B)^ 

ar)d DF = 
2—ß. This proposed picture is summarized in the schematic 
of figure 4, where the antidot of billiard C is activated 
(figure 4(a)) and de-activated (figure 4(b)). In figure 4(a), 

the exact self-similarity is generated by a single hierarchy 
of points (n = 1,2,3,4,...) located at equal spacings 
determined by (X#,AG) = (18.6,3.7) on a line with gradient 
ß = 2 — Dp. In figure 4(b), de-activation of the antidot 
generates additional hierarchies at spacings determined by 
their (Ag, XQ) values. For simplicity we have shown just 
four additional hierarchies. For statistical self-similarity, 
a continuous range of hierarchies are expected. We are 
currently applying correlation analysis to the statistically 
self-similar traces to map out the ranges of scaling factors 
present in the billiards. We have also shown an identical 
gradient for figures 4(a) and 4(b), although in reality Df 
is slightly less for the statistical case (see above). This is 
being investigated. 

4. Conclusions 

The two forms of observed fractal MCF can be understood 
within a common framework where exact self-similarity 
is generated by a unique pair of scaling factors compared 
with a range required for the statistical case. Geometries 
A, B, C (antidot de-activated) and the stadium [7] are all 
'empty' billiards and exhibit statistical self-similarity. In 
contrast, introduction of the antidot at the centre of billiard 
C removes all but one pair of scaling factors from the 
system, generating exact self-similarity. We are currently 
using a soft-wall model to relate the scaling factors to stable 
electron trajectories. 
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Abstract. Simulations with recursive Green's functions with damping are applied to 
the study of a variety of nanostructure configurations, including quantum point 
contacts, lateral resonant structures and symmetric and asymmetric open quantum 
dots. The roles of fluctuations and length dependence are introduced and a 
comparison with experiments on multiple-point contact systems is discussed. 

1. Introduction 

In earlier studies [1], application of the quantum Liouville 
equation in the coordinate representation demonstrated the 
necessity of finding a suitable set of phase space boundary 
conditions to reflect the effects of device-device interac- 
tion and proximity effects on nanostructure transport. In 
particular it was shown that the self-consistent potential 
and density distributions arc extremely sensitive to small 
variations in these boundary conditions. While these issues 
are present in multidimensional quantum confined systems, 
and the techniques used for the one-dimensional studies are 
in principle amenable to two and three dimensions, compu- 
tational requirements may be excessive. Instead we have 
begun to apply recursive Green's functions (RGFs) tech- 
niques to the simulations of nanostructure transport. The 
emphasis in this study is on structure and how simple struc- 
tural variations manifest themselves in changes, sometimes 
dramatic, in the conductance versus energy relation. The 
simplest structural variations include the effects of isolated 
impurities on the output of quantum point contacts, and 
in the case of open quantum dots the effects of placement 
and opening width on the conductance. In the latter case 
we find that structural variations can change conductance 
versus energy relations from the familiar plateau structure 
(see [2]) to one where the conductance displays oscillations. 
This study is limited in scope to rectangular structures of 
finite potential energy. The soft potential arising from self- 
consistency is not treated, and we expect the appearance of 
some oscillations which, while not spurious in a mathemat- 
ical sense, would not appear experimentally. 

We note that the recursive construction of Green's 
functions on a tight-binding lattice is not new. It was 
first introduced in the early 1980s (see [3] for a detailed 
discussion). As used below, a damping factor, it], is 
included. An early illustration of the use of RGFs 
techniques for the computation of the conductance of an 
adiabatic quantum point contact (together with a discussion 

comparing the results with the mode matching methods with 
hard potential boundaries) is provided in [3]. 

Each of the examples discussed below involves the 
Kubo formalism for computing the conductance. For 
comparison with experiment there are two routes we 
take. (1) Wc specify the potential energy distribution and 
compute the conductance for a specific Fermi energy. We 
then vary the potential energy distribution in a way that 
mimics the variation of depletion width with bias and again 
compute the conductance. (2) Alternatively, for a specific 
potential energy distribution the conductance is computed 
as a function of Fermi energy. The latter is discussed below. 
There is equivalence when the transmission coefficient is 
a function of the difference between the Fermi energy and 
the subband energy. 

2. Discussion 

To set the stage for the results we refer to figure 1 for 
a structure in which the point contact opening on the left 
is smaller than that on the right. As discussed below we 
think that this calculation is relevant to the experiments 
of [2]. First we provide some details. The structure is 
defined on a 30 x 60 equally spaced rectangular array. 
The lattice spacing is 5 nm. The width of this structure 
is W = 145 nm, the widths W\ = W2 = 50 nm, 
WT, = W4 = 20 nm, the lengths L = 295 nm, Li = 95 nm, 
and L2 = 100 nm. For this structure the potential energies 
on all of the boundaries as well as the shaded region were 
set at 6Vaa, where Vaa = h2/2ma2. For a = 5 nm and m 
the effective mass of GaAs electrons V = 24.2 meV. 

The points in figure 1 display the conductance as a 
function of Fermi energy. The full line in the figure are 
obtained from the ideal conductance, G = (2e2/h)kjW/n, 
where the number of modes is given by M « k/ W/it = 
(W/an)(EF/Vaay

/2, and W is the opening of the left- 
most point contact. The results are clearly dominated by 
the quantum point contact with the smaller opening, a 
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Figure 1. Conductance versus Fermi energy (in multiples 
of Vaa) for the structure shown. 

result that appears to be consistent with earlier discussions. 
(Note that in this formula we see an equivalence where 
the number of modes increases as the gate bias is made 
less negative, and the number of modes is increased by 
increasing the Fermi energy through an increase in the 
numbers of carriers.) This result is also likely to be relevant 
to the experiments of [2] for two isolated quantum point 
contacts in which only one of the gates was swept, the other 
being held at ground. In [2] the conductance displayed 
a series of plateaux, as in figure 1. Caution is advised 
here since the potential energy distribution in figure 1 is 
set at a fixed constant value. Additional calculations for an 
increased opening of the right-hand point contact did not 
qualitatively alter the calculated results. 

The calculations take a strong turn, with the appearance 
of oscillations, when the opening of the second quantum 
point contact is reduced to that of the first one; see figure 2. 
These results remain qualitatively the same for structures 
in which the separation of the quantum point contacts is 
increased to 2 [im. The full line is figure 2 is the same 
as that in figure 1. It is apparent that the magnitude of the 
conductance would be better fitted if reduced by a factor of 
2, where the inverses of the conductance are additive. 

It is expected that the conductance variations are 
dependent on geometry. In addition to the above structures 
the conductance was computed for the structures shown 
in figure 3. Figure 3(a) showed conductance variations 
similar to those of figure 1. Figure 3(b), which is 
another representation of an open quantum dot, displayed 
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Figure 2. Conductance versus Fermi energy (in multiples 
of Vaa) for the symmetric structure shown. 

(a) 

(b) m 

(c) 

(d) 

Figure 3. Various structures studied. 

a more regular set of conductance plateaux, suggesting the 
importance of geometry in the interpretation of conductance 
behaviour. Calculations with figures 3(c) and 3(d) were 
performed to determine the role of such things as isolated 
impurities in the conductance. The situation for figure 3(c) 
resulted in only marginal changes in the conductance from 
a 'perfect' point contact, while that for figure 3(d) where 
the change is over a longer distance resulted in severe 
distortions. Some of the latter are probably consequences 
of the sharpness of the boundaries. 

3. Conclusions 

The purpose of this study was to demonstrate how simple 
structural variations manifested themselves in changes, 
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sometimes dramatic,   in the conductance versus energy References 
relation.   The study demonstrated the effects of isolated r„  _   ,.   .,,   _        ,„     ,..      ^ „ ,   , 3 . , . [1]  Grubin H L. Caspar J R and Ferry DK 1997 Phys. Status 
impurities on the output or quantum point contacts, and in Solidi 204 365 
the case of open quantum dots the effects of placement and [2] Taylor R P, Fortin S, Sachrajda A S, Adams J A, Fallahi M, 
opening width on the conductance. In particular, we found Davics M> Coleridge P T and Zawadzki P 1992 Phys. 

that structural variations can change conductance versus ... _    ev'  ..     . „    , . , „ ., ,„„_ _ e [3] Ferry D K and Goodnick S M 1997 Transport in 
energy relations from the familiar plateau structure to one Nanostructurcs (Cambridge: Cambridge University Press) 
where the conductance displays oscillations. section 3.8.7 
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Abstract. We have investigated the response of C60 molecules adsorbed on 
Si(100)-(2 x 1) to manipulation induced by a scanning tunnelling microscope. Our 
results show that the C60-Si(100)-(2 x 1) interaction is greater than the C6o-C6o 
interaction. Attempts to move a molecular pair result in the transfer of one 
molecule across a dimer row due to barrier lowering caused by the intermolecular 
interaction. Our results suggest that C6o is chemisorbed and this is confirmed by Si 
2p core-level photoemission spectra. 

Lateral manipulation using a scanning tunnelling micro- 
scope (STM) may be used to probe the interactions experi- 
enced by atoms and molecules adsorbed on solid surfaces 
[1-3]. Following initial work by Eigler and Schweizer [1] 
this approach has been used to study the interaction of elec- 
trons at the surface of noble metals with adsorbed transi- 
tion metal atoms [2] and more recently the anisotropy of 
a molecule-substrate interaction for a high-index surface 
[3]. The use of this technique to investigate molecular 
interactions has so far been restricted to metal substrates 
and a low-temperature environment since the adsorbate- 
substrate combinations studied to date have energy barriers 
which are too low to suppress diffusion at room tempera- 
ture. The extension of this work to room-temperature op- 
eration requires a much larger diffusion barrier and there- 
fore a much stronger adsorbate-substrate interaction and 
progress towards this goal has been limited by the difficulty 
of initiating manipulation of strongly adsorbed molecules. 
In a number of recent papers controlled manipulation of 
molecules at room temperature has now been reported [4- 
7]. However, progress to date has encompassed only place- 
ment of adsorbates and no investigations of the interactions 
of strongly adsorbed molecules have been reported. 

In this paper we describe a series of experiments in 
which molecular manipulation is used to investigate the 
intermolecular and molecule-surface interactions of COO 

adsorbed on the Si(100)-(2 x 1) surface. This adsorbate- 
substrate combination has recently been the focus of intense 
interest and several different models for adsorption have 
been proposed [8-10]. By using STM manipulation we 
are able to discriminate between these models. We show 
that the response of COO to manipulation implies that 
COO is chemisorbed [10] and this result is confirmed by 
synchrotron radiation photoemission experiments. 

We use an ultrahigh vacuum (UHV) STM (Oxford In- 
struments SPM group, formerly WA Technology, Cam- 
bridge, UK) operating at room temperature. Electrochemi- 
cally etched W tips cleaned in vacuum by heating were used 
throughout. The Si(100) samples were degassed at 750 °C 
overnight, flash annealed at 1200 °C for 20 s and then held 
at 800 °C for 3 min before being cooled to room temper- 
ature. COO was sublimed from a Knudsen cell at a rate of 
2x 10~3 monolayers s_1. Photoelectron spectroscopy (PES) 
experiments were performed at the Synchrotron Radiation 
Source, Daresbury, UK, using incident photon energies of 
120 and 140 eV and a hemispherical analyser (resolution 
~0.3 eV). For the PES experiments Cßo was sublimed from 
a resistively heated Ta envelope. 

Figure 1(a) shows an STM image in which COO 

molecules appear as circular features and the rows of the 
Si(100)-(2 x 1) reconstruction run up the image. The rows 
arise from the dimerization of top-layer atoms [11]. The 
Si(100)-(2 x 1) surface and the adsorption site for COO 

are shown schematically in figure 2. We find that COO 

is adsorbed in the troughs between the dimer rows at the 
four-dimer site (labelled A in figure 2) in agreement with 
previous studies [9,10]. 

Displacement of an adsorbate across a surface was 
first demonstrated by Eigler and Schweizer [1]. This 
original work was performed at low temperature but we 
have recently demonstrated that it may also be performed 
at room temperature [4,5]. Following our work further 
demonstrations of room-temperature manipulation have 
been published [6,7]. To induce manipulation on the 
Si(100)-(2 x 1) surface the tip-sample separation is first 
reduced by decreasing the gap resistance to a value ~1 G£2. 
The tip is then moved across the surface in a controlled 
manner (typically through a total distance of 3 nm in steps 
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Figure 1. Demonstration of molecular manipulation: 
(a)-(c) parallel to the Si(100)-(2 x 1) dimer rows, scan area 
7.5 x 10 nm2; (d), (e) across dimer rows, scan area 
10 x 6.3 nm2. The arrows indicate the direction of tip 
displacement, (f) A 3 x 3 array of C60 molecules, scan 
area 40.5 x 19.7 nm2. For {a)-{f): scan parameters, 
-3.5 V, 0.1 nA; manipulation parameters, -1.0 V, 1.0 nA. 

(d) <r% 
Figure 2. (a) Schematic of the Si(100)-(2 x 1) surface and 
the adsorption site for C60 labelled A; (b) symmetric and (c) 
buckled Si dimers; (d) hopping between buckled states 
which occurs at 300 K. •, top layer Si atoms, o, second 
layer Si atoms. 

of 0.6 nm).   This movement may be chosen to be either 
parallel or perpendicular to the dimer rows.    A digital 

(d) 

Q o 
Figure 3. (a) A pair of C60 molecules (d = 1.15 nm) prior to 
manipulation. The result of an attempt to reduce the 
intermolecular separation by moving the lower molecule 
towards the upper molecule is shown in (b). The arrow in 
(a) indicates the direction of tip displacement. Manipulation 
parameters: -1.0 V, 1.5 nA. (c) A molecular cluster 
assembled using the STM tip. (d) Schematic diagram 
showing the position of the molecules in (c): , the 
minima of the troughs, (e) c(4 x 3) arrangement. According 
to a recent theory the cluster shown in (c) and (d) should 
spontaneously relax to the configuration in (e); however, 
this is not observed. 

feedback loop is used to update the tunnel current after each 
step. The gap resistance is then increased to ~30-40 GQ, 
causing the tip to withdraw from the surface, and the tip 
is returned to its original position. For the Si(100)-(2 x 1) 
surface we have not observed any difference in response to 
manipulation for forward and reverse bias. 

For the Si(100)-(2 x 1) surface we observe a highly 
anisotropic response of COO to STM manipulation. This 
is shown in figure 1 in which the response of C^0 

to manipulation either parallel (figures l(a)-l(c)) or 
perpendicular (figures 1(d) and 1(e)) to the dimer rows 
is illustrated. In figures l(a)-l(c) the effect of two 
successive 3 nm displacements of the tip is shown. For 
the manipulation perpendicular to the rows (figures \{d) 
and 1(e)) five parallel lines separated by 6 A were swept 
out forming an area of 3 x 3 nm2. As shown in figure 1 
it is possible to induce manipulation perpendicular to the 
rows although the success rate for this direction is ~15% as 
compared with ~95% for manipulation parallel to the dimer 
rows. Note also that following attempts at manipulation 
across dimer rows (figures \{d) and 1(e)) we observe 
some displacement parallel to the dimer row. However, 
for displacement parallel to the rows the molecule is 
guided along the troughs on the Si(100)-(2 x 1) surface. 
This facilitates more precise and controllable placement. 
Figure 1(f) shows a simple pattern. We have undertaken 
further manipulation experiments to determine whether 
the manipulation results from a repulsive or attractive 
interaction. After application of a modified procedure, in 
which the tip is not retracted before returning to its original 
position, the C60 remains at the extreme of the tip excursion. 
This implies that the manipulation in figure 1 results from 
a repulsive interaction. 

A48 



Interactions of C60 on Si(100)-(2 x 1) 

A model for the interaction of COO with the Si(100)- 
(2 x 1) surface has recently been proposed [8]. According 
to this model a strong molecule-surface interaction causes 
the adsorption of COO in the troughs between dimer rows. 
While the interaction with the surface causes the molecule 
to sit in troughs, the position of the molecule along the 
trough, which is determined by the component of forces 
parallel to the dimer rows, is assumed to be determined 
entirely by interactions with other adsorbed molecules. 
The intermolecular interaction is taken to be van der 
Waals [12] in origin, and the molecules are assumed to 
be physisorbed. Note that the equilibrium intermolecular 
separation according to this model is therefore given by 
do = 1.005 nm. We have used STM manipulation of 
pairs and small groups of molecules to evaluate this model. 
Figures 3(a) and 3(b) show the result of an attempt to 
reduce the separation of a COO pair by moving the lower 
molecule along the trough towards the upper molecule. 
The initial position of the tip was chosen so that it was 
sufficiently far away from the upper molecule so that no 
manipulation would result in the absence of the lower 
molecule, that is there should be no direct interaction 
between tip and upper molecule. Prior to manipulation the 
separation, d, of the COO pair is 1.15 ± 0.02 nm (equal to 
3a, where a (= 0.384 nm) is the surface lattice constant). 
Figure 3(b) shows an STM image taken after application 
of the manipulation procedure and shows that the upper 
molecule has been forced to move across a dimer row 
into an adjacent trough. The final molecular separation 
is 1.09 ± 0.02 nm. Note also that both molecules move 
'up' the image by ~0.8 nm. 

We have repeated this experiment many times and 
the important aspects of the results shown in figure 3 
are reproducible. In particular we have never observed a 
separation of molecules along a trough which is less than 
1.15 ± 0.02 nm, a result which is inconsistent with [8] in 
which a value equal to the intermolecular separation do 
is predicted. We have also assembled molecular clusters. 
According to the model described above the cluster in 
figure 3(c) should relax to an ordered (local c(4 x 3)) 
arrangement, but this is inconsistent with our data (see 
figures 3(d) and 3(e)). 

There are two possible explanations for these 
differences. First, the molecules are not physisorbed, 
but chemisorbed, and the resulting charge exchange 
between adsorbate and substrate modifies the intermolecular 
potential leading to a different equilibrium separation. A 
second (and on the basis of our STM results more likely) 
possibility is that the positions of the molecules along the 
trough are determined by the molecule-surface interaction 
rather than intermolecular forces. 

Both explanations imply a much stronger interaction 
between COO and Si(100)-(2 x 1) than is consistent with 
physisorption. This is confirmed by photoemission spectra 
from the Si(100)-(2 x 1) surface before and after COO 

deposition. Figure 4(a) shows the Si 2p core-level 
spectrum acquired from the clean surface. The spectrum 
is decomposed into a number of spin-orbit split Voight 
components and is in agreement with previous work [13]. 
The various components arise from Si atoms in different 

33     34     35     36     37     38 
Kinetic Energy (eV) 

33     34     35     36     37     38 
Kinetic Energy (eV) 

Figure 4. Si 2p core-level photoelectron spectrum from (a) 
the clean Si(100)-(2 x 1) surface and (b) Si(100)-(2 x 1) 
after deposition of ~0.2 monolayer C6o- The photon energy 
used in each case was 140 eV. 

bonding configurations or chemical environments. The 
most intense peak (B) corresponds to atoms in a bulk 
configuration, peak C is related to second layer atoms and 
peak D has been identified as an electron energy loss feature 
[14,15]. We focus on peak A, which arises from the 'up' 
atom of a buckled dimer. 

Buckling of dimers on the Si(100)-(2 x 1) is illustrated 
in figures 2(b)-2(d). A symmetric dimer (figure 2(b)) 
may adopt a lower energy configuration by buckling, that 
is raising one and lowering the other atom (figure 2(c)). 
The energy barrier for thermal activation between the two 
buckled configurations is low and transitions occur on a 
time scale less than the acquisition time of an STM image 
pixel [16]. The STM image is therefore an average of 
the two configurations and the dimers have a symmetric 
appearance, apart from a small number which are pinned 
by defects. However, the effects of buckling may be 
detected in photoemission which probes the surface on a 
much shorter time scale. Peak A is related to the 'up' atom 
of the buckled dimer [15]. 

Deposition of 0.2 monolayers of COO induces distinct 
changes in the Si 2p spectrum (see figure 4(b)). Note 
that for physisorption we would expect no significant 
differences in the Si 2p spectrum following COO deposition. 
Peak A is no longer present and a new peak (E) is resolved 
at lower energy.   This shows that the bonding and net 
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charge on the surface Si atoms have been modified by 
Cßo, providing direct evidence for chemisorption of C60- 
Our results may be explained in terms either of charge 
transfer into the lowest unoccupied molecular orbital of C60 

or the formation of Si-C bonds. We believe that the latter 
explanation is unlikely as the core-level shift induced by 
COO deposition (+0.9 eV) is much greater than expected 
for Si-C bond formation [17]. 

We have exploited an anisotropic surface reconstruction 
to investigate the interactions experienced by an adsorbed 
molecule on a solid surface. Our results imply that 
COO is chemisorbed on Si(100) and this is confirmed by 
photoemission studies. 
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Abstract. The carbon nanotube junctions have recently emerged as excellent 
candidates for use as the building blocks in the formation of nanoscale electronic 
devices. While the simple joint of two dissimilar tubes can be generated by the 
introduction of a pair of heptagon-pentagon defects in an otherwise perfect 
hexagonal graphene sheet, more complex joints require other mechanisms. In this 
work we explore structural and electronic properties of complex three-point 
junctions of carbon nanotubes using a generalized tight-binding 
molecular-dynamics scheme. 

1. Introduction 

The interest in pure carbon clusters received a tremendous 
boost from the discovery of the COO molecule [1]. 
Following this discovery, quasi-one-dimensional structures 
made of carbon atoms, called carbon nanotubes, were 
experimentally observed by Iijima [2]. The carbon 
nanotubes consist of rolled-up graphene sheet with various 
chiralities. The electronic structure of these tubes can 
be either metallic or semiconducting, depending on both 
the diameter and the chirality which can be uniquely 
determined by the chiral vector («, m), where n and m are 
integers [3-7]. 

The possibility of connecting nanotubes of different 
diameters and chiralities has generated considerable interest 
recently [8-12]. This is because of the possibility of the 
junctions being the building blocks of nanoscale electronic 
devices. The simplest way to connect two dissimilar 
nanotubes is found to be via the introduction of a pair of 
heptagon and pentagon in an otherwise perfect hexagonal 
graphene sheet [6]. The resulting structure still contains 
three-fold coordination for all carbon atoms forming the 
junction. 

In reality nanotubes have finite lengths and, in most 
cases, tend to be closed with fullerene caps. The closure 
introduces a small gap in the electronic structures of these 
tubes. Also, formation of a tube junction results in 
considerable local strain which is relieved by the relaxation 
of the atoms. The relaxation is also expected to alter 
the electronic structure and local density of states of the 
atoms forming the junction and their neighbours. Although 
several theoretical models have been used in the study of 
nanotube heterojunctions, most of them tend to ignore the 
effects of relaxation altogether. 

In this work we investigate the effects of full symmetry 
unconstrained relaxation of the nanotube heterojunctions on 
the structural and electronic properties using the generalized 
tight-binding molecular-dynamic (GTBMD) scheme of 
Menon et al [7]. The GTBMD makes explicit use of 
the non-orthogonality of the orbitals in treating interactions 
in covalent systems and has been found to be very 
reliable in obtaining good agreement with experimental and 
local density approximation results for the structural and 
vibrational properties of fullerenes and nanotubes [7,13]. 
Additionally, GTBMD has been applied earlier to obtain 
equilibrium geometries for small carbon clusters [14], in 
good agreement with ab initio [15] results for the lowest- 
energy structures of carbon clusters of size up to N = 10 
(for which ab initio results are available). 

2. Three-point junctions 

2.1. 'T-junctions' 

Unlike the simple nanotube junctions, the three-point 
junctions of single-walled carbon nanotubes could be used 
as building blocks of nanoscale tunnel junctions in a 
2D network of nanoelectronic devices. As a prototype 
of such junctions we study a 'T-junction' formed by 
fusing two nanotubes of different diameters and chiralities 
perpendicular to each other [16]. 

The T-junctions provide a challenge to the conventional 
rules applicable to tube bends. This is because, unlike 
the knee joint where one can clearly define the opposite 
sides of the joint as either the front or the behind, both 
sides are topologically equivalent. As a result, we can 
expect a net excess of heptagons over the pentagons at 
the junction. Furthermore, whereas the bend angles at 
a two-point tube junction depend on the tube parameters 
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(10,0) 

Figure 1. Fully relaxed (5,5)-(10,0)-(5,5) tube (Tl). The structure contains six heptagons and no pentagons. 

Table 1. Bond length analysis for the T-junction in figure 1. 
The GTBMD scheme has been used to relax the cluster. 
The bond lengths are averaged over the heptagons and 
hexagons. 

Average bond length 
Tube     in heptagons (Ä) 

Average bond length 
in hexagons (Ä) 

Tl 1.427 1.419 

(diameter and chirality) of both the component tubes, no 
such dependence exists for the T-junction where the angle 
remains fixed at 90°. 

We explore an alternative route to the formation 
of T-junctions that is not constrained by the usual 
heptagon-pentagon    defect    pair    considerations. In 
particular, we examine a metal-semiconductor-metal T- 
junction, namely the (5,5)-(10,0)-(5,5) junction (figure l). 
We designate this junction by the symbol Tl. The structure 
Tl is composed of 314 atoms. The numbers chosen are 
sufficiently large to avoid the effects of the dangling n 
bonds at the edges on the junction. The (10,0) tube is 
semiconducting and the (5,5) tube is a semimctal. The (5,5) 
and (10,0) tubes have armchair and zig-zag configurations, 
respectively. In the armchair (zig-zag) configuration the 
tubes have C-C bonds perpendicular (parallel) to their axis. 
As seen in figure 1, in going across the junction in Tl from 
the (10,0) side to the (5,5) side, the orientation of the C-C 
bonds remains unchanged. Interestingly, Tl contains six 
heptagons and no pentagons at the junction (figure 1). 

The geometry shown in figure 1 is the GTBMD- 
optimized structure for Tl. The starting configuration 
of Tl has two-fold coordinated atoms at the ends of 
the armchair portion of the tubule within strong bonding 

interactions of each other. The GTBMD relaxation results 
in the closure seen in figure 1 on relaxation with three- 
fold coordination for all atoms at the armchair ends. No 
such closure results at the zig-zag ends, however, as the 
two-fold coordinated atoms arc sufficiently far from each 
other. Table 1 summarizes the average bond lengths in 
the heptagons and hexagons at the junctions of Tl. The 
average bond length in the heptagons is found to be longer 
than the one for the hexagons. 

The Fermi level of the (5,5) nanotubc lies within the 
gap of the (10,0) semiconducting tube. The T-junction 
forms a microscopic tunnel junction, made up entirely 
of carbon atoms, through which electrons can cross by 
quantum mechanical tunnelling. The tunnelling current can 
be controlled by an application of a potential difference that 
raises the chemical potential of one side with respect to the 
other. Since the tunnelling currents have been observed to 
obey Ohm's law, the T-junctions can thus form one of the 
smallest microscopic ohmic resistors. Furthermore, either 
H-typc or p-lypc doping of the semiconducting portion of 
the T-junction should yield Schottky barrier type devices. 

2.2. 'Y-junctions' 

The Y-junctions pose a different kind of challenge when 
three-point junctions arc formed [18]. As found in the case 
of T-junctions, the pentagon-heptagon defect pair rule is 
also found to be not applicable in the formation of the Y- 
junctions. We, therefore, explore the formation of large- 
angle bends through octagon-pentagon defect pairs and 
apply it to study Y-junctions which provide another route to 
the formation of a three-point junction of dissimilar tubes. 

We show that the Y-junctions can be made with 
the   incorporation   of pentagons   and   octagons   with   no 
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Table 2. Bond length analysis for the Y-junction in figure 2. The GTBMD scheme has been used to relax the cluster. The 
bond lengths are averaged over the pentagons, octagons and hexagons. 

Tube 
Average bond length 
in pentagons (A) 

Average bond length 
in octagons (A) 

Average bond length 
in hexagons (A) 

1.440 1.422 1.417 

Figure 2. Fully relaxed Y-junction with two (9,0) arms and 
one (8,0) arm. The junction is formed by six octagons and 
six pentagons. The atoms forming pentagons and 
octagons are shown in dark colour. 

assistance from heptagons and that incorporation of 
octagons in place of heptagons gives greater flexibility in 
the Y-junction formation involving similar or dissimilar 
nanotubes. Additionally, we find that the number of 
octagonal defects equals the number of pentagonal defects 
in the junction region, regardless of whether or not there 
is a change in chirality when crossing the junction. In 
particular, we examine a Y-junction made up of nanotubes 
in zig-zag configurations. The joint investigated consists of 
a Y-junction formed by two (9,0) nanotubes and one (8,0) 
nanotube. 

The structure was fully optimized without any 
symmetry constraints using the GTBMD scheme. 

All three arms of the structure have zig-zag 
configurations, but the (9,0) arms are metallic, while the 
(8,0) arm is semi-conducting. Thus, this structure forms 
a nanoscale metal-semiconductor-metal tunnel junction. 
The relaxed structure is shown in figure 2 and contains 
272 atoms. The number of atoms chosen is sufficiently 
large to avoid the effects of the dangling it bonds at the 
edges on the junction. On relaxation, the structure was 
found to be stable with six octagons, six pentagons and, 
interestingly, no heptagons. The brunt of the curvature 
is borne by octagons and the hexagons at the junction 
while the pentagons are almost planar. Also, as seen in 
figure 2, all the pentagons are clustered near the centre of 
the junction. The atomic arrangement is radically different 
from the case of simple tube bends where both pentagons 
and heptagons participate in the tube bend.     Table 2 

summarizes the average bond lengths in the pentagons, 
octagons and hexagons at the junctions of the structure. As 
seen in the table, the average bond length in the octagons 
is found to be longer than the one for the hexagons but 
shorter than those in the pentagons. 

In the light of the present work, serious considerations 
must be given to the possibility of the existence of octagonal 
defects in complex junctions. The octagonal defects may 
give greater flexibility for such junction formation involving 
similar or dissimilar nanotubes. The search for larger-angle 
bends or Y-junction formation in the existing experimental 
data on single- and multiwall nanotubes may point towards 
the possibility of octagonal defects in the nanotube-based 
pure carbon structures. 

3. Summary 

The implications of these findings are intriguing. Both T- 
junctions and Y-junctions defy the conventional arguments 
made in favour of equal numbers of heptagon-pentagon 
defect pairs for the stability of dissimilar tube joints. We 
have shown that T-junction joints can be made without the 
incorporation of pentagons. Our results also show that Y- 
junctions can be created with an equal number of pentagons 
and octagons and, surprisingly, no heptagons. Furthermore, 
the T-junctions can be used as 'universal joints' for forming 
a 2D network of tubes in which conduction pathways can 
be controlled. If produced, these junctions could be the 
prototypes of nanoscale tunnel devices. 
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Abstract. We discuss density functional and spin density functional calculations of 
semiconductor quantum dots. We show that spin-degenerate density functional 
theory tends to exhibit level clustering at the Fermi surface EF owing to Coulombic 
energetic costs associated with occupying one spatial state fully as opposed to 
several partially. Within spin density functional calculations, this level clustering is 
replaced by a self-consistent tendency for levels to split, an effect which is 
enhanced by the exchange interaction. Consequently we predict that, for 
intermediate size dots with electron number N ~ 100, spontaneous spin 
polarization will occur. In addition, we find that the polarization fluctuates 
coincidentally with the charging energy Ec and the pattern of fluctuations is driven, 
in the case of chaotic quantum dots, by the presence of 'scars' in the eigenstates. 
The scarred states in small dots occupy a reduced area of the dot, Coulombically 
interact more strongly between spin up and down and so require more energy to 
double fill than more chaotic states. Both in the chaotic case and in the case of 
more regular dots we find that the polarization has a distinct fluctuating pattern 
which, in particular, shows polarization collapse in the vicinity of states with large 
diagonal Coulomb interaction. 

The existence of 'scars' in the eigenstate intensity pattern of 
noninteracting, chaotic Hamiltonians has been recognized 
for some years [1]. Phenomenologically, scars emerge 
in, for example, the eigenstates of the stadium as narrow 
linear regions with enhanced intensity which appear to 
recapitulate periodic classical trajectories [2]. Although 
they are not fully understood, a heuristic explanation can be 
given in terms of a Gaussian wavepacket, launched along 
an unstable, periodic trajectory. The packet returns to 
the origin with frequency co and a diminished amplitude 
characterized by the Lyanpounoff exponent k of the 
classical trajectory [3]. The wavefunction so formed is 
thus not an exact energy eigenstate, but can be considered 
as a superposition of such eigenstates (pn. As noted 
by Gutzwiller [3], a privileged set of eigenstates shows 
a marked preference for a given periodic orbit and the 
privilege is more exclusive as co/k increases. 

We have recently shown that relatively small (electron 
number TV ~ 100) quantum dot eigenstates, computed 
self-consistently within the density functional (DF) and 
spin density functional (SDF) theories, exhibit scars [4]. 
In these calculations, which are meant to model realistic 
GaAs-AlGaAs quantum dot structures, we restrict our 
consideration to eigenstates up to the Fermi surface or 
slightly above. Typically, in SDF theory, we calculate 
100 states (of each spin) for a dot containing 120 electrons. 
The wavefunction in the z (growth) direction is generally 
taken as the lowest subband eigenfunction. In this paper we 
will discuss the effective two-dimensional (2D) eigenstates 
although it must be remembered that the calculation is fully 

3D. We discuss the results from devices with two different 
gate patterns in this paper. The first is that employed by 
Sivan et al [5] in a recent publication. As noted in [4], the 
gate pattern is rectangular but, because of excess metal in 
one of the gates, the confining potential is very irregular 
and the dot is in the chaotic regime. This conclusion is 
substantiated by the distribution of level spacings which 
is close to the Wigner surmise showing substantial level 
repulsion. 

The second gate pattern is a square and is intended to 
produce as symmetric a confining potential as possible. For 
this purpose, in this second case, we vary a backgate to 
change the electron number in the dot (thereby avoiding 
any change of dot shape as gate voltage Vg is varied). 
While lithographically square, the resultant potential at the 
2DEG level is practically, but not perfectly, circular. A 
similar gate pattern (but using surface gates as 'plungers') 
was employed in extensive calculations discussed in [6]. 
The eigenfunctions exhibit the regularity expected from a 
nearly azimuthally symmetric potential. We are principally 
concerned in this paper with the chaotic eigenfunctions and 
will only use this symmetric device case for comparison. 
Thus the subsequent discussion of the eigenstates will refer 
to the first gate pattern unless otherwise specified. 

The ratio of the Fermi wavelength to the dot size kF/L 
is of order 1/10. As a result we find that the unstable 
periodic orbits which show up as scars are only the simplest 
trajectories, often a simple line from one corner of the dot to 
another. The spacing, in energy, of the eigenstates is such 
that scars tend to be represented only by single eigenstates. 
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Figure 1. Series of eigenstates (moduli squared) for the dot with gate pattern from Sivan et al [5]. State index runs from 45, 
upper left, to 54, lower right. States p = 46, 50 and 51 are 'scarred' states which show large diagonal Coulomb matrix 
elements. 

That is, in this regime, we find that the semiclassical 
approximation of taking a Gaussian wavepacket and setting 
it in motion along a particular classical trajectory produces 
a family of states, depending on initial momentum, each 
member of which is very close to an energy eigenfunction 
of the dot. Self-consistency, which is treated in a mean- 
field manner in DF and SDF theories, does not destroy the 
scarred nature of the states. 

The remainder of the states (i.e. those that are not 
strongly scarred) appear to occupy the entire dot area in 
a more random manner. The result is that the spectrum can 
be decomposed into the scarred states, which are essentially 
one dimensional and follow specific periodic trajectories in 
the dot, and what we will simply call 'chaotic states', which 
tend to fill the full dot area. Figure 1 shows a sequence 
of states (moduli squared), ordered in energy, for a gate 
voltage such that N s=« 100. The eigenstates are negligibly 
affected by whether DF or SDF calculations are employed. 
In the figures, states p = 46, 50 and 51 are clear scars, 
as compared with, say, state p = 47, which occupies 
most of the dot area. We find that, as gate voltage and 
electron number are varied, the shape of the eigenstates only 
changes appreciably where anticrossing occurs. However, 
such anticrossings are common near the Fermi surface and 
the indicial location of the states (i.e. the energy ordering) 
changes frequently. In particular, the state 46 in figure 1 is 
at the Fermi surface when N = 96 (see discussion below) 
and is thus the 48th state at that point. 

In our preceding paper [4] we discussed the import 
of the scar-chaotic distinction for the charging energy of 
quantum dots and the departure of its fluctuations from 
the predictions of the so-called 'random matrix theory 
plus constant interaction' model [5]. In particular we 
showed that the direct Coulomb matrix element between 
any state and itself Wpp (physically between a spin-up and 
a spin-down electron in the same spatial state) is uniformly 
greater than that between two arbitrary spatial states Wpq. 
Further, this 'diagonal' matrix element is particularly large 
for strongly scarred states owing to the compressed (one- 
dimensional) nature of the wavefunctions. The result is that 
large fluctuations in the charging energy occur when filling 
of the second spin state of a scarred wavefunction is forced. 

Here we wish to look more closely at the relationship 
between the DF calculation,  which is intrinsically spin 

degenerate, and the SDF calculation, which takes into 
account the difference in the exchange energy of electrons 
of different spin based on the local polarization 

m{r) = 
n\{r) -Hj(r) 

«t(r) + nl(r) 
(1) 

where n^(r) (n;(r)) is the local density of spin-up (spin- 
down) electrons at r. In SDF theory the exchange- 
correlation potential differs between spin-up and spin-down 
electrons. Specifically, 

V"xc{rs, m) = Vj/C(rs) + f(m)[V£c(rs) - V»c(rs)] 

+[eZc(rs) - ^c(r,)][sign(or) - m]f(m) 

where 

f(m) 
(l+/n)4/3 + (l -m)W- 

24/3 - 2 

(2) 

(3) 

with m given by equation (1). In equation (2), V^c 
(V£c(r5)) is the exchange-correlation potential for a 
completely unpolarized (polarized) system of uniform 
density rs, a is the spin and f(m) is an empirical 
interpolation function [7]. The crucial point to note is that 
the exchange term favours spin polarization (as in Hund's 
rule for atomic systems). Thus, if the dot is polarized spin 
up, then spin-up electrons are further lowered in energy by 
the difference in Vxc relative to spin-down electrons. 

Figure 2 shows the spectrum (Kohn-Sham energies) 
for a small range of TV for both the DF and the SDF cases. 
Here, the electrochemical potential of the dot is set to that 
of the leads and is the energy zero. As discussed in [6] 
and [4], we fill states according to a Fermi function and 
so N is actually a derived quantity and need not be an 
integer. Obviously the only physically meaningful states 
will be those where A' is an integer (since the quantum 
point contacts are set so as to place the dot in the tunnelling 
regime). Nonetheless, the continuous variation of N is 
instructive. 

In the DF case, there is a clear tendency for the 
states to cluster at the Fermi level. This results from the 
energetic benefit of spreading the added charge as smoothly 
as possible across the dot. In particular, double occupation 
of the same spatial eigenstate is very costly and double 
occupation of a scarred state is especially costly. In both 
the DF and the SDF results there is a gap at N = 96 
which relates to a large fluctuation of the charging energy 
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Figure 2. Close-up of spectrum near EF (depth of Fermi 
sea is «1.2 Ry*) for spin-degenerate DF calculation and 
SDF calculation. Level clustering at EF in the former case 
is replaced by self-consistently driven spin polarization in 
the latter case. Two fluctuations in the charging energy (not 
shown) occur at N = 96 and N = 102, corresponding to 
double filling of strongly scarred states. Also, spin 
polarization collapses at these values. 

there. As noted above, this is related to the scar state 46 in 
figure 1(a). Note in SDF results that all dot states are spin 
degenerate at N = 96. Thus filling of the second spin state 
of a scar only occurs when all other (spatial) states are either 
doubly filled or completely empty. This pattern is more 
fully exhibited between N = 97 and AT = 102. Taking 
the broken lines as the 'up' spins, filling of 49 ^ pushes 
up the energy of 49|. The resulting nonzero polarization 
creates a difference in the exchange energy experienced by 
up and down electrons and thereby causes all states to spin 
split. Consequently the next state to go below EF is again a 
spin-up state, which further increases the splitting. Finally 
p — 51|, which is a strongly scarred state, fills. At this 
point the total dot polarization is maximum at 3 electrons. 

Generally, strongly scarred states tend to produce a gap 
in the spectrum since they have a highly inhomogeneous 
spatial distribution. Empirically we find that the 
polarization tends to peak at the filling of the first spin state 
of a scar and drops to zero when it is the last polarized state 
to double fill. This occurs in figure 2 at N = 102. The 
p = 51^ state undergoes anticrossings at N « 100.5 and 
N w 101.4, and rejoins its spin partner at N = 102, where 
the spin polarization goes to zero and all states become spin 
degenerate. 

Clearly, the extent to which quantum dots will spin 
polarize depends on the excess of diagonal Coulomb matrix 
elements over off-diagonal elements (i.e. the cost to double 
occupy a state) as compared with the average bare level 
spacing A. Since A scales as L~2 and the Coulomb 
matrix elements scale as L_1, one expects that for small 
dots spin polarization will be suppressed. This, however, 
does not take into account the regularity of the spectrum of 
small dots (due to, for example, approximately biparabolic 
confinement) which can produce level degeneracies. Also, 
while the typical Coulomb interaction goes as 1/L,  it 

I I I I I | I I I I |T II I | II I I | 

90  95 100 105 110 115 120 125 

electron number N 
Figure 3. Spectrum over larger N range for a symmetric 
dot with corresponding total polarization. The lower Fermi 
level density of states near A/ = 97 and 117 is related to 
residual band structure of approximately parabolic potential. 

rjTTTTfl 
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electron number N 
Figure 4. Spectrum and polarization of chaotic dot. Note 
that while spontaneous polarization due to the unfavourable 
energy condition of double occupancy is to be expected, 
the tendency for the polarization to return periodically to 
zero is unexpected. 

is not clear that the excess of diagonal (same spatial 
state) over off-diagonal interactions also scales in the same 
way, particularly insofar as screening is likely to play an 
important role. 

In figures 3 and 4 we show the spectra and net 
polarization P over a larger range of AT for both symmetric 
and chaotic dots respectively (the two gate patterns 
mentioned above). The spectrum of the symmetric dot is 
characterized by large gaps near N = 91 and 117 which 
are the remnant of the degeneracy associated with a 2D 
parabolic potential. Several of the states in figure 3 have a 
parity-related degeneracy. The spectrum in figure 4 is, by 
contrast, much more regular (no large gaps). Nonetheless, 
the patterns of the evolving polarization are remarkably 
similar. 

Note that it is by no means a priori obvious why 
the polarization should drop periodically to zero. One 
might expect, given a typical average difference between 
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diagonal and off-diagonal Coulomb matrix elements and a 
typical level spacing, that some roughly constant, non-zero 
polarization would be favoured (say 1 or 2 electrons) and 
the plot of P versus N would show random fluctuations 
up and down from that average value. That polarization 
periodically collapses, a fact which above we have 
related to the unusually large diagonal matrix element of 
scarred states, still requires, we believe, a more elaborate 
explanation. In particular, the same pattern is found in the 
symmetric dot despite the fact that the qualitative distinction 
between scarred and chaotic states cannot be made and the 
eigenstates are much more regular. 

In conclusion, we have examined the evolution of self- 
consistently induced, spontaneous polarization in a quantum 
dot as a function of electron number. We have shown that 
the filling of states in the chaotic dot is largely regulated by 
strongly scarred states which, by virtue of their quasi-ID 
nature, have large diagonal direct Coulomb matrix elements 
and are difficult to double fill. We have shown that the total 
polarization fluctuates similarly in both the chaotic and the 
symmetric dot cases despite the difference in the nature of 
the spectra. Finally, we have noted that a periodic collapse 
of polarization, observed in both gate pattern devices, is an 
unexpected result requiring further investigation. 
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Abstract. Calculations of correlated remote ion scattering limited mobility of 
modulation delta-doped GaAs-AIGaAs heterostructures are presented. The 
scatterers are modelled as a two-dimensional Coulomb gas whose distribution is 
determined directly through Monte Carlo simulations. Trends in the variation of the 
mobility with correlations in scatterer distributions (Coulomb gas temperature), 
density of the scatterers, density of electrons and the spacer width are discussed. 

The maximum possible mobility of the two-dimensional 
electron gas (2DEG) at the interface of a modulation- 
doped GaAs-AIGaAs heterostructure has been the subject 
of both experimental [1] and theoretical interest [2-5]. In 
highly pure samples the mobility is limited by scattering 
from the ionized Si dopants (in the AlGaAs layer) that 
contribute electrons to the interface. It has been recognized 
that models of Coulomb scattering from these dopants, 
that assume a random distribution for them, underestimate 
the mobility [2]—some form of dopant correlation is 
needed to account for observed mobilities [1] of the 
order ~107 cm2 V-1 s~'. Previous attempts in this 
direction computed the ionized dopant correlations using 
thermodynamic arguments [4] and/or Monte Carlo (MC) 
simulations with various model interactions between dopant 
ions, for example, screened Coulomb [4,6] or the hard 
sphere potential [5]. In the current work the spatial dopant 
distributions are determined through MC simulations using 
the long-range Coulomb interaction between the dopant 
ions. These distributions are then used to compute the 
Coulomb scattering limited mobility of the 2DEG We find 
that in ultrapure samples it is possible to achieve mobilities 
which are substantially higher than the current values. 

The standard expression for the mobility (ß) in terms 
of the transport lifetime (rr) (inverse momentum relaxation 
rate) is used [3] (the AlGaAs-GaAs interface is assumed 
to be the x-y plane with the AlGaAs in the region z < 0) 

ß = —rt(qi = kF) 
m 

0) 

'(*)■ 

27T 

T X>(E(g/)-£(g;))|<g/|V(r)|g,)|2 

Qf #9, 

X(1-COS0) (2) 

where kF is the Fermi wavevector of the 2DEG (= «J2TtNs; 
Ns being the 2DEG density), V (r) is the effective scattering 
potential of the ionized dopants and 0 is the angle between 

the incident (g,) and scattered (qj) electron wavevectors. 
Using the superposition of the potentials due to individual 
scatterers and that E(q) = Ti2q2/2m, equation (2) may be 
rewritten as 

r,(9i) 

pin' 

/ ' „   -W       d9 s(qt - qf)\v0(qi - qf)\' 
2jtn  Jo+ 

(it = If) 

where   s(q)   is   the   structure   factor   of   the   scatterer 
distribution: 

s(q) = - 
n. 

= S(q) + ItiSgO. (3) 

Nj (n,) is the density (total number) of scatterers and vo(q) 
is the Fourier transform of the effective potential due to a 
single scatterer at r = 0, z = — W, where W is the spacer 
width. It has been assumed that the thickness of the delta- 
doped layer is zero. This is a good approximation if the 
thickness is much smaller than W—as is expected to be 
the case in the best samples. vo(q), in the electric quantum 
limit together with screening by the 2DEG is given by [3] 

vo(q) = v0(q) = - 
2ne2 

qe(q) 
*-Wq 

\b + q) 

where b is the variational parameter governing the z 
dependence of the wavefunction for an electron in the 
2DEG and e(q) is the static dielectric function of the 2DEG 
[3]: 

_ /483rme2(Ak +jiA^Y73 

V Kh2 b = 

e(q)=K   1 + - 
q 

l-u(k-2kF)[ 1 
4*^"2i 

(qs = 2me2/Kh2) 
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Figure 1. Ideal Coulomb gas configuration corresponding 
to a temperature of 1.2 x melting temperature (7"m). The 
system consists of 322 charges. Periodic boundary 
conditions replicate the parallelogram containing the 
system at integral multiples of its lattice constants. The 
axes are labelled in units of (particle density (/V,))~1/2. 

where u{x) — 1(0) for x > 0(<0). In this study, we 
set the depletion density Nj to zero, m = 0.068m,, and 
K = 12.6. Further assuming that the distribution of 
scatterers is rotationally invariant (i.e. s(q) = s(q)) gives 
the following expression for r~'(q,): 

mNi 
r,-\Qi) 'to.-) 

(q = 2ftsin(0/2)). 

if Jo 
d9[v0(q)]lHq)O - COS 0) 

(4) 

Equations (1) and (4) are used to compute the mobility 
after determining s(q) through MC simulations. For the 
maximum mobilities, all scattering, other than that by the 
remote dopants, is assumed negligible. We consider only 
the zero-temperature mobility here. 

MC simulations were carried out with a system size of 
m = m1 (m = 32 in most cases) particles (corresponding 
to ionized Si dopants) as illustrated in figure 1. These 
particles were allowed to occupy points on a uniform fine 
grid that had c2 (c = 42 was used here) points per unit area 
(= (N,)-1/2). This discretization was adopted to enable the 
construction of a look-up table for the interaction potential 
between two particles. It also resulted in an upper bound 
on the wavevector values. The potential tabulated was the 
Ewald summed ideal Coulomb interaction [7], which was 
the result of applying periodic boundary conditions to the 
parallelogram in figure 1. This resulted in an exact six-fold 
symmetry together with additional reflection symmetry in 
the two-particle interaction that reduced the required size 
of the potential table by a factor of 12. 

The simulations began with the particles in the ideal 2D 
crystal (triangular lattice) configuration. The Metropolis 
algorithm was used to evolve the system with attempts 
to move one particle after another. (Observed acceptance 
ratio of ^0.65.) The temperatures considered were all 
beyond the melting temperature (Tm: e2(nNi)^2/ki,Tm = 
120) of a two-dimensional Coulomb lattice [7]. Hence, 
at equilibrium the system would have to be rotationally 
invariant. Thus, the deviation from spherical symmetry 
of the pair distribution function g{r) (= A x probability 

Figure 2. The curves show the structure factor s of a 
system of particles interacting through the ideal Coulomb 
potential as a function of the wavevector magnitude q 
(bo = 27r(W,)"1/2). Dotted (full) curve(s) correspond to 
results for a scatterer system size of 422 (322). The 
corresponding temperature of the system of particles is 
marked in terms of the melting temperature of the ideal 
Coulomb lattice (7"m). 

density of finding any two (not necessarily distinct) particles 
at a distance r from each other; A = total system area) is 
monitored to detect if the system has reached equilibrium. 
The dimensionless measure of this deviation was chosen to 
be 

-|2 

AGO 
/. 

g(r,4>)- 
1 f  ■ g(r, <p) d0 (Ni d2r) 

(r = (r, 4>)) 

where <l>(r) is the range of (p determined by r and the 
system boundaries. Equilibration occurred typically in 
~15 x 103 MC times steps (1 step = n, Metropolis attempts). 
After equilibration the time-averaged g(r) (gav(r)) is 
constructed using data from 15 x 104 MC steps which are 
spaced over ~ 45 x 104 MC time steps to reduce temporal 
correlations. gm constructed using the above procedure 
had A(gav.) < 0.1. Simulations were also carried out 
at 'infinite' temperature—in this case gav is constructed 
from configurations generated independently by placing the 
particles randomly (however, particles were not allowed 
to be at the same position) and the averaging process is 
terminated when A(gav) < 0.1. Finally, the structure 
factor s(q) is computed as a two-dimensional (fast) Fourier 
transform of gav: 

s(q) 
-/, 

gav(r)c-'"1-r(Nid
2r). 

Exploiting spherical symmetry (A(s) < 0.15 in all cases), 
s(q) is further averaged to construct s(q) or, equivalently 
s(q) through equation (3). 
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Figure 3. The curves show the computed Coulomb 
scattering limited mobility //, (as a function of the 2DEG 
density Ws) corresponding to the scatterer distributions of 
figure 2. N, is the scatterer density and W is the spacer 
width. Dotted (full) curve(s) correspond to results for a 
scatterer system size of 422 (322). 

Figure 2 shows the computed s(q) for the different 
temperatures considered in this study. As expected, 
oscillations in s(q) decay with increasing temperature and 
it becomes flat for the T = 'oo' case. The variation in 
s around q = 0 for this case is due to s(q = 0) being 
zero by its definition (equation (3)). It illustrates the 
discretization of q due to finite system size. Errors (in 
the computed mobility at any temperature) due to such 
finite size effects can therefore be seen to become more 
severe with increasing spacer width W as then the values 
of s(q) around q = 0 contribute more significantly to 
the integral in equation (4). By comparing results (for 
the mobility) from s(q) corresponding to n, = 162 and 
rii = 322 it has been verified that an interpolation scheme 
that respects s(q = 0) = 0 is a poorer approximation 
than an extrapolation scheme that violates it. Hence, the 
extrapolation scheme is used throughout this study. 

Mobility values have been computed by treating the 
parameters Nt, Ns and W (and in addition the scatterer 
distribution as determined by the equilibration temperature) 
as independent variables. This has been done to enable 
comparison with different experimental situations (such 
as the presence of gates that may affect the relationship 
between these parameters as determined by solving coupled 
Schrödinger-Poisson equations). The range of parameter 
values studied here are 1010 cm"2 < Nit Ns < 5 x 
10" cirT2 and 100 A < W < 1400 Ä. This is done for 
scatterer distributions corresponding to figure 2. Hence, 
computations corresponding to the larger system size (n; = 
482) provided an estimate of the finite size errors. 

Figures 3, 4 and 5 illustrate some of the representative 
results. (It may be seen from these curves that finite 
size effects are negligible, although increasing with W.) 
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Figure 4. The curves show the computed Coulomb 
scattering limited mobility /x (as a function of the 2DEG 
density Ns) corresponding to the scatterer distributions of 
figure 2 with dotted (full) curve(s) corresponding to results 
for a scatterer system size of 422 (322). A/, is the scatterer 
density and W is the spacer width. For comparison, the 
mobility limited by impurities in the GaAs (GA1>2) and 
AIGaAs (AGA12) at volume densities (/v7)i,2 is also shown. 

N; (cm-2) 

Figure 5. The curves show the computed Coulomb 
scattering limited mobility /x (as a function of the scatterer 
density W,) corresponding to the scatterer distributions of 
figure 2. Ws is the 2DEG density and W is the spacer 
width. Dotted (full) curve(s) correspond to results for a 
scatterer system size of 422 (322). 

These (and additional) results may be summarized by the 
following conclusions: 

(i) Non-monotonic behaviour in the variations of the 
mobility (with Ns or Ni or both) is due to the oscillations 
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in the structure factor of the corresponding scattcrer 
distribution. 

(ii) This non-monotonic behaviour decreases with 
increasing W and decreasing scattercr correlations. 

(iii) The effect of scatterer correlations is more 
pronounced at larger W. 

(iv) The concept of maximum possible mobility of a 
2DEG is not particularly meaningful in the absence of 
scattering from the bulk (unintentional) impurities in the 
GaAs layer. 

The mobility could be arbitrarily large depending on 
the equilibrium temperature of the scatterers and would 
therefore depend sensitively on the details of sample 
preparation and material growth. (As the depletion 
charge and scattering from it have been neglected the 
estimates are the most optimistic.) Our results, however, 
show conclusively that there is no limit in principle on 
the maximum achievable mobility because it increases 
with dopant correlations (and can be controlled by the 
equilibrium processing temperature). In particular, it should 
be possible to obtain a substantial enhancement (by as much 
as a factor of 10 perhaps) in the GaAs mobilities over the 
current best values [1] simply by using purer intrinsic GaAs 

material, 
layer. 

which is still limited by scattering in the GaAs 
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Abstract. The technique of chemically enhanced vapour etching (CEVE) has been 
used in the fabrication of ultra-thin CoSi2 wires on Si substrates. Essential aspects 
of the CEVE method are first summarized. We then demonstrate the application of 
the technique in the selective patterning of Si02 covered with a monolayer of 
organic acid. Parallel studies of thin Co layers directly deposited on (111) and 
(100) Si substrates were employed to optimize the CoSi2 growth conditions. 
Conductance measurements of the CoSi2 thin films and patterned wires are briefly 
discussed. 

1. Introduction 

As the sizes of semiconductor devices are reduced, the 
search continues for new lithography techniques which 
are capable of defining nanometre-size patterns. These 
techniques must have high sensitivity and resolution for 
good pattern definition and should also result in the 
formation of a robust surface mask. At present, the 
most commonly used resist in nanoscale device fabrication 
is polymethyl methacrylate (PMMA) [1], which can be 
patterned using electron beam irradiation. However, like 
other organic resists, PMMA is not particularly robust and 
therefore often has to be used for intermediate pattern 
transfer to another layer for 'harsh' processing steps such as 
reactive ion etching and silicidation. This limitation is not 
a consideration if inorganic materials such as SiC>2 are used 
directly as resists. SiC>2 is very attractive as a resist since 
it is extremely robust, does not introduce any additional 
contamination, and can even be left on the substrate as 
part of the final device, thereby reducing the number of 
processing steps. Moreover, it forms a very homogeneous 
layer with small molecular units, an attribute which is 
highly desirable for high-resolution lithography. On the 
other hand, direct patterning of silicon dioxide typically 
requires a very large irradiation dose, which in turn is 
likely to introduce damage into the substrate and make the 
lithography an impractically long process. In this paper we 
demonstrate the use of chemically enhanced vapour etching 
(CEVE) [2,3] of Si02 covered with a monolayer of organic 
acid as a low-dose electron-beam lithographic technique for 
the fabrication of high-quality sub-micron metallic wires in 
Si substrates. 

2. Description of method 

Chemically enhanced vapour-phase hydrofluoric acid 
etching of silicon dioxide is possible in the presence of 
Br0nsted bases, including water, on the surface of the 
oxide [4]. Etching of the silicon dioxide surface can 
be suppressed if the oxide surface is kept free from any 
molecules of such bases. In practice, this requirement 
means that the oxide must be clean and its temperature 
must be kept above the boiling point of water to avoid 
condensation on the surface. Care must also be taken to 
ensure the growth or deposition of high-quality oxide to 
avoid hydroxyl groups in its bulk. Local enhancement of 
the etching rate can then be achieved when water molecules 
or OH" groups are captured on parts of the silicon oxide 
substrate in, for example, a thin layer (on the order of a 
monolayer) of organic molecules. This is the principle of 
the electron-beam lithographic technique that we use for 
patterning silicon oxide covered with undecylenic acid (10- 
undecenoic acid, H2C=CH(CH2)sCOOH) molecules for 
the production of sub-micrometre size features [5]. 

Sample preparation begins with the growth of a layer of 
thermal SiC>2 of the desired thickness. Oxide formation by 
chemical vapour deposition has also been successfully used. 
It is important to ensure that the oxide surface is terminated 
with a hydroxyl group, which then acts as an anchor for the 
head group of the monolayer molecule and results in a well- 
defined layer [4,6]. Oxides grown at high temperature tend 
to be dehydroxylated [7], and an additional step is therefore 
needed to hydroxylate the surface in boiling water. 

These substrates are subsequently cleaned and the 
layer of organic molecules can then be deposited.    We 
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used hydrocarbon contamination layers from laboratory 
air or vacuum chamber ambicnts in our earlier work 
and successfully demonstrated pattern formation in SiC>2 
[8,9]. However, optimum performance of the organic 
film requires molecules that are well ordered and small 
enough to obtain good resolution and which allow cross- 
linking to effectively take place. For this process, we chose 
undecylenic acid [10]. Molecules of the acid are deposited 
on the surface of the SiC>2 substrate by immersion in 1 mM 
solution of undecylenic acid kept at room temperature. 
Hydrogen bonding takes place between the molecules and 
the hydroxylated substrate and the samples are then ready 
for patterning. 

Local modification of the layer of undecylenic acid 
molecules is achieved by exposure to electrons with 
energies of about 5 eV or more. The effect of the irradiation 
is two-fold. Firstly, it breaks carbon double bonds in the 
molecules resulting in cross-linkage between them, which 
then allows retention of the water molecules that are needed 
for CEVE. Secondly, species are formed during the etch 
step which, under suitable conditions, act as Br0nsted bases 
and participate in the etching [4]. It is therefore possible, 
in principle, to use either scanning electron microscopy or 
scanning tunnelling microscopy as the lithographic tool. 
The latter method has an advantage in terms of resolution 
since there are no backscattered electrons which would 
broaden the lines by additional cross-linkage of the acid 
molecules. The disadvantages of the method are that 
the oxide thickness is limited to about 4 nm, and the 
Si substrate must be highly doped. These restrictions of 
the method narrow its use in electronic devices. The 
resolution of SEM-based lithography, on the other hand, 
is limited by backscattered electrons. For typical energies 
of the SEM electron beam of between 10 keV and 40 keV, 
backscattered electrons are capable of cross-linking the 
monolayer, producing a significantly broadened Gaussian- 
type distribution of the cross-linked molecules and of etch 
species. 

Exposure of the monolayer is followed by selective 
removal of the uncross-linked molecules. Different 
schemes can be used to remove the monolayer, ranging 
from desorption of lighter molecules in oxygen or nitrogen 
ambient to various solution treatments. We investigated 
many methods for the removal of the uncross-linked 
monolayer and found that samples that had a monolayer 
removed by thermal treatment both in ambient air and 
oxygen also had a high etching rate in HF vapour and low 
selectivity, as defined by the ratio of the etching for exposed 
and unexposed areas. From studies of removal of the 
monolayer in solutions, we concluded that acetone cleaning 
in an ultrasonic bath was sufficient to break the hydrogen 
bonding between the molecules and silicon dioxide without 
damage to the cross-linked molecules. This method allowed 
good etch selectivity to be obtained. 

The dependence of the selectivity on the electron beam 
dose is shown in figure 1. The etch rate of the silicon 
oxide at zero dose varies from 0.1 to 1.0 nm s-1 from 
sample to sample but the selectivity remains the same. 
Selectivity, which is proportional to the etch rate of the 
silicon dioxide in the CEVE, increases with the degree 

500 1000 
Electron Beam Dose (lO^C/cm2) 

1500 

Figure 1. Dependence of etch selectivity on total dose of 
electron beam exposure after monolayer is removed in 
acetone. The etch rate of areas not exposed to the 
electron beam is about 1 nm s~1. 

4   500nm   ^     | 

Figure 2. Etching profile of a trench in Si02 that was 
exposed to an electron beam of diameter 50 nm, passing 
only once along the wires. The width of the trench thus 
reflects the effect of backscattered electrons. 

of monolayer cross-linking (the electron dose). This is a 
direct result of the dependence of the CEVE etching rate 
on the number of Br0nsted base groups on the surface of 
the sample: more cross-linked areas will be etched faster 
than the less cross-linked ones, since they are able to 
generate and retain more H2O. Dependence of the etch 
rate on the electron dose combined with proximity effects 
in SEM lithography discussed earlier, result in Gaussian 
etch profiles for trenches in Si02. An example is visible in 
the cross-sectional transmission electron micrograph (TEM) 
shown in figure 2. 

Although the selectivity increases with the beam dose, 
doses below 600 ßC cm-2 can be used for pattern 
generation in silicon dioxide. This is very important since 
more damage is introduced in the silicon with increased 
electron beam dose, so our method does not suffer from 
the problem of damage known in direct patterning of SiC"2. 

3. Application of the method 

Once the desired pattern is made in SiC>2, it can be 
transferred into the Si substrate by selective etching, ion 
implantation, etc. Alternatively, the patterned oxide can 
be used to limit the thermal reaction between the silicon 
and a deposited layer of metal. In our study we used 
this lithographic technique to form cobalt disilicide (CoSi2) 
wires. Cobalt is first deposited on the patterned substrate 
and capped with a thin layer of Si to avoid oxidation of 
the metal before CoSi2 is formed [11]. Evaporation is 
performed in an electron-beam evaporator with a vacuum 
of less than 4 x 10~6 Torr. This bilayer is then subjected 
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Figure 3. Electron micrograph of an as-evaporated Co/Si 
bilayer with a nominal thickness of 0.7 and 1 nm on (a) 
(111) and (b) (100) substrates. 

to rapid thermal annealing in an N2 ambient at 700 °C for 
20 s. The final thickness of the CoSi2 is determined from 
the initial thickness of the cobalt layer, which was varied 
between 1 and 10 nm. For the typical density of evaporated 
Co, the thickness of the resulting cobalt disilicide should 
be about 3.5 times the thickness of the cobalt layer [12]. 
The thickness of the Si capping layer is kept to about 
1-2 nm to ensure that the cobalt reacts mostly with the 
Si substrate. After thermal annealing, samples are treated 
with HCkHbC^ = 3:1 solution to remove non-reacted metal 
from the surface of the SiÜ2 mask. 

In parallel with these CoSi2 lithographic studies, we 
also investigated the formation of CoSi2 on (111) and 
(100) substrates using the same deposition methods. Cross- 
sectional electron micrographs of Co and Si bilayers 
deposited on Si (111) and (100) substrates, with nominal 
thicknesses of 0.7 and 1 nm respectively are shown in 
figure 3. These samples were prepared simultaneously 
to avoid variations between processes. The micrographs 
show that the Co layer is much more uniform on the (111) 
substrate. The reaction between Co and Si is completed 
during annealing at 700 °C for 20 s in the N2 ambient, as 
shown in figure 4. In both cases, the reaction between 
Co and Si results in preferential alignment of the CoSi2/Si 
junction along (111) planes, thus favouring the formation 
of continuous thin layers of CoSi2 on the Si(l 11) substrate, 
compared with formation of large discontinuous grains of 
CoSi2 on the (100) substrate. In both cases, the resulting 
structure is polycrystalline, although a large percentage of 
the grains on the (111) substrate are epitaxially aligned with 
the substrate. 

We assessed the electrical properties of the layers by 
four terminal measurements performed at 77 K. Results 
of the measurements performed on the macroscopic CoSi2 
resistors (10-100 ßm wide with the separation between 
the voltage probes between 200 and 1000 ^m) formed 
on Si (111) substrates (resistivity 12 Q cm) are shown in 
figure 5. The parameters derived from these results agree 
well with the TEM study of the layers. The measurements 
were performed at 77 K to avoid parallel conductance 
of the Si substrate, an effect which is clearly visible in 

Figure 4. TEM micrograph of the CoSi2 layer formed by 
rapid thermal annealing of an evaporated Co/Si bilayer on 
(a) (111) and (b) (100) substrates. The annealing took 
place at 700 =C for 20 s in N2 ambient. 

•3 0.02 c 

12 5 10 
Thickness of Evaporated Cobalt (nm) 

Figure 5. Conductance per square of CoSi2 thin films as 
function of thickness of evaporated Co. 

-1.5 -1 -0.5 o 0.5 
Current (mA) 

Figure 6. Typical example of room temperature and 77 K 
l/V characteristics taken on film fabricated from 1 nm Co 
evaporation. 

the room temperature data (figure 6). Contribution of the 
substrate conductance to the overall measured conductance 
was estimated from the measurements of Si with CoSi2 
Schottky contacts, and was at least six orders of magnitude 
larger than the resistance of the measured wires. By 
measuring the conductance between two independent wires 
we confirmed that the metal layer was completely removed 
from the SiC>2 in the course of processing. 

As expected, the conductance per square of the film 
decreased almost linearly with the thickness of the film. 
The resistivity  of the  film subtracted from the data is 
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Figure 7. I/V characteristics of CoSi2 wires patterned by 
electron-beam exposure of a monolayer on Si02 thin films 
followed by CEVE etching. The width of the wires is 
subtracted from the SEM micrograph of wire. 

7.4 x 10~8 £2 m and is about twice as large as the bulk 
resistivity of the CoSi2 at 77 K [12]. A similar result was 
observed for the resistivity of the thin CoSi2 film at room 
temperature [13]. Measurements of the thin layers of CoSi2 

on Si (100) substrate showed that the suicide layer formed 
after evaporating less than 2 nm of cobalt did not conduct 
at 77 K. 

It is worth noting that the thinnest layers of CoSi2 are 
sufficiently thin that a decrease of the carrier concentration 
due to two-dimensional quantization of the energy levels 
should be considered [14]. Assuming carrier concentration 
of holes in bulk CoSi2 to be 3.3 x 1028 irT3 and the 
effective hole mass to be equal to 1, then the hole Fermi 
wavelength is 0.93 nm. A uniform CoSi2 layer of 3.5 nm 
thickness is populated by seven two-dimensional subbands 
and the carrier concentration is about 90% of the bulk 
carrier concentration. Although the layers are not uniform, 
our measurements are sensitive to the average thickness and 
the value given above is a good estimate of the average 
carrier concentrations in the layers. 

Following the measurements of the thin cobalt disilicide 
layers of macroscopic size, we fabricated wires 5 /xm long 
and varying width using the CEVE lithography technique 
with SEM exposure patterning of the monolayer. The wires 
were fabricated using 200 nm thick oxide as a mask and a 
2 nm cobalt layer. The results of the measurement of these 
wires in a two-terminal configuration at room temperature 
are shown in figure 7. This figure shows that as the width of 
the wire, as estimated from the SEM micrographs, changes 
from 400 nm to 300 nm, the conductance of the wire 
changes from metallic to activated-type conductance. This 
change in behaviour can be explained on the basis of the 
etching profile of the trenches, as illustrated in figure 2. 
As is clear from the figure, due to the isotropic nature 
of the etch, the width of the trench at its base is much 
less than at the top.   It is therefore likely that there is a 

residual SiC>2 layer in the trench which was used to form 
the 300 nm wide structure. Such residues stop formation 
of silicides and the structure is therefore discontinuous, i.e. 
it is likely that there is no silicide wire between the contact 
pads. The conductance of such a structure is therefore 
merely the conductance of two Schottky diodes back-to 
back, where the large contact pads for the 'missing' wire 
serve as Schottky metallization to the Si substrate. 

4. Conclusions 

We have demonstrated the possibility of using chemically 
enhanced vapour etching in the selective patterning of 
SiC>2 to form ultra-thin CoSi2 wires. Studies involving 
the formation of CoSi2 thin films on Si show that quasi 
two-dimensional layers of CoSi2 can be formed on (111) 
Si but that there is a lower limit for layer thickness on 
(100) material. Based on above results, we fabricated ultra- 
thin CoSi2 wires of sub-micrometre size and showed that 
they could be conductive at sub-10 nm thickness. Further 
decrease of the lateral dimensions can therefore produce 
devices which will show mesoscopic type behaviour. It is 
important to note that the fabrication of these devices is 
significantly simpler than commonly used techniques for 
fabrication of mesoscopic devices. 
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Abstract. We report the observation of strong conductance oscillations as a 
function of Fermi energy in the quantized plateau region in epitaxially overgrown, 
heterostructurally defined, 90 nm wide lnP/Ga0.25lno.75As quantum wires (QWRs). 
The oscillations are strong at liquid-helium temperatures but disappear either at 
temperatures around 10 K or if the excitation current is increased to 350 nA. We 
propose that the observed oscillations are caused by quantum interference of 
electron waves reflected at the sharp boundaries between the quantum wire and 
the wide 2DEG, defined by the heterostructure. Details of the fabrication of QWRs 
as narrow as 60 nm are also reported. 

Quantized conductance in one-dimensional conductors has 
attracted a great deal of attention since its discovery in 
1988 [1,2]. If the width of the conductor is of the order of 
the Fermi wavelength of an electron in a two-dimensional 
electron gas (2DEG), a quantization of the conductance 
in units of 2e2/h can be observed. The most common 
way to define the one-dimensional channel in a 2DEG 
is to deposit Schottky gates on top of an AlGaAs/GaAs 
modulation-doped heterojunction and to apply a negative 
voltage on the gates to deplete the electron gas underneath 
[3]. Using this concept, the definition of a quantum wire 
(QWR) is fairly straightforward. However, electrostatically 
defined QWRs are not suitable for device applications at 
elevated temperatures because of the weak lateral confining 
potential. Furthermore, they can be used only with 
materials on which good Schottky contacts can be formed. 

Another approach includes the fabrication of a QWR by 
a geometrical definition of the narrow electron channel by 
high-resolution lithography and etching. A regrowth of the 
etched QWR would reduce electron scattering at the etched 
interface, allowing the formation of a high-quality, one- 
dimensional channel with the lateral confinement governed 
by the heterostructure band offset. The modulation-doped, 
InP/GalnAs quantum well system is most suitable for such 
an approach.   The lower effective mass of this material 

|| Present address: RIKEN, The Institute of Physical and Chemical 
Research, Semiconductor Laboratory, 2-1 Hirosawa, Wako-shi, Saitama 
351-01, Japan. 

system compared with the AlGaAs/GaAs one offers, apart 
from the larger quantization, a higher low-field electron 
mobility and a higher peak electron velocity because of the 
increased quantization, leading to a reduced intersubband 
scattering. The InP/GalnAs material system also has the 
advantage of not containing aluminium and thus not being 
susceptible to oxidation problems prior to overgrowth. 

In this paper we demonstrate the fabrication of QWRs 
as narrow as 60 nm. We also have measured quantized 
conductance of 90 nm wires. In addition to the expected 
plateaux at integer steps of 2e2/h, and the plateaux 
suggested to be related to spin polarization at 0.2(2e2/h), 
0J(2e2/h) and l.5(2e2/h), strong conductance oscillations 
in the plateau regions were observed. These oscillations 
might be an indication of a quantum wire defined by 
sharp sidewalls [4-7], thus confirming the quality of our 
overgrown interfaces. 

The samples were grown by low-pressure, metal 
organic vapour phase epitaxy (MOVPE) at 50 mbar on 
a semi-insulating (Fe-doped) (001) InP substrate. The 
following layer sequence was employed: a 2500 A thick, 
not intentionally doped (NID) buffer layer, a 90 A thick 
Gao.25Ino.75As quantum well layer, a 200 A thick NID 
InP spacer layer, a 10 A thick InP layer, Si doped to a 
density of 5 x 1018 cm-2, and a 200 A thick NID InP 
layer. The mobility (ß) and the sheet electron concentration 
(ns) of the 2DEG after illumination, determined by the 
Hall effect at liquid-helium temperature, were typically 
H = 4 x 105 cm 2 v-i  0-1 s_1 and ns = 5 x 1011 cm 
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respectively. The mobility is of the order of the highest 
achievable in a ternary material system. 

Mesas were fabricated by conventional optical litho- 
graphy and wet etching. As current and voltage probes, 
thermally deposited Au/Ge/Au ohmic contacts, alloyed at 
440 °C for 2 min, were used. An 80 nm thick PMMA 
(950 K) layer was spin coated on the ready-made mesas, 
and a quantum well structure was defined by electron beam 
lithography using a scanning electron microscope (SEM) 
operating at 35 kV. The PMMA was exposed by a current of 
100 pA and developed in a 1:3 mixture of methylisobutyl- 
ketone and isopropanol for 60 s at 22 °C. The QWR was 
defined as a narrow channel, approximately 100 nm long, 
oriented along either the [110] or the [110] direction. For 
wet etching we used a 1:2:2 HCl:CH3COOH:H202 solu- 
tion at 15 °C, which etches both InP and GalnAs at a rate 
of about 9-13 nm s-1. After a standard cleaning procedure, 
the QWR structures were overgrown either by low-pressure 
MOVPE with undoped InP or by hydride vapour phase 
epitaxy (HVPE) at atmospheric pressure and 685 °C with 
semi-insulating (Fe-dopcd) InP [8]. Both as-etchcd and 
overgrown QWRs were characterized by transport measure- 
ments, using a top gating technique to control the electron 
concentration in the 2DEG reservoirs and thus in the QWR 
[9], Atomic force microscopy (AFM) and SEM were used 
to characterize the wire structures at the different stages of 
their fabrication. 

Wet etching of InP/GalnAs produced a fairly smooth 
surface suitable for epitaxial regrowth without any 
additional treatment. Under nominally the same etching 
conditions, the variation of the etching rate of InP/GalnAs 
was typically about 20-30% [10]. Figure 1 shows an 
AFM image of an InP7Gao.25Ino.75As QWR etched for 
6 s. The 100 nm long channel is oriented along the 
[llO] direction, in which a trapezoidal cross-section is 
expected (see below). In order to make sure that the 
Gao.25Ino.75As layer was completely removed in the etched 
areas, the etching time had to be increased. However, 
backward-scattered electrons from adjacent exposed regions 
destabilize the resist mask, thus limiting the etching time 
to less than 10 s. The degradation of the PMMA masking 
properties is known to be due to increased porosity. Pores 
of the order of 1 nm in diameter are formed because of 
the release of volatile products of the main chain scission 
and excess free volume appears in the polymer films [11]. 
AFM images of as-etched QWRs indicated that the porosity 
of PMMA for any real pattern results in erosion of the InP 
cap layer. In order to minimize the underetching of the 
resist mask, an etching time of 6-7 s was used to produce 
a conducting, 90 nm wide QWR. For channels smaller than 
90 nm, the unintentional thinning of the cap layer was so 
severe that it was impossible to define the QWR by wet 
etching without causing some damage. 

These results confirm the assumption that the 
insufficient masking property of PMMA is the major 
limiting factor for decreasing the size of the QWR. To 
improve the masking ability of the resist in the wet etchant, 
we performed post-development baking of the PMMA 
above the glass transition temperature (Tg == 105 °C). 
This results in an increase of its masking ability during 

v^i-a. 

100 nm 
Figure 1. An AFM image of an as-etched, 90 nm wide and 
100 nm long QWR defined in the lnP/Gao.25lno.75As 
quantum well. The channel is oriented along the [110] 
direction. The etching depth is approximately 80 nm, as 
determined by AFM. The roughness of the etched surface 
is caused by resist residues remaining after development. 

wet etching, but it also widens the mask. Experiments 
to determine the optimal baking conditions showed that 
the drift of PMMA is minimal at baking temperatures 
ranging from 110°C to 130°C. The masking properties 
of PMMA arc also determined by the proximity dose 
and the baking temperature. After exposure and a post- 
development baking of PMMA at 130°C for 30 min, 
the samples were etched for 7 s. SEM investigations of 
the surface after removal of PMMA did not show any 
etched holes in the InP. By contrast, the same dose on 
unbaked resist resulted in the formation of holes in the InP, 
indicating a degradation of the PMMA. 

Investigations of the wet-etched InP/Gao.25lno.75As 
QWRs showed that the orientation of the channel along the 
[110] direction results in an etching profile which forms an 
angle of *«130° between the sidewalls of the channel and 
the surface. Because of the trapezoidal shape, a decrease in 
width of the QWR in the [1 TO] direction to less than 90 nm 
is not possible without thinning the InP cap layer. On 
the contrary, the [110] orientation allows the formation of 
almost vertical sidewalls. It was found that baking PMMA 
at 130°C made it possible to fabricate QWRs as narrow as 
60 nm (see figure 2). In addition, the resulting width of a 
QWR in the [110] direction was found to be sensitive to 
the baking temperature, and a change of the exposure dose 
by a few per cent led to a measurable change in the QWR 
width. From the processing point of view, it is therefore 
preferable to orient the QWR along the [110] direction. 

The [110] 90 nm-wide and [110] 60 nm wide as- 
etched QW structures were overgrown either by MOVPE 
or HVPE. Both regrowth techniques showed good surface 
morphology, as observed by AFM and SEM. In addition, 
the cross-section of a cleaved test structure overgrown by 
MOVPE, investigated by SEM, showed no voids at the 
overgrown interface. 

For transport measurements we used the 90 nm 
wide QWRs, because of the larger number of occupied 
one-dimensional  subbands propagating in this  structure 
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Figure 2. An SEM image of a 60 nm wide QWR formed 
after etching for 7 s. The channel is oriented in the [110] 
direction. The PMMA was baked at 130°C for 30 min. 
Using unbaked PMMA under otherwise similar conditions 
did not result in the formation of a QWR because of poor 
masking ability. 

compared with a narrower one. Thus we expect to observe 
a larger number of conductance steps, which makes the 
interpretation of the data easier. Both as-etched and 
overgrown samples were characterized. A typical resistance 
of an as-etched QWR was 100 kQ, which suggests an 
electric width smaller than 90 nm [2]. This can be 
readily explained by depletion from the sidewalls of the 
QWR caused by the pinning of the Fermi level on the 
etched surfaces. After regrowth with InP, the QWRs 
showed a much lower resistance, consistent with a low 
density of defects at the InP/GalnAs interface, i.e. less 
sidewall depletion. When the Fermi level of the overgrown 
samples was decreased by means of a top gate covering 
both the QWR and the wide 2DEG, the conductance 
did not decrease monotonically, but several steps were 
observed. Plateaux at integer steps of 2e2/h, as well as 
plateaux suggested to be related to spin polarization at 
0.2(2e2/h), 0J(2e2/h) and l.5(2e2/h), were observed. A 
detailed description of this measurement has been published 
elsewhere [9]. However, these steps were clearly observed 
only at elevated temperatures (see figure 3). At lower 
temperatures strong oscillations in the conductance as a 
function of the gate voltage are evident. The oscillations are 
apparently similar to those previously observed in a QWR 
formed in AlGaAs/GaAs by means of split gates [12]. 
The oscillations observed in the cited paper disappeared, 
however, already at 1 K. The origin of the oscillations may 
be a partial reflection of electron waves at both ends of 
the QWR [4,12,13] or to other conductance fluctuations 
[14]. 

The fact that quantized conductance plateaux are clearly 
observed suggests that very few impurities are present in 
the QWR region. In order to investigate this further, 
we have conducted measurements where the gate voltage 
(corresponding to the Fermi level) was kept constant while 
a magnetic field applied perpendicular to the QWR was 
swept over it. The QWRs for which quantized conductance 
could be observed did not show any weak localization or 
universal conductance fluctuations. This finding suggests 
that the oscillations observed as a function of gate voltage 
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Figure 3. The conductance of the QWR as a function of 
the gate voltage. The amplitude of the oscillations 
decreases if the temperature is increased. For clarity, the 
curves are offset by 2e2/h. 
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Figure 4. The oscillations in the conductance as a function 
of gate voltage can be quenched by increasing either the 
temperature or the current driven through the device. The 
two curves are offset by 2ez/h. 

are caused by an interference of electron waves reflected 
at the sharp boundaries between the QWR and the wide 
2DEG, defined by the heterostructure. The possibility 
of reflections at imperfections at the heteroepitaxially 
overgrown interface cannot yet be completely ruled out, 
however. Finally, it is worth noting that the oscillations of 
the conductance also decrease if the current driven through 
the device is increased (see figure 4), a result which is 
commonly observed for quantum interference effects. 

To summarize, we have demonstrated the fabrication of 
epitaxially overgrown InP/Gao.25lno.75As quantum wires as 
narrow as 60 nm. The regrowth of the as-etched QWRs 
results in substantial improvement of interface properties, 
and quantum conductance and strong interference effects 
in the conductance are observed. The high quality of the 
overgrown wires suggests the MYGao.25Ino.75As material 
system as a promising candidate for the fabrication of 
devices based on modal evolution in electron wave guides, 
such as the Y-branch switch [15]. 
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Abstract. Three-dimensional confinement of electrons in silicon-based 
nanodevices may be achieved using a dual gate structure to confine carriers 
laterally in a 2D MOSFET inversion layer. We have investigated the temperature 
stability of cobalt and chromium for thin depletion gates, using remote plasma 
enhanced chemical vapour deposited (RPECVD) Si02 for the deposited dielectric. 
The thermal stability of the oxide/metal/oxide structure for various annealing 
regimes was studied by Auger electron spectroscopy sputter profiling and 
high-resolution cross-sectional transmission electron microscopy. Improvements to 
the RPECVD oxide for comparable annealing were characterized by electrical 
measurements on MOS capacitors made from deposited RPECVD oxide. 

1. Introduction 

In order to achieve 3D confinement of electrons in silicon- 
based nanodevices, additional gate structures may be 
employed to confine carriers laterally in a 2D MOSFET 
inversion layer. By locally depleting the inversion layer 
charge, these gates create confinement provided that they 
are very close to the inversion layer. The inverting gate may 
be more remote. The vertical dual gate structure shown in 
figure 1 illustrates the effect of such depletion gates on the 
inversion layer charge density and conduction band energy. 
This was simulated by our 3D Poisson solver [1] for 
20 nm x 20 nm depletion gates separated by 50 nm, a 5 nm 
thermal oxide and a 50 nm deposited oxide. The source and 
drain are not shown. If the lower gates are negatively biased 
(—0.5 V), inversion charge density created by the positively 
biased top gate (13.75 V) is reduced and a potential barrier 
is created that may be used to confine electrons. 

This implementation necessitates that a deposited oxide 
perform as a gate oxide. However, deposited oxides 
are generally inferior to thermally grown oxides and 
benefit from high-temperature annealing [2]. These anneals 
reduce bulk defects and interface charge in MOS structures 
fabricated from RPECVD oxides. If sufficiently high 
temperatures can be tolerated, a deposited oxide can 
function as well as a thermally grown gate oxide [3]. It is 
the thermal stability of the previously patterned depletion 

gates that may dictate the thermal budget allowed for 
improving the deposited oxide. 

In this study, we investigated the use of cobalt and 
chromium for depletion gates and RPECVD Si02 for the 
deposited oxide. These metals were chosen for their 
high melting temperature, good adhesion and previously 
reported thermal stability [4,5]. The stability of the 
oxide/metal/oxide structure for various annealing regimes 
was studied by Auger electron spectroscopy (AES) sputter 
profiling and high-resolution cross-sectional transmission 
electron microscopy (HRXTEM). The improvements to the 
RPECVD oxide for comparable annealing were character- 
ized by electrical measurements on MOS capacitors made 
from deposited RPECVD oxide. 

2. Experimental details 

The oxide/metal/oxide structures were composed of 20 nm 
thermal oxide on a silicon (100) substrate. Cobalt or 
chromium (15-20 nm) was evaporated on this oxide 
followed by 50 nm of RPECVD Si02 deposited in a 
microwave reactor. AES sputter profiles were obtained 
with a PHI 600 scanning Auger multiprobe. The energy 
region for the silicon signal was set at 82-97 eV in order 
to detect free silicon or any suicide that might have formed 
which would suggest that the metal had reacted measurably 
with the oxide, and to exclude silicon in Si02. 
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Figure 1. Effects of dual-gate structure on MOSFET inversion layer carrier density and conduction band energy. 
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Figure 2. As-deposited chromium sample with unwanted 
metal oxide from RPECVD Si02 deposition step. 

MOS capacitors were fabricated with shadow mask and 
optical lithography on boron-doped Si (100). The post- 
deposition anneals (PDAs), done in both the rapid thermal 
processor and a standard oxidation furnace, immediately 
followed oxide deposition. Aluminium gate contacts were 
used. A post-metallization anneal was performed at 450 °C 
for 15 min in forming gas. 

3. Metal thermal stability 

An AES sputter profile of the as-deposited Si02/Cr/Si02 
'metal sandwich' structure is shown in figure 2. Most 
of the top 50 nm deposited oxide has been pre-sputtered 
away to reveal the interfaces with more detail. We have 
found that the oxide deposition process will inevitably cause 
some oxidation of the metal because of the temperature and 
oxidizing ambient as can be seen in this profile. 

Figure 3 is the AES profile and HRXTEM micrograph 
for the 700 °C anneal of both cobalt and chromium 
sandwich structures. The as-deposited metal oxide layer 
is beginning to disappear in the chromium sample and is 
no longer a separate layer in the cobalt system, with the 
oxygen content in the metal layer increasing as a result. 

The cobalt metal layer as seen in the HRXTEM image 
is no longer uniform, having bulging grains, and voids 
heavily concentrated at the thermal oxidc-mctal interface. 
Crystalline cobalt oxide was found in the metal layer in the 
form of grains (crystalline). The chromium layer is still 
intact at 700 °C. There is no indication of silicide or free 
silicon, which would suggest that the metal had reduced the 
Si02, and there arc no bulging grains. 

The effect of a 900 °C anneal on both chromium and 
cobalt oxide/metal/oxidc structures is shown in the AES 
profiles and HRXTEM micrographs of figure 4. Small 
spheres can be seen in this micrograph in the chromium 
metal layer. The AES profile shows increased oxygen in 
the metal layer, a broadening of the metal layer thickness 
and some tailing of the chromium into the thermal oxide. 
An examination of the chromium MMM AES spectra at 
35 eV indicates that more of the chromium is oxidized 
than in the as-deposited or 700 °C annealed metal layer. 
This implies that the chromium oxide that is formed during 
RPECVD SiÜ2 deposition is incorporated into the metal 
layer during the high-temperature annealing. In the cobalt 
TEM micrograph, similar spheres arc much larger and the 
metal layer is very deteriorated. This is evident in the AES 
sputter profile as well. 

The instability of the Cr oxide is consistent with earlier 
reports that it could be reduced above 650°C [6]. Clearly, 
the formation of oxide grains in a onc-grain-widc metal 
wire would be detrimental to that wire's conductivity. In 
order to minimize the detrimental effects of the metal 
oxide that is created during the RPECVD oxide deposition, 
a 3 nm layer of silicon was evaporated on top of the 
chromium before deposition of the upper oxide. This layer 
successfully prevented oxidation of the Cr during the oxide 
deposition and protected the outer metal-oxide interface 
during the 900 °C PDA. The oxygen concentration in the 
metal layer after the 900 °C PDA was reduced by a factor 
of 2 compared with the unprotected sample. 
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Figure 3. HRXTEM micrograph and AES sputter profile of 700°C anneal of Cr (top) and Co (bottom) sandwich structures. 
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Figure 4. HRXTEM micrograph and AES sputter profile of 900°C anneal of Cr (top) and Co (bottom) sandwich structures. 

4. PDA effects on RPECVD oxide 

The beneficial effects of high-temperature annealing on the 
RPECVD oxide electrical performance are determined from 
capacitance-voltage   and   current-voltage   measurements 

made on MOS capacitors. The fixed, mobile and interface 
oxide charges were reduced by high-temperature annealing. 
All three were below 3 x 1010 cm-2 after the 900 °C anneal. 
Annealing did not affect the leakage current below a field 
strength of ~5 MV cm-1, which was too small to measure, 
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Figure 5. Benefits of high-temperature annealing on 
RPECVD oxide. 

or the average breakdown field of ~8.7 MV cm-1. The 
etch rate ratio of RPECVD Si02 to thermal oxide in 20:1 
buffered HF, which is a more bulk-like indicator of oxide 
integrity, was also reduced with annealing as shown in 
figure 5. 

5. Conclusions 

In conclusion, chromium shows considerably more stability 
than cobalt for the purpose of depletion gates. A protective 
silicon layer is important to prevent the formation of a 
metal oxide layer during the RPECVD oxide deposition 
that might degrade the metal layer if annealed. From this 
work, it appears that a chromium depletion gate would 
tolerate a 700 °C PDA and that this anneal would improve 
the oxide. 
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Abstract. We have fabricated a new type of nanometre-scale transistor that 
operates by using a gate field to modulate the tunnelling probability of electrons 
through a lateral metal/oxide tunnel junction. Computer simulations predict that 
such a tunnelling transistor should have operating characteristics similar to those of 
a Si MOSFET but should be scalable to -10 nm gate lengths. The device is 
composed entirely of noncrystalline materials, thus facilitating fabrication on a 
variety of substrates and multilayer stacking of devices for three-dimensional circuit 
architectures. Our initial devices have a 40 nm wide Ti/TiOx tunnel junction on top 
of a planar Al203/Al buried gate. Application of gate bias results in an order of 
magnitude modulation of the source-drain tunnelling current at 77 K. However, the 
device transconductance is smaller than predicted by modelling, which we attribute 
to the gate field not fully penetrating to the active region of the tunnel junction. 

The continuous downward size scaling of the conventional 
Si MOSFET, which has been the primary engine driving 
the remarkable progress of the microelectronics integrated 
circuit industry, is expected to fail at a gate length 
of ~50 nm [1]. Below this size, quantum effects 
caused by restricted lateral dimensions become manifest 
in electron transport. Consequently, much effort has 
been devoted to investigating the utility of such quantum 
effects for new types of devices to replace conventional Si 
microelectronics and allow device size scaling beyond the 
Si MOSFET gate-length limit. Several novel size effects 
have been investigated, including interference phenomena, 
conductance quantization and Coulomb blockade effects 
[2]. Devices based on these phenomena have been 
fabricated and have been proposed as candidates for large- 
scale circuit applications [3]. However, even at the 
present limits of nanolithography, lateral device features 
are too large for either the quantized confinement energy 
(in the case of quantized conductance devices) or the 
capacitive charging energy (for Coulomb blockage) to 
dominate the thermal broadening (~fc7") at practical 
operating temperatures, thus rendering them unfeasible for 
all but a few specialized applications. In addition, even 
if structures with sub 10 nm features could be made 
and room-temperature operation realized, device properties 
based on these principles would be far too sensitive to 
size variations of even a few atomic widths to be useful 
for large-scale integration, which requires large numbers of 
devices with precisely controlled and essentially identical 
operating characteristics. 

A promising solution to these size limit problems is a 
class of quantum effect devices that use the field generated 
by an applied gate bias to modulate the transmission 
probability through a tunnel barrier between the source and 
drain electrodes [4-6] (see figure 1).   Because tunnelling 

Source Tunnel Barrier i 

B 

Tunnel Barrier 

Gated Tunnel Barrier Drain 

Figure 1. Schematic of (a) the device structure and (£>) the 
energy diagram of a tunnelling transistor. The application 
of a gate voltage modulates the tunnel barrier potential and 
increases it transmission probability. 

is exponentially dependent on the height and width of 
the tunnel barrier, a small change in tunnel barrier shape 
induced by a moderate gate bias can result in a large change 
in transmission probability. A tunnelling device based on 
this mechanism should have several advantages over other 
quantum effect devices. One primary advantage derives 
from the fact that the maximum operating temperature of 
a tunnelling transistor is determined by the height of the 
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tunnel barrier and not by a lithographically defined lateral 
dimension, as is the case for other quantum effect devices. 
In the on state of the tunnelling transistor, the transmission 
through the tunnel barrier is controlled primarily by the 
applied gate voltage. Thus, the thickness of the gate 
oxide (whose growth or deposition can be controlled to a 
precision of a single monolayer) and not a lithographically 
defined lateral feature is the critical dimension that controls 
the tunnelling. Furthermore, numerical simulations predict 
that these devices should have operating characteristics 
similar to those of conventional Si MOSFETs, so that new 
circuit architectures are not required for their immediate 
implementation [4]. These features make the lateral 
tunnelling transistor a promising quantum effect device 
for integrated circuit applications, with the possibility of 
scaling well below the Si MOSFET size limit. 

This concept of the gate-modulated tunnelling transistor 
has recently been realized in the form of a 1 /im gate-length 
Schottky-barrier MOSFET with metal suicides constituting 
the source and drain and the tunnel barrier formed by 
the Schottky barriers at the Si/silicide heterojunctions 
[7]. The current through the source Schottky barrier 
is modulated by a poly-Si gate. Device operation and 
numerical modelling predict performance characteristics 
(voltage thresholds, peak conductance, etc) similar to 
conventional Si MOSFETs, but the gate length should be 
scalable to ~10 nm [5]. This device design provides built- 
in isolation (with the carriers confined by the Schottky 
barriers), and the near-metallic conductivity of the source 
and drain permits much smaller contacts. Because most 
of the area in a conventional MOSFET is devoted not to 
active area but to isolation and ohmic contacts, the overall 
area of this device (compared with a conventional MOSFET 
with equivalent gate size and standard n+ or p+ source and 
drain) can be reduced dramatically, yielding a substantial 
economy of chip real estate of critical importance for high- 
density integration [8]. 

While the Schottky-barrier MOSFET has provided 
a proof of principle of the relevant device physics for 
the gate-modulated tunnelling transistor, replacing the 
silicide/Si Schottky barriers with a mctal/oxidc/mctal tunnel 
junction offers several potential advantages. In the 
metal/oxide version of this device, a metal gate over a 
high-barrier dielectric modulates the transmission through a 
lateral mctal/oxide/mctal tunnel junction. Like the Schottky 
barrier MOSFET, this design also possesses the same 
economy of scale arising from the built-in isolation and 
high conductivity of the metallic source and drain, but 
offers several additional advantages over semiconductor- 
based devices. The most important advantage arises from 
the fact that the metal/oxide system is noncrystalline, which 
considerably relaxes the restrictions imposed on Si and 
other crystalline semiconductor device technologies, thus 
allowing an arbitrary choice of substrates and the possibility 
of multiple layers of active devices. Such devices 
could form the basis for three-dimensional circuits, for 
example, for neural network architectures or for reducing 
interconnect delays for highly integrated circuits. 

In this paper we describe our initial effort to 
fabricate a metal/oxide lateral tunnelling transistor.   We 

observe transistor action at 77 K, although the device 
transconductance is much smaller than our numerical 
modelling predicts. In addition, we identify the materials 
issues that limit the performance of the current device and 
offer direction for new research and development. 

The devices reported in this paper were fabricated 
by using AI/AI2O3 for the gate/gate oxide and Ti/TiO^ 
the source-drain/tunncl barrier. AI2O3 was chosen for 
the gate oxide because of its large barrier for electron 
tunnelling, ~2 eV, and large dielectric constant, sg — 10. 
TiOj was chosen for the lateral tunnel barrier because 
of its moderate barrier height (0.1-0.5 eV depending 
on x) and demonstrated performance as a lateral tunnel 
junction [9-12]. The first step of the fabrication was 
to deposit a 40 nm thick film of Al on a thermal 
SiÜ2 layer grown on an Si wafer. Next, a gate oxide 
layer (gate oxide thickness 15 nm) was grown by anodic 
oxidation in an electrochemical cell over the entire wafer. 
Photolithography was then used to pattern a photoresist 
layer on the wafer surface in the shape of the gates and gate 
contact pads. This pattern serves as a mask for a second 
anodization in the electrochemical cell which oxidizes all 
the remaining Al unprotected by the photoresist. This step 
produces isolated Al gates buried beneath a planar gate 
oxide upon which we deposit the Ti source-drain wires. 

We then patterned 10 nm thick Ti source-drain wires 
overlapping the gates by using optical lithography and metal 
liftoff. In the region of the gate contact pads the 15 nm 
thick AI2O3 layer was removed to expose the Al, and thick 
Au bond pads were deposited on the source, drain and gate 
contact pads. At this stage the wafer was sawed into chips, 
the chips attached to headers and the devices bonded. 

The lateral TiO^ tunnel junctions were fabricated by 
using AFM anodic oxidation. For this step the bonded 
devices were mounted in an ambient AFM instrument 
and an electrically conducting Si AFM tip operated in 
~40% humidity was used to anodize a 40 nm wide region 
completely through the Ti source-drain wire over the top 
of the Al gate [9-12]. This last step forms the lateral 
Ti/TiOA/Ti tunnel junction and completes the device. A 
cross-sectional schematic of the device together with optical 
and AFM images of a completed device arc shown in 
figure 2. Note in the AFM image that the gate layer is 
not completely planar. The anodization of the Al produces 
some swelling which delineates the submerged Al gate 
finger. This topography was used to align the AFM tip 
to the underlying gate electrode during the anodization. 

Capacitance and temperature-dependent current-voltage 
measurements were used to determine the values of the di- 
electric constants (sg = 10 and s, = 30) and barrier heights 
(<t>s = 2.0 eV and <t>, =0.1 eV) of the gate and tunnel bar- 
rier oxides, respectively. (The capacitance measurements 
were performed on large-area planar samples. The effec- 
tive barrier height for Ti/Ti0.v tunnel junctions ranges from 
~0.1 to 0.5 eV depending on the method of fabrication and 
the post-fabrication anneal conditions.) The use of optical 
lithography to define the gate metal restricted the gate metal 
size to ~1 /im or greater, which is significantly larger than 
the 40 nm tunnel barrier width. This large buried gate metal 
finger produces a large parasitic gate capacitance; however, 
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Figure 2. (a) Schematic of a Ti/TiOx tunnel junction 
fabricated on top of a planar Al/Al203 gate, (b) An optical 
micrography of the top view of such a device, (c) A 
2 fim x 2 ;u,m AFM image of the tunnel junction region. The 
Al gate lies under the depressed region of the image. 

this is not an issue here because in this paper we treat only 
the quasistatic device characteristics and not high-frequency 
operation. The devices discussed in this paper were opti- 
mized not for high-frequency performance but for ease of 
fabrication, with the primary goal of identifying and ex- 
ploring problems with candidate material systems; other 
performance considerations were considered secondary to 
these goals. 

Figure 3 shows representative quasistatic J—V charac- 
teristics of one such device measured at 77 K. The zero- 
gate-bias source-drain current is well fitted by Fowler- 
Nordheim tunnelling by assuming a tunnel barrier height 
of 0.1 eV [13]. Application of a positive gate bias sharp- 
ens the triangular Fowler-Nordheim potential and produces 
an increase in the source-drain current. As seen in figure 3, 
on application of a 5 V gate bias we observe an order of 
magnitude increase in the source-drain current with negli- 
gible gate leakage current. Under the same bias conditions 
about a two-to-one modulation of the source-drain current 
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Figure 3. The source-drain current plotted as a function of 
source-drain voltage for various gate voltages. The inset to 
the figure shows the same l-V curves except that the 
voltage has been shifted by an amount aVg, where 
a = 0.022. 
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Figure 4. Calculated source-drain current plotted as a 
function of source-drain voltage. 

is observed at room temperature. The reduced ratio of cur- 
rent modulation at room temperature is due to an increase 
in parasitic (i.e. nongateable) thermionic emission over the 
source-drain tunnel barrier. 

The measured characteristics of these devices clearly 
indicate gate modulation of the source-drain tunnel current; 
however, the magnitude of the source-drain current 
modulation is smaller than our numerical device modelling 
suggests. We have used the measured oxide properties and 
the known device geometry to calculate numerically the 
expected device characteristics. The electrostatic potential 
within the device under application of the source-drain and 
gate biases for the device geometry shown in figure 1 was 
calculated by using a fast Poisson solver which utilizes a 
Fourier analysis and cyclic reduction technique [14]. The 
calculated potential in the region of the tunnel barrier was 
used to obtain the tunnelling current. The tunnel current 
was calculated by using a barrier penetration probability 
based on WKB and Fermi functions appropriate for the Ti 
electrodes assuming a barrier height of 0.1 eV above the 
Fermi level [15]. The results, shown in figure 4, predict a 
much more effective modulation of the tunnelling current 
than is observed experimentally. 
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Evidence for the cause of the smaller than expected 
transconductance is gleaned from the following observa- 
tion. In the inset to figure 3 we plot the same transistor 
curves, Isd(V), with the exception of the voltage, V, has 
been offset by an amount proportional to the gate volt- 
age, i.e. V = Vs,i + ccVg where a = 0.022. The good 
overlap of these curves indicates that application of a gate 
voltage Vg is equivalent to adding a drain bias of aVg. 
Because the source-drain current is well fitted by Fowler- 
Nordheim tunnelling, the tunnel current is controlled by the 
electric field at the source electrode. An additional drain 
bias of aVg would add an electric field, F = aVg/Lt, to 
the source electrode. Thus, the effect of the gate is to ap- 
ply an electric field of magnitude aVg/L, to the source 
electrode. This field value is ~50 times smaller than the 
value predicted by the numerical simulation. This reduced 
value of the gate field, coupled with the exponential field 
dependence of Fowler-Nordhcim tunnelling, accounts for 
the small transconductance of the initial devices. 

There are a number of likely causes for the reduced 
effectiveness of the gate, including the possibilities that 
the gate field may be screened from the source electrode 
by non-anodized Ti, the device geometry may be different 
from what was expected or the active region of the tunnel 
junction may be more remote than expected from the 
gate dielectric interface. We arc currently testing these 
hypotheses and devising solutions to each in order to 
increase the device transconductance. 

While other quantum devices such as the single- 
electron transistor have received much attention from 
the nanoelectronics community, metals-based tunnelling 
transistors have not been explored in spite of their 
potentially unique and advantageous properties. The 
major obstacle faced by a metal/oxide-based device 
technology arises from the fact that very little research 
has been directed at materials appropriate for this type 
of device or towards the fabrication of high-quality 
lateral metal/insulator/metal tunnel junctions. Clearly, 
major issues on device design, fabrication and materials 
development must be addressed before the metal/oxide 
tunnelling transistor is considered a serious candidate for 
real applications. These challenges notwithstanding, the 
potential advantages of this device, combined with the 
lack of a suitable knowledge base in these critical areas, 

merit further research. Wc arc currently exploring a 
variety of alternative techniques for fabricating lateral 
tunnel junctions (such as thermal oxidation etc) in order 
to optimize the performance of these devices. We 
expect that an optimum device design coupled with high- 
quality materials and fabrication processes will produce a 
quantum-effect transistor with room-temperature operation 
and characteristics similar to conventional Si MOSFETs 
but scalable to ~10 nm gate lengths, with the additional 
capability for three-dimensional integration. 
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Abstract. We study local oxidation induced by dynamic atomic force microscopy 
(AFM), commonly called tapping mode AFM. This minimizes the field-induced 
forces, which cause the tip to blunt, and enables us to use very fine tips. We are 
able to fabricate Ti-TiOx line grids with 18 nm period and well-defined isolating 
barriers as small as 15 nm. These junctions show a non-linear current-voltage 
characteristic and an exponential dependence of the conductance on the oxide 
width, indicating tunnelling as the dominant conduction mechanism. From the 
conductance-barrier width dependence we derive a barrier height of * = 178 meV. 
Numerical calculations of the lateral field distribution for different tip geometries 
allow us to design the optimum tip for the most localized electric field. The electron 
beam deposition technique makes it possible to produce tips of the desired 
geometry. 

Proximal probe based lithography has developed over 
recent years into a well-established tool for the fabrication 
of structures and electronic devices with nanometric 
dimensions. In particular, the tip-induced oxidation or, 
more generally, tip-induced local chemical reactions have 
been very successful [1-5] and appear to be one of the 
most promising approaches: they preserve the high lateral 
resolution of the scanned tip by omitting a subsequent 
etching step and thus avoid the problem of transferring the 
pattern into an underlying electron system, e.g. metallic 
thin films or heterostructures. Furthermore, this approach 
enables one to monitor the process in situ by measuring 
electronic properties, e.g. the conductance of a thin channel, 
defined and constricted by atomic force microscopy (AFM) 
induced oxide [6], or the formation of a barrier across 
a conducting channel [7]. To use this process optimally 
in nanofabrication requires (1) the understanding of the 
underlying electrochemical mechanism and the parameters 
that control it, (2) a tip, which is optimized for laterally 
focusing the electric field strength under the experimental 
conditions, and (3) a scanning technique which allows one 
to use these tips and to retain their properties. Here, 
we show that operating the atomic force microscope in 
a dynamic, non-contact mode is suitable for inducing 
local oxidation. Hereby the damage to the tip is reduced 
significantly and it allows us to address questions involving 
the importance of the tip radius and the overall geometry 
of the tip. 

We start with thermally oxidized (250 nm Si02) n- 
type (10 £2 cm) Si (100) material, on top of which 30- 
50 A titanium is thermally evaporated at high evaporation 
rates (^10 A s_1) and low background pressure (p < 
10~8 mbar). This metallic film is then patterned using 
optical lithography and an HF wet etch and finally wire 
bonded. Local oxidation is performed using a commercial 
atomic force microscope (Digital Instruments) and highly 
doped n+-Si tips (NanoSensors), which we further sharpen 
by oxidation. Tip radii are well below 100 A, typically 
around 50 A. The relative humidity is kept constant at 40% 
during experiments shown here. The cantilever oscillates 
near its resonance frequency (approximately 250 kHz) with 
high amplitudes (10-100 nm). The applied tip bias for local 
oxidation induces additional charges on the tip, which bends 
the cantilever towards the surface. This force adds to the 
normal loading force and can easily damage either the tip or 
the surface. Moreover, in dynamic AFM the force gradient 
dF/dz due to the electric field changes the force constant 
k to k* = k — dF/dz, shifting the resonance frequency to 
COQ = (k*/m)1/2. The driving bimorph oscillates unchanged 
at the fixed frequency co < co^ < &>o, and therefore the 
oscillation amplitude is increased. The change in amplitude 
for a given tip bias can be easily measured from amplitude 
versus distance curves, which then can be used to readjust 
the working setpoint. As the feedback is enabled all the 
time and the damping of the amplitude does not change 
if only the setpoint is readjusted, the overall loading force 
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Figure 1. Two Ti-TiOx grids written by tapping mode AFM-induced local oxidation at -6.5 V tip bias and a scan speed of 
300 nm s~1. At room temperature, the resistance parallel to the lines is 100 kfi and perpendicular to them »80 MQ. 

nm 

Figure 2. In situ control of the barrier formation. The source-drain conductance through the device is monitored while 
oxidizing. The tip is biased at -4 V and repeatedly scanned at 2 Hz across the 30 nm wide Ti channel to form a 17 nm wide 
barrier. 

remains unchanged even for applied voltages up to 30 V 

[7]. In figure 1 we show two grids of oxide lines written 
at a rate of 300 nm s-' at a tip bias of —6.5 V. The lines 
are very regular in width (18-20 nm) as well as in height, 

even for relatively large scan fields of 3 mm x 3 mm and 
above. If the period is reduced from 120 nm to 23 nm, 
parallel conducting wires of 6 nm linewidth are formed, 
which are still conductive along the channels (~100 k£2) 
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Figure 3. Room temperature current-voltage characteristic 
of a 20 nm wide barrier. 

but isolating in the perpendicular direction (»80 Mß, at 
room temperature). This demonstrates a complete oxidation 
process for the most of the average of the oxide lines. 
The observed oxide height is 3 nm, which agrees very 
well with what is expected from the change in density and 
molecular weight: djiojan = (PTi/PTi02)MTio2/MTi « 
3 nm/5 nm. It should be noted that, at a tapping frequency 
of fr = 250 kHz and the observed damping of the 
amplitude, the contact time t = l/2/r between the tip 
and the sample surface per cycle is below 10~3 ms. As 
the oscillation amplitude is very large (10-100 nm), it is 
unlikely that a stable water meniscus forms between tip 
and sample. Evidence for this is provided by force versus 
distance curves in contact AFM using the same cantilevers 
(data not shown). If the experiment is to be explained 
in a classical electrochemical set-up, wherein the tip acts 
as cathode, the water film as electrolyte and the sample 
as anode, the total exposure time is much shorter than 
in contact AFM. However, the total amount of oxidized 
material is very much the same as seen by contact AFM, 
e.g. by Avouris et al [8] for Si or by Sugimura et al [9] for 
Ti. We therefore conclude that corrosion has taken place at 
the Ti-TiOx interface, enhanced by the tip-sample electric 
field in the presence of humidity. 

To define a tunnelling barrier we first constrict a 
predefined 1 mm Ti wire by oxidizing two large oxide 
pads, enclosing a 30 nm wide channel (figure 2). The 
barrier, perpendicular to the channel, is then oxidized at 
2 Hz scanning frequency and a tip bias of -4.5 V. In 
order to avoid the formation of too thick barriers with 
a too small tunnelling probability by overexposure, we 
monitor the conductance along the channel. As soon as the 
conductance drops below the capacitive signal, oxidation 
is stopped. The quality of the AFM-induced oxide is 
characterized on wide barriers («100 nm). Resistivities 
of p = 2 x 10" ß cm and maximum field strength 
VD = 2 x 106 V cm-1 are measured. These values are 
similar to those for macroscopic anodic oxides [10,11]. 

At room temperature the devices show an asymmetric, 
non-linear I-V characteristic (figure 3). This may be 
understood in the picture of an asymmetrical,  shallow 
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Figure 4. Dependence of the current on the geometrical 
barrier width. Four different devices are measured at 
100 mV bias and T = 300 K. The current depends 
exponentially on the barrier width, indicating tunnelling as 
the dominant conduction mechanism. 
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Figure 5. Calculated electric field distribution for three tips 
with different (r, <£) geometries, 10 nm in front of a 
conductive plane in vacuum: 10 nm sphere and pyramidal 
tips with 10 nm radius and 50° cone angle and 5 nm radius 
and 40° cone angle. 

barrier, which is no longer isotropic for forward and reverse 
biases. To determine the conduction mechanism for these 
devices, we investigate the dependence of the (tunnelling) 
current on the geometrical width of the barrier as obtained 
from AFM images. For four different devices, with 
barriers varying from 15 nm to 30 nm, the current decays 
exponentially with barrier width, indicating tunnelling as 
the dominant conduction mechanism (figure 4). We obtain 
here a barrier height of <J> = 178 meV. 

To determine the parameters that affect the lateral 
resolution of the oxidation and therefore to estimate the 
ultimate limit for this technique, we model the lateral field 
distribution for different tip geometries, namely tip radii 
and cone angles. In a first step we place the tip 10 nm 
in front of a conducting surface. The calculated electric 
field for a 10 nm sphere (radius in each case), a 10 nm 
spherical tip with 50° pyramidal cone and a 5 nm spherical 
tip with 40° cone are shown in figure 5. As expected, the 
pyramids widen the lateral field compared with the free- 
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200 nm 

Figure 6. SEM image of an EBD tip, deposited onto a commercial Si tip coated with NiCr. From this image, the radius is 
«5 nm and the cone angle 5°. The tip shows a resistance of R < 1 Mfi, which is sufficient for local oxidation. 

standing sphere, whereas smaller spheres increase the local 
field underneath the tip. At this stage we do not consider 
the growing oxide itself as well as the focusing effect of the 
water layer or meniscus because of its large e. However, for 
an optimized focusing of the lateral fields, we would like to 
have a needle-like tip, which is still sufficiently conductive. 
So-called electron beam deposited (EBD) material is known 
to be suitable to define scanning tips with tip radii <5 nm 
and very small cone angles [12]. If deposited at high 
electron energies and low beam current densities, they 
appear to be conductive. Figure 6 shows an SEM image 
of an EBD tip deposited on top of an NiCr-coated Si tip. 
This tip shows an overall resistance R < 1 M£2, which 
is sufficient for applications in electrochemical AFM and 
local oxidation and gives, in contrast to for example carbon 
nanotubes, the unique possibility to design the tip to exactly 
the requested geometry. 

In summary, non-contact AFM has been used for 
locally oxidizing titanium thin films. In this mode, the tip- 
sample forces remain unchanged when a tip-sample bias is 
applied. This allows us to use oxide-sharpened Si tips, with 
which we are able to fabricate line grids with 6 nm structure 
sizes and 18 nm pitch. In situ electrical measurements 
give fine control over the lithographic process. In this 
way we fabricated tunnelling barriers as small as 15 nm. 
The current-voltage characteristic and the dependence of 
current on barrier width clearly indicate that tunnelling 
is the dominant transport mechanism in these devices. 
Numerical calculations of the lateral distribution of the tip- 
to-sample electric field indicate a further improvement in 
the lithographic resolution, if only needle-like tips with 
small radii and small cone angles are used.    We show 

that 5 nm radius, 5° cone angle EBD tips arc sufficiently 
conductive to be used for local oxidation. 
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Abstract. We have fabricated a cantilever with dimensions 
0.5 /am x 11.4 fjm x 65 ^m from a GaAs/Al0.3Gao.7As heterostructure containing a 
two-dimensional electron gas. A strain-sensing field-effect transistor (FET) 
integrated into the cantilever base acts as a displacement sensor via the 
piezoelectric effect. The FET was used to measure the cantilever mechanical 
quality factor Q = 360 and resonance frequency fres = 88.2 kHz which is close to 
fres = 91 kHz calculated from geometry. FETs can be integrated into GaAs/AIGaAs 
microelectromechanical systems as force and displacement sensors. 

Micro-electromechanical systems (MEMS) provide a novel 
environment for basic sciences and device applications. 
Sensing systems for either strain or position are central 
to the functionality of many MEMS. The most widely 
used detection methods for strain include resonance 
frequency monitoring, piezoresistance and piezoelectrics, 
and for position include optical, thermal and capacitance. 
Recently, strain sensors have been developed composed 
of GaAs/AIGaAs heterostructure field-effect transistors 
(FETs) [1,2]. We have integrated these transistors 
into GaAs/AlojGaojAs scanning probe microscope (SPM) 
cantilevers as low-noise deflection sensors [3]. The work 
presented here is intended to supplement that work by 
extending the previous results for static deflections to 
higher-frequency, dynamic operation of the FET. Dynamic 
mechanical response points toward the operation of SPM 
cantilevers in non-contact mode and also shows the ability 
of strain-sensing FETs to collect information on the 
mechanical response of small systems [4]. 

In this paper we describe the fabrication of a 
GaAs/AlojGaojAs cantilever with an integrated strain- 
sensing FET and the operation of the FET for the 
measurement of the cantilever mechanical resonance 
frequency. The FET, with a gate 5.8 /zm wide by 0.7 ßm 
long, has a small signal transconductance gm = 0.3 mS 
and drain-source resistance rD$ = 16 kQ at a drain current 
of ID = 73 ßA. FET noise power has a 1// spectrum 
at low frequencies. At 90 kHz, the frequency of interest 
for this experiment, we measured a gate voltage noise 
8Vg ~ 450 nV Hz~'/2 corresponding to a nominal gate 
charge noise Sqg < 0.1 electrons Hz-1''2. The FET was 
integrated into the base of a GaAs/AlojGaojAs cantilever 

with dimensions 0.5 fim x 11.4 ßm x 65 /un that was 
mounted on a piezoelectric bimorph in vacuum and driven 
through its mechanical resonance at T = 4.2 K. The strain- 
sensing FET was used to measure the cantilever mechanical 
quality factor Q = 360 and resonance frequency fres — 
88.2 kHz, which is lower than fres = 91 kHz theoretically 
predicted from the cantilever geometry. 

Figure 1(a) shows an SEM image of the GaAs/Aloj 
Gao^As cantilever with a strain-sensing FET at its base. 
This structure was fabricated from a wafer containing a 
two-dimensional electron gas (2DEG) beginning 520 A 
from the surface plus a 4000 A sacrificial layer of AlAs 
beginning 5000 A from the surface. The layers compos- 
ing the cantilever shown in figure 1(b) in growth order are 
50 A GaAs, 4010 A Alo.3Gao.7As, Si delta-doping layer, 
220 Ä Alo.3Gao.7As, 200 Ä GaAs, 220 Ä Alo.3Gao.7As, Si 
delta-doping layer, 250 A Alo.3Gao.7As and 50 A GaAs. 
The cantilever and FET were fabricated using four aligned 
electron-beam lithography steps. First, AuNiGe contacts 
were thermally evaporated through a resist mask that was 
then lifted off allowing the contacts to be thermally an- 
nealed to make ohmic contact to the 2DEG. Second, the 
FET channel was partially defined by etch trenches 750 A 
deep formed by etching through a patterned mask using a 
10:1 solution of 50% citric acid and 30% hydrogen perox- 
ide. Third, the FET gate was formed by thermally evapo- 
rating 250 A Cr and 2000 A Au through a patterned mask 
followed by a standard liftoff technique. The resulting gate- 
to-channel capacitance was calculated to be 9 fF based on 
geometry. The fourth resist pattern laterally defined the 
cantilever to the desired dimensions of 11.4 fim wide by 
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Figure 1. (a) Scanning electron microscope image of a GaAs/AIGaAs cantilever with an integrated strain-sensing FET. The 
FET gate can be seen at the cantilever base where the channel confines electrons to move on the suspended structure 
through the region of maximum strain. The alignment marker is on the substrate ~ 0.4 /<m below the cantilever. 
(b) Schematic showing the layer structure of the cantilever and wafer. 

(a) (b) 

Figure 2. (a) Family of drain-source curves lD versus VDS for the on-cantilever FET taken at T = 4.2 K at the gate voltages 
indicated, (b) Cutoff graph of channel conductance normalized to its zero gate voltage value of 2.5 mS. The arrow indicates 
the cutoff voltage of Vc = -1.05 V. 

65 /Mm long. With the cantilever and FET protected by re- 
sist, a 3 min reactive ion etch of 30 standard cm3 min-' of 
BC13 and 20 standard cm3 min"' of SiCl4 at 50 mT pres- 
sure, 180 W power and —200 V dc bias was used to expose 
the underlying AIAs around the cantilever. The cantilever 
was then freed from the substrate by placing the sample in 
a 1:5 solution of 49% HF and water to etch selectively the 
underlying AIAs layer. In order to prevent surface tension 
from either breaking the cantilever or causing it to stick to 
the substrate a CO2 critical point dryer was used to bring 
the sample through the liquid air interface. 

Figure 2(a) shows the drain-source characteristics ID 

versus Vps of the on-cantilever FET for the series of 
gate voltages VQS indicated. We measure a small signal 
transconductance g„, = 0.3 mS and drain source resistance 
rDS = 16 kQ, for a drain current of 73 /zA. Figure 2(b) 

shows channel conductance normalized to its zero gate 
voltage value of 2.5 mS as the gate voltage Vcs is made 
more negative. The cutoff voltage Vcs = 1-05 V is the 
voltage for which the channel conductance has decreased 
by a factor of 100. The frequency response of the FET 
shows that transconductance is constant up to the measured 
frequency of 100 kHz. The calculated time constant for 
the FET gives a cutoff frequency [5] gm/2nCg ~ 5.3 GHz 
where Cg is the gate-to-channcl capacitance. 

The FET characterization measurements and the 
following cantilever measurements were taken at T = 
4.2 K with the sample mounted in vacuum in an Infrared 
Labs dewar. In order to excite the cantilever through its 
resonance frequency, the sample was attached to a rigid 
Macor block that in turn was mounted to a piezoelectric 
bimorph.   The sample was electrically shielded from the 
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88 
f(kHz) 

Figure 3. (a) Measured FET response as the cantilever is 
driven through its mechanical resonance. Both amplitude 
( ) and phase with respect to the piezoelectric driving 
voltage (•) were recorded, (b) Results of a model 
calculation explaining the shapes of the measured curves 
by including the cantilever resonance signal and the effect 
of the capacitive coupling between the bimorph driving 
circuit and the measurement circuit. 

bimorph voltages by means of a grounded mount and 
protected from unwanted deformation by the rigid block. 
For the measurements below, the FET was biased with 
VGS = -1.0 V and VDS = 0.20 V resulting in a power 

dissipation of 4.4 /xW. Drain current was monitored with 
an Ithaco 1211 current amplifier and a Stanford Research 
530 digital lock-in amplifier. As the cantilever was 
driven through its mechanical resonance, both drain current 
amplitude and phase with respect to the bimorph driving 
voltage were measured. 

Figure 3(a) shows a graph of FET drain current 
amplitude and phase with respect to the driving voltage as 
the cantilever is driven by the piezoelectric bimorph. The 
peaks in amplitude and phase indicate that the cantilever 
is passing through its mechanical resonance. The shapes 
of the curves can be understood with a model involving 
the strain-induced FET signal added to a constant term due 
to capacitive coupling between the bimorph driving circuit 
and the measurement circuit. Figure 3(b) shows results of 
a model calculation where the measured signal amplitude 
As and phase 4>s are modelled by 

A, exp(i0.v) = exp(i0amp){Ac exp(i^/2) + Ares(co) 
x exp[i</>Wm + i(prex(a>)]} 0) 

where <pamp is the phase shift due to the external amplifier, 
Acexp(ur/2) is the capacitive term, Ares(a>) and <pres((») 
are the frequency-dependent amplitude and phase of the 
cantilever and <j>bim is the phase shift between bimorph 
and cantilever excitation due to driving the bimorph above 
its resonance frequency of 400 Hz. A reasonable choice 
for parameters in equation (1) leads to simulation results 
similar to measurements as seen in figure 3. Measurements 
indicate a mechanical quality factor Q = 360 and resonance 
frequency fres = 88.2 kHz, which is lower than the 
theoretically predicted value of 91 kHz obtained from 
cantilever geometry. This measurement demonstrates that 
strain-sensing FETs can be used to monitor dynamically the 
mechanical response of a GaAs/AIGaAs cantilever. 
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Abstract. We describe the first demonstration of dual-side electron beam 
lithography in achieving independent submicron galng m double quantum well 
devices. The technique utilizes the epoxy-bond and stop-etch process to remove 
the substrate material which allows the backside gates to be placed in close 
proximity (less than 1 /im) to the frontside gates. The use of electron beam 
lithography allows both the definition of submicron features and the precise 
alignment of the front and back features to each other. We have applied this 
technique to the fabrication of double quantum point contacts on coupled 
AIGaAs/GaAs double quantum wells. Low-temperature transport measurements 
clearly show the formation of coupled, independently controllable mesoscopic 
structures in each of the two quantum wells. 

1. Introduction 

Mesoscopic devices based on coupled double quantum 
wells (DQWs) are an area rich in the physics of electron 
transport and in potential electron device applications. 
Previous work has demonstrated a Coulomb-driven 
interwell correlation of electrons in a DQW under high 
magnetic field [1] and control of the coupling between 
a high-mobility QW and a closely spaced low-mobility 
QW [2]. The ability to gate two QWs independently, 
allowing independent ohmic contacts to each, has enabled 
the investigation of new physical phenomena such as 2D- 
2D tunnelling [3] and Coulomb drag [4] and has allowed 
the fabrication of a novel three-terminal quantum device, 
the double electron layer tunnelling transistor (DELTT) 
[5]. Earlier work utilized large-area back gates on thick 
substrates [6] but required large voltages (~100 V) to 
deplete the bottom quantum well. Furthermore, the thick 
substrate does not allow the formation of gate-defined 
submicron features in the bottom quantum well. The 
ability to backgate DQW structures on a submicron scale 
enables a wide range of new physics experiments on 
the interactions between mesoscopic structures defined 
independently in each quantum well. For example, giant 
magnetic field induced conductivity enhancements are 
predicted in coupled double quantum wires [7]. In the 
field of quantum electron devices, submicron gates with 
submicron alignment allow fabrication of DELTTs with low 
parasitics and hence very high speed. 

We have previously addressed the problem of a thick 
substrate through the development of the epoxy-bond and 

stop-etch (EBASE) technique [8]. With this technique, 
the substrate is removed down to an AlGaAs stop-etch 
layer leaving as little as 300 nm of epitaxial layers 
epoxied to the host substrate, over areas of order 1 cm2. 
Until now, the EBASE technique has been demonstrated 
only in conjunction with optical lithography and its 
accompanying resolution and alignment limitations. In 
this work, we demonstrate the first dual-side electron 
beam lithography in association with the EBASE technique 
to define submicron gates on each side of a 330 nm 
thick epitaxial layer. Sub 0.1 /xm alignment accuracy 
between the front and back sets of gates is readily 
achieved. The combination of the EBASE technique and 
dual-side electron beam lithography provides a powerful 
tool for the fabrication of novel mesoscopic structures 
which were heretofore unavailable. We further demonstrate 
the utility of this technique by fabricating independently 
tunable double quantum point contacts (QPCs) in coupled 
AIGaAs/GaAs DQWs. Characterization of the QPC 
structures through low-temperature transport measurements 
clearly shows the formation of coupled, independently 
controllable mesoscopic structures in each of the two QWs. 

2. Fabrication 

The fabrication begins with conventional frontside process- 
ing using several levels of optical lithography and standard 
semiconductor processing to define device mesas and to 
deposit ohmic contacts and Schottky gates. The optically 
defined Schottky gates lead up to the device mesa and then 
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terminate. The actual device gates are defined by electron 
beam lithography and are aligned to the optically defined 
gate leads. 

The electron beam lithography was performed with a 
JEOL JBX-5FE thermal field emission system operating 
at 50 kV. The beam current used was 1 nA with a 
corresponding beam diameter of approximately 12 nm. 
The resist used was polymethylmethacrylate (PMMA) at a 
thickness of 400 nm. The PMMA was developed for 1 min 
in a 1:3 solution of methyl isobutyl ketone and isopropyl 
alcohol. The gates consist of 10 nm Ti/70 nm Au deposited 
by electron beam evaporation followed by liftoff in acetone. 
This completes the frontside processing. 

The EBASE process has been described previously [8]. 
The two key steps are the epoxying of the active wafer, 
with the patterned frontside down, onto a host substrate, 
followed by the removal of the active wafer substrate down 
to an AlGaAs stop-etch layer. In this particular work, the 
AlGaAs stop-etch layer itself was also removed by a second 
selective etch which terminated on a 15 nm GaAs stop-etch 
layer. The second selective etch enabled attainment of a 
total epitaxial layer thickness of only 330 nm, as well as 
increasing the smoothness of the backside surface. 

The key to the dual-side alignment is the use of the 
same set of metallic alignment marks for both the frontside 
and the backside electron beam patterning. As part of the 
frontside processing, a pair of electron beam alignment 
marks are defined optically. The alignment marks are 
recessed into the original front surface by wet chemical 
etching prior to the deposition of the Ti/Au marks. The 
depth of the recess is chosen such that the bottom of 
the mark lies close to the stop-etch interface so that the 
alignment mark will be at or near the surface of the sample 
at the end of the EBASE process. The exact depth of the 
recess is not critical in that the marks are easily detected 
by the 50 kV electron beam even through several hundred 
nanometres of epitaxial material. A scanning electron 
micrograph of the cross-section of a portion of an electron 
beam alignment mark is shown in figure 1. In this case, the 
epitaxial layer thickness is 1.2 ßm and the mark is 300 nm 
below the sample surface after having been placed in a 
900 nm recess. The use of the same set of alignment marks 
allows for sub 0.1 jitm alignment between the frontside and 
backside patterns. A scanning electron micrograph of the 
cross-section of a fabricated dual split-gate test structure 
whose geometry corresponds to that of double quantum 
wires is shown in figure 2. The alignment can be seen 
to be nearly perfect for the 500 nm gaps aligned across a 
1.2 /im thick epitaxial layer. 

The double QPCs were fabricated from MBE-grown 
epitaxial material consisting of two 20 nm wide GaAs QWs 
separated by a 1.1 nm Alo.3Gao.7As barrier. Pairs of Si 
delta-doping layers of 5 x 10u and 1 x 1012 cm-2 were 
placed symmetrically 70 and 80 nm, respectively, above 
and below the DQW, within 130 nm thick Alo.3Gao.7As 
layers. The ohmic contacts made electrical contact to both 
of the QWs. After the second selective etch, the remaining 
epitaxial layer is completely symmetric from front to back 
and therefore the final DQW structure is expected to be 
balanced. The QPCs are formed by mutually aligned pairs 

Surface of 
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Figure 1. Scanning electron micrograph of the 
cross-section of a portion of the alignment mark used in 
electron beam writing. The mark is recessed into the 
original frontside of the active wafer to improve detectability 
from the backside. 

Figure 2. Scanning electron micrograph of the 
cross-section of a fabricated dual split-gate test structure 
having 500 nm gaps aligned across a 1.2 ^m epitaxial 
layer. The rough upper edges of the lower Au gates are an 
artifact of cleaving. 

of sharply pointed split gates with point-to-point spacings 
ranging from 250 to 400 nm. 

3. Measurements 

Electrical transport measurements on the double QPC 
samples were performed at 0.3 K in a top-loading 
pumped 3He system using standard low-frequency lock- 
in techniques. The longitudinal resistance, RXx> of 
the adjacent Hall bar was measured as a function of 
perpendicular magnetic field, B. The Rxx minima closely 
approached zero at selected integer Landau level filling 
factors and the strength of the minima follow the typical 
beating pattern observed in double-layer systems [9]. The 
Fourier power in \/B of Rxx reveals two clear peaks at 
electron densities, n, of 2.9 x 1011 and 1.45 x 1011 cm-2 

corresponding to the occupancies of the symmetric and 
antisymmetric subbands of the DQW, respectively.   This 
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Figure 3. Plots of conductance versus front-gate pair bias, 
VFQ, at several values of back-gate pair bias, VBG, for a 
double QPC with 400 nm gaps. The curves are not offset 
from one another. The dotted line indicates the position 
where the bottom QPC pinches off. 

difference in density yields a symmetric-antisymmetric 
energy gap ASAS = 5.2 meV, in good agreement with the 
results of Hartree simulations of the growth structure [10]. 
The conductance as a function of in-plane magnetic field 
exhibited two strong anticrossing features whose positions 
are consistent with the density and ASAS values given above 
[10]. The total mobility of the structure is quite high at 
5.8 x 105 cm2 V-1 s_1, not significantly changed from the 
pre-EBASE processing value, which demonstrates that the 
EBASE technique does not degrade the quality of the two- 
dimensional electron gas. 

We now discuss the behaviour of the 400 nm wide 
double QPC device. By adjusting the bias on the pair 
of front gates, VFG, and on the pair of back gates, VBG, 
four different situations can be realized: (1) both QPCs 
open, (2) only top QPC open, (3) only bottom QPC open 
and (4) neither QPC open. In figure 3 we show the 
conductance G of the device in units of2e2/h as a function 
of VBG 

at several different VFg values. (Because the 
growth structure is symmetric about the barrier, and the 
top and back gates are an equal distance from the DQW, 
we expect the front and back pairs of gates to have an 
equally strong effect on their own quantum well.) We 
first discuss the leftmost curve, for VVc = 0. As VBG 

is made increasingly negative, the QPCs form when the 
electrons beneath them are depleted at a few tenths of a 
volt. Both QPC channels will then be occupied until VBG 

becomes sufficiently negative that the bottom QPC, which 
is closest to the backgates, is pinched off. This occurs at 
VBG = —2.43 V, and results in a slight but definite change 
in the slope of the conductance curve. As VBG is made 
further negative, the conductance continues to decrease 
as the top QPC now decreases in width, until finally the 
top QPC is also pinched off at VBG = —3.16 V and the 
conductance goes to zero. The additional G versus VBG 

curves shift towards less negative VBG values as VVG is 
made more negative. In addition, the change in slope moves 
to lower values of G, indicating that the bottom QPC is 
pinching off at less negative VBG values. These two effects 

clearly demonstrate that the top and bottom QPC openings 
can be independently controlled via the two pairs of QPC 
gates. 

As is obvious from figure 3, conductance steps, 
quantized in units of 2e2/h, do not appear when both 
QPCs are open, but rather only when the bottom QPC 
is pinched off. (Another set of conductance curves, this 
time as a function of VFG for several VBG values (not 
shown), exhibited similar behaviour, with conductance 
steps occurring only when the top QPC was open, as 
indicated by a change in overall slope.) The occurrence 
of well-defined conductance steps when only the top QPC 
is open can be attributed to the top QW having a much 
higher mobility, as is known to occur commonly in MBE- 
grown AlGaAs/GaAs DQW structures [11]. Because the 
two QWs are very closely coupled, when both QPCs are 
occupied, the wavefunction is dclocalized across both QWs 
into symmetric and antisymmetric subbands. This causes 
the electron scattering rate to increase as a result of the 
scattering centres in the low-mobility bottom QW and hence 
the conductance steps to be obscured. (This picture is 
further supported by the fact that no conductance steps were 
observed when only the bottom QPC was open; not shown 
here.) The relative weakness of the conductance steps when 
only the top QPC is occupied is attributed to the fairly wide 
QPC opening and to the extremely sharp gate tips in this 
device, which decrease the adiabatic transport of electrons 
through the QPC. 

Our dual-side electron beam patterning technique 
should enable several novel quantum transport experiments 
to be better performed, such as electron-hole Coulomb drag 
and ID-ID tunnelling [12]. For the double QPC device, 
an area for future exploration is the effect of individually 
biasing all four of the QPC gates in such a manner as to 
shift the QPC channels laterally relative to one another, 
thus controlling the inter-QPC coupling independently of 
channel occupation. 

4. Summary 

We have described the first demonstration of dual- 
side electron beam lithography in achieving independent 
submicron gating in DQW devices. The technique utilizes 
the EBASE process to remove the substrate material 
allowing the backside gates to be placed in close proximity 
(less than 1 /xm) to the frontsidc gates. The use of electron 
beam lithography allows both the definition of submicron 
features and the precise alignment of the front and back 
features to each other. The key to this alignment is the 
use of the same set of metallic alignment marks for both 
the frontside and the backside electron beam patterning. 
Double QPCs fabricated with this technique on coupled 
DQWs exhibited quantized conductance steps in the top 
QW which shift as a function of backgate bias, confirming 
the independent control of each channel. These results 
show the potential of this new technique in advancing the 
study and fabrication of mesoscopic devices. 
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Abstract. We have performed first-principles local density calculations of several 
interfaces between GaN and AIN and studied their formation enthalpy and band 
offsets and the charge pileup at polar interfaces. Monte Carlo studies of the 
electrical characteristics of submicron HFET structures reveal that the pyro- and 
piezoelectric moments of the nitrides are a key property for designing and 
optimizing future devices. 

1. Introduction 

III-V nitrides possess unique material properties. They 
have large band gaps in the near-ultraviolet regime 
(3-6 eV), large heterostructure band offsets (1-2 eV), 
small effective masses (typically 0.2 for electrons and 0.5 
for holes), energetically high-lying satellite valleys in the 
conduction bands (offsets of 1.5-3 eV) and high optical 
phonon energies (600-900 cm-1). All of these properties 
make them extremely attractive for optoelectronic and high- 
temperature, high-power microelectronic applications [1,2]. 

Even though epitaxial growth is still hampered by a 
high density of threading and misfit dislocations, stacking 
faults and other extended native defects, these materials 
offer novel and unique possibilities for the engineering of 
their properties [3]. They possess, in their wurtzite phase, 
a spontaneous electric polarization and have the largest 
piezoelectric constants known among tctrahcdrally bonded 
materials [4]. 

In this paper, we show that these large intrinsic 
electric moments of the nitrides are key properties for 
devices. We have performed systematic first-principles 
pseudopotential local density functional calculations of a 
variety of interfaces between GaN and AIN and studied 
their formation enthalpy, their band offsets and the charge 
accumulation at some of these interfaces. To assess 
the potential of these effects quantitatively, we have 
also performed self-consistent Monte Carlo studies of the 
electrical characteristics of submicron HFET structures. 

2. Polarity of interfaces 

The space group P^rnc of the wurtzite structure is 
compatible with a spontaneous polarization per volume 
along the hexagonal c-axis. In the case of GaN and AIN, 

the spontaneous polarization at zero macroscopic electric 
field has been predicted by first-principles calculations to 
be -0.029 and -0.081 C m~2, respectively [4]. In perfect 
crystals with a surface or interface, these moments give 
rise to huge longitudinal electric fields E — —4nP/es of 
the order of 1-10 MV cm-1. Here, ev ~ 10 is the static 
dielectric constant. In addition, GaN and AIN arc highly 
piezoelectric, in both their wurtzite and their zincblendc 
phase. The zincblende piezoelectric constants are given by 
e14 = 0.73 and 1.55 C m-2 in GaN and AIN, respectively, 
which is to be compared with 0.1 C m~2 in GaAs [4]. 
Since the epitaxially grown layers are usually strained, the 
piezoelectric moments can also produce very large electric 
fields of the order of a few MV cm-1 [5]. 

Using first-principles pseudopotential local density 
functional calculations [6], we have systematically studied 
several interfaces. In our calculations, the effects of lattice 
relaxation and electric polarization have been fully taken 
into account. Let us consider a single pscudomorphic 
interface A-B between nitride compounds A and B. 
This interface is called polar if the total charge density, 
integrated across the interface from minus to plus infinity, 
is nonzero. In the GaN/AIN system, we may introduce the 
following classification of interfaces. 

• Nonpolar interfaces between unpolarized phases. 
Unstrained or biaxially [001] strained zincblendc phase 
GaN and AIN possess neither a pyroclcctric nor a 
piezoelectric polarization. Therefore, there is no charge 
pileup at the interface between these materials. All bonds 
at the interface arc saturated and there is only a weak 
dipole moment at the interface that is reduced by the atomic 
relaxation near the interface. An example of such an 
interface is lattice-matched, strained GaN grown on an AIN 
substrate along the [001] direction. For the sake of brevity, 
we denote this interface by zb AIN-s-GaN [001]. 
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• Nonpolar interfaces between polarized phases. 
Currently available samples contain a large number 
of internal interfaces that deviate from the hexagonal 
[0001] or cubic [111] growth direction [3]. In cases 
such as zb AIN-s-GaN [110], wz AIN-s-GaN [0110] or 
wz AIN-s-GaN [1210], the bulk materials on both sides of 
the interface possess a spontaneous and/or strain-induced 
piezoelectric polarization. However, this polarization lies 
parallel to the interface and therefore does not give rise to 
a charge accumulation at the interface. 

• Polar interfaces between polarized phases. In 
the case of lattice-matched wz AIN-s-GaN [0001], both 
semibulk materials possess a spontaneous polarization. 
Because of the strain in the GaN film, there is an additional 
piezoelectric contribution to the total polarization. Since 
the polarizations in both materials are different and lie 
perpendicular to the interface, one obtains an interface 
charge. Our first-principles calculations reveal that 
lattice relaxation near the interface reduces the monopole 
contribution of the interface charge approximately by a 
factor of 2 by redistributing the charge among a few 
atomic layers. There are situations where the nonpolar 
interfaces become polar solely because of the strain- 
induced piezoelectric moment in one of the lattice-matched 
materials. An example is zb AIN-s-GaN [111]. Here, 
the strain-induced piezoelectric moment in GaN yields a 
polarization P perpendicular to the interface and therefore 
a nonzero interface charge density. A stacking fault is 
another example that possesses a charged interface. Such a 
kind of defect is nothing but a homo-type interface between 
wurtzite and zincblende GaN, such as wz GaN [0001]-zb s- 
GaN [111]. In this case, both materials have polarizations 
perpendicular to the interface: one phase is spontaneously 
polarized and the other one has a strain-induced electric 
moment. 

In figure 1, we show a schematic view of the 
polarizations across several types of interfaces. Horizontal 
(vertical) arrows indicate a polarization perpendicular 
(parallel) to the interface; the absence of arrows implies 
the absence of bulk polarization. The conduction and 
valence band bending induced by the electric field due to the 
interface charges is also shown schematically in figure 1(a). 
The quantitative value of the electric field can, in principle, 
be calculated from the surface charge density given below 
but will depend strongly on the detailed interface sequence 
in a sample. 

3. Formation enthalpies and band offsets: 
predictions 

By minimizing total energies of sufficiently long supercells 
that contain two interfaces, our first-principles calculations 
show that all nonpolar GaN-AIN interfaces are stable 
and have an exothermic formation enthalpy of typically 
SH = -15 meV/atom. Importantly, we find all lattice- 
relaxed polar interfaces shown in figure 1 to be only slightly 
less favourable with formation energies around SH = 0 
within computational accuracy. Thus, these interfaces are 
likely to form in real materials, depending on the growth 
kinetics. 
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Figure 1. Predicted valence and conduction band offsets 
(in eV) for several AIN-GaN interfaces. In each case, the 
left-hand material is considered the unstrained substrate, 
whereas the right-hand material is lattice matched and 
strained. The growth direction is given in boxes beneath 
each interface. The arrows indicate the direction of the 
spontaneous or strain-induced piezoelectric polarization. 
(a) Polar interfaces that possess an interface charge. The 
corresponding electric field induces a band bending that is 
indicated schematically. The rightmost interface is a 
stacking fault and is also a type I heterostructure. 
(b) Nonpolar interfaces with no interface charge. 

The calculated surface charge densities amount to 
-0.011 C m~2 for the wz AIN-s-GaN [0001] as well as for 
the zb AIN-s-GaN interface. In the latter case, this large 
value is somewhat surprising because the polarization is 
nonzero only on one side of the interface. The stacking fault 
wz GaN [0001]-zb s-GaN [111] has a slightly smaller but 
still appreciable interface charge density of 0.003 C m~2. 

In figure 1, we also show the calculated intrinsic 
valence and conduction band offsets between unstrained 
A1N and strained GaN. Only the leftmost value [7] in 
figrue 1(a) and the two last values [8,9] in figure lib) 
have been determined previously and agree well with the 
published values. We have calculated these offsets from 
the asymptotic difference between the laterally averaged 
electrostatic potentials to the right and to the left of the 
interface after eliminating the monopole contribution to 
the potential [7]. It is interesting to note that all valence 
band offsets are of the order of 0.7 eV and are amazingly 
insensitive to the polar-nonpolar character of the interface. 

All of the interfaces in figure 1 are of type I. This 
is particularly interesting for the stacking fault wz GaN 
[0001]-zb s-GaN [111] that has a valence band offset of 
—40 meV and a conduction band offset of —120 meV. 
Thus, confined regions of cubic GaN that are embedded 
within wurtzite material may act as excitonic traps and 
luminescence centres, depending on the electric fields 
present. 
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Figure 2. Self-consistent band edge profile and electron 
density for a 300 nm gate length lno.05Gao.95N/Alo.i6Gao.s4N 
HFET with ( ) and without ( ) strain-induced 
piezoelectric fields. The profile is taken at midgate position 
for a drain voltage of 20 V and gate voltage of +0.5 V. 

4. Impact of polarization on HFET devices 

We have carried out self-consistent Monte Carlo simula- 
tions for a planar short channel HFET with the following 
layer sequence [10]. Immediately beneath the contacts, we 
take a highly doped Alo.i6Gao.84N supply layer of 10 nm. 
The next layer consists of an 8 nm Ino.05Gao.95N channel 
with n — 3 x 1018 cm-3 and is followed by a 400 nm 
Alo.i6Gao.84N buffer layer. In order to achieve acceptable 
off characteristics, we assume this buffer layer to be fully 
compensated or nearly intrinsic. For the gate contact, we 
assume a Schottky barrier height of 1 eV [11]. 

The lattice mismatch between the channel and the 
barrier material amounts to approximately 1%. This strain 
causes a macroscopic polarization of the channel in the 
growth direction. The resulting electric field can be 
calculated from the piezoelectric tensor and the elastic 
constants and amounts to 1.7 x 108 V m_1 for the HFET 
layer sequence given above. Experiments indicate that the 
polarization points towards the substrate [5, 12]. 

The effect of this huge polarization field on the self- 
consistent conduction band edge profile and the charge 
carrier density at midgate position is shown in figure 2 for 

gate and drain voltages of 0.5 V and 20 V, respectively. 
The gate length is 300 nm. One can see that the 
piezoelectric field pushes the electrons closer to the gate 
contact. Accordingly, the channel carrier density increases 
by about 20% for the open channel conditions given above. 
The high potential barrier that is formed by the piezoelectric 
field on the substrate side of the HFET (sec figure 2) 
improves the response of the channel carrier density to a 
change in the gate voltage. For the device characteristics 
of a 300 nm gate HFET, this leads to an increase of 
the transconductancc from 650 S m-' to 980 S m-'. 
Furthermore, this confining effect improves the turn-off 
behaviour of the device considerably, which becomes even 
more important at elevated temperatures. Our calculations 
predict average channel velocities exceeding 2xl05ms~' 
for gate lengths below 200 nm [10]. 
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Abstract. Recent photonic experiments on non-invasive or interaction-free 
measurement are discussed within the interpretative deterministic framework put 
forward by Böhm. It is proposed that analogous mesoscopic electronic structures 
utilizing spin polarization could support the non-invasive effect. The incorporation of 
a full Zeno effect leads to the possibility of building deterministic quantum switches. 

1. Introduction 

Many states in heterostructure systems have a strong 
influence on device characteristics but are notoriously 
difficult to measure on a nanometre scale. These 
include individual traps, surface and interface states, 
local soliton states in single electronic devices and local 
effects of etch damage. There is a clear requirement 
for instrumentation which can 'non-invasively' probe the 
surface and underlying structure of mesoscopic systems at 
high resolution without disturbing the probed structure. It 
is often assumed that measurements on a system cannot be 
made without disturbing it unless the system is already in a 
joint eigenstate with the measurement apparatus. However, 
Elitzur and Vaidman [1] were the first to raise serious 
prospects of interaction-free measurement in a photonics 
experiment involving a variant of a Mach-Zehdner 
interferometer. Their partial result was significantly 
improved on by Kwiat et al [2] in a demonstration of single- 
photon, interaction-free measurement by incorporating the 
quantum Zeno effect [3,4]. Kwiat et al [2] explain their 
results in terms of photons moving on paths through the 
system. This of course is a contradiction in the Copenhagen 
scheme but is easily explained if we use any of the 
different ontological interpretations of quantum mechanics 
put forward by Böhm and others [5-9], where the concept 
of trajectories exists for non-zero rest mass particles, or for 
the simplistic photon model. 

2. Non-invasive measurement and its 
interpretation 

The original idea behind interaction-free measurement [1] 
is sketched in figure 1(a), which is a schematic of a generic 

Mach-Zehdner interferometer comprising two arms A-Mi- 
BS2 and A-M2-BS2. Quantons may be injected at A 
(photons if the arms are optical paths, electrons if we use 
quantum waveguides [10,11]) and travel via perfect mirrors 
(photons) to a symmetric dual port output where they can 
be detected at D[ or D2. BSi and BS2 are perfect 50- 
50 beam splitters (or junctions with appropriate S-matrices 
for electrons). The system has equal arm lengths so that 
there is total destructive interference along output BS2-D1. 
An incident quanton therefore reaches D2 with probability 
1 and reaches Di with probability 0. This wave picture 
(on the traditional view) vanishes if an absorbing object 
is placed in the upper path: figure 1(b). There is no 
interference at the splitter BS2 (only one path). An incident 
quanton treated as a particle will enter the upper or lower 
branch with probability P = 0.5. If the lower path is taken 
there is a probability P(D\) = 0.25 of exiting to detector 
Di and P(D2) = 0.25 for exiting to D2. If detection occurs 
at D2 the event gives no information on the possibility 
of an object in the upper path. However, if the quanton 
is detected at Dj there must be an object G in the upper 
path. Since only one quanton is injected and only one is 
detected at Di it is argued that the object is detected without 
interaction with the quanton. Evidently the probability for 
the quanton being absorbed by the object is P(G) = 0.5. 

If we choose the simplest ontological interpretation, 
namely the deterministic Böhm picture [6], we consider 
the wavefunction field for the quanton penetrating both 
arms of the interferometer. The Böhm picture assumes 
that the quanton is a real, localizable particle which is sited 
at location r with probability density p(r,t) = \f\2 = 
R2, and has a local momentum p(r) = V5(r, t) where 
S is related to the phase of the wavefunction: \jr — 
R e\p(iS/h). Substituting this form into the Schrödinger 
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Figure 1. The Elitzur and Vaidman scheme: (a) free dual 
paths; (£>) object in one path. 

equation yields the continuity equation and a classical-like 
Hamilton-Jacobi equation for the action S: 

dp/dt + V -{pp/m} =0 

-dS/dt = (VS)2/2m +<t> + <pQ 

(I) 

(2) (j)Q = -(hz/2mR)V-R 

where the classical Hamiltonian is p2/2m + <p and (J>Q is 
the Böhm quantum potential. 

The possible family of deterministic trajectories r(t), 
p{t) may be found from equations (2) provided that we 
know R and S from the solution to Schrodingcr's equation. 
The Böhm trajectories differ from classical trajectories in 
that they cannot cross. It is then very easy to see the 
topology of the quanton flow. In the case of figure 1(a), 
the quantons on the upper half of the incident path follow 
the upper arm, and the lower group follow the lower arm. 
At splitter BS2 the two groups do not cross but run side 
by side out to D2. In the case of figure 1(b), 50% of 
quantons (those on the upper half incident path) penetrate 
to the object where they are absorbed. The remaining 50% 
travel to BS2 where half of them (those to the left) exit at 
Dj; the others exit at D2, again with no crossing. There is 
no mystery in this picture: when a quanton is detected at 
Dj in the case of figure 1(b), it must have avoided (i.e. not 
interacted with) the object. It carries information on the 
existence of the object because the full wave field reacts to 
the presence of the object and subsequently communicates 

with the quanton trajectories via the quantum potential. A 
good figure of merit for the interaction-free measurement 
is 

M=P(D,)/[P(D,) + P(G)] (3) 

where P(D\) is the probability for interaction-free 
measurement and P(G) is the probability for strong 
interaction with the object G. Evidently, M = 1/3 for the 
case of figure 1. Kwiat et al [2] showed that by designing 
the beam splitter reflectivities efficiently (or in our case 
by optimizing the junction S-matriccs) it is possible to 
achieve P(Di) = P(G) giving a maximum figure of merit 
of M — 1/2. The key result of Kwiat et al [2] was to show 
that by further exploiting the quantum Zeno effect [3,4] the 
probability of interaction P(G) can be reduced to zero and 
a maximum efficiency of M = 1 becomes possible. 

3. Quantum Zeno effect 

The quantum Zeno effect [3] uses repeated quantum 
measurements to inhibit the evolution of a quantum 
system. The original explanation relied heavily on the 
von Neumann projection postulate that the outcome of a 
measurement on a general quantum state results in the 
system evolving instantly to an eigenstate of the system, 
whereafter repeated measurements will produce the same 
result as the system remains in the originally (randomly) 
selected eigenstate. The effect is named after the classical 
Zeno 'paradox' and is conventionally interpreted to mean 
'repeated observation stops the "motion"'. Kwiat et al [2] 
envisaged a sequence of N polarizing rotators, each rotating 
the photon polarization by JT/2N. An incident horizontally 
polarized photon will thus emerge vertically polarized and 
therefore will be unable to be detected on the other side of 
an output horizontal polarizer H: P(H) = 0. However, 
if a horizontal polarizer is inserted into each stage the 
repeated measurement of the horizontal component leads to 
a strong probability of detecting the photon after the output 
horizontal detector H: P(H) > 0. A simple calculation 
shows that P(U) = [cos2(jt/2N)]N. Thus P(H) ->• 1 as 
N becomes large (P(U) = 0.67 for N = 6). 

In the simplest ontological picture [12] we have to 
consider the photon trajectory in the full configuration space 
which now includes polarization. Suppose the incident 
photon is horizontally polarized; within a short time / of the 
interaction with the first rotator the perturbed wavefunction 
will be proportional to t and is thus small. In order for a 
transition to take place the perturbed wavefunction must 
become sufficiently large to make a big contribution to 
the quantum potential which then moves the trajectories 
in configuration space. At short times, i.e. for rapidly 
repeated measurements, this cannot occur so no transition 
takes place. 

A long sequence of N rotators and polarizing beam 
splitters is not actually necessary to obtain the Zeno effect: 
it is simpler to use a single rotator and a single horizontal 
polarizing beam splitter but to arrange for the photons 
to loop through the pair N times. By combining the 
Zeno effect arrangement with the optimized Mach-Zehnder 
interferometer, Kwiat et al [2] demonstrated an efficiency 
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Figure 2. From non-invasive measurement to conservative 
logic (PBs, polarizing beam splitter): (a) the Kwiat scheme; 
(b) Fredkin gate version; (c) Fredkin gate modes. 

for interaction-free measurement arbitrarily close to unity. 
Figure 2(a) illustrates the scheme: a horizontally polarized 
(H) photon is injected into the upper arm through a mirror at 
A. A polarizer P rotates the plane of polarisation by n/2N. 
The PBSs transmit H photons and reflect V (vertically 
polarized) photons. After TV" cycles through A-D-B-A, 
the photon is analysed at output B. With no object on the 
interferometer arm, and in the limit of large N, the output 
photon is vertically polarized (V). If an absorbing object is 
present the output photon is horizontally polarized (H) with 
probability -> 1.0 as N is increased. 

4. Electronic analogues? 

Laterally patterned quantum waveguides [10] induced in 
two-dimensional electron gases provide a direct analogue 
with the photonic systems (figure 2). Mirrors may be 
replaced by graded bends in the wave guide; graded Y- 
junctions correspond to beam splitters. A sequence of 
Mach-Zehnder interferometers might be synthesized as a 
series of connected rings, or better as a multiport recursive 
re-entrant structure with a small lithographic footprint. To 
obtain the Zeno effect we need to introduce a further degree 
of freedom to provide a measurement in configuration 
space. One possibility is to inject spin-polarized electrons 
into a waveguide structure and to use a nanopatterned 
magnetic surface superlattice to act on the spins in the same 
fashion as the rotators and polarizers. This technology is 
just becoming available. The key ingredients required will 
be suitable injector and detector systems for single spin- 
polarized electrons. If such a structure were to be operated 

under Coulomb blockade conditions one might obtain 
well-correlated carrier flows [13,14] which would permit 
the timing and synchronicity of the optical counterpart 
experiments. Evidently the net path length must be less 
than the electron coherence length which effectively limits 
the number of cycles N. 

5. Deterministic quantum devices 

Although very many quantum devices and indeed quantum 
computing systems have been studied [15], very little 
enthusiasm has remained for switches based on modulation 
of carrier interference. Apart from coherence difficulties 
there is one very serious obstacle to using interference 
devices switching small numbers of carriers. The 
channelling of carriers into the fringes of an interference 
pattern is typically a stochastic process: very many carriers 
must flow to build up the pattern. However, it follows 
from the Kwiat experiment that interference devices can 
be constructed with deterministic outcomes. Interaction- 
free measurement leads precisely to a probability of unity 
for one detection event and to zero for the complementary 
detection. There is still some stochasticity in the random 
time of arrival but the output is deterministic. This suggests 
that quantum interference devices could be re-examined 
within this new framework revealed by interaction-free 
measurement. The measured object is simply replaced 
by the action of a gate over the pathway. However, 
the output would be deterministic with a strong reduction 
in fluctuations, even for very small numbers of carriers. 
Figure 2(b) illustrates a simple modification to the Kwiat 
scheme in which H- and V-polarized single photons (or 
their electronic spin analogues) are injected in sequence 
into the structure and the 'object' is replaced by the action 
of a gate controlled by a signal c. With the gate off (c = 0) 
the input states are replaced by their complements. When 
the gate is 'on' (c = 1) the input and output states are 
the same. This is basically the action of a Fredkin gate in 
conservative logic [16].. Since the degree of determinism 
is controlled by the number of cycles TV this scheme may 
provide a basis for the variable control of qbits in quantum 
computing. 
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Abstract. We calculated the momentum and energy relaxation rates of 2D 
electrons interacting with acoustic phonons in a quantum well situated close to the 
surface of a semiconductor slab in which the quantum well is embedded. These 
rates depend on the mechanical conditions at the surface of the slab and deviate 
substantially from the values corresponding to a quantum well situated in the bulk 
of an infinite crystal. At low enough temperatures the quantization of the acoustic 
modes becomes important and has an effect on the relaxation rates. 

Recently, it has been established that if a quantum well 
(QW) is situated close to the surface of a slab in which the 
QW is embedded, the interaction between 2D electrons in 
the QW and acoustic phonons takes on new features [1,2]. 
These peculiarities arise as a result of the modification of 
the structure of the acoustic modes caused by the surface 
and are as follows: (i) interference between the incident and 
reflected acoustic waves, which gives rise to the formation 
of the nodes and antinodes of the potential of the electron- 
phonon interaction; (ii) appearance of a Rayleigh wave; 
(iii) reflection-induced mutual conversion of LA and TA 
phonons. 

In [2] it has been shown that the effect of the proximity 
of the surface to the QW depends substantially on the 
mechanical conditions at free and rigid surfaces, the 
temperature, the 2D electron concentration and the distance 
between the QW and the surface. The influence of the 
vicinity of the surface on the magnitude of the electron 
relaxation rates is the strongest at low temperatures. At low 
enough temperature, the finite size of the slab in which the 
QW is embedded leads to new peculiarities in the properties 
of the phonons interacting with electrons. In fact, these 
peculiarities are due to the quantization of the acoustic 
phonons in the slab. As a result, at low temperatures the 
transport characteristics of the electrons for the cases of a 
slab of finite width and a semi-infinite sample are different. 

To account for the finite size of the slab, we have 
calculated the acoustic modes confined in the slab for 
the cases of free and rigid boundaries. The elastic- 
continuum approach has been used. We have obtained 
the momentum, vp, and energy, ve, relaxation rates for 
electrons interacting with confined acoustic phonons via the 

deformation potential mechanism. The electron distribution 
function has been taken to be a displaced Fermi distribution 
and only the lowest QW level has been assumed to be 
populated. The former assumption is valid under conditions 
of strong electron-electron scattering, which is realized for 
the high electron concentrations. 

The most important peculiarities of the phonon 
spectrum are the following. In the case of a slab with 
a free surface, the lowest branch of the phonon spectrum 
starts at the point a> = 0, q = 0, where co and q are 
the phonon circular frequency and wavevector. At high 
q, this branch corresponds to a Rayleigh wave, whose 
amplitude decays away from the surface. In contrast, 
for the case of a slab with a rigid surface, the lowest 
branch starts at a> = a>m, q = 0. This corresponds to 
the absence of a Rayleigh wave in a slab with a rigid 
surface. As an order of magnitude estimate, com ~ nst/b, 
where s, is the transverse sound velocity and b is the 
thickness of the slab. Another important peculiarity of the 
phonon mode structure is the surface-induced appearance 
of the nodes and antinodes of the lattice displacements. 
This feature arises because of the interference between the 
incident and reflected waves and leads to the formation of 
nodes and antinodes in the potential of the electron-phonon 
interaction. Since electrons usually interact with a great 
number of phonon modes, whose nodes and antinodes do 
not coincide, the resulting strength of the electron-phonon 
interaction does not depend on the QW position far from 
the surface. However, close to the surface all phonon 
modes behave similarly, because all modes obey the same 
boundary conditions at the surface. For the deformation 
potential mechanism of interaction one has nodes of the 
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Figure 1. Temperature dependence of the relaxation rates 
of (a) the momentum and (b) the energy for a 3 nm QW 
situated at the surface of a slab. The curves 'fr-100' and 
'fr-50' ('ri-100' and 'ri-50') are for the 100 nm and 50 nm 
slab with a free (rigid) surface respectively. 

electron-phonon interaction potential at the surface for the 
case of a free surface and antinodes for the case of a rigid 
surface. 

Clearly, many factors influence the electron-phonon 
interaction near the surface. Their contribution depends 
substantially on the temperature, which determines which 
phonons contribute most to the interaction. Two 
characteristic temperatures can be introduced [3]: T\ = 
2hs,/a and 7b = Ipt-s,. Here a is the thickness of the 
QW and pf is the Fermi momentum of the electrons. 
For T <C TQ the Bloch-Griinciscn regime of scattering 
occurs; this regime is characterized by the small-angle 
scattering. For T ~2> T\, electrons interact primarily with 
phonons propagating perpendicular to the QW and have a 
component of the wavevector perpendicular to the QW that 
scales in magnitude as \/a. Note that the intermediate 
range 7b <SC T <£ T\ can be realized for low electron 
concentrations and for narrow QWs. 

In [2] the energy and momentum relaxation rates have 
been calculated and analysed in these temperature ranges 
for the case of a QW situated near the surface of a semi- 
infinite sample. Here, we present the results for the case 
of a QW embedded in a finite-size slab. In this case 
a new characteristic temperature should be introduced: 
Ts = Tths,/b. For T ~ Ts, the quantization of the phonons 
influences the values of the electron relaxation rates. 

In figure 1 the dependences of the momentum and 
energy relaxation rates on temperature for a 3 nm QW 
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Figure 2. Dependence of the relaxation rates of (a) the 
momentum and (b) the energy on the distance between the 
QW and the surface for a temperature T = 0.5 K. The 
notations used are the same as in figure 1. 

are shown for 100 nm and 50 nm slabs.  Relaxation rates 
are normalized to the corresponding values, ir, v , for 
a QW in a bulk crystal . The electron concentration is 
3x I0l5 m~2 and we use GaAs material parameters. Curves 
for the 100 nm and 50 nm slabs with free (rigid) surfaces 
are labelled as 'fr-100' and 'fr-50' ('ri-100' and 'ri-50') 
respectively. For such a system, 7b = 7 K, T\ = 17 K 
and 7; = 1.2 K for the 100 nm slab and 2.4 K for the 
50 nm slab. Note that figure 1 represents results for the 
case T < T0. As is illustrated, for T > Tx the results do 
not depend on the slab width. In this case, the temperature 
dependences obtained arc very similar to those obtained 
for the case of a QW near the surface of the semi-infinite 
sample [2]. Relaxation rates arc enhanced for the slabs 
with both kinds of mechanical conditions at the surface. 
For the case of a rigid surface, this occurs as a result of the 
formation of antinodes in the electron-phonon interaction 
potential near the surface. For the case of a free surface, one 
has nodes of the interaction potential near the surface, but at 
T < To scattering due to the Rayleigh wave becomes very 
important and the resulting relaxation rates arc enhanced 
with respect to the rates for a QW in a bulk crystal. 

For T ~ Ts, electrons arc able to interact with only 
a few phonon modes. For T <?C Ts and for a slab with 
a rigid surface, the energy corresponding to the minimum 
frequency of the acoustic modes, w,„, is higher than the 
temperature and the relaxation rates decrease. In contrast, 
for the case of a semi-infinite sample with a rigid surface, 
one obtains an increase of the relaxation rate down to very 
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low temperatures. For T <£ Ts and a slab with a free 
surface, we obtain an increase in the relaxation rates at low 
temperatures since there is no minimum frequency for the 
phonon spectrum. 

In figure 2 the dependences of the relaxation rates on 
the distance between the QW and the surface of the slab 
are shown for T = 0.5 K. For such a low temperature, 
the principal contribution to the scattering comes from a 
scattering with the lowest phonon mode and the distance 
dependence qualitatively traces the coordinate dependence 
of the potential of the electron-phonon interaction of these 
lowest modes. Note that for low enough temperatures the 
relaxation rates differ from the bulk values even if the QW 
is situated far from the surface. We see that, for T = 0.5 K 
and for b = 50 nm, the relaxation rates are different from 
the volume values even if the QW is situated in the centre 
of the slab. It is worth noting that, in the case of a slab 
with a free surface, the penetration length of the Rayleigh 
wave may be estimated by bT/Ts. This means that for low 
temperature the amplitude of the Rayleigh wave is high 
even near the centre of the slab. 

In conclusion, we emphasize that the relaxation rates of 
the 2D electrons in a QW situated near the surface of a slab 
depend on the mechanical conditions at the surface of the 
slab. At low temperatures, where the effect is particularly 
strong, the finite width of the slab makes the phonon 
quantization important and gives rise to new peculiarities 
in the behaviour of the relaxation rates. Moreover, in this 
case the relaxation rates are different even if the QW is 
situated far from the slab surface. 
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Abstract. A modified local-density approximation is developed to treat 
self-consistently exchange and correlations in a quantum wire (QW) subjected to a 
strong perpendicular magnetic field. The influence of many-body interactions on 
the spin splitting between the two lowest Landau levels (LLs) is calculated within 
the screened Hartree-Fock approximation (SHFA), for filling factor v = 1, and the 
strong spatial dependence of the screening properties of electrons is taken into 
account. In comparison with the Hartree-Fock result, the spatial behaviour of the 
occupied LLs in a QW is strongly modified when correlations are included. 
Correlations caused by bulk screening are very weak whereas those caused by 
screening at the edges are very strong. The latter strongly suppress the exchange 
splitting and smoothen the energy dispersion at the edges. The theory is in 
reasonable agreement with the observed strong suppression of the spin splitting 
pertinent to the v = 1 quantum Hall effect (QHE) state and the destruction of this 
state in long QWs. 

1. Introduction 

One consensus of the theoretical work on the effects of 
electron-electron interactions on the edge state properties 
of a channel [1-4] and on the subband structure of quantum 
wires (QWs) [3,5-7] is that this interaction must be treated 
self-consistently. Here we introduce a realistic model of a 
QW in a strong magnetic field B and self-consistently treat 
mainly the case when the lowest, spin-polarized, Landau 
level (LL) is occupied, i.e. when v = 1, in the interior 
part of a channel. Moreover, we consider submicron 
width channels with a rather steep confining potential that 
prevents the flattening [1] of edge states [2,3,6] in the 
vicinity of the Fermi level. To date we are aware of 
only the Hartree [3,6] and Hartree-Fock [5] treatments 
of LLs in a QW, in a strong B field. We show that 
including correlations in the Coulomb interaction in a QW 
strongly modifies the spatial behaviour of the LLs and 
leads to the results announced in the abstract. The most 
important role played by correlations is related to screening 
by the edge states which in turn depends strongly on their 
(group) velocity vg. The correlations can restore a smooth, 
on the scale of the magnetic length /0 = (h/m*coc)

i/2, 
dispersion of the single-particle energy as a function of 
the oscillator centre y0 ~ kJl where coc is the cyclotron 
frequency. Because in typical experimental situations the 
strong magnetic field limit condition, r0 = e2/el0ha>c<£\, 

is not satisfied, we propose a modified local-density 
approximation (MLDA) to treat self-consistently the effect 
of many-body interactions in a strong B, when r0 < 1. 
For integer v the self-consistent confining potential is 
nearly parabolic [6] . We consider a parabolic potential, 
of frequency Q, and assume a>c/Sl » 1. Our theory 
describes well the experimentally observed spin splitting 
in QWs [7]. 

In section 2 we present the formalism and in section 3 
we show how strong correlations result from screening 
at the edges. In section 4 we propose an MLDA and 
compare our theory with the experiment [7]. We conclude 
in section 5. 

2. Basic relations 

We consider a zero-thickness two-dimensional electron gas 
(2DEG) confined in a narrow channel, in the (x, y) plane, of 
width W and of length Lx = L. In the absence of exchange 
and correlation effects we take the confining potential along 
y as parabolic: Vy = m*Ci2y2/2, where m* is the effective 
mass. We use the Landau gauge A = (-By, 0,0) for a 
field B applied along the z-axis. Vy is valid especially for 
W < 0.3 fim; sec [5] and [7]. However, most of our results 
hold for the more realistic one V^, if IV > 3 /im, which is 
flat in the interior of the channel and parabolic at its edges. 
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The one-electron eigenvalues are 

£a — €n.k,.o nä{n + \/2) + —^+ag0ßBB/2     (1) 
2m 

and the eigenfunctions \a)  =  \nkx)\a> ?\kyX 
*„[y 

yo(kx)]W)/Ll/2. Here, go is the bare Lande g factor, 
IXB the Bohr magneton and a = ±1 for spin \ (+) or 
I (-). Further, w = (co2 + Q2)i/2, wc = \e\B/m*c, 
m = m*w2/Q2, y0(kx) = Tiwckx/m*<b2, *„(}') is a 
harmonic oscillator function, \a) = tyaiPx) = «W, is the 
spin wavefunction, a\ = ±1, and I = (h/m*(b)l/2. 

In the strong magnetic field limit [2,5], the condition 
r0 = e2/elohcoc < 1 should be satisfied [8], where s 
is the background dielectric constant. However, in the 
most important experiments r0 is of order unity [4-8], 
Nevertheless, it is believed that calculations for r0 <K 1 
provide a useful framework also for r0 ~ 1 [2,5]. 

Considering exchange to first order in ro, in 
the screened Hartree-Fock approximation (SHFA) the 
exchange and correlation contribution to the total single- 
particle energy £<u,.i = e<u,.i + egf; 

x (Oik, |ei?'}' |0^)(0Jfc; le'"-1 \0kx) (2) 

kF = (6)/hSl)(2m*AEFt)V
2 (|^| < kF), k± = kx±k'x 

and A£ft = EF -Tiä/2-g0ßBB/2. Vs(qx, qy; qy) is the 
Fourier transform of the screened Coulomb interaction. 

If we neglect the screening of the interaction between 
two electrons, at (x, y) and (x1, y'), by all other electrons 
in the QW, then Vs(qx,qy;qy) = V£(qx,qy;q'y) = 

(4n2e2/eq)S(qy + q'y), q = (q2 + q2)]/2. For kF » 1 
we have 

).*,.! 

fc0.*,.l 4X = -(7t/2y2(e2/sl)R(^/coc) (3) 

if_kF - \kx\ » 
±kF, we have e( 

x2)1/2E(l/2, 1/2, 1; -x2) and F{. 

1   where  kx F 

0.±kF.\ 

=   kx,Fl;   for  kx   = 
Here R(x)   =   (1 + 

.) is the hypergeomet- 
ric function. Equation (3) differs from equation (11) of 
[5] by the factor R(£2/a>c). Notice that, if only one LL 
is occupied, kF » 1 implies a)c/£l » 1 and R(£2/coc) « 
(1 + Q,2/4o)2) ~ 1. That is, we can approximate R by 1 
only for a)c/Q » 1. For v = 1 the pure exchange or cor- 
relation contribution to £o.*t.-i vanishes independently of 
the value of ro; the exact result is £o.*t.-i = £<u,.-i- 

As is usual in the SHFA [9], we treat the screened 
Coulomb interaction Vs in the static limit. However, 
an essential difference is that we take into account the 
spatial inhomogeneity of the 2DEG along the y direction. 
We calculate Vs(qx,qy;q[.) within the random phase 
approximation (RPA). Consider the statically screened, by 
the 2DEG, potential <p(x, y; x0, yo) of an electron charge 
at (x0, y0), eS(r - ro). Its Fourier transform tp(qx, qy, q'y) 
obeys the integral equation 

(p{qx,qy;q'y) = —Un28(qy + q'y) 
sq i_ 

e     TO /.OO -i 

L    no J-oo 

M = (a\^'y\ß), N = (ß\e-*<y\a), Fßa = (fß-fa)/(eß- 
€a + ih/i) and fa is the Fermi function. For flat LLs, i.e. 
for Q ->■ 0, fixed W and v = 1, equation (4) leads to the 
wide-channel RPA dielectric function [9] and shows that 
the screening is weak. 

For a narrow channel we solve equation (4) by iteration. 
This results in a power series in r0, r0 <§C 1 - Writing 

oo 

Vs(qx,qy;q'y) = Y^V;(qx,qy;q',) (5) 
7=0 

and using equation (4) with Vs(...) = ecp(...), we see that 
V0

V(<7V, qy; q[.) is the same as that given above. Substituting 
Vs(qx,qy;q[) given by equation (5) in equation (2) we 
obtain 

t0.k,.]  —  / „fc(U-,.l 
7=0 

(6) 

,(!)«■ 

/kf roo poo 

dk'x   /      dq,   /      dq'yV
s(k_,qy;q[.) /•«> 

-kF J-oo J-oo      ' X   /       i 
p*v\r\iJ \/r\u' \~ui[y\c\h \ fl\ J—oo 

where 4T'i - €"k l• The result for €o"k,C\ can be wrltten 

as 4Ti = e?*«'*) + ff'«*), with '" 

e{/)ec(kx) = -(e4/4K2s2) t difc;e-fl2*-p 

J-kf 

V) 

dkx 

x /     dkxaR,{kxa,k-) Mj{K) 

/kf. -     fc 

dk'xc-u2k-'2 / 
-kr J-oo 

OO r 

x V JOkm~kr [\M+ (K)\2 + \M-(K)\2]. (8) 
t      *        11    Yl     < u 

n =\        a   a' 

Here a = <WC/T0, K = {kxa,kx,k'x}, M,(...) and M±{...) 
are  integrals  of M,   TV  and   R,{kx,qx)   =   (/o.^-9t - 

/o.tJ/(eo.t,-», - co.*J. Since ej'^fe) = ej')'^-^), we 
consider only the right-hand half of the channel kx > 0. 

3. Inhomogeneous screening 

In equation (7) we can approximate Ri(kxa,k_) by 
(-2mß2)S(kla - k2

F). Then, for fixed kF or W, e*""'^,) 
is determined only by screening at the edges of the channel. 
The latter depends practically only on the slope of the 
energy dispersion, i.e. on the group velocity vg of the 
edge states [10], whose Hartree value in the strong B limit 
can be well approximated by v" = Ti~l(d€Qx,.\ßkx)kx=kr- 
Finally, for fixed W further analytical and numerical 
calculations show that e(,])ec(kx) a (\/v"). This behaviour 
follows from the factor Ri(kxa, k-) in equation (7). Then, 
for fixed kF (or W) and r0 < 1, the self-consistent vg can 

be significantly different from vjf. We obtain e{,])ec(kx) a 
l/Vg if the energy dispersion is smooth on the scale of 
l//o- The most important correlations are related to the 
strong screening by the edge states. 

In the inner region of the QW we may assume kF - 
kx » 1 and obtain, with AEf| — AEF^ßä), 

e\i,ec{kx) = (Ry*/2AEF1)(\-k;x/kFr (9) 

where Ry* = e4m*/h2s2 is the effective rydberg. 
In the middle of the channel we have k2/k2

F <£ 1 and 

equation (9) gives e (Dec Ry*/2AEF^.    We see that 
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in the inner region of the QW the correlations induced 
by screening near the channel edges are strong and they 
become considerably stronger as the edges of the QW are 
approached. From equation (9) for fixed kF (or W) and kx 

but variable Q,, we have v" oc Q2 and cf)ec(kx) oc l/v". 
At the right edge of the QW we have 

e?)ec(kF) « (Ry*/16 AEn) [1 + 4(2/7r)]/2kF].     (10) 

It follows that z(pec(kF)/€{pec(0) « kF/(2jt)^2. The first 
term in the brackets of equation (10) is related to screening 
at the left edge and is 4(2/jr)]/2kF times weaker than the 
second term describing screening at the right edge. 

The edge velocity, when only the exchange contribution 
e"t , is taken into account and correlation contributions are 
neglected, is logarithmically divergent: 

v?(kx kF) « (e'ßnhe) ln[8/(*£ + 4n%/L1)]    (11) 

here ic0 = k~x - kF and k\/4 « 1. Wc introduced the 
very small value 4it2l\lL2 to avoid the divergence for 

\ko\ -> 0. In this case a finite and relatively small vs, 
for coc » ß, is obtained without explicit appeal to many- 
body interactions, when A£>t is independent of Q, as 
vg = v"(kF) = hkp/rn oc Q/w, which is negligibly small 
compared with vex given by equation (11). That is, any 

finite vf?(kF) will lead to a divergent ve
g
x{kF) when only 

exchange is taken into account. For |fc0| ~3> 1 equation (8) 
gives 

€^ec{kx) « Ry*[l + <&{kF - kx)]/4 (12) 

where <P(x) is the probability integral. The correlations 
here are related to the screening within the channel only. 
Equation (12) leads to a negative contribution to the 
total vg. 

4. MLDA 

4.1. Self-consistent treatment 

For 2AEn = 1 and £2/<yc «T 1, the ratio of ej1)fc(0), 
from equation (9), to le^oil' fr°m equation (3), is" 
(2/7t)1/2r0. Further, the above treatment shows that 
correlations induced by the screening can be so strong 
near the edges that in the strong magnetic field limit we 
must have not only r0 = Ry*/(e2/el0) «; 1 but also 
that 10r0 essentially less than 1.   In this limit we obtain 

ec        ~     ex ,    M)ec    _     ex      n    ,      (Dec   ,  ex      ,     T, . 
€(U,,1   ~ 60,*,,1 + e<u,.i   — e0,^.l(-1 + €0,kx.\l

€0.kx.\>-    lhlS 

can be rewritten as 

Wee ec        ~    ex       //, _    v>ec   ,  ex      -. 
e<Ux.l  ~

e<U,.l/v'       e0,kx.\'
€0,kx,\> (13) 

since ^'i^i/^oLi I ~ ro <SC 1; the total energy is £0.^.i = 
fo,*,,i +cojt,,r Then the RHS of equation (13) well approx- 
imates the main contributions to e"k , related to exchange 
and correlations. We further assume that equation (13) is 

also valid for r0 ~ 1 and 4'!Vlecu,.il ~ L For thc 

general case we assume that fg'^'i 's given by 

4llZ =^eC{kx) + (v^/Vg)^{kx) (14) 

where €^]ec(kx) is given by equation (12) and v"/vg takes 

into account the slope vg = h~\dE0kxj/dkx)kx=kh. of thc 
total energy dispersion. Equation (14) can be well justified 
for strong B and r0 < 1 when the dependence of e"k , on 
kx is smooth on the scale of l//0. As for equation (13), its 
validity for ro ~ 1 is not obvious beforehand because both 
de0k

lc
A/dkx and de"kA/dkx arc logarithmically divergent 

at kx = kF. However, numerical calculations show that for 
r0 ~ 1, CQXA' 

as g'vcn by equation (13), depends smoothly 
on kx even in the edge region kx &kF. 

In the strong magnetic field limit we have v"/vg « 1 
if thc confining potential is not too smooth. In the general 
case we should solve the equation 

vg = if+ 0/» Bkx)[€l%A(l-e^y^kjA)-\=kF (15) 

for vg and then substitute it in equation (14). 
Equations (13)—(15) are based essentially on (i) the 

assumption that the energy dispersion is smooth on thc 
scale of l//0 as well as for kx « W/2/Q ^ kF, (ii) thc 

fact that 6; ,i
l(kx) is practically independent of thc changes 

of the eigenfunctions, when the smooth, on thc scale of /0, 
confining potential changes while W is fixed, and (iii) on 
thc strong dependence of e^)er(kx) ex \/vg on vg. 

In the spirit of thc local-density approximation (LDA) 
we assume that thc energy dispersion relation given by 
equations (13)—(15) can be obtained approximately by 
solving the single-particle Schrödingcr equation (for a — 1) 
with the Hamiltonian h = h° + VXc(y), where the self- 
consistent exchange-correlation potential is 

Vxc(y) O.y/lll (16) 

and the function e"x , is determined by equations (13)—(15). 
Assuming that VXc(y) is smooth on thc scale of/0 we find 
that the corresponding energy dispersion is given again by 
equations (13)—(15) for the lowest occupied spin-polarized 
LL. This confirms the self-consistency of our approximate 
study of the present many-body problem. However, in 
contrast with the LDA, our VXc(y\) depends essentially 
on thc slope d[Vy + VXc(y)]ßy at thc edges y » ±y0(kF). 
Because ofthat we refer, for a strong magnetic field, ro < 1, 
to the approximation involved in equations (13)—(16) as a 
modified LDA. 

4.2. Comparison with the experiment 

Now we apply our theory to thc experiments of [7] in 
GaAlAs/GaAs QWs for which g0 — -0.44. Thc estimated 
QW parameters [7] for sample 1 arc W » 0.3 /xm, hQ, s=s 
0.65 meV, a linear density nL = nsW « 7 x 106 cm-1, 
where ns is the strong B 2D electron density, and thc v — 1 
plateau is absent. For sample 2 they arc W « 0.33 /xm, 
nL iv 5 x 106 cm"1, and hQ. «a 0.26 mcV. In this sample, 
with smaller nL, hQ, but almost the same W, a wide v = 1 
plateau develops and is centred at B = 7.3 T; this gives 
(Dc/Sl «45 and r0 « 1.0. 

In figure 1 we show the energies, measured from thc 
bottom of the (n = 0, a = -1) LL assumed empty, for 
sample 2. In curve 1 we plot E0.k,.-\ß(oc = k2/2(25)2 

for thc a   =   -1  LL. Curve 2 shows  E0,k .1   obtained 
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Kx 

Figure 1. Energies as a function of kx for the parameters 
of sample 2 of [7] with v = 1. The various curves are 
explained in the text. 

from equations (13)—(15), i.e. in the MLDA in which 
Vg /vg «0.2; curve 4 shows the same quantity without the 
bare spin splitting goßßB- Curve 3 is the Fermi level when 
only the states with icx < kf = 15 in curve 2 are occupied. 
Curve 5 represents the a = 1 LL without correlations, i.e. 

7(0) 
^(U,,i - eo,*,,i +eo,*jr,r In the MLDA we calculate a 
finite gap between the a = 1 LL and the a = -1 LL. 
In contrast, for sample 1 we find, as observed, no gap 
despite the assumption that the a = -1 LL is empty. This 
contradiction is strong and implies that the or = — 1 LL 
must be at least partially occupied for a thermodynamically 
stable state to exist. This in turn indicates that the v = 1 
quantum Hall effect (QHE) state cannot be realized in such 
a system. Such an argument has been fully developed 
in [11]. As for curve 6, it shows £o,*,,i> as curve 2, 
but without correlations related to screening in the bulk, 
e^ec{kx). It is seen that ef}ec{kx) has a weak influence on 
£(U,,i especially near the edges. 

Finally, in figure 2 we plot the effective, spatially 
inhomogeneous g factor g*p = (£(u„-i - E0,kx,\)/ß[iB 

as a function of kx. Curve 1 is obtained from curves 1 
and 2 in figure 1 and curve 2 from curves 1 and 6. We 
call the g factor g*p(kx) = g*p[y0(kx)] 'optical' because 
it involves spin-split states with the same kx. It is seen 
that g* is essentially spatially inhomogeneous and near the 
edges it can be suppressed very strongly. This g*p can be 
substantially different from that deduced from the activated 
behaviour of the conductance [7]. 

5. Concluding remarks 

The above treatment was mainly devoted to QWs with 
width IV < 0.3 fim. However, the main results can be 
directly extended to the regions close to the edges of sub- 
stantially wider channels. This holds when the confining 
potential, without many-body interactions, can be approx- 
imated by Vy. For such channels the g factor g*p is es- 
sentially spatially inhomogeneous in the range of many l0 

Figure 2. Effective, spatially inhomogeneous g factor g*p 

as a function of kx. 

from the channel edge. It is also strongly suppressed in this 
region owing to strong correlations. 

In the experiment of [7] a well-defined gap develops 
between the two spin states of the lowest LL for sample 2 
but not for sample 1. Again, this agrees with our findings, 
detailed further in [11], and indicates, within the model, 
that the correlations can destroy the QHE. Certainly, the 
strength of the correlations depends on the filling factor 
v as that of the screening does. In this regard it will be 
interesting to see their effect on the energetics for higher 
values of v, e.g. v = 2 and v = 3. 
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Abstract. We study the a.c. transport through a two-dimensional quantum point 
contact (QPC) using a Boltzmann-like kinetic equation derived for the partial 
Wigner distribution function. An integral equation for a potential inside a QPC is 
solved numerically. It is shown that the electric field inside a QPC is an 
inhomogeneous function of the spatial coordinate, with a characteristic scale equal 
to the distance between the electron's turning points. A dependence of the 
admittance on the frequency of the a.c. field is found in the frequency range, 
co RS 0-50 GHz. The contribution to the imaginary part of the admittance due to the 
open and closed channels is numerically calculated. It is shown that the crossover 
of quantum capacitance and quantum inductance from localized behaviour to 
distributed behaviour takes place at w ~ 10 GHz. A transition from 2D plasmons to 
quasMD plasmons is analysed as a function of two dimensionless parameters: 
k„d0 (where kx is the longitudinal wavevector and d0 is the width of the QPC) and 
the number of open electron channels, N. 

Recent technological progress in manufacturing nanoscalc 
solid-state structures has made it possible to fabricate 
semiconductor devices which operate in the quantum 
ballistic regime. One system which has attracted much 
attention is the two-dimensional ballistic quantum point 
contact (QPC) [1-5]. A QPC (see figure 1) is one of the 
basic elements of integrated nanocircuits. It provides the 
interfaces between nano-devices. A QPC displays unusual 
behaviours and can itself be considered to be a nano- 
device. For example, by variation of the gate voltage, one 
can change the boundaries (shape) of the QPC, causing 
step-like oscillations of the quantum conductance [4,5]. 
Recently, it was discovered that, at low enough frequency, 
a QPC demonstrates not only the quantum peculiarities in 
the d.c. transport but also has quantum inductance [3] and 
quantum capacitance [2, 3]. This allows one to consider a 
QPC (in the low-frequency regime) as an extremely small 
elementary circuit, ~ 0.1-10 /zm. In this paper, we present 
the results of numerical simulations of the a.c. transport 
through a QPC (in the ^-direction in figure 1), for a wide 
range of frequencies. We also investigate the crossover 
behaviour of collective excitations in a QPC, from 2D 
plasmons to quasi-ID plasmons. 

In an adiabatic geometry which is smooth on the scale 
of the Fermi wavelength, the longitudinal and transverse 

Figure 1. The geometry of the microconstriction. The width 
is denoted by 2d(x), the narrowest width is 2d0, and the 
effective length is 2L 

motions of electrons can be separated [l]. In this case, the 
transverse energy, F.„(X) = 7T2n2Tr/8i>ul2(x), plays the role 
of the effective potential energy for ID longitudinal motion 
in the nth channel. (For the numerical simulations we 
assume a QPC boundary of the form d(x) = do cxp(x/L)2.) 
At low temperatures (T <K n, where ß is the chemical 
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Figure 2. Distribution of the real part of the electric potential, *'(?) (normalized by V) inside a QPC (c = x/L), for five values 
of the frequency (curves 1-5). The values of parameters are as follows: q = 1.7; N = 1; N = 11; L/L = 1.4; L= 10 ixm; 
d0 = 1.5 x 10~6 cm; kF = 1.5 x 106 crrr1; vF = 2.6 x 107 cm s~1; dielectric constant e = 13; curve 1, &> = 0 GHz; 
curve 2, w = 9 GHz; curve 3, a> = 19 GHz; curve 4, w = 28 GHz; curve 5, « = 37 GHz. 

potential), one has a separation between propagating (open) 
channels (e„(0) < ß), and reflecting (closed) channels 
(e„(0) > ß) [3]. It was shown in [3] that in the low- 
frequency regime the trajectories belonging to the open 
channels give a contribution both to the real part of the 
admittance (conductance) and to the inductance. The 
trajectories belonging to the closed channels may have 
turning points inside the constriction shown in figure 1 
which are determined by the equation s„(x„) = JX. Under 
some conditions [3] these trajectories give a contribution to 
the capacitance. The number of open channels is N = [q], 
where q = 2kFd0/n, and hkF = (2m*»1/2 {kF and m* are 
the Fermi wavevector and the effective electron mass). The 
integer, N = [q exp(L/L)2] - N, is the number of closed 
channels. 

In this paper we use the formalism developed in [3] 
to calculate the admittance, Y = Itot/V, in a wide range 
of frequencies (co ~ 0-50 GHz), where /,„, is the total 
current through the QPC and V is the potential difference 
between the left (x = — L) and the right (x = L) edges 
of the constriction shown in figure 1. It is assumed that, 
inside the QPC, the electric field has the form E(x, t) = 
~[d<i>(x)/dx]e.xp(-icot). The potential, <P(x), inside the 
QPC is determined by the solution of the integral equation. 
(A procedure for deriving this equation will be discussed 
elsewhere [6].) As one can see from figure 2, the real 
part of the potential has characteristic peaks at the turning 
points £„ = xn/L corresponding to the closed channels. 
The real part of the admittance (conductance), y', is shown 
in figure 3(a) (Y = (2e2/h)y). Curves 1-3 correspond to 
different values of the parameter q. For all cases shown 
in figure 3, the number of open channels is N = 2. 
One can see that, at w = 0, the conductance assumes a 
familiar form, y'  = 2.    When the frequency increases, 

the dependence y'(ß) (co = (vF/L)ß = 26 GHz x ß, 
where vF is the Fermi velocity) becomes nonlinear owing 
to the contribution of both open and closed channels. 
More complicated behaviour y'(ß) can be observed in the 
neighbourhood of q approximately equal to an integer. We 
shall discuss this behaviour of the admittance elsewhere 
[6]. In figure 3(b), we demonstrate the dependence of the 
imaginary part of the admittance, y", on frequency. One 
can see that the low-frequency approximation is valid in 
the region co < CDC S» 10 GHz. In this frequency region, 
and for q not close to an integer, a QPC can be considered 
as an effective circuit [3]. For co > coc, one should take 
into consideration the nonlinear dependence y"(ß). The 
contribution to the admittance, y(ß), of both open and 
closed channels is significant in the whole frequency region. 
One can see from figure 3(b) that the effects connected 
with the imaginary part of the admittance can be large. For 
example, at ß — 1 y"/y' ^ 0.8. Effects connected with 
the nonlinear behaviour y(ß) are of significant importance 
in systems with integrated nano-devices. We hope that 
observation of these effects can be experimentally realized 
soon. 

Finally, for a QPC of a strip form with the width d0, we 
have found that a crossover of the surface plasmon spectrum 
from 2D to quasi-ID is described by two dimensionless 
parameters: (1) the number of open channels, N; (2) 
the dispersion parameter, kxdo, where kx is the plasmon 
wavenumber. In a quasi-2D case, when JV»1, and in the 
long-wave regime (kxd0 <£ 1), the spectrum of plasmons is 
of an acoustic type. In the short-wave regime (kxd0 ^> 1), 
the spectrum of plasmons exhibits a square-root behaviour. 
In the quasi-lD case (N > 1), the spectrum of plasmons 
is of an acoustic type. A detailed analysis of the crossover 
of the surface plasmon spectrum from 2D to quasi-ID is 
presented in [7]. 
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Figure 3. Frequency dependence of the admittance y = (h/2e2)Y: (a) /, real part, and (b) y", imaginary part of the 
admittance, for different values of q and N. N = [q] = 1; L= L = 10 ^m; curves 1, q = 1.1, N = 2; curves 2, q = 1.7, W = 3; 
curve 3, q = 1.75, N = 3. The superscripts (0) and (c) indicate the contributions to the admittance of open and closed 
channels; u> = (vF/L)ß = 26 GHz x ß. 
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Abstract. A single-electron tunnelling (SET) device consisting of a double junction 
and an environmental impedance is considered. Current-voltage characteristics 
are calculated using a self-consistent treatment of the environmental impedance. It 
is observed experimentally that Coulomb gaps become wide for large 
environmental resistances, which is in agreement with the theory. This modulation 
of the Coulomb gap by the environmental resistance can be a new operation 
principle of SET devices. 

1. Introduction 

A single-electron tunnelling (SET) device [1] is a promising 
future electron device which may be used for logic and 
memory devices. Many researchers, therefore, have made 
efforts to reveal the physics of the SET and to realize new 
electron devices based on SET events. 

It is well known that the Coulomb blockade, which 
is the origin of SET events, is strongly affected by 
an environmental impedance (electromagnetic environment 
effect) [2,3]. Transport properties of SET devices, 
therefore, should be understood through a self-consistent 
treatment of charged states of the island [4,5]. 

Higurashi et al have developed a self-consistent 
treatment of charged states of the island with an inductive 
environmental impedance [5]. It is, however, necessary 
to introduce an ohmic resistance to realize the feedback 
of the electromagnetic environment effect in practical 
experimental setups. In [6] we extended the theory to 
include an ohmic resistance as well as the inductance, 
which is important for observing the effect of the 
environmental impedance modulation experimentally, and 
suggested the possibility of an SET device which utilizes 
the environmental impedance modulation as a control 
method for the SET (Z-SET). 

Although there are some experimental reports on 
results  in high environmental  impedances  [7-9],   most 

experimental research on SET devices has been performed 
in low-impedance environments. The reason is that 
the environmental impedances in the actual experiments 
become low very often owing to the stray capacitance of 
leads which are connected to the SET devices. In [10], 
we discussed the effects of the stray capacitance on the 
environmental impedance modulation and estimated the 
upper limit of the stray capacitance for the impedance 
modulation. 

The purpose of this paper is to report the experimental 
results of the current-voltage (I-V) characteristics of the 
Z-SET, the environmental impedance of which is tunable 
by applying a gate voltage, and to discuss them with the 
theory. 

2. Environmental impedance modulation 

Figure 1(a) shows a schematic of the Z-SET consisting 
of a double-tunnel junction with junction resistances Rj 
and capacitances C, and an environmental impedance Z(co). 
Here fit is the chemical potential of the ith electrode and 
Qi is the charge of the ith tunnel junction. The island 
charge q can be defined as 02 — Q\- In the present 
work, the environmental impedance Z{co), which consists 
of an inductance Lenv and a resistance Renv, is tunable to 
control the SET in the Z-SET. The effect of the capacitive 

0268-1242/98/SA0107+04$19.50   © 1998 IOP Publishing Ltd A107 



F Wakaya et at 

Figure 1. (a) A schematic of the Z-SET. Environmental 
impedance Z(co) = Renv + \o)Lenv is used to control the 
single-electron tunnelling, (b) Calculated current-voltage 
characteristics for various environmental resistances. 
U/kBT = 25, d/C2 = 10, R^/Rq = 1000, Rf/Rq = 10 and 
ticoL/Ec - 1 were tentatively employed. 

environmental impedance is not taken into account in this 
study and is discussed elsewhere [10]. 

Following [5] and [6], the tunnelling current flowing 
through the ith tunnel junction can be calculated as 

1 
h ~ eRf 

K,eV' + 2uJl\   - -*i(eV) 

wnere 
1 

0 2,                     sinh(2ßUSnc) 

(1) 

,  , (2) 
^ cosh(2£t/<5n(:) + cosh[2/?f/(n - 1/2)] 

(•■■)x denotes the trace over the observable X, K, = C/C,, 
n, = (-1)'', U = e2/2Cv = (C/CE)E,, C = C]C2/CT, 
C£ = C, + C2, ß = \/kBT, nc = (-M2 + M1 +KieV')/2U 
and Snc = nc - \_nc + 1/2J ([-J is Gauss' notation). The 
function <I>,(eV") is defined as 

ih   [+°° ,  { it , jr A2 

0,-(eV") = — /        At    — coscch — 
In j^       \ßh ßhj 

Xlfyiit ,   Kj)    -   FV(-\t ,   Kj)] 

x/sin   UiCjeV' + lUrii- 
-"<i 

where 

T,p{x,Ki) = exp 
' , UT 

(3) 

(4) 

J(r) = •F Jo 

dco Re Z, (w) 

R„ 
ßflOJ 

coth (coshwr — 1) — sinh<w|r| (5) 

Rq  = jrh/e2,  1/Z,(w) = \coC + 1/Z(<w) and Z(w) = 
Renv + iü>Lenv. 

If the current continuity condition I\ = h is imposed, 
the current of the device / is given by 

/ 
eR- 

-[eV - Q>](eV) - Q>2{eV')\ (6) 

where R^ = Rj] + R™. Note that 0,-(eV) must be 
evaluated using nc determined by the current continuity 
condition. 

Using these equations, we can numerically determine 
I-V characteristics for arbitrary environmental impedance. 
Figure 1(b) shows the calculated I-V characteristics. 
U/kBT = 25, C|/C2 = 10, R^/R,, = 1000 and 

R^/R = 10 were tentatively employed. The inductive 
environmental impedance is fixed to be low (Jia>iJEc — 1) 
while the resistive environmental impedance (ha)R/Ec) is 
changed to control the current through the device. Here 
wL = 1/(L(,„„C)1/2 and wR = \/Rcm,C arc frequencies 
of the environmental modes in the system. As shown in 
the figure, the size of the Coulomb gap increases as the 
environmental impedance increases. This is due to the 
feedback of the electromagnetic environment effect onto 
the charged states of the island, by which we can control 
the SET of the Z-SET [6,10]. The slope of the I-V curve 
outside the Coulomb gap linearly reflects the total resistance 
Rj} + R^ + Rcnv except for the variation peculiar to the 
Coulomb staircases, since we have calculated the current 
within the lowest order of the tunnelling. Such a lowest- 
order calculation is valid for relatively small bias voltages. 

Assuming   C] 500 aF,  C2   =   50 aF,   R (i) 

1000/?f/,   R
(j] = 10/?,/, which arc typical for devices 

using GaAs/AlGaAs and metal Schottky gates, the actual 
values for important parameters in figure \(b) arc T — 
67 mK, L ~ 3 nH, e/Cj, ~ 0.3 mV and a/R^C-z ~ 
22 pA. Concerning the other horizontal axis in the figure, 
TICOR/E,- = 10 corresponds to Renv — 822 fi and 
hcoR/Ec = 0.001 corresponds to /?,,„„ ~ 8.22 Mfi. These 
values suggest that we can observe experimentally the 
environmental impedance modulation. 

3. Experiments 

In order to observe I-V characteristics controlled by 
resistive environmental impedance, we fabricated a 
Z-SET device whose micrograph taken by secondary 
electron microscopy (SEM) is shown in figure 2. The 
starting material was a modulation-doped GaAs/AlGaAs 
hcterostructure. The mobility and the density of the 
two-dimensional electron gas at ^50 mK arc 1.1 x 
105 cm2 V"1 s~! and 4.1 x 10" cm-2, respectively. The 
ohmic contacts were formed by evaporating Au/Ni/AuGc 
and annealing at 460 °C for 240 s. Conventional electron 
beam lithography at an energy of 50 kcV, AuPd evaporation 
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Figure 2. SEM micrograph of the fabricated device. 
'env 

Figure 4. Total resistances R^ + P^ + Renv, which are 
estimated from l-V curves, as a function of Vem. 
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Figure 3. (a) Schematic top view of the fabricated device 
and measurement setup, (b) Observed current-voltage 
characteristics for various environmental resistances, which 
are controlled by applying Venv. The currents are offset 
(multiples of 15 pA) for clarity. V, and V2 are fixed at 
-0.621 V and -0.662 V, respectively, during this 
measurement. 

and a successive lift-off process are performed to fabricate 
the Schottky gates. 

The experimental setup for low-temperature measure- 
ment is shown in figure 3(a). One of the ohmic con- 
tacts was biased by a dc voltage source, while the other 
is grounded through a current amplifier. The voltages V\, 
V2 and Venv were applied to each Schottky gate relative 
to the ground level. Here, the negative biases V\ and V2 

are applied to form a quantum dot and Venv is applied to 
vary the environmental impedance. The measurement was 
performed at ~30 mK using a dilution refrigerator. 

Figure 3(b) shows measured l-V characteristics for 
several environmental impedances, which were controlled 
by applying a negative gate voltage Venv. The voltages Vi 
and V2 were fixed at -0.621 V and -0.662 V, respectively. 
The Coulomb gap becomes wide when the environmental 
impedance increases, i.e. \Venv\ increases, as predicted. 

As mentioned in the previous section, the slope of the 
l-V curve outside the Coulomb gap for the small bias 
voltages reflects the total resistance RT + RT + Renv. 

In order to estimate R^ + R^ + Renv experimentally, 
we read the slope of I—V curves. The results obtained 
are shown in figure 4. As shown in the figure the 
environmental impedance is ~0 in the voltage range 
-0.4 V < Venv < 0 V. The resistance R™ + Rf] is, 
therefore, ~21 Mfi, which is high enough for Coulomb 
blockade to be observed. Subtracting R^ + Rf} ~ 21 MQ 
from the estimated total resistance shown in figure 4, we 
can obtain Renv as a function of the applied gate voltage 
Venv The environmental resistance Renv can be transformed 
to Ti(oR/Ec using the relation TKDR/EC = 2Rq/itRenv. Thus 
we can obtain the size of the Coulomb gap as a function 
of h(DR/Ec as shown in figure 5. This figure should be 
compared with the shape of the Coulomb gap region in 
figure 1(b). The fluctuation of the data in figure 5 is 
probably due to the offset charge in the island, which 
is assumed to be zero in the calculation. Comparing 
figures 1(b) and 5, the shapes or tendencies of both figures 
are seen to be the same, while the absolute values are 
different.    The reason of this deviation is probably as 
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Figure 5. Sizes of Coulomb gaps, which are estimated 
from l-V curves, as a function of 7?«fl/Ec. 

follows. It is difficult to estimate precisely parameters 
such as C]/C2, R^IRq and R^/R« in the present 
measurement. These parameters, therefore, are not the 
same values between the calculation and the experiment. 
Moreover, the stray capacitance may affect the results. The 
estimation of the above parameters and the calculation using 
them are left for future study. 

In the Coulomb gap, there are no currents in principle. 
In the present experiment, however, we observed a current 
of <1 pA in the Coulomb gaps, which is due to the 
finite temperature and co-tunnelling. The environmental 
resistance Renv in the high-impedance case is of the order 
of 100 M£2. Since these values lead to a voltage drop of 
0.1 mV at Renv, the observed enlargement of the Coulomb 
gap is partially attributed to this voltage drop, which is 
several 0.1 mV at most. Nevertheless, we believe that the 
environmental impedance modulation effect was observed 
in the experiment since the observed enlargement of the 
Coulomb gap is ~1 mV. 

4. Summary 

We have calculated l-V characteristics of an SET device 
with an environmental impedance (Z-SET) using the self- 
consistent microscopic theory of Coulomb blockade and 
suggested a new control method for SET devices by the 
environmental impedance modulation.  We have observed 

experimentally that the Coulomb gap becomes wide when 
the environmental resistance increases as predicted by the 
theory. This is due to feedback of the electromagnetic 
environment effect onto the charged state of the island. 
This modulation of the Coulomb gap by the environmental 
resistance can be a new operation principle for SET devices. 
This control method reduces the total capacitance of the 
island and leads us to high-temperature operation of SET 
devices, since a control gate which is capacitivcly coupled 
to the island is not necessary. Furthermore, introduction of 
this new control method makes the design of SET circuits 
more flexible in combination with already known single- 
electron control methods such as capacitive and resistive 
couplings to the island. 
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Abstract. In this paper we discuss the near-room-temperature electrical transport 
characteristics of structures made from ligand-stabilized metal clusters. The 
structures show threshold behaviour, nonlinear current-voltage characteristics and 
radio-frequency-induced plateaux consistent with Coulomb-blockade-dominated 
transport in disordered arrays of metal dots. Samples having triphenylphosphine 
and octadecanethiol ligand shells are found to have a 3 orders of magnitude 
difference in current above threshold. We discuss a possible explanation for this 
observation. 

1. Introduction 

One single-electron phenomenon that can be understood 
from classical electrostatics is the Coulomb-blockade effect 
in metal systems. For a metallic object of capacitance 
C, the energy associated with the transfer of one electron 
from a reservoir to the object is Ec = e2/2C. When 
this energy is large compared with the available thermal 
energy, kT, and the tunnel resistance between the object 
and its surroundings, RT, is much greater than the quantum 
resistance h/e1, the transport properties of the system 
become strongly influenced by the discrete nature of the 
electron charge. Coulomb-blockade effects have been 
observed at room temperature in very-low-capacitance 
semiconductor devices [1]. A metallic system that offers 
both the small capacitance and the resistive isolation 
needed for room-temperature Coulomb blockade is ligand- 
stabilized metal clusters that contain a small number of 
atoms [2-5]. 

One nanocluster that has received particular attention 
is dodeca(triphenylphosphine)hexa(chloro)pentaconta gold, 
Au55[P(C6H5)3]i2Cl6. This cluster has a metal core 
diameter of 1.4 nm and a total diameter of 2.1 nm [2]. 
Using the classical expression for capacitance of an isolated 
conducting sphere, C = Anes^r, with a dielectric constant 
£ < 5 the Coulomb charging energy of the Au55 core is 
estimated to be much greater than kT at room temperature. 
Furthermore, the ligand shell is expected to meet the 
requirement that Rj » h/e2. 

A useful feature of ligand-stabilized nanoclusters is 
the lability of the ligand shell, which may be used to 
tailor transport properties of the system [6]. For instance, 
when exposed to octadecanethiol (SC18H37) groups, the 
[P(C6H5)3]i2Cl6 ligand shell undergoes substitution to form 
a cluster with approximately 20 stabilizing thiol ligands. 
Investigations have shown the octadecanethiol stabilized 
cluster to be more stable in solution, and thus it may provide 
a more robust platform for room-temperature Coulomb- 
blockade structures [6]. 

In this paper we report the transport characteristics of 
Au55[P(C6H5)3]i2Cl6 and octadecanethiol-stabilized AU55. 
We present data on two different sample configurations. In 
the first, electron-beam lithography is used to delineate the 
samples [7], while in the second a solution containing the 
clusters is drop cast on a prefabricated electrode array. In 
both methods we observe nonlinear current-voltage (I-V) 
characteristics near room temperature that are consistent 
with Coulomb-blockade-dominated transport. We also 
present data showing the response of the direct-current 
(DC) I-V characteristic to the application of an external 
RF signal. 

2. Experiment 

The Au55[P(C6H5)3]i2Cl6 material was synthesized using 
the Schmid procedure [8] and purified to remove monomer 
material.    Thin films for the first type of sample were 
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Figure 1. Current-voltage characteristics of patterned A 
and non-patterned • Au55[P(C6H5)3]12Cl6 clusters and 
octadecanethiol-stabilized Au55 clusters (♦). The patterned 
sample was measured at 195 K; the other two were 
measured at 295 K. 
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Figure 2. Threshold voltage shift as a function of voltage 
sweep for the non-patterned octadecanethiol-stabilized 
Au55 clusters. The inset shows the behaviour for the 
Au55[P(C6H5)3]12CI6 clusters. The current scale for the 
inset is x10~13 A. Both samples were measured at 295 K. 

produced on Si3N4 as described elsewhere [4]. Exposure 
to a 40 kV electron beam with a line dosage of 
100 nC cm-1 followed by development in dichloromethane 
produced well-defined structures with dimensions as small 
as 0.1 ßm. Atomic force microscopy measurements 
determined the thickness of the structures to be 50 nm. 
Gold contacts to the patterned samples were fabricated 
using conventional electron beam lithography, lift-off and 
thermal evaporation. Non-patterned Au55[P(C6H5)3]i2Cl6 
samples were fabricated by drop casting onto interdigitated 
gold electrodes on glass. The individual electrode width 
and separation were 15 ßm. Octadecanethiol-stabilized 
clusters were synthesized as described elsewhere [6]. Non- 
patterned samples suitable for electrical measurement were 
made by drop casting this material onto interdigitated 
electrodes on glass. 

Electrical measurements were made under vacuum in a 
shielded vessel that was temperature regulated from 195 to 
350 K. The samples were mounted on a clean Teflon stage 
and connected to a DC voltage source and electrometer with 
rigid triaxial lines. The background leakage current of the 
apparatus set the minimum resolvable conductance at about 
10~15 £l~l. For each measurement, a control experiment 
was performed to determine the leakage current of the 
apparatus and sample holder. The I-V characteristics were 
obtained by correcting for the intrinsic leakage. Constant- 
amplitude RF signals with frequencies in the range 0.1- 
5 MHz were applied to some samples via a dipole antenna. 
The RF coupling between antenna and the sample was not 
optimized. 

3. Results and discussion 

Both patterned and non-patterned triphenylphosphinc- 
stabilized    samples    exhibited    highly    nonlinear    I-V 
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Figure 3. Current values of the observed plateaux as a 
function of applied radio frequency measured in the 
patterned Au55[P(C6H5)3]12CI6 clusters at 195 K. The full 
lines have slopes (A) e, (B) 3e/4, (C) e/2, (D) e/3 and 
(E) e/5, where e = 1.6 x 10-19 C. The inset is the plateau 
structure at f = 0.626 MHz. The arrows indicate the plateau 
positions. 

behaviour, as shown in figure 1. For the patterned sample, 
clear blockade was seen at 195 K with current suppres- 
sion up to a threshold voltage of magnitude 6.7 ± 0.6 V. 
For the non-patterned sample, the blockade behaviour was 
seen at 295 K. The threshold voltage in the non-patterned 
samples decreased as a function of the time under bias, 
as illustrated in the inset to figure 2. Threshold behaviour 
was also seen in the octadecancthiol sample at 295 K, as 
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shown in figure 1. The currents above threshold were much 
larger than observed in the patterned and non-patterned 
triphenylphosphine samples. The size of the threshold 
voltage in the octadecanethiol systems also decreased as 
a function of time bias was applied, as seen in figure 2. 
RF signals introduced constant-current plateaux in the I- 
V characteristics of all samples; however, the threshold 
instability of the drop-cast samples prevented a detailed 
study of this effect. A characteristic plateau structure in 
a patterned Au55[P(C6H5)3]i2Cl6 sample is shown in the 
inset to figure 3. The current at which the plateaux oc- 
cur is proportional to the applied signal frequency. Several 
constants of proportionality were observed with the largest 
being 1.59 ± 0.04 x 10-19 C. A plot of observed current 
position of the plateau versus applied frequency is shown 
in figure 3. 

Several groups have modelled the transport behaviour 
of ordered and disordered one- and two-dimensional arrays 
of metal dots [9-12]. As discussed previously [4], the 
Middleton and Wingreen (MW) model of a disordered 
array of normal metal dots best describes our data. In this 
model the threshold voltage, VV, scales with the number of 
junctions between source and drain, and above threshold 
the current is predicted to scale as / ~ (V/VT — 1)K. 
Analytically, y is 1 for one-dimensional arrays and 5/3 for 
infinite two-dimensional arrays. Numerical simulations find 
y = 2.0±0.2 for finite two-dimensional arrays. In all three 
types of samples, the I-V characteristics above threshold 
scaled as predicted by MW. For the triphenylphosphine- 
stabilized clusters, y = 1.6 ± 0.2 and 2.1 ± 0.3, for 
the patterned and non-patterned cases respectively. We 
interpret these values to indicate that the non-patterned 
samples are two dimensional while the patterned samples 
fall somewhere between the one- and two-dimensional 
regimes. For octadecanethiol-stabilized clusters y = 2.6 ± 
0.3. This value falls outside the range predicted by MW 
and may indicate that the samples have a dimensionality 
greater than 2. For both types of cluster, the threshold 
voltages obtained from scaling were consistent with those 
estimated directly from the data. 

The RF-induced response in the triphenylphosphine- 
patterned samples is similar to that reported in one- 
dimensional systems [13,14]. The effect is caused by 
phase locking of single-electron tunnelling events and the 
applied RF signal [15]. In principle, phase locking is 
possible in two-dimensional arrays but could be quite 
sensitive to inhomogeneity. However, in the case of 
a very inhomogeneous two-dimensional array with only 
a single or few percolation paths the one-dimensional 
description should apply. Phase locking occurs when the 
nth harmonic of the applied frequency, /, corresponds to 
the mth harmonic of the frequency of tunnelling in the 
system. Then the current becomes locked and plateaux are 
seen at / = (n/m)ef. Fits to the data occur for rational 
fractions, n/m, of 1/5, 1/3, 1/2, 3/4 and 1, as seen in 
figure 3. Thus, the RF response supports the hypothesis that 
correlated tunnelling occurs in the samples. By studying the 
activated behaviour of the current in the Coulomb gap [4], 
we have argued that transport is dominated by the charging 
of single Au55 cores. 

Two differences between the patterned and non- 
patterned triphenylphosphine samples are the long-term 
stability of the transport characteristics and the temperature 
at which clear blockade is seen. The increased stability 
of the patterned sample is probably the result of a more 
rigid structure created by the electron-beam irradiation. 
Such irradiation may crosslink the ligand spheres, thereby 
locking the metal cores in place. The irradiation seems to 
lower the characteristic charging energy of the system as 
evidenced by measurable conduction below the threshold 
at 295 K. In the case of the non-patterned samples, both 
triphenylphosphine- and octadecanethiol-stabilized clusters 
show clear blockade behaviour at 295 K. Thus, another 
consequence of the crosslinking appears to be an increase 
in the capacitance of the clusters within the array. 

The major difference between the non-patterned 
triphenylphosphine- and octadecanethiol-stabilized cluster 
arrays is the magnitude of the current above threshold, as 
seen in figure 1. Currents observed in the octadecanethiol 
samples are about 3 orders of magnitude greater than 
in either type of triphenylphosphine sample although the 
threshold voltages and the decrease in threshold voltage 
with measurement are similar in the two materials. The 
current magnitude is expected to be inversely proportional 
to the tunnel resistance and proportional to the number of 
parallel current paths [12]. Therefore, the increased current 
could be the result of either a lower tunnel resistance or a 
greater number of paths, or a combination of both effects. 
The larger y in the octadecanethiol material may result from 
higher dimensionality, which is consistent with additional 
current paths, and thus higher current magnitudes. An 
effect that could influence both the tunnelling resistance 
and the dimensionality of the system is the interdigitation of 
the octadecanethiol chains to form small, three-dimensional 
aggregates. Some evidence for this mechanism comes from 
the fact that solutions can only be formed with the addition 
of heat. Also, unlike the triphenylphosphine samples, 
when attempts are made redissolve the octadecanethiol 
samples aggregation is observed. Further work is in 
progress to determine whether interdigitation is responsible 
for the enhanced current magnitude in the octadecanethiol- 
stabilized material. 

4. Conclusion 

By investigating the current-voltage and RF response of 
triphenylphosphine and octadecanethiol ligand stabilized 
gold clusters, we have shown that single-electron effects 
dominate the near-room-temperature transport. Samples 
patterned by electron-beam lithography have increased 
stability over non-patterned samples. We believe that this 
increased stability is the result of crosslinking between 
ligand shells which tends to lock the gold clusters in place. 
We have also found the different ligand shells studied 
show significantly different currents above threshold. One 
suggested mechanism for this increase is that the long- 
chain ligands allow interdigitation which may increase the 
dimensionality of the sample. 
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Abstract. A single-electron transistor (SET) on an SiGe/Si double-barrier structure 
has been studied with side contact. In Si/SiGe vertical structure transistors we can 
more easily control the depletion region by gate voltage than in any other 
three-terminal device. Drain and source regions are one-dimensional and the well 
region (gate region) of the device is zero-dimensional with reverse gate bias. The 
resonant tunnelling (one dimension to zero dimension, zero dimension to one 
dimension) and current-voltage curves are investigated in a two-dimensional 
quantum model. The effect of delta doping results in shifting and reduction of the 
peak value of transmission probabilities. We found current enhancement in 
delta-doped heterostructures at low temperatures. We proved the possibility of an 
Si single-electron transistor in a two-dimensional simulation of the resonant 
tunnelling transistor. 

1. Introduction 

Molecular beam epitaxy of silicon allows the growth of 
a wide variety of doping profiles with high quality and 
reproducibility. This technology offers a very appropriate 
tool for the fabrication of vertical devices with very short 
channel lengths. The tunnelling transistor results in better 
transistor performance without a decrease in metal oxide 
silicon field effect transistor (MOSFET) channel length, 
allowing an increase in circuit density for microelectronics 
applications by three-dimensional device integration. The 
motivation for the development of SiGe devices was 
the potential to improve device performance by utilizing 
heterostructures of a single-electron transistor. The recent 
progress in Si/SiGe heterostructures indicates that a new 
concept of band engineering can be introduced into 
the Si ultralarge-scale integrated circuits field. These 
topics have been reported in many review papers [1,2]. 
The first detailed investigation of modulation Si/SiGe 
heterostructures was done by People et al [3]. Two- 
dimensional electron gases were realized in tensile strained 
silicon channels between strain-relaxed silicon-germanium 
barriers grown on Si(100) substrates by molecular beam 
epitaxy (MBE). Kasper et al increased the transit frequency 
from 20 GHz to 100 GHz using the vertical structure 
of the SiGe heterostructure bipolar transistor (HBT) [4]. 
SiGe HBTs have the potential for outstanding analogue and 
digital or mixed-signal high-frequency circuits widely based 
on standard Si technology [5]. A minimum noise figure of 
0.9 dB at 10 GHz demonstrates the advantage of using 
MBE samples with steep and high base doping and high 
germanium contents. 

Band engineering of Si/Ge heterostructures can be 
employed to produce conduction and valence band effects 

for enhanced carrier mobilities in both bands. Lattice 
mismatch between Si and Ge is utilized to grow the Si 
channels under tensile strain on strain-relaxed SiGe alloys. 
Strained SiGe has a valence band offset which can be used 
for improved transport of holes, while using strained Si on 
relaxed SiGe yields a conduction band offset for enhanced 
electron mobility. This strain is responsible for lifting the 
six-fold degeneracy of the Si conduction band, resulting 
in a type II alignment at the Si/SiGe heterostructure. The 
representative multilayer structure of a resonant tunnelling 
transistor (RTT) is presented in figure 1. The RTT consists 
of the following: 50 A undoped Si buffer layer on n+-Si 
substrate (0.5 /xm), 50 A undoped Si0.4Ge0.6 barrier, 50 
or 60 Ä undoped Si well layer, 50 Ä undoped Si0.4Geo,6 
barrier, 50 Ä undoped Si buffer layer followed by a 0.5 /xm 
Si surface layer (n+). The ohmic contact of the source was 
used as a shadow mask for non-conformal deposition of 
chromium on the etched MBE surface. The gate was side 
contacted over the low-doping concentration region (lower 
than 1010 cm-2) to ensure a large depletion region. Details 
of the fabrication of such a device have been previously 
reported [6,7]. 

2. Theoretical technology 

Silicon and germanium have different lattice constants at 
room temperature, a 4.17% mismatch. Due to the relatively 
large lattice mismatch between SiGe and Si, commensurate 
(defect free) SiGe alloy films cannot be grown on silicon 
substrates without introducing large amounts of strain. 
Lattice constants of the strained layer parallel to the 
interface adjust such that the two materials have perfectly 
matching lattice constants. Note that a type II lineup sets in 
for the mole fraction, x > 0.6, quantum confinement shift. 
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Figure 1. Double-barrier heterostructure of a resonant 
tunnelling transistor: type II alignment, strained (Si) and 
relaxed (SiGe) on Si substrate. 

In figure 1, numerical solutions to the two-dimensional 
Poisson equation and the continuity equation are used to 
calculate the conduction band profile by the finite difference 
method (FDM). Electron transport in the double-barrier 
structure is calculated by a self-consistent method [8]. 
Scattering processes are also included to calculate the 
resonant tunnelling transmission coefficient. The finite 
difference method was used to calculate the electrostatic 
potential (ty), the quasi-Fermi level for electrons (O), the 
doping concentration (Nj) and the electron concentration 
(«). In the numerical analysis, source and drain are 
described as ohmic contacts. It is assumed that average 
electron velocity is dependent on the local electric field. We 
have solved the two-dimensional Poisson equation using the 
symmetric structure of x and y coordinates [9] 

V-(eVV(x,z)) = e(N(1-Nu + p-n-Ns)      (1) 

where e is the dielectric constant, p the hole concentration, 
Na the ionized acceptor concentration and Ns the delta 
doping concentration. 

To calculate the tunnelling current density J, in [8], 
continuous variations of potential energies have been split 
into as many segments as possible. The transmission 
coefficient can then be found from the incident and 
transmitted wavevectors and transfer matrix elements. The 
complete set of eigenfunctions is given by 

n=l 
(2) 

Continuity of the total wavefunction \fr(x,z) requires that 
each propagating wavefunction <f>„(z) be continuous; <p„(x) 
are uniform plane waves. We assume there is no electron 
translation in the x direction. The general solution of the 
Schrodinger equation is a linear combination of a reflected 
and incident plane wave, in which the incident coefficient 
is normalized by unity 

= e'k"z + Re >Kz (3) 

where kn is a wavevector, R is the reflection coefficient. 
With the high bias of source-drain or the rapid slope of 
band bending in the well region, the calculation of the 
Schrodinger equation is performed using Airy functions. 
When an electrical field is present in the structure, exact 

analytical solutions are not available for this problem. 
Therefore, we adopted a numerical technique based on 
the Airy function approach [10]. Then, the Schrodinger 
equation can be written as 

4>'n(n)-1<t>n(ri)=0 (4) 

where T, = (2m*eVap/Lhy'\z-i;), £ = (L/eVa[))(V0-Ez). 
Here Vo is the barrier height, eVap/L is the applied electric 
field, Ez is the z-direction energy, and L is the total width 
of the wells and barriers. The solution of equation (4) 
is readily expressed in terms of Airy functions and its 
complimentary functions 

0n=CnAi(-j?) + D„B/(-J7) (5) 

where C„ and Dn arc constant.   The wave equation with 
the potential discontinuity is given by 

<P"M) - nMn) - XIn"m(t>m{n) = o 
n = l 

where M is the total number of modes and 

2m* 
\Lnm — 

hl I« (x)Vsc<pm(x) dx 

(6) 

(7) 

where the scattering potential is given by Vsc = ßS(z)S 
x(x — XQ), fi„m arc mode coupling constants, XQ is 
random position and ß is the coupling strength. The 
wavefunction and its first derivative arc matched at each 
interface throughout the structure. By a similar process 
to that used in [8], the scattering matrix is obtained: 
Sj = M(j)M(j)~]. M(j) is the transfer matrix in region j 
and Msc(_/) is the transfer matrix in the region of Vsc 

Aiji-ri) Biji-n) 
Ai'ji-rft'/ml + YAi,    Bi'j(-r})/m*w + yBi, 

(8) 
where y = Yl &nm- In tnc casc °f one propagating mode 
and one evanescent mode (Ex\ < E < Exi), £,1.2 arc 
eigenvalues of the x direction. One subband is occupied in 
the source region, then the scattering matrix Sj (2 x 2) is 

0 
(9) 

If Vsc = 0, then Sj is a unit matrix. 

3. Discussion 

We employ a transfer matrix formalism to calculate the 
transmission probabilities and current densities through 
the double barrier. We also describe the scattering 
matrices using the presence of evanescent modes in 
various lateral confinement configurations. We calculate 
the effects of delta doping on the current-voltage curves 
at finite temperature. Elastic scattering mechanisms and 
evanescent modes are included to calculate the tunnelling 
transmission coefficient [8]. The band offset of Si/SiGc 
is AE(eV) = 0.5 [0.31 + 0.53(1 - x)], and the dielectric 
constant is 

1 +2[X€] + (1 -x)e2] 

1 -xt\ - (1 -x)e2 
(10) 
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Figure 2. Logarithmic plots of transmission probabilities as 
a function of electron energy at 77 K, without delta doping 
(full curve) and with delta doping (concentration 
2 x 1011 cm-2) (broken curve). The well width is 42 Ä and 
the barrier widths 51 A. 
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Figure 3. Current-voltage characteristics at 77 K: gate 
bias -1.5 V (full curve), -2.5 V (dotted curve). The well 
width is 51 Ä and the barrier widths 51 Ä; coupling strength 
ß = 0.05 feV cm2. 

where e. = eGe - Vfe + 2), e2 = esi - l/(eSi + 2), 
eoe being the dielectric constant of Ge. We have studied 
a gate-to-gate space of 0.4 /im with delta doping and 
without delta doping in barriers. In this calculation, the 
delta doping concentration was 2 x 1011 cm-2, the coupling 
strength was ß = 0.05 feV cm2, the barrier height was 
V = 0.13 eV, the mole fraction of Ge was x = 0.6, 
the effective mass of Si electrons at temperature T was 
m*/m0 = (1.045+4.5 x 10_4r). We calculated eigenstates 
in the quantum well with strong lateral confinement and 
verified negative differential conductances. 

A plot of transmission probabilities as a function of 
electron energy at 77 K is shown in figure 2. The full width 
at half maximum (FWHM) of the resonant transmission 
is increased with delta doping in figure 2. It was shown 
that modulation doping causes a strong enhancement of 
tunnelling probabilities compared with undoped samples. 
The quasi-bound state in the well region is shifted to 
lower energy levels.    This might be explained by the 

0.05 0.10 0.15 

Drain-Source Voltage (V) 

Figure 4. Current-voltage characteristics at 77 K: gate 
bias -2.1 V (full curve), well width 42 Ä, barrier widths 
51 A, coupling strength ß = 0.05 feV cm2. One quasi state 
is occupied in the well region. 

additional confinement of the injected electrons. The peak- 
to-valley current ratio will be reduced with delta doping. 
It is important to notice that the resonance peak shifts 
monotonically from 0.085 to 0.075 V with delta doping. 
Figure 3 shows the evidence for subband mixing in the 
case in which one or more subbands are occupied in the 
source with barrier widths 51 A and well width 51 A. At 
low bias, the subband is higher than the electron energy, 
and there is no current flow. As the applied bias voltage 
is increased, the current begins to flow at a source-drain 
voltage of Vsd = 0.06 V. There is always a continuum 
of states which can be mixed by other interactions. As 
the gate bias increases, the source region shows strong 
quantization. If well width is 60 A, the resonance peak 
is shifted from 0.085 to 0.087 V by increasing reverse gate 
bias Vg = 1 V. As reverse gate bias increases from 1.5 V 
to 2.5 V in figure 3, the current density is reduced by about 
50% and quasi-bound states shift to a higher voltage. A 
single-electron state is observed in figure 4. We used barrier 
widths of 51 A, a well width of 42 A and a gate-to-gate 
space of 0.4 ixm in figure 4. However, the peak-to-valley 
current ratio is very small. The scattering and delta doping 
destroy the coherence of the wavefunction so that the peak 
current from resonances is reduced. 

4. Conclusion 

In the Si/SiGe RTT, we can easily control the 
dimensionality of the well region using the field effect. We 
also present the possibility of an Si single-electron transistor 
in a two-dimensional simulation of the current-voltage 
characteristics of the RTT. The presence of delta doping 
leads to changes in the scattering matrices calculated 
using Airy functions. Thus, the transmission coefficient 
is changed dramatically in the presence of delta doping and 
a strong scattering potential. We find that the resonant peak 
is substantially shifted to lower bias by delta doping. The 
full width at half maximum is increased with delta doping. 
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Abstract. We report a novel approach for the realization of quantum devices which 
require device structures of sub-10 nm dimensions and position control better than 
1 nm. In this approach we combine three methods from nano-technology: (i) an 
aerosol technique for the fabrication of metallic and semiconducting nano-crystals 
or nano-particles with diameters in the range 5-50 nm, (ii) extreme electron beam 
lithography to define contact gap geometries with dimensions of 10-50 nm and 
(iii) a manipulation technique based on atomic-force microscopy, combined with 
in situ electrical measurements of the device characteristics, by which 
pre-fabricated nano-structures can be positioned with high accuracy. We present 
details of room-temperature measurements on quantized conductance devices, 
formed in the neck structures between neighbouring gold particles. These necks or 
wires have a cross-section of only one or a few gold atoms, leading to quantized 
conductance of G = n(2e2/h), with values of n between 1 and 10 having been 
observed. Such lateral quantum resistor devices are found to be remarkably stable, 
frequently maintaining the conductance levels on the time scale of hours. We also 
discuss the prospect for novel devices in which a single nano-particle or a single 
molecule is controllably positioned with high accuracy, with tunnel gaps 
surrounding the island. 

1. Introduction 

In the endeavour to realize quantum devices which can 
operate at room temperature, one crucial aspect is to 
make the relevant energy quantization, due to either single 
electron charging or due to quantum confinement, large 
compared to the thermal energy, kT. In order for the energy 
quantization in semiconducting quantum dots to exceed kT, 
this typically requires confining structures to be smaller than 
about 10 nm. For devices relying on Coulomb blockade, 
conducting nodes should be smaller than 5 nm in order 
for Ec = e2/2C to be much larger than kT. In order 
for quantization effects in metallic conductance structures 
to be operational at room temperatures, metallic wires of 
dimensions of about or less than 1 nm are required. It is 
clear that straightforward lithography will not easily solve 
this problem and, therefore, novel approaches for nano- 
structure fabrication are needed. 

In this paper we describe methods to make quantum 
devices controllably, based on: 

• fabrication of mono-disperse nano-crystals and nano- 
structures [1], 

• pre-defined electrodes and gates, made by electron 
beam lithography, metallization and lift-off, resulting in 
contact distances controlled to about 10-50 nm, 

• atomic-force microscopy to image and manipulate 
nano-structures [2] and 

• in situ measurements of electrical characteristics of 
devices during the manipulation of particles [3]. 

In section 2, nano-fabrication techniques are sum- 
marized, with a fabrication method for making mono- 
disperse nano-particles in metallic as well as semiconduct- 
ing material. Results will be presented for different metal- 
lic nano-particles, such as silver and indium, as well as for 
compound semiconductor nano-crystals, for instance gal- 
lium arsenide and indium phosphide, all of these particles 
being in the size-range 5-30 nm in diameter. This is fol- 
lowed by a description of electron beam lithography with 
metallization and lift-off to produce small electrode gaps, 
down to 10 nm in width. In this section, finally, the tech- 
nique we have developed for combined imaging and manip- 
ulation of nano-particles as small as 5 nm, using an atomic 
force microscope (AFM), including in situ electrical mea- 
surements is described. 

In section 3 we first demonstrate a nano-mechanical 
switch based on the short distance displacement of one 
nano-particle in a chain. We then present device data 
for metallic quantum point contact (QPC) devices which 
can be built with ängström-level control, by which room- 
temperature operating QPCs with stable conductance levels 
of G = n2e2/h can be made.   Finally in this section 
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50 nm 

Figure 1. Transmission electron micrograph of 40 nm Ag 
aerosol particles. 

4 nm 

Figure 2. Transmission electron micrograph of a single 
10 nm InP aerosol particle. 

we discuss future possible applications of these techniques 
for the controlled formation of single-electron tunnelling 
devices, with manipulation of tunnelling gaps on a sub- 
nm level, for which preliminary measurements of Coulomb 
gaps have been made. Similarly we predict that contacting 
of single molecules will be feasible using our approach. 

2. Nano-technology 

In order that operation of Coulomb blockade devices at 
room temperature can be made possible, metallic islands 
with a diameter of less than 5 nm must be used. We 
have chosen a nano-particle fabrication approach [1] based 
on aerosol technology to create such objects. Ideally, a 
Coulomb blockade device can be made by positioning such 
a nano-particle between two electrodes, separated by a gap 
of 5-10 nm. We show here that electrode gaps down to 
10 nm can be fabricated by electron beam lithography. 
Different proposals for the localization of nano-particles 
relative to such ultra-fine electrodes have been suggested, 
for example, direct positioning of particles by the electric 

Figure 3. Scanning electron micrographs of 
e-beam-defined electrodes, (a) Two gaps with two gate 
electrodes, (b) a 10 nm gap separating two electrodes. 

field from these electrodes [4]. Our approach which we 
have previously published is the technique for manipulating 
nano-particles by an AFM in which the AFM acts both as 
a microscope and a tool for nanometre-scale manipulation 
[2]. 

2.1. Aerosol nano-crystal fabrication 

For the fabrication of small metal and semiconductor 
particles we use a technology which is naturally suited 
for the large scale production of metal droplets of uniform 
size, namely an aerosol technique. This approach is very 
good in terms of size distribution and controllability of the 
process, but also offers the possibility of using a large 
variety of metals and non-metals that can be deposited 
on a substrate. The production of the aerosol takes 
place in a special apparatus. The metal, for instance 
gallium, indium or silver, is evaporated in a tube furnace 
and mixed with a clean carrier gas flow. An ultra- 
fine metal aerosol consisting of particles of nm size is 
formed by homogeneous nucleation in a cooling section. 
After a charging process, a monodispcrsc aerosol fraction, 
with a particle diameter of 20 ± 1 nm, for instance, 
is selected using a differential mobility analyser (DMA). 
A DMA apparatus exploits the fact that the electrical 
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Figure 4. AFM manipulation of 8-10 nm In particles. The arrows indicate the direction of the movement. 

'a' I   -OoooooooccC 

r;^ooootooocC.:'S:':: 

o 
(c) t N                  f , 

I'^^OOOJSJOOOC^,,,::-. 

(d)         ^e^ 
_)OC 

Figure 5. Schematic picture of possible quantum devices, 
(a) Ohmic nano-bridge and (b) bi-stable nano-mechanical 
switch, (c) Stable quantized conductance device, 
(d) Single electron tunnelling device. 

mobility of singly charged, nanometre-sized particles is a 
monotonically decreasing function of particle size. Size 
selection takes place by balancing the electrical mobility 
with the force of the gas used to flush out unwanted 
particles. The selected metal aerosol particles, charged and 
uniform in size, are carried through a second furnace, which 
can be used for different purposes, either for reshaping or 
chemical modification of the particles. During reshaping 
the metal particles undergo a sintering process, and leave 
the furnace as perfectly spherical particles as illustrated in 
figure 1 [5]. For reaction, a gaseous reactant, for example 
arsine or phosphine, is fed into the furnace where the metal 
particles react with it to form the desired material. By this 
process, compound semiconductor nano-crystals have been 
fabricated by the reaction of size-selected metal particles 
with hydrides [1]. The stoichiometry of these particles has 
been verified by electron diffraction and x-ray analysis [6]. 

Figure 2 shows an example of an InP particle created by 
this process. The modified particles can be deposited on a 
substrate by means of an electric field. 

2.2. e-beam lithography 

Nanometre-scale electrodes were fabricated on a 300 nm 
thick SiÜ2 layer on a Si substrate by e-beam lithography, 
followed by evaporation of 3 nm Ti (for adhesion) and 
25 nm Au. The electrodes were separated by a gap 
of typically 10-50 nm (figure 3). For the quantized 
conductance experiments a grid of disc-shaped Au particles, 
30-100 nm in diameter and 30 nm thick, were formed in a 
second e-beam lithography and lift-off step. 

2.3. Manipulation of nano-particles 

The AFM manipulation of nano-particles is done using the 
tapping mode for imaging and the contact mode, without 
feedback control, for repositioning. First, the particles are 
imaged in tapping mode, a particle is selected and the AFM 
tip is positioned 10-50 nm behind it with respect to the 
intended direction of relocation, the feedback is broken 
and the tip is moved in the vertical direction into contact 
with the sample surface. By increasing the normal force 
between the tip and the sample we can vary the amount 
of lateral force that can be exerted on the particle. The 
tip is then moved along a line through the centre of the 
particle. Because the feedback is turned off, the tip will 
not follow the contours of the particle but will force the 
particle to move in front of it. The tip is then retracted 
from the surface, the feedback loop turned on again and an 
image is scanned to observe the new position of the particle. 
Aerosol particles as well as e-beam-defined metal discs can 
be manipulated in this way. The discs appear to stick more 
strongly to the surface than the aerosol particles. However, 
in the present setup we cannot measure the lateral forces 
required to move an object. In figure 4 a sequence of AFM 
images taken during the manipulation of 8-10 nm aerosol- 
produced In particles is shown. The particles can be moved 
in steps as small as 1 Ä, which, in combination with real- 
time monitoring of the electrical device characteristics, can 
be used to build devices with highly controlled properties. 
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Figure 6. Current as a function of time as one Au particle 
in a chain between the electrodes is pushed in and out 
repeatedly. Bias voltage = 5 mV. 

2.4. On-line electrical measurements 

To perform on-line electrical measurement the sample is 
placed on a standard DIL chip carrier, bonded and placed 
in a specially designed AFM sample holder allowing on-line 
electrical connections. After the manipulation the sample 
can be transferred to a cryostat or any other measuring 
setup. 

3. Applications 

By combining these nano-technologies we have fabricated, 
in principle, four types of device, as illustrated in figure 5. 
First, by using Au particles in a chain, it is possible to 
form an ohmic ultra-narrow wire. Then, by moving one of 
these particles in and out of the chain, a bi-stable, nano- 
mechanical switch is formed. Furthermore, at the moment 
of making or breaking contact a narrow constriction is 
formed which shows quantum point contact behaviour. 
This effect could be used for stable quantized conductance 
devices [7]. By using particles covered with an insulating 
layer, for instance, an oxide layer or some other coating, 
one can fabricate single electron tunnelling devices based 
on the Coulomb-blockade effect. Finally, by starting with 
e-beam-defined electrodes and then constructing nano-scale 
contacts of metal particles, it will be possible to make 
electrical contact with very small objects on the surface, 
including molecules. 

3.1. Nano-bridge and nano-mechanical switch 

When an e-beam-defined Au particle is pushed into full 
contact with the electrodes an ohmic bridge forms between 
them. It is possible to make ohmic contact with both 
macroscopic objects as well as with other particles and one 
can thereby build a smaller gap than originally denned by 
the electrodes. The same particle can be pushed several 
times into and out of the gap on a time scale of minutes, 
as can be seen in figure 6. The resistance in the off-state 
is in the TSi regime and in the on-state typically 120 Q. 
Current-voltage measurement in the on-state shows perfect 
ohmic behaviour for all bias voltages below 2 V. 
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Figure 7. Conductance as a function of time as a Au 
particle is pushed into contact with the electrodes. Distinct 
steps corresponding to integer values of the conductance 
quantum are observed. Bias voltage =10 mV, 7 = 300 K. 
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Figure 8. Stable quantum point contacts at quantum 
levels 1, 2 and 3. 

3.2. Quantized conductance 

In a constriction of dimensions of the order of the Fermi 
wavelength for the electrons in the material, quantized 
conductance can be observed [8-10]. The steps are in 
integer units of the conductance quantum Go = 2e2/h 
[11]. In a time-resolved measurement, during which a 
Au particle is pushed by the AFM tip into contact, these 
steps are clearly observed (figure 7). By selecting the 
pushing rate of the AFM tip it is possible to record this 
behaviour on a time scale ranging from ms to minutes. This 
effect can be observed both when making or breaking the 
contact. The bias voltage can be varied below 100 mV 
without any noticeable change in the measurement. If 
the particle is pushed slowly towards contact and the 
conductance is recorded continuously, it is possible to 
stop the manipulation at any predefined value of the 
conductance. The tip can then be retracted and the 
point contact is allowed to self-develop. Usually the 
conductance of the junction decreases over a period of 
a few minutes and then stabilizes at an integer value 
of Go- Figure 8 shows conductance plateaus 1, 2 and 
3, stable for more than 10 minutes. Plateaus stable 
for more than one hour have been recorded. On these 
plateaus the junction is quite insensitive to mechanical 
disturbances in the surroundings, such that it is possible to 
tap the measurement setup gently without any change in the 
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electrical characteristics. Eventually, the junction normally 
breaks. It is unclear whether this is due to electromigration 
in the wire or nano-particle dynamics. Even though the 
QPC region is ballistic and should not have losses, we 
expect electromigration to occur very close to this region, 
when the current is still confined to a cross-section diameter 
of a few nanometres. In our samples this corresponds to 
current densities of 1010 A m-2 which is known to cause 
electromigration. 

From the observation of random-telegraph-like noise on 
the stable plateaus we speculate that a single atom is flicking 
between two alternative positions in the QPC region. 

3.3. Future applications 

So far we have reported only electrical measurements on 
e-beam-defined particles. However, initial experiments 
with aerosol particles of In have been performed, showing 
clear signs of Coulomb blockade at low temperatures. 
These In particles are expected to have a thin layer of 
oxide acting as the tunnelling barrier. As this technique 
allows manipulation of very small particles, it is one 
candidate for the fabrication of future, room-temperature, 
single electron transistors [12,13]. By using Au aerosol 
particles we expect that quantum point contact devices 
with better defined constrictions can be made. As an 
alternative to the aerosol fabrication technique, both for 
single electronics and quantized conductance devices, one 
can use colloidal particles which can also be fabricated with 
a narrow size distribution and with different layers on the 
surface. Finally, we expect the fields of both molecular 
and bio-physics to take advantage of this technique, both 
for basic characterization and device applications, that 
is, building an ohmic wire that connects to a single 
molecule. 

Control of formation of quantum devices 
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Abstract. The first observation of the Coulomb blockade effect in the smallest 
possible system with a single atom as the central island of a double-barrier tunnel 
junction is reported. Our system consists of a single tungsten atom as the central 
island and a tungsten STM tip and a silicon (100)2 x 1 reconstructed surface as 
the two electrodes. The use of a single atom as the central island makes the 
change in the electrostatic potential due to a variation of number of electrons in the 
island of the order of 1 eV and thus the Coulomb blockade effect is made more 
controllable and stable even at room temperature. A specific shape of the tip apex 
forms a tunnel junction between an apex atom and the rest of the tip with the 
energy-level broadening of the apex atom smaller than the change in the charging 
energy due to the change in the number of electrons in the single tungsten atom. 
This theoretical prediction was confirmed by the experimental results of l-V 
measurements with an STM tip made from a W(111) single-crystal wire where the 
change in the charging energy is 1.1 eV. 

The Coulomb blockade effect can be seen in a system 
consisting of two electrodes separated by an insulating 
gap and a third electrode ('central island') in the middle 
of the gap [1]. If the central island is small, a 
change in the electrostatic potential due to the change 
in the number of electrons in the island can be large 
compared with the thermal energy and the energy-level 
broadening due to the finite tunnelling rate between 
the central island and the electrodes. The electron 
tunnelling events are blocked unless excess energy is 
supplied by an external voltage source to compensate 
for this increased potential change. This phenomenon 
has been extensively studied for the past two decades 
due to fundamental interest and potential applications to 
future nanoscale electronic/photonic devices [2-5]. We 
report here the first observation of the Coulomb blockade 
effect in a single-atomic-junction (single-tungsten-atom 
STM tip). The use of a single atom as the central 
island makes the change in the electrostatic potential 
due to the variation of the number of electrons in the 
island greater than 1 eV and thus the Coulomb blockade 
effect is made more controllable and stable even at room 
temperature. 

Coulomb blockade oscillation shown in figure 1(a) 
was observed using an ultra-high vacuum (UHV) STM 
(JSTM-4500XT)   with   an   operating   pressure   of  2 x 

10"8 Pa at room temperature. An STM tip which has 
a pyramidal protrusion structure terminated with a single 
tungsten atom ('single-atom tip') was prepared by field 
evaporation from a single-crystal tungsten wire with (111) 
orientation, following Binh and Purcell [6]. After this 
critical step, in order to remove oxide layers and other 
foreign atoms adsorbed on the tip apex during the field 
evaporation process, the tip was cleaned again with electron 
bombardment. 

A schematic configuration of a single-atom tip with 
(111) orientation, which is self-organized to minimize the 
surface energy during the field evaporation process, is 
shown in figure 2(a). A tight-binding (TB) calculation for 
the electronic states of a single-atom tip, consisting of a sin- 
gle atom in the first layer, three atoms in the second layer, 
six atoms in the third layer and a bulk reservoir, shows the 
presence of electronic states where electrons arc localized 
into the apex atom and depleted from the second and third 
layers, as shown in figure 3. The field-induced atomic en- 
ergy shift in the single-atom tip effectively decouples the 
apex atom from the rest of the tip. The localized electronic 
state into the apex atom is thus regarded as a central island 
which capacitively couples to the two electrodes, the rest 
of the tip, and the silicon surface, with capacitances CT 

and Cs, respectively, as shown in figure 2(b), which ex- 
plains the oscillatory behaviour of the conductance shown 
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Sample Bias (V) 

Figure 1. Normalized differential conductance 
(d//dV)/(//V) measured by a single-atom tip (a) and by a 
truncated tip (b) against applied voltage V. Experimental 
data (a) were obtained with a tip-sample separation 
corresponding to a tunnel current of 6 nA at an applied 
voltage of V = -2 V. The l-V measurements were 
performed with a constant tip-sample separation. The 
observed peak separation of (e2/CT)exP -1.1 eV in the 
Coulomb blockade oscillation is compared to the theoretical 
predictions (e2/CT)tb — 1.1 eV. 

in figure 1(a). The charging energy for the 5d orbital of an 
isolated tungsten atom can be estimated from the linearly in- 
creasing third to sixth photoionization energies, about 12 eV 
[7,8]. The pyramidal structure of the single-atom tip shown 
in figure 2(a) reduces the charging energy of an apex atom 
due to the distributed capacitive coupling to the second, 
third and fourth layers of the tip. This charging energy is 
calculated to be (e2/CT)th ~ 1.1 eV [9]. 

When the tunnel rate between the apex atom and the 
sample (Si surface) is much smaller than that between the 
apex atom and the rest of the tip, which is the case for 
the experimental data of figure 1(a), the tunnel current 
is governed solely by the (slower) apex atom-sample 
tunnelling event. As a positive sample bias voltage is 
applied, the Fermi level of the sample, Sample, moves 
downward relative to the discrete energy level of the 
localized state. When /isampie goes across each one of the 
resonances at voltages V(n) = e(2n + \)/2CT + A(n = 
0, 1, 2,...), the sample starts extracting an electron from 
the localized state and new channels for current flow 
between the tip and the sample open up one by one, which 
results in peaks in the differential conductance, as shown 
in figure 1(a). Here, A is an offset voltage determined 
by the peak energy shift of the localized state relative to 
the Fermi level. Peaks in the differential conductance are 
also seen when a negative sample bias voltage is applied. 
When Sample moves upward to cross each one of the 
resonances at voltages V(n) = —e(2n + \)/2CT + A(« = 
0, 1, 2,...), the sample starts supplying the localized state 
with an additional electron, which results in peaks in 
the differential conductance. We could identify the eight 
differential conductance oscillation peaks for n = 1 to 
n = 4. We could not identify the two peaks for n = 0 due 
to the poor signal-to-noise ratio in the I-V measurement 
in the small bias voltage (V < 0.5 V) region. The 
observed single charging energy (e2/CV)exp — 1.1 eV is in 
fairly good agreement with the theoretical values mentioned 
above. 

The result reported here is the first proof of the exis- 
tence of Coulomb blockade oscillation in a single atomic 
tunnel junction. On the fundamental side, such a system 
provides a unique experimental method to characterize the 
highest occupied energy level (energy-level broadening hT 

(a) 
Sample Surface 

(b) 
Sample Surface 

Apex atom o TApex atom 

CT 

Reservoir 
Reservoir 

Figure 2. (a) A pyramidal structure of a single-atom tip which has a single atom, three atoms (second layer), six atoms (third 
layer) and ten atoms (fourth layer), of, = 2.73 Ä and d2 = 4.46 Ä. (b) The double-barrier tunnel junction model of a 
single-atom tip. 
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Figure 3. The density of states per atom of a pyramidal 
tungsten(111) tip in the first layer (solid line), second layer 
(dashed line) and third layer (broken line) calculated by the 
tight-binding calculation, in which the field-induced atomic 
energy shift of each constituent atom is taken into account. 
The electron energy and applied bias are scaled by the 
tunnel matrix r between the nearest neighbour atoms and 
the tunnelling rates up to the third nearest neighbour atoms 
are taken into account. 

and single-electron charging energy e2/Cr) for the single 
atom adsorbed on the electrode. On the application 
side, various mesoscopic devices based on the Coulomb 
blockade effect such as single-electron transistors and logics 
[2], single-electron turnstile devices [3], single-electron 
pumps [4], single-photon turnstile devices [5], etc, which 
require low-temperature operation due to the relatively 
small charging energy, should be realized rigidly at room 
temperature on an atomic scale. 
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«5^ = 1.12 A. We have calculated the effective charging 
energy e2/C of the apex atom based on the distributed 
capacitively coupled metal spheres aligned in the 
crystallographic configuration shown in figure 2(a), in 
which the ten atoms in the fourth layer are assumed to 
form a grounded reservoir electrode. 

f6] 

[7] 

[8] 
[9] 
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Abstract. Utilizing simultaneous Coulomb blockade for electrons and holes in a 
p-n junction, we can realize a device where a single electron and a single hole are 
injected into the active region to produce a single photon with well-regulated time 
interval. The photons emitted from such a device can be studied with single photon 
counting detectors using a Si solid-state photomultiplier. We report locking of the 
photon emission with external driving pulse, in the regime where one electron and 
one hole are injected into the active region on the average. 

Semiconductor light-emitting devices convert injected 
carriers (electrons and holes) to photons by radiative 
recombination processes at a p-n junction. The statistics 
of the photons thus generated are mainly governed by the 
statistics of injected carriers, provided that the conversion 
efficiency is high [1]. In semiconductor lasers and light- 
emitting diodes (LEDs) where the quantum efficiency is 
high enough (30-70%), regulated carrier injection results 
in the generation of a squeezed state of light [2]. It 
was recently understood that the charging effect at the 
junction regulates the carrier injection and produces light 
with intensity noise less than the standard quantum limit 
[3]. 

It was also proposed that such an electron-to-photon 
conversion process can be manipulated at the single-particle 
level, where a single electron and a single hole are injected 
to the active region of an LED to produce a single photon 
[4]. Such a process can generate a regulated single- 
photon stream, which provides a fundamental technique 
for experimental tests of quantum mechanics [5] and 
future advancement in quantum cryptography and quantum 
computation. In this paper we present our recent 
experimental progress in such a device, called a single- 
photon turnstile device. 

A single-photon turnstile device is based on simul- 
taneous Coulomb blockade for electrons and holes in a 
mesoscopic double-barrier p-n junction. A single electron 
resonantly tunnels into an electron subband in a central 
island at a certain bias voltage (figure 1(a)). When one 
electron tunnels, the Coulomb blockade effect inhibits sub- 
sequent electron tunnelling. When the bias is increased to 

§ NTT Basic Research Laboratories, Atsugi, Kanagawa, Japan. 

(a) ^l^^tT 

electron 

(b) 

 1     I 1   ,   electrc 

hole 

V(t) = Vo+AV 

Figure 1. Operation principle of single-photon turnstile 
device. 

satisfy the hole resonant tunnelling condition (figure 1(b)), 
only a single hole is allowed to tunnel into the hole sub- 
band of the central island because of the Coulomb block- 
ade effect for the holes. By modulating the bias voltage 
between the electron and the hole resonant tunnelling con- 
ditions periodically, we can inject a single electron and a 
single hole into the central island periodically, which will 
be followed by a single photon emission. Figure 2 shows 
the numerical simulation of such a single-photon turnstile 
device operation. A single electron and a single hole are 
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Figure 2. Numerical simulation for the operation of a 
single-photon turnstile device. The junction voltage is 
modulated between two values, and a single electron and a 
single hole are injected per driving cycle, resulting in 
single-photon emission per driving pulse. 

Figure 3. A typical p-n junction post structure. This 
particular structure is 0.2 (xm in diameter. 

injected per cycle and a single photon is generated in each 
cycle. 

The device is realized in a GaAs/AlGaAs semiconduc- 
tor system. A double-barrier p-n junction is carefully de- 
signed and grown on a GaAs wafer by the MBE growth 
technique. Small devices with diameters in the range 
0.2-1.0 fim were defined by evaporating 300 A of Cr/Au 
by electron beam lithography and liftoff. The Cr/Au was 
used as the mask to etch posts with a height of ~0.8 fim 
with a BCI3/CI2 ECR plasma. Typical etched posts are 
shown in figure 3. The etched surface of the structure was 
passivated by sulphur and encapsulated by 500 A of silicon 
nitride film. The structure was planarized with hardbaked 
photoresist, and p-type contact pads were evaporated. An 
n-type contact was formed in the substrate. 

The measured current and photocurrent as a function of 
the bias voltage at 4 K for a device with 0.6 fim nominal 
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Figure 4. Current and photocurrent as a function of bias 
voltage for a 0.6 /xm device at 4 K. The photocurrent is 
measured using a large-area avalanche photodiode. 

size are shown in figure 4. The photocurrent shown in this 
figure was measured by a large-area avalanche photodiode, 
normalized by the avalanche gain of ~60. We see 
the resonant tunnel current and the corresponding photon 
emission, with negligible background leakage current. The 
detected photocurrent Ip is given by 

Ip = liVele (1) 

where r], is the internal quantum efficiency for conversion 
of an electron-hole pair to a photon, r)e is the external 
coupling efficiency for the generated photon to reach the 
detector and /,. is the electrical current flowing through 
the single-photon turnstile device. From this measurement, 
we can conclude that the overall current-to-photocurrent 
coupling efficiency (rj/f/v) is about 2 x 10~3. From simple 
geometric considerations, the external coupling efficiency 
(r]e) for a photon to escape the single-photon turnstile 
device and to reach the detector is expected to be less 
than 2 x 10~2. This puts the lower bound on the intrinsic 
electron-to-photon conversion efficiency (77/) of the device 
to be >10%. 

To confirm the turnstile device operation, we need to 
measure the emitted photons with high quantum efficiency 
and good time resolution. We used a Si solid-state 
photomultiplier (SSPM) as our single photon counting 
detector. This detector has a quantum efficiency of more 
than 70%, an electron multiplication factor of ~20000, a 
response time of ~2 ns and virtually no excess noise in the 
multiplication [6]. In our setup the detector is optimized to 
have a low dark count rate to improve the signal-to-noise 
ratio at our low signal level, and the time resolution was 
limited to 40 ns, corresponding to the bandwidth of the 
low-temperature amplifier used in the experiment. 

The single-photon turnstile device and the SSPM single 
photon counting detector were mounted to a 4 K cryostat 
in a face-to-face coupling configuration. Since the area of 
the single photon counting detector was smaller than that 
of the avalanche photodiode used in figure 4, the photon 
coupling efficiency from the single-photon turnstile device 
to the detector was about 10~4 in this experiment. 

A128 



Single-photon turnstile device 

0 250 500 750 1000 

Time Interval (nsec) 

Figure 5. Time interval histogram between two photons. 

To operate the device, we modulated the single-photon 
turnstile device with 50 ns pulses separated by 200 ns. The 
DC bias voltage was adjusted so that the average current 
flowing through the device was about 0.8 pA. This current 
value corresponds to injection of 1.2 electron-hole pairs 
into the active region per driving pulse on the average. To 
find out whether the photon emission event is locked to the 
driving signal, we performed time interval measurement. 
The signal output from the single photon counting detector 
was split into two and was used to provide 'start' and 'stop' 
triggers for a time interval counter. By accumulating the 
data, we can plot the photon detection counts as a function 
of the time delay after a single photon is detected. A typical 
result is shown in figure 5. We find that the time separation 
between two photons is strongly modulated at the driving 
frequency. Since we are injecting only about 1 electron- 
hole pair per driving cycle, only one photon is emitted per 
driving pulse on the average. This measurement shows 
that the single-photon emission is locked to the driving 
frequency. 

We would like to point out that this measurement 
does not confirm any non-classical photon statistics. 
Similar results are expected if we start with a modulated 
macroscopic laser or LED and simply attenuate the light 
until one photon is detected per pulse on the average. 
However, a mesoscopic light-emitting device as used in 
our experiment has the potential to generate one and only 
one photon per driving pulse by utilizing the Coulomb 
blockade effect, approaching the ideal number state of 
photons that is otherwise difficult to generate. When 
such a device is realized, we expect to see non-classical 
photon statistics such as antibunching and sub-Poissonian 
distribution. 

To summarize, we have fabricated a mesoscopic p-n 
junction where the electron and hole injection can be 
regulated to generate a single photon with well-defined 
time interval. The photons generated by the turnstile device 
are measured by an SSPM single photon counting detector. 
We were able to reach the operating regime where single 
electrons are injected per driving pulse on the average, 
to generate single photons that are locked to the driving 
frequency. 
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Abstract. We present the experimental demonstration of a basic cell of 
quantum-dot cellular automata (QCA), a transistorless computation paradigm which 
addresses the issues of device density and interconnection. The device presented 
is a six-dot quantum-dot cellular system consisting of a four-dot QCA cell and two 
electrometer dots. The system is fabricated using metal dots which are connected 
by capacitors and tunnel junctions. The operation of a basic cell is confirmed by 
the externally controlled polarization change of the cell. The cell exhibits a bistable 
response, with more than 80% polarization of the charge within a cell. 

1. Introduction 

For more than 30 years the microelectronics industry has 
enjoyed dramatic improvements in the speed and size of 
electronic devices, and continued growth in the industry 
requires a further increase in the number of devices 
fabricated on a chip. This trend has long obeyed Moore's 
law, which predicts that the number of devices integrated 
on a chip will double every 18-24 months. Adherence to 
this exponential growth curve has been a monumental task 
requiring rapid improvements in all aspects of integrated 
circuit fabrication, permitting manufacturers both to shrink 
the size of devices and to increase chip size while 
maintaining acceptable yields. Since the early 1970s the 
device of choice for high levels of integration has been 
the field effect transistor (FET), and while the FET of 
today is a vast improvement over that of 1970, it is 
still a current switch like the mechanical relays first used 
to encode binary information. At gate lengths below 
0.1 firm, FETs will begin to encounter fundamental effects 
which make further scaling difficult. A possible method 
for the microelectronics industry to maintain continued 
growth in device density is to change from the FET-based 
paradigm to one based on nanostructures. Here, instead of 
fighting the effects that come with feature size reduction, 
these effects are used to advantage. One nanostructure 
paradigm, proposed by Lent et al [1,2], is quantum-dot 
cellular automata (QCA), which employs arrays of coupled 
quantum dots to implement Boolean logic functions [3,4]. 
The advantage of QCA lies in the extremely high packing 
densities possible due to the small size of the dots, the 
simplified interconnection and the extremely low power- 
delay product which can be arbitrarily reduced by adiabatic 
switching [5]. Using QCA cells with dots of 20 nm 
diameter, an entire full adder can be placed within 1 ßm2, 
approximately the area of a single 0.07 /zm gate length FET. 

m o     o <§ 

o $     # o 
Figure 1. Basic four-dot QCA cell showing the two 
possible polarizations. 

A basic QCA cell consists of four quantum dots located 
at the corners of a square, coupled by tunnel barriers. If the 
cell is biased so that there are two excess electrons among 
the four dots, Coulomb repulsion will force the electrons to 
opposite corners. There are thus two energetically equiva- 
lent polarizations, as shown in figure 1. These two polar- 
izations can be labelled logic '0' and '1', and, by properly 
arranging cells so that the polarization of one cell sets the 
polarization of a nearby cell, it is possible to implement all 
combinational logic functions. A tremendous advantage of 
QCA devices is the simplified interconnect which is possi- 
ble with this paradigm. Since the cells communicate only 
with their nearest neighbours, there is no need for long in- 
terconnect lines. The inputs are applied to the cells at the 
edge of the system and the computation proceeds until the 
output appears at cells at the edge of the QCA array. 

2. Experiment 

The experimental work presented is based on a QCA 
cell using aluminium islands with aluminium oxide tunnel 
junctions, fabricated on an oxidized silicon wafer. The 
fabrication used standard electron beam lithography and 
shadow   evaporation   to   form   the   islands   and   tunnel 
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3 

E2 

Figure 2. Schematic diagram of the four-dot QCA cell with 
two electrometers. 

junctions [6]. The area of the tunnel junctions is an 
important quantity since this dominates island capacitance, 
determining the charging energy of the island and hence the 
operating temperature of the device. For our devices the 
area is approximately 50 nm by 50 nm, giving a junction 
capacitance of 240 aF. 

We recently demonstrated the first step in the 
development of QCA systems, i.e. a functional QCA cell 
where we can switch the polarization of a cell, confirming 
that the switching of a single electron between coupled 
quantum dots can control the position of a single electron 
in a second set of dots [7]. A schematic diagram of our 
four-dot QCA cell with additional electrometers is shown 
in figure 2. The four dots of the QCA cell consist of 
two double dots, where the dots are joined by a tunnel 
junction. This breaks the QCA cell into two half-cells, 
where electrons are allowed to tunnel 'vertically' between 
dots but not 'horizontally'. The input voltages VA and VB 

are connected to double dot Dl and D2, which form the 
input half-cell. These are connected capacitively to the 
output half-cell D3 and D4, which are in turn capacitively 
coupled to the electrometers El and E2. The circuit 
was mounted on the cold finger of a dilution refrigerator 
whose base temperature is 10 mK. The conductance through 
each double-dot half-cell and each individual electrometer 
can be measured simultaneously using standard ac lock-in 
techniques. An excitation voltage of 4 ßV was typically 
used, with a frequency between 16 and 40 Hz. A magnetic 
field of 1 T was applied to suppress the superconductivity of 
the aluminium metal. The capacitances between the gates 
and islands were extracted from the period of the Coulomb 
blockade oscillations [8]. 

The operation of a QCA cell is best understood by 
examining the conductance through the output half-cell as 
a function of the two gate voltages Vc and VD, as shown in 
the contour plot of figure 3. A peak in the conductance is 
observed each time the Coulomb blockade is lifted for the 
double-dot system, and because of the capacitive coupling 
between the dots each peak splits into a double peak. These 
peaks form the vertices of a hexagonal structure which we 
refer to as the 'honeycomb', delineated by the broken lines 
in figure 3 [9]. The electron population of the dots is stable 
within each hexagon of the honeycomb and changes when 

Vc (mV) 

Figure 3. Contour plot of the measured conductance 
through the output half-cell as a function of Vc and VD. 
The excess electron population is noted as (n3, n4). 

Figure 4. (a) The measured conductance and calculated 
potential of a single dot as a function of its gate bias, (b) A 
single conductance peak of the electrometer dot, as a 
function of its gate bias. The nominal working point is set 
to the left side of the peak, and the potential variations on 
the coupled dot cause excursions away from this point, 
causing large changes in the electrometer conductance. 

a border between cells is crossed. The excess electron 
population within each hexagon can thus be labelled, with 
the (0,0) hexagon centred at Vc =. VD — 0 V. A point 
in the honeycomb defined by a single setting of Vc and 
VD is called the working point, which defines a particular 
configuration of electrons. If Vc is swept in the positive 
direction with Vp fixed, electrons are added one by one 
to the top dot as the working point moves horizontally 
through the hexagons (1,0) then (2,0) and so on. If VD is 
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Figure 5. (a) Contour plot of the conductance through electrometer E1 as a function of Vc and VD. Light regions represent 
areas of high conductance and dark regions those of low conductance, (b) Contour plot of the conductance through 
electrometer E2. 

swept positive, electrons are added to the bottom dot as the 
working point moves vertically through the hexagons (0, 1) 
and (0, 2). Most important for QCA operation is motion 
of the working point in the direction shown by arrow E 
in figure 3. This movement between the (0, 1) and (1,0) 
hexagon represents the switching of an electron between 
the bottom dot and top dot. The goal of our experiment is 
to demonstrate QCA operation by using electrodes to force 
this transition in the input half-cell and then to have the 
potential changes on the input half-cell force an opposite 
transition in the output half-cell. 

Since the operation of a QCA cell depends on the 
position of a single electron, it is necessary to track the 
positions of electrons within the cell. One way to do 
this is to measure the conductance through each half- 
cell. A peak in the conductance as the gate voltages arc 
changed indicates that the Coulomb blockade has been 
lifted for both dots simultaneously, and a change in the 
dot population has occurred. However, as seen in figure 3, 
not all electron transitions can be detected in this manner. 
If Vc alone is swept, electrons are added to only the 
top dot, and no change in the conductance through the 
dots is seen. To characterize fully the QCA cell it is 
therefore necessary to detect externally the charge state 
of each dot individually. This is done using additional 
dots as electrometers [10], capacitively coupled to the 
output half-cell, as shown in the schematic of figure 2. 
The electrometer operates by detecting small potential 
changes in the dot being measured. Figure 4(a) plots the 
measured dot conductance and theoretical potential as a 
function of an applied gate voltage. The potential on a dot 
exhibits a sawtooth behaviour, increasing with positive gate 
voltage, followed by an abrupt reset when an additional 
electron is added to the dot. For the dots used in our 
experiments, the amplitude of this sawtooth oscillation is 
approximately 110 /U,V. The operation of the electrometer is 
shown in figure 4(b), which expands a single conductance 
peak.    The gate voltage of the electrometer is adjusted 

so that the working point lies on the side of one of the 
conductance peaks and is then held constant through the 
rest of the experiment. Any potential variations coupled to 
the electrometer, such as those on a nearby dot, will act 
as an additional gate voltage to the electrometer dot which 
causes a shift of the working point shown in figure 4(b). 
Since the conductance peaks arc quite sharp, a small change 
in the gate voltage gives a large change in the conductance 
through the electrometer dot. Knowing the capacitance 
coupling the electrometer to the dot and the shape of the 
electrometer conductance peak, it is possible to calculate 
the potential on the measured dot. In these measurements 
it is important to know which side of the conductance peak 
is chosen for the electrometer working point since the sign 
of the transconductancc changes from side to side. In our 
experiments the electrometers arc always biased on the left 
side of the peak, giving a positive transconductancc. 

Figure 5, which shows a contour plot of the conduc- 
tance through each of the electrometers, demonstrates that 
the electrometers can externally detect the movement of an 
electron in a double-dot half-cell. Figure 5(a) shows the 
conductance of the top electrometer as a function of Vc 
and Vß. The overlying lines show the honeycomb borders 
as determined by a simultaneous measurement of the con- 
ductance through the double dot. It is clearly seen that 
the largest changes in the electrometer conductance oc- 
cur at the honeycomb borders where electrons are added 
to D3. Only a small change is seen when electrons arc 
added to D4, because of the unavoidable, but small, par- 
asitic capacitance coupling the upper electrometer to D4. 
Similarly, the conductance through the lower electrome- 
ter shows a large change when electrons are added to D4, 
as shown in figure 5(b). In each case the conductance 
through the electrometer is proportional to the potential on 
the corresponding dot. In our experiments we typically use 
both the conductance through each half-cell and the elec- 
trometer signals to characterize completely the operation of 
the QCA cell. 
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7.50x10' 

Figure 6. (a) Conductance through the input half-cell, 
where the peak indicates the switch of an electron from D1 
to D2. (b) Conductance through the electrometer E1 
indicating the addition of an electron to D3. (c) 
Conductance through electrometer E2 indicating the 
removal of an electron from D4. 

QCA operation is demonstrated by applying a differ- 
ential voltage to the input half-cell, a positive bias to VB 

and a negative bias to VA. As this differential voltage is 
swept, electrons are moved one by one from Dl to D2, 
and the electrostatic potential on Dl and D2 changes in 
response to the applied gate voltages and the position of 
electrons. The potential on D2 increases with the positive 
voltage VB, until an abrupt reset which occurs when an 
electron enters the dot, corresponding to the sawtooth pat- 
tern seen in figure 4(a). Similarly, the potential on dot Dl 
is also a sawtooth as a function of VA, but with the opposite 
phase. The amplitude of each of these sawtooth oscillations 
is calculated to be 100 ßV. It is this voltage which must 
force an electron in the output half-cell to move from D4 
to D3. Since the potentials on Dl and D2 act as additional 
gate voltages for D3 and D4, the honeycomb of the output 
half-cell will shift in response to potential changes in the 
input half-cell. The working point of the output half-cell 
(Vc, VD) is set close to the border separating the (0, 1) and 
(1,0) hexagons. For QCA operation we must have a shift 
that is sufficient to move the honeycomb border from one 
side of this working point to the other, representing a switch 
of an electron in the output half-cell. This switching in the 
output half-cell will be detected by the two electrometers, 
where the conductance of one electrometer will increase as 
an electron leaves its adjacent dot, while the conductance of 
the other electrometer will decrease as an electron enters its 
adjacent dot. The experimental measurements confirm this 
behaviour, as shown in figure 6, which plots the conduc- 
tance through the input half-cell, together with the conduc- 
tance through each electrometer as a function of the input 
voltages VB = —VA- The peak in the conductance through 
the input half-cell, seen in figure 6(a) as VB increases, in- 
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Figure 7. (a) Measured potential on dot D3 as a function 
of the differential input VB = -VA together with theory at 
75 mK. Calculated excess electron populations for (b) the 
input half-cell D1 and D2 and (c) the output half-cell D3 and 
D4 as a function of the differential input are also shown. 

dicates that an electron has moved from Dl to D2. As 
the electron switches in the input half-cell the electrometer 
conductances shift in opposite directions, a shift down for 
the top electrometer of figure 6(b) and a shift up for the 
bottom electrometer of figure 6(c). This indicates that an 
electron has moved from D4 to D3 as expected because of 
the electron switch in the input half-cell. This confirms the 
polarization change required for QCA operation. 

Using the electrometer signal of figure 6(b) we can 
calculate the potential on D3 as a function of the input 
differential voltage. This is plotted in figure 7(a) together 
with the theoretically calculated potential at a temperature 
of 75 mK. Although at a temperature of 0 K the potential 
changes are abrupt, the observed potential shows the 
effects of thermal smearing, and theory at 75 mK shows 
good agreement with experiment. The heating of the 
electron system to temperatures above that of the dilution 
refrigerator is probably due to the applied excitation voltage 
and noise voltages coupled into the sample by the leads. 
This effect is commonly seen in measurements of this type 
[11]. Figures 1(b) and 1(c) plot the theoretical excess 
charge on each of the dots in the input and output half- 
cells at 75 mK. This shows an 80% polarization switch of 
the QCA cell, and the polarization change can be further 
improved with an increase in the capacitances coupling 
input and output half-cells. 

3. Summary 

A device paradigm based on QCA cells offers the 
opportunity to break away from FET-based logic and to 
exploit the quantum effects that come with small size. In 
this new paradigm, logic levels are no longer encoded as 
voltages but as the position of electrons within a quantum 
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dot cell. QCA cells are scalable to molecular dimensions, 
and the performance improves as the size shrinks. A QCA 
cell with molecular dimensions should operate at room 
temperature since the energy spacings of the dot states 
will be larger than kT, even at 300 K. Using aluminium 
island dots, with aluminium oxide tunnel junctions, we have 
demonstrated the operation of a QCA cell. The cell exhibits 
a bistable distribution of electrons, and the polarization of 
the cell can be switched by externally applied bias voltages. 
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Abstract. Quantum hydrodynamic models are becoming increasingly used for 
modelling both conventional and novel semiconductor devices. However, there are 
several controversial problems which are unresolved including the form of the 
quantum potential in different formulations. It is shown here that present quantum 
hydrodynamics is not consistent with mixed quantum states in which spatial 
fluctuations are significant and that where transient bound state formation is 
possible it becomes important to add vorticity terms to account for multiply 
connected regions. These problems are of importance to transport studies of 
dense antidot systems. 

1. Introduction 

The present trend in serious semiconductor device mod- 
elling for both silicon MOSFET and III-V heterostructures 
is towards full-band, ensemble Monte Carlo simulation cou- 
pled to detailed 2D and 3D device models based on finite 
element models [1]. The model is essentially classical and 
is built on the Boltzmann-Bloch high-field transport equa- 
tion (BTE) for the carrier distribution function in phase 
space. This approach becomes more important than tradi- 
tional hydrodynamic (HD) and drift-diffusion (DD) models 
[2] as one considers hot-electron and transient effects aris- 
ing from deep submicron structures and/or complex mate- 
rial geometries such as Si-Ge heterostructures or III-V het- 
erostructures. At the same time many mesoscopic devices 
have been proposed which rely on strictly quantum effects 
ranging from tunnelling to interference and diffraction pro- 
cesses associated with electron-waveguide-like structures 
[3]. Quantum devices have only recently been considered 
from a full device modelling standpoint, particularly res- 
onant tunnelling devices [4]. The underpinning theoreti- 
cal framework for quantum functional devices is less clear 
than for classical devices, but there is now a strong inter- 
est in using quantum versions of the HD approach to yield 
rapid turn-round simulations. However, even for classical 
devices there are significant controversies concerning the 
correctness of the HD formulation [5]. 

A number of groups [6] have reported device 
simulations based on quantum hydrodynamic (QHD) 
models which have the advantage of fitting cleanly into 
the conventional device modelling framework with the 

promise of building in quantum transport in a very simple 
fashion. At a later stage one might imagine progressing to 
the underlying quantum kinetic picture, corresponding to 
the Boltzmann model in classical transport, and it would 
be useful if that regime were amenable to Monte Carlo 
simulation. In the present paper we examine whether 
or not this scheme is really feasible and in particular 
whether present QHD models really describe quantum 
effects correctly. Our objective is to find suitable HD 
models that will describe transport through dense antidot 
arrays imposed on 2DEG systems. These structures have 
interesting quantum transport properties as evidenced both 
experimentally and by recursive Green function techniques 
[6]. It would be advantageous to make more predictive 
studies by solving suitable HD equations to cut down 
the very large computation time for more exact methods 
particularly in self-consistent fields. 

2. Classical hydrodynamic models 

The classical HD model for semiconductor transport (hot- 
electron mobility and diffusion) was introduced by Stratton 
[7] within the relaxation time approximation. The HD 
equations for a two-valley semiconductor were derived by 
Blotekjaer [8] by taking the first three moments of the 
Boltzmann transport equation again using the relaxation 
time approximation. Some 10 years later the formalism was 
used for modelling GaAs MESFETs [10]. Since then there 
have been many modifications of the HD model, notably 
to deal with transient and non-local effects found in Monte 
Carlo simulation. More recently there have been attempts 
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to deal more satisfactorily with the collision moments [11]. 
For our purposes let us focus on the derivation of the 
classical HD model from the Boltzmann transport equation. 
The latter may be taken without loss of generality to have 
the simple form 

(d/dt + V-V + F- V,,)/(r, p, t) = (df/dt), coll (1) 

where / is the distribution function, F = eE, and p — hk. 
Multiplying equation (1) by the functions 1, p, e(p) and 
pe, and integrating over momentum space, we obtain the 
coupled macroscopic conservation equations: 

dn/dt + V • {nV} = nC„ (2) 

d(nP)/dt + V-{nU}-nF = nCp (3) 

d(nW)/dt + V -{nS}-nV -F = nCe (4) 

d{nQ)/dt + V • {nR} - n(Wl + U)-F = nCep.    (5) 

Here the physical averages are given by V = {v) is the 
average carrier velocity, P — (p), U = (vp) is the 
momentum flux tensor, W = (e) is the average carrier 
energy, S = (sv) is the average energy flux, Q = (pe) 
and R = (vpe) is a fourth-order moment, n is the carrier 
concentration. Finally, the terms labelled C on the right- 
hand sides of equations (2)-(5) are the first four moments 
of the collision integral. The equations (2)-(5) form a set of 
eight coupled equations for rather more unknowns: n, V, 
P, U, W, S, Q, R. In the present paper we shall ignore 
the collisional moments which are themselves a source of 
controversy and concentrate on the dynamical parameters. 

The number of unknowns is reduced by setting an 
additional group of closure relations which relate some 
of the unknowns. The three non-controversial closure 
relations relate average velocity to average momentum, 
the momentum flux tensor to the velocity flux tensor and 
the electron momentum temperature tensor Tp, and the 
average total energy to the average velocity and the electron 
momentum temperature tensor. For a simple parabolic 
band, if we define 

kBTp=m((v-V){v-V)) (6) 

the first set of closure relations are 

P = mV (7) 

U = mVV + kBTp (8) 

W = \mV2 + I Trace(JkBTp). (9) 

Here m is the conductivity effective mass. 
The remaining closure relations are controversial. For 

example, if equipartition is assumed, it follows that we may 
define an electron temperature T such that 

kBTp=kBTl. (10) 

From equation  (10) we may derive a closure relation 
between U and V and W: 

Equipartition is not generally valid for non-equilibrium 
transport and worse still a closure relation for U, W and 
V is inaccessible for general non-parabolic bands. In 
practice, it is commonly assumed that a closure relation 
of the following form exists: 

U = VP + u(W)l (12) 

where u(W) is a non-linear function of W. 

3. Quantum hydrodynamic models 

QHD models have been derived within various approxima- 
tions by similar techniques to the classical route but start- 
ing from the Bloch equation or the equation of motion for 
the Wigner function [12]. Collisional moments are dealt 
with phenomenologically. Many device simulators and in- 
deed commercial simulator packages have been produced 
for studying quantum devices such as resonant tunnelling 
diodes and for providing some feel for the softening ef- 
fects of sharp boundaries on carrier flow. At first sight 
there should be no difficulty in describing quantum ballis- 
tic transport in a self-consistent smoothly varying electric 
field with simple boundaries. Indeed quite simple modifi- 
cations appear in current QHD models. 

The major change may be seen for example in 
the momentum conservation equation corresponding to 
equation (3) where quantum effects are manifest through 
the appearance of a quantum force FQ derived from the 
Böhm quantum potential 4>Q, which is determined by the 
carrier concentration: 

4>Q = -(fi2/2mn1/2)VV/2. (13) 

The most common form of QHD, in one dimension for 
simplicity, gives in place of equations (2) and (3) 

dn/dt + (d/dx)[nV} = 0 (14) 

d(nP)/dt + {d/dx){nU} + (« d/dx)(<t> + 4>Qß) = 0(15) 

where <j> is the classical potential energy and 

U =mV2 + kBT. (16) 

U = VP + [2(W - im V2)/3]l. (H) 

Similarly the energy conservation equation (4) is modified 
from classical HD: the Böhm potential is added to the 
classical potential energy and a further quantum term 
appears, related to the so-called Wigner potential <j>w which 
satisfies the identity 

2V{n<t>w) = nV<t>Q. (17) 

4. The single-carrier quantum hydrodynamic 
model 

In derivations of QHD based on the moment method, the 
quantum potential terms arise through the closure relations 
and arc subject therefore to similar doubts to those in the 
classical case. However, more serious problems arc hidden 
in QHD as we see if we consider a single carrier described 
by a pure-state wavefunction \f/ = Rcxp(iS/h) where we 
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identify the carrier concentration as n = R2, and S/Ti is the 
phase. Choosing a simple Hamiltonian H = p2/2m + <p 
we may insert the polar form for the wavefunction into 
the Schrodinger equation and separating real and imaginary 
parts we obtain 

dn/dt + V -{nV} = 0 (18) 

where we have used the exact relation mV = (p)g = 
(\j/\p\f) evaluated in the position representation as P = 
(p)Q = VS and where (...)Q is the quantum average. We 
also obtain the quantum Hamilton-Jacobi equation: 

-dS/dt = (VS)2/2m + 4> + 4>Q. (19) 

Equation (18) is just the continuity equation and we recover 
the equivalent of equation (3) or (15) by taking the gradient 
of equation (19): 

dP/dt + V(c/> + 4>Q) = 0. (20) 

Finally, using the continuity equation we find equation (3) 
again: 

d(nP)/dt + V • {nl/} + n V</> = 0 (21) 

where   the   momentum   current   density   (stress   tensor) 
contains quantum contributions 

U = mVV + mV'V -(h2/mn)V2nl.       (22) 

Here the pseudo-velocity V and pseudo-momentum P' are 
defined by 

P' = mV = (h/2n)Vn. (23) 

They are related to the quantum potential by [13] 

(j>Q = \mVa - {Ti2/2mn) V2n. (24) 

To compare with the result (15) in section 3 we project into 
one dimension to find 

d(nP)/dt + (d/dx){nU0} + (nd/dx)(4> + 4>Q) = 0   (25) 

where 

U0 = mV2 (26) 

These results are exact. The similarity to the QHD 
result (15) is striking. The non-appearance of temperature 
is not surprising. What is surprising is that the quantum 
potential appears with a coefficient of unity and not the 
1/3 factor seen in equation (15). This problem has 
been recognized before and Ancona and Iafrate [15] for 
example have suggested that the prefactor to the quantum 
potential should be regarded as an adjustable parameter. 
Grubin et al [16] have examined the effect of different 
prefactors on device simulations. A detailed discussion 
of the different formulations and comparison with direct 
quantum calculations is given by Grubin [4]. 

5. Interpretation 

We may shed some light on the results of section 4 by 
noting that equations (21) and (22) follow directly from the 
conservation equation 

d(nP)/dt + V • {nU} -nF = 9 

with P and U now defined as originally by equations (7) 
and (8) but with the quantum average ()g: 

U = {pp/m)Q = mW + m((v - V)(v - V))Q.   (27) 

This equation follows directly from moment decomposition 
of the Wigner equation or the density matrix equations and 
has an identical form to the classical result (3) except that 
we use the quantum expectation value. 

As noted elsewhere [13] it is clear that the quantum 
potential is actually a dynamical quantity describing 
fluctuations in the electron velocity through the velocity 
autocorrelation function: for a pure state we find by direct 
construction using the Schrodinger equation 

kBTp = m{(v - V)(v - V))Q = m(vv)Q - (V)Q(V)Q. 
(28) 

Equation (28) provides a closure equation which is 
exact in this simple pure state case. If the velocity 
is regarded as a stochastic dynamical variable equation 
(28) may be interpreted as the covariance matrix of the 
velocity suggesting fluctuations with an effective internal 
'temperature' TQ ~ (fig/kB. This picture is consistent with 
the proposed stochastic extension to Bohm's deterministic 
picture of quantum mechanics [13,14]. Following this line 
we may use the average energy expression with quantum 
averages to obtain 

W= \mV2 + \Tract{kBTp) 

= {(mV2 + <pQ) 
UmV2 + 3cPQ) 

ID result 
3D result. (29) 

The prefactor to the quantum potential is here seen to be a 
property of the dimensionality of the system. The average 
energy comprises kinetic energy associated with the mean 
motion plus 'thermal' energy derived from the velocity 
fluctuations. An interpretation of the quantum potential 
in terms of inherent fluctuations and its reconciliation with 
the Böhm picture are described in [13]. 

6. The mixed-state quantum hydrodynamic model 

The simple picture developed exactly in section 5 suggests 
that by using its extension to mixed states we should easily 
recover one of the proposed QHD models. This is not the 
case. To see this let us define a pure-state density matrix 
Pj for each the pure state j. Assigning a probability Pj for 
state j we may define the mixed-state density matrix, the 
average particle density n and average velocity V via 

<pQj = -{h2/2mn)l2)V2n)n I> = 1 (30) 
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nV = J2PJnJVJ " = T,P.i"i- (3D 
The equation of motion of P = m V follows as 

d(nP)/dt-Y,Pin/V-[njVi} + nV(<p + 4>QQ) = 0 (32) 

where </>gg is an effective quantum potential: 

<pQQ = J^Pj'\i4>j/n. (33) 

The effective quantum potential is no longer a simple 
function of the average density and depends on the states 
and state distributions in a complex manner. 

7. Fluctuation analysis 

We can elucidate some of the physics by the transformation 
to fluctuation coordinates: 

n, =n + An, (...) = £ pi n = (nj). 
(34) 

The effective quantum potential becomes to lowest orders 
in An, 

<PQQ ~ 0ßO - «(An; An,)) (35) 

-(n2/2mn1/2)V2nl/2. <PQ (36) 

The second term in equation (35) represents a significant 
contribution to the overall density-density correlation 
function, which is known to produce weak localization and 
universal conductance fluctuations in mesoscopic devices. 
For small fluctuations, we recover the familiar form 
for the quantum potential. However, any significant 
spatial variation of the substates j will lead to spurious 
results if the simplified QHD equations arc used. This 
will particularly apply to confined systems where size 
quantization is important. For resonant tunnelling devices 
with a single resonance, that state dominates and the 
approximation may work quite well. This is not likely to 
be the case for multiple resonances in multistate devices. 
These remarks will also apply to flows through 2DEG 
structures which have any residual potential field varying 
on the scale of the carrier wavelength. Thus dense antidot 
potentials [17] are not likely to be modcllable by simplistic 
versions of QHD. 

8. Is quantum hydrodynamics complete? 

There is a further challenge that faces QHD models which 
concerns the requirement for a pure state that the action S 
must satisfy S = Smodh. Since V = VS/m, this non- 
local boundary condition on S leads to the quantization 
condition (N an integer) 

■/ 
V • dr = Nh/m (37) 

which in HD terms corresponds to the quantization of 
velocity circulation which is related to vorticity via Stoke's 
theorem. V vanishes for irrotational flow (Kelvin's 
theorem) which makes the vorticity constant, except at 
boundaries, or in shocks or scattering processes. All 
three of these conditions may occur in ultrasmall devices. 

Kelvin's theorem tells us that generally, in singly connected 
systems, the effects of size quantization will not evolve 
from a classical distribution, but must have propagated 
from initial conditions. Moreover, systems which exhibit 
quantization cannot be treated as irrotational hydrodynamic 
flows. The irrotational regions correspond to nodal lines in 
the wavefunction field. Closed orbital flows can be set 
up between reflecting barriers as in resonant tunnelling, 
but also by multiple scattering from point defects or 
along surfaces and interfaces (all potential sources of weak 
localization). Whereas condition (37) can be met by 
appropriate choice of boundary state in non-dissipativc 
hydrodynamics, there are severe problems for mixed states 
where the corresponding condition leads to 

T= £ V ■ dr= j dr • J] Pj"jVj/n (38) 

subject to a microscopic boundary condition of the form 
(37) for each component state in the mixture: 

w« dr = Njh/m. (39) 

This renders closure of the QHD moment hierarchy 
extremely difficult. One way in which T could vanish 
is if phase mixing to zero occurs within the average 
over individual circulations which would restore relative 
simplicity to the QHD equations. This remains a topic for 
future exploration. 

9. Conclusions 

Confidence in QHD models largely derives from the 
sensible conclusions which arc reached when a solution is 
known to the Schrödinger equation and the result used in the 
subsequently derived HD models. The reverse procedure is, 
however, seriously flawed: solutions to the HD equations 
under conventional boundary conditions arc not sufficient to 
reconstruct the true quantum solutions unless certain non- 
local conditions (37) and (38) are imposed which severely 
alter the nature of the solutions and indeed the simple 
kinetic or HD interpretation. Multiply connected device 
geometries such antidot array devices provide just such 
a scenario. In HD models, quantum effects arc induced 
into the solution via restrictions on the initial-condition 
boundary relations, the dynamical evolution of the system 
and non-local boundary conditions which act to preserve 
the continuity and single valucdncss of the underlying 
wavefunctions. 
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Abstract. Sii^Gex/Si/Sh^Ge,, heterostructures with high electron mobility were 
grown by molecular beam epitaxy (MBE) combined with solid-phase epitaxy (SPE). 
The SPE growth completely suppressed Ge segregation in the Si^Ge* layer on 
top of the Si channel layer. High-resolution cross-sectional transmission electron 
microscopy observation revealed that the heterointerfaces formed by the SPE 
growth technique were very flat compared with those for the MBE-grown samples. 
The electron mobility for an SPE-grown sample with a graded buffer layer was 
nearly one order of magnitude higher than without such a layer. A high electron 
mobility of 8.0 x 105 cm2 V" 
graded buffer layer (x = 0.2). 

s~1 was obtained at 15 K for the sample with a 

The application of Sii-^Ge^/Si/Sii-^Ge^ heterostructures 
in Si devices is highly advantageous because of their 
higher carrier mobilities [1-8] compared with those in 
conventional Si devices. However, the electron mobilities 
reported to date have not come close to the ideal value 
[9]. To realize ultrahigh electron mobilities, an abrupt 
interface must be formed on top of the channel through 
which the confined electrons pass, while also reducing the 
defect density within the channel. 

During a molecular beam epitaxial (MBE) growth of Ge 
on Si, the Ge atoms are segregated [10]. The segregation 
lengths are reported to be longer than 10 nm at temperatures 
from 400 to 600 °C, which arc frequently used for MBE 
growth [11]. Consequently, it is impossible to obtain 
an abrupt interface through conventional MBE techniques. 
When an SiGe layer is grown at temperatures below 100 °C, 
an abrupt interface can be obtained because the segregation 
length is shorter than 3 nm at such temperatures [11]. 
However, low-temperature growth causes deterioration of 
the crystallinity in this layer. These problems must be 
solved to realize SiGe devices with ultrahigh mobility. 

We have developed a growth technique that combines 
MBE with solid-phase epitaxy (SPE) to solve these 
problems. This technique enables Sii_xGe^/Si/Sii_^Ge^ 
heterostructures to be fabricated with an atomically flat 
interface between the channel and the doped region. As 
a result, a high electron mobility of 8.0 x 105 cm2 V"1 s"1 

can be obtained at 15 K. 
A schematic cross-section of the heterostructure we 

used in our experiments is shown in figure 1. The p-Si 
(100) substrate was cleaned by chemical etching followed 
by thermal cleaning in a UHV chamber.   An Si|_.tGex 

f Si cap (5 nm) 600°C 

. §^.<l5.".m> Sb doped- 
Si^^Ge^ (15 nm) 

<100°C 

Si channel (20 nm) 400°C 
Si^Ge* buffer (1.0u,m) 
uniform composition 

Si,.yGeybuffer (0.0,1.0 pirn) 
compositionally graded 

600°C 

Si buffer (50 nm) 

p-Si (100) substrate 

Figure 1. Cross-section of SiGe/Si/SiGe heterostructure. 

(0.1 < x < 0.4) buffer layer (1.0-2.0 /zm thick) was then 
grown at 600 °C to minimize the strain caused by the lattice 
mismatch between the buffer layer and the substrate. Two 
types of buffer layers were used: (1) a single layer with a 
constant Ge content (x) or (2) a stacked layer combining the 
constant Ge content (x) layer with a graded Ge content (0 < 
y < x) layer below it. Next, an Si channel layer (20 nm 
thick) was grown at 400 °C. This layer was made as thick 
as possible, within the critical range for pseudomorphic 
growth of Si on Si|_xGe^ (0.2 < x < 0.3), to eliminate 
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6 
e 

C/3 

0.0       0.1        0.2       0.3        0.4 

x in Si^Ge^ buffer layer 

Figure 2. Strain of the Si channel for heterostructures as a 
function of Ge content of the buffer layers of various 
thicknesses: O, uniform 1.0 \xm thick buffer layer; 
D, combination of 1.0 ^m thick uniform buffer layer and 
1.0 /xm thick graded buffer layer. The conduction band 
discontinuity calculated from the strain is indicated on the 
right-hand axis. 

the surface roughness of the buffer layer. Above the 
channel layer, an Sii-^Ge* spacer layer, an Sb delta-doped 
layer, and an Sij_xGe^ cap layer were formed by SPE to 
prevent any surface segregation of Ge and Sb, i.e. each 
layer was deposited at below 100 °C then crystallized at 
600 °C. Finally, an Si cap layer was grown at 600 °C. Other 
samples having a spacer layer grown by MBE at 450 CC 
were prepared to compare with the SPE-grown samples. 
The strain and microstructures in the heterostructures were 
characterized by Raman spectroscopy and cross-sectional 
transmission electron microscopy. The transport properties 

of the channel were evaluated by Hall effect measurement 
with bar-shaped samples. 

The strains in the Si channel layer of the heterostruc- 
tures are summarized in figure 2 as a function of Ge content 
(x) of the buffer layer of uniform composition (1 ßm thick) 
or compositionally graded (2 jxm thick). The values were 
evaluated assuming Vegard's law from the Raman shift re- 
lated to Si-Si vibration. The conduction band discontinuity 
was calculated from the strain in the channel by using the 
procedure proposed by van de Walle and Martin [12] and 
People and Bean [13]. This value is indicated on the right- 
hand axis in the same figure. The strain relaxation of the 
samples seems to have been almost complete because there 
was little difference in the strains for the samples with dif- 
ferent buffer layer thicknesses. For the samples with Ge 
content more than 0.2, the conduction band discontinuity 
was more than 0.08 eV. This is sufficient for electron con- 
finement in a channel at room temperature. 

High-resolution cross-sectional transmission electron 
microscopy images at the channel region of heterostructures 
formed with and without an SPE growth technique are 
shown in figure 3. The heterointerface on top of the 
channel for the sample grown with SPE seemed to be 
smoother than for the sample grown by MBE. In addition, 
low-magnification images (not shown) revealed that misfit 
dislocations were limited to the bottom part of the buffer 
layer and to the substrate and that no threading dislocations 
were observed in or around the channel layer. 

The electron mobilities (/i) at 4.2 K for samples with 
and without a graded buffer layer are summarized in 
figure 4 as a function of the Ge content (x) and the carrier 
concentration (n), which is controlled by the Sb doping 
level. All the mobilities increased proportionally with n 
owing to the screening of the ionized-impurity scattering. 
In addition, the mobility for the sample with a graded buffer 
layer was nearly one order of magnitude higher than the 

Abrupt interface 

sample with an SPE-grown 
SiGe spacer layer 

MBE-grown sample 

Figure 3. High-resolution images at the channel region of heterostructures formed with and without an SPE growth technique. 
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x =0.3 

Single-step buffer 

10' 
Sheet carrier density   (cm" ) 

Figure 4. Electron mobilities as a function of carrier 
concentration for heterostructures with various types of 
buffer layers. 
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Figure 5. Temperature dependences of electron mobility 
for a heterostructure with a graded buffer layer 
(x = 0.2,0 < y < x). Data from the literature [1-6,8] are 
shown:  , samples with a single-step buffer layer; 
 , samples with a graded buffer layer. 

mobility of a sample with the same n but without a graded 
buffer layer. Figure 5 shows the temperature dependences 
of electron mobility for our best sample (circles) with 
an SPE-grown spacer layer and a graded buffer layer 
{x = 0.2).   The electron mobility had a peak at 15 K. 

A monotonic decrease in mobility below this temperature 
was observed, possibly due to ionizcd-impurity scattering 
because the carrier density (2.0 x 109 cm-2) was too low 
to screen the scattering sufficiently. If the carrier density is 
increased more than one order of magnitude, the mobility 
at low temperatures should go up. Nevertheless, we have 
obtained higher mobilities compared with the data in the 
literatures [1-6,8], suggesting that the interface mixing 
between Si and Ge was drastically suppressed by the SPE 
process we used. This method combining MBE and SPE 
promises to be a powerful tool for realizing sophisticated 
high-speed SiGe devices. 

In summary, we have fabricated Si]_xGeA/Si/Sii_^Gex 

heterostructures with an atomically flat channel. The SPE 
growth completely suppressed Ge segregation in the upper 
Sii^Gcj layer and made the interface on top of the channel 
flat. No threading dislocations were observed in the channel 
layer. By using SPE growth and a graded buffer layer, high 

s-1 at 15 K) was electron mobility (8.0 x 105 cm2 V" 
obtained. 
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Abstract. Using an ensemble Monte Carlo simulation, we investigate intersubband 
relaxation of photoexcited electrons in GaAs/AIGaAs quantum wells having a 
subband separation smaller than the polar optical phonon energy. In this paper, we 
report on simulation of modulation-doped structures similar to experimental 
samples recently studied with intersubband pump and probe spectroscopy using a 
free-electron laser. For modulation-doped samples, intersubband relaxation due to 
intercarrier scattering is an important effect at short times, whereas at longer times 
polar optical and acoustic phonons dominate the intersubband decay. For low 
excitation density conditions, interface scattering is found to contribute greatly to 
the intersubband decay of the carriers during the initial pulse for even moderate 
interface charge densities. 

The decay of photoexcited carriers in nanostructured 
systems from higher-energy subbands to the ground 
subband is a topic of potential technological interest in, for 
example, proposed optoelectronic devices such as infrared 
lasers and photodetectors in low-dimensional systems. 
During the past decade, intersubband relaxation of electrons 
from the second to the first subband in GaAs/Al^Ga^^As 
quantum well (QW) structures has been the subject of 
extensive experimental study via optical techniques [1]. 
It is generally accepted that the intersubband relaxation 
in narrow wells, where the subband separation is larger 
than the polar optical phonon energy (36 meV in GaAs), 
is controlled primarily by polar optical phonon emission. 
Measured values for the electron lifetime are very short, on 
the order of half a picosecond, and are in good agreement 
with theoretical estimates of the electron-phonon scattering 
rate. 

In wide wells, in which the subband separation is 
smaller than the polar optical phonon energy, electrons at 
the bottom of the first excited subband are forbidden by 
energy conservation from emitting phonons, and therefore 
the intersubband relaxation is expected to be slower. Long 
relaxation times have indeed been observed, on the order of 
several hundred picoseconds [2]. However, much shorter 
time constants, between 15 and 40 ps, have also been 
measured. Recently, Murdin et al have performed time- 
resolved pump and probe experiments on both uniformly 
doped [3] and modulation-doped [4] QWs with a free- 
electron laser. In these experiments, electrons were excited 
resonantly from the first to the second subband by a pump 
pulse, and the subsequent relaxation of electrons back to 

equilibrium was monitored by the transmission of a time- 
delayed probe pulse. Employing an infrared bleaching 
technique, relaxation times of approximately 40 ps were 
observed. These time constants are shorter than can be 
explained by acoustic phonon scattering [5]. Therefore, 
Murdin et al have suggested that, even at wide well widths, 
electrons in the second subband can relax by polar optical 
phonon emission through the high-energy tail of the thermal 
distribution as a result of intercarrier scattering, as was 
demonstrated in earlier Monte Carlo simulations [6]. Monte 
Carlo simulation of the relaxation in uniformly doped 
wide wells corresponding to [3] showed good agreement 
between the measured decay of the differential transmission 
spectrum (proportional to the excess carrier population in 
the second subband) and the simulated decay from the upper 
to lower subband [7,8]. 

The purpose of the present work is to interpret more 
fully the Murdin experiments by means of ensemble 
Monte Carlo (EMC) simulations, comparing with more 
recent results in modulation-doped samples with variable 
intensity excitation [4], The basic EMC model used 
here to simulate carrier relaxation in QWs has been 
described in detail in [1]. The details related to modelling 
intersubband relaxation were reported in our previous 
paper on intersubband relaxation in wide, uniformly 
doped QWs [7]. Briefly, single-band self-consistent 
solutions for the coupled Schrödinger and Poisson equations 
for the conduction band states in a GaAs/Al^Gai-^As 
heterostructure are utilized to calculate the intra- and 
intersubband scattering rates of the quantum confined 
system.     Scattering due to bulk-like polar optical and 
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Figure 1. Self-consistent calculation of the first three energy eigenvalues and envelope functions for a modulation-doped 
QW structure. The separation between the first and second subband is AE12 = 12.1 meV. 

acoustic phonons (including its full inelastic form), ionized 
impurities and intercarrier interaction are considered in this 
paper. In order to simulate the effect of scattering from 
the heterojunction interfaces, we have included interface 
impurities (arising from interface states or from trapped 
impurities at the interface). These impurities are modelled 
as a sheet of charge located at both heterolayer interfaces 
with a given sheet density. Interface impurities are assumed 
to exist with equal density at both interfaces and are 
uncorrelated both within the plane and between interfaces. 
The Coulomb interaction is treated in the usual fashion, 
with a time-varying, statically screened interaction. In order 
to account for the change in distribution function during 
relaxation, the dielectric matrix is continually updated 
during the simulation. With the aim of more properly 
treating electron-electron scattering, we have improved 
the static screening model of [7] and included dynamic 
screening within the random phase approximation for 
intersubband intercarrier scattering [9]. The photoexcitation 
model in [7] has been modified to account for saturation of 
the intersubband absorption at high laser intensities as well. 

In our previous simulation of the Murdin experiments 
in uniformly doped samples, results indicate that, under 
bleaching conditions, the intersubband decay of electrons 
during the photoexcitation process is limited mainly by bulk 
ionized impurity scattering. Polar optical phonon emission 
also contributes considerably to the electron decay and is 
associated with the thermal tail of the heated distribution 
function in both subbands. In more recent experiments, 
modulation-doped samples were employed which avoid 
complications due to impurity scattering. Figure 1 shows 
the calculated potential profile and electron energy levels 
in the system of Murdin et al [4]. The AlGaAs barriers are 
delta doped at a distance of 30 nm from the interface on 
either side, and the well width is 30 nm.  The calculated 
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Figure 2. Population of the second subband (as a fraction 
of the total population) versus time for a modulation-doped 
sample under bleaching conditions. The simulated 
occupancy is compared with the experimental data of 
Murdin et al. The temporal evolution of the excitation rate 
due to the laser pulse is also shown (a.u.). 

subband spacing is 12.1 meV, which is smaller than the 
resonant absorption energy due to the depolarization shift. 

The simulated fractional population of the upper 
subband versus time for the modulation-doped sample is 
shown in figure 2 at 5 K for an electron sheet density of 2 x 
10" cm-2. A Gaussian pulse is assumed in the simulation, 
and the initial and final state occupancies arc included to 
account properly for bleaching of the absorption.    The 
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Figure 3. Population of the second subband (as a fraction 
of the total population) versus time for a modulation-doped 
sample under low excitation density conditions. The 
simulated occupancy is compared with the experimental 
data of Murdin et al for low-intensity excitation. 

experimental data for the measured transmission change 
of the sample, given in arbitrary units, are included in 
the figure for comparison. The population in the upper 
subband decays within 20 ps to half of its peak value. For 
longer times, the decay slows down markedly for both the 
experimental and the simulated results. As we previously 
found for uniformly doped samples, after the end of the 
pulse (approximately 15 ps), the two subbands quickly 
reach a common temperature and chemical potential as 
a result of intersubband scattering, and, in the long time 
constant regime, the decay from the second to the first 
subband is governed by the cooling of the distribution rather 
than the intersubband scattering time. 

For lower excitation densities, the population in the 
second subband cannot build up as rapidly as in the case 
of intense pumping conditions, and the carrier decay shows 
only one longer time constant as shown in figure 3. Here 
the agreement between the Monte Carlo result and the 
experimental decay is quite good, and does not evidence 
the initial rapid decay. Under low excitation conditions, the 
two subbands thermalize (i.e. reach a common temperature 
and chemical potential) almost immediately, and the 
decay is characteristic of the energy loss rate of the 
system due to polar optical and acoustic phonons. The 
electron temperature itself is much higher than the lattice 
temperature because of the kinetic energy imparted to the 
electrons in the ground subband by the electrons in the 
upper subband as they relax. 

Finally, figure 4 illustrates the effect of varying 
interface charge densities on the rise and fall of the 
second subband population during the laser pulse for low 
excitation. Interface scattering introduces an additional 
intersubband channel and, depending on the charge density, 
this may be larger than the electron-electron and electron- 
phonon rates. Interface scattering causes carriers to transfer 
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Figure 4. Simulated fractional population in the second 
subband versus time for several different interface impurity 
concentrations under low excitation density conditions. 

back to the first subband during photoexcitation, hence 
reducing the peak population in the second subband. 
Therefore, the effect of interface scattering is to suppress 
the short time constant component of the relaxation 
resulting in a single time constant behaviour. 

In summary, we have simulated the intersubband 
relaxation of carriers from the second subband to the 
first in wide QWs in which phonon bottleneck effects are 
expected. The simulated results show good agreement 
at both low and high intensity with the measured decay 
in modulation-doped QW structures determined using 
far infrared intersubband absorption spectroscopy. The 
electrons quickly thermalize between both bands after the 
pulse because of electron-electron and optical phonon 
scattering, resulting in a decay governed by the cooling 
of the combined distributions of the two subbands. The 
role of interface scattering is to quicken this thermalization 
process by providing more transfer of carriers from the 
upper subband to the lower one during photoexcitation. 
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Abstract. Intersubband relaxation rates due to electron interactions with the 
interface phonons are evaluated for multiple quantum well structures designed for 
step quantum well lasers operating at mid-infrared to submillimetre wavelengths. 
The interface phonon modes and electron-phonon interaction Hamiltonians for the 
structures are derived using the transfer matrix method, based on the macroscopic 
dielectric continuum model, whereas the electron wavefunctions are obtained by 
solving the Schrödinger equation. Fermi's golden rule is employed to calculate the 
electron relaxation rates between the subbands in these structures. The relaxation 
rates for two different structures are examined and compared with those calculated 
using the bulk phonon modes and the Fröhlich interaction Hamiltonian. The sum 
rule for the relationship between the form factors of the various localized phonon 
modes and the bulk phonon modes is verified. The results obtained in this work 
illustrate that the transfer matrix method provides a convenient way for deriving the 
properties of the interface phonon modes in different structures of current interest 
and that, for preferential electron relaxation in intersubband laser structures, the 
effects of the interface phonon modes are significant and should be considered for 
optimal design of these laser structures. 

1. Introduction 

In recent years, several quantum well structures have 
been proposed and demonstrated for achieving lasing 
wavelengths from the mid-infrared to the submillimetre 
wave region [1-4]. These lasers incorporate narrow 
quantum wells that must have thicknesses as small as 
30-50 A and have transition level separations engineered 
to one unit or a multiple of the longitudinal-optical 
(LO) phonon energy. The level separations are critical 
design parameters for these laser structures, because 
preferential relaxation rates between these levels are 
required to maintain adequate carrier population inversion 
between the active laser states and successful lasing 
operation at the designed wavelength. It is well known 
that electron-phonon interactions are the major physical 
processes for electron relaxation from the upper energy 
levels to the lower levels. However, similar to the 
modification of electron behaviour in confined structures, 
it is now well recognized that the shapes and energies of 
phonon modes are modified by quantum wells. Specifically, 
LO phonons in quantum wells may be described by 
the dielectric continuum model in terms of confined and 
interface (IF) modes that have properties different from 
those of bulk phonons [5-8]. There is clearly a need to 
formulate the phonon modes localized in these quantum 
well structures and to determine how these localized phonon 

modes affect electron transitions or relaxation and how they 
influence laser performance. 

Two laser structures shown in figures 1 and 2 are stu- 
died: a symmetric quantum well structure and an asymmet- 
ric quantum well structure, consisting of Alo.6Gao.4As as the 
outermost layers, Alo.25Gao.75As as the step layers and the 
GaAs quantum well. These two structures represent basic 
structural cells used in novel laser structures such as the 
step quantum well lasers [4]. The quantities of interest in 
this study include the relevant confined, IF and bulk-like 
modes, the bound-state electronic energies and wavefunc- 
tions and the significant phonon-assisted transition rates, or 
the relaxation rates, for these structures. These relaxation 
rates are also important in quantum cascade lasers [1] and 
tunnelling injection lasers [2]. 

2. Solution method 

We outline in this section the solution procedures of the 
relaxation rate calculations based on the theory of localized 
phonons in quantum well systems. The main formulations 
employed and developed in this work are also presented. 

2.1. Dielectric continuum model 

Mori and Ando [8], in their study of electron-optical 
phonon interaction in heterostructures, derived the 
interaction Hamiltonian using orthonormal eigenmodes of 
phonons  calculated  in  the  dielectric  continuum  model. 
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The dielectric function en(co) is given by [9] 
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Figure 1. Symmetric quantum well structure: electron 
potential and calculated wavefunctions of the first two 
levels. 
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Figure 2. Asymmetric quantum well structure: electron 
potential and calculated wavefunctions of the first two 
levels. The numbers 1, 2, 3, 4 denote the different regions. 

The dielectric continuum model determines optical phonon 
modes using classical electrostatics by solving the following 
equations in each layer of the heterostructure 

1 
V2d>(r) = —V-P(r) 

CO 
(1) 

P(r) = e0Xn(co)E(r) (2) 

E(r) = -V4>(r) (3) 

with the boundary conditions at the heterointerfaces. In 
equations (l)-(3), 4>(r) is the electrostatic potential as a 
function of the three-dimensional position vector r due 
to the optical phonon modes, P(r) the polarization field, 
E(r) the electric field, eo the permittivity of vacuum and 
Xn(co) = e„(co) — 1 the dielectric susceptibility in layer n. 

e„(co) = €„(oo)- 
(ti    — CO, 

co*- — CO% 

for a binary compound semiconductor, or 

e„(co) = f„(oc) 
(«2 J

LA )(C02 - co\B) 

(CO2 CO TA )(co2 -co^B) 

(4) 

(5) 

for a ternary compound semiconductor, following the 
generalized Lyddanc-Sachs-Teller relation, where the 
subscript L denotes the LO phonon modes and T the 
transverse-optical (TO) phonon modes, respectively, and 
e„(co) is the high-frequency dielectric constant. 

For a given heterojunction system the normal 
LO phonon modes (mode frequencies and dispersion 
relationships) and the corresponding <$>(r), P(r) and E(r) 
can be obtained by solving equations (l)-(3) simultaneously 
with the boundary conditions at the heterointerfaces. More 
details of the solution procedures can be found in [8]. 
In their study of single hcterostructurcs, three types of 
normal phonon modes have been identified: (1) IF modes, 
(2) half-space LO modes and (3) half-space TO modes. 
For double hcterostructurcs, there arc six types of modes: 
(1) symmetric IF modes,  (2) antisymmetric IF modes, 
(3) confined LO modes, (4) confined TO modes, (5) half- 
space LO modes and (6) half-space TO modes. We will 
investigate properties of these modes and their influence on 
the electron relaxation process in the laser structures. 

2.2. Relaxation rates and interaction Hamiltonian 

For evaluation of electron relaxation rates between the 
subbands, Fermi's golden rule is employed. The 
relaxation rate or transition probability per unit time by 
the electron-LO phonon interaction is given by 

Wif = ^-\(f\nin,\i)\
2S(Ef - Ei±Tico) (6) 

n 

where Tijnt = —e<I> is the interaction Hamiltonian and e 
the magnitude of electronic charge, i and / denote the 
electron initial and final state, respectively, co is the phonon 
frequency. Once the Hamiltonians and wavefunctions are 
known, the relaxation rates can be calculated by numerical 
integration of equation (6). For the bulk cases, 7i,„, is in the 
well-known Fröhlich form, whereas, in the hcterostructurcs, 
changes of the Fröhlich Hamiltonian due to phonon 
confinement and localization must be evaluated. For 
simple heterostructures, the interaction Hamiltonians can be 
readily derived in analytical form from the localized phonon 
modes based on the dielectric continuum model. However, 
for more complicated structures such as those involving 
multiple quantum wells or mixed binary-ternary material 
systems, dozens of localized phonon modes exist and 
the interaction Hamiltonians become very complicated and 
have to be treated numerically, as performed in this work. 

2.3. Form factors and sum rule 

The interaction Hamiltonians arc derived from the normal 
phonon   modes   and   are   therefore   dependent   on   the 
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device structure. However, the terms in the interaction 
Hamiltonian which are independent of material parameters 
such as the phonon frequencies and dielectric constants can 
be grouped and defined to be the form factors [8]. Because 
of the complete orthonormality of the eigenmodes, a sum 
rule exists. For example, for the double heterostructures, 

FB{q) = Fs(q) + FA(q) + Fc(q) + FH+{q) + FH-{q) (7) 

where Fs(q) is the form factor in the case where the 
electrons are assumed to interact with bulk LO phonons 
and q is the in-plane wavevector, FA is for the asymmetric 
IF phonon modes, Fs for the symmetric IF modes, Fc for 
the confined modes and FH+ and FH- are for the half- 
space phonons in the right and left half-space, respectively. 
A major advantage of the sum rule is that one can 
justify the calculations of the various phonon modes using 
equation (7). We made use of the sum rule in this work to 
verify our calculations. 

2.4. Transfer matrix method 

The various localized phonon modes, the related inter- 
action Hamiltonians and the relaxation rates for simple 
heterostructures such as single or double quantum wells 
composed of binary semiconductors may be derived in an- 
alytical forms for further computation. This has been done 
by Stroscio [10] for a symmetric quantum well structure. 
However, for heterosystems consisting of multiple heteroin- 
terfaces or asymmetric quantum wells, application of even 
a simple macroscopic dielectric continuum model becomes 
highly complicated owing to the coupling of adjacent in- 
terfaces. In addition, ternary or quaternary composition 
will add further complexity to the phonon modes. Yu et al 
[11] developed a general transfer matrix formalism to de- 
termine the electrostatic potential and dispersion relations 
of the IF phonons in a multiple-IF heterostructure within 
the framework of the dielectric continuum model. In this 
work, the transfer matrix method is employed to gener- 
ate the IF phonon modes and numerical Hamiltonians for 
the asymmetric structure. The analysis follows the proce- 
dures described in [11]. For a given IF phonon mode, the 
electrostatic potential <t>(r) in the region [z,-, Zi+i] and its 
two-dimensional Fourier transform 4>,(g. z) are defined by 

®i(r) = J^expC-ig • p)<t>,(g, z) (8) 

d>,(q,z) = c,-e-«z+c/+e
+«z (9) 

where p = (x, y) and q denote the positions and 
wavevectors in the two-dimensional plane of the interface. 
The z-axis is chosen as the direction of growth. 
Specifically, for the asymmetric structure, 

—oo < z < 0 

0 < z < a 

a < z < b 
4> 

<t>! 

<I>3 
(10) 

I $4 b < z < +CO 

where for the regions i 
<J>, is given by 

1,2,3,4 (see figures 1 and 2), 
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Figure 3. Outline of solution procedures employed and 
developed in this work. 

where the normalization factor A is derived to be 

4" ft     do   HX   '+ 
.C2_e-2?Z)£+1 

-1/2 
(12) 

$,=A(C,_e-«z + C,+ e^) (11) 

and the coefficients C,± are functions of structural 
parameters and phonon in-plane wavevectors and are 
obtained by the transfer matrices set by the boundary 
conditions at the interfaces. The dispersion relations of 
the phonon modes are given by the solutions of 

(64-e3)(e3 + e2)(e2-ei)e-2^ 

+(e4 - e3)(63 - e2)(e2 + e,) e-
2^"a) 

+(e4 + e3)fe-e2)(e2-ei)e-2ga 

+(e4 + e3)(e3+e2)(e2 + ei)=0. (13) 

The solution procedures employed and developed in 
this work are outlined in figure 3. 

3. Results and summary 

For the symmetric laser structure, evaluation of the various 
localized phonon modes and their effects on the relaxation 
rates has been carried out based on the formulations of 
the phonon modes and interaction Hamiltonians developed 
by Stroscio [10]. However, the analytical approximations 
for electron wavefunctions at the different subbands used 
in [10] are replaced with more accurate wavefunctions 
obtained by numerically solving the Schrödinger equation 
for this  structure.     The relaxation  rates  between  the 
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structure based on the transfer matrix method. Note that 
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Figure 5. Transition rates as functions of electron in-plane 
energy in the asymmetric structure. 

subbands are calculated using Fermi's golden rule with 
numerical integration. The electron relaxation rates are 
found to be dominated by the IF phonon scattering. In 
particular, the antisymmetric IF-phonon-assisted transition 
dominates at a level separation close to the IF phonon 
frequency (£2 — E\ = 47 meV). A maximum or resonant 
relaxation rate was found when the electron in-plane energy 
compensates the difference between the mode frequency 
and energy level separation. A device structure designed 
to have an energy level separation of the antisymmetric IF 
mode frequency would have a relaxation rate several times 
larger than that designed with the bulk phonon frequency. 
In order to justify our calculations, the sum rule of the form 
factors is verified numerically for various energy levels. 
The sum of the form factors of the various phonon modes 
added together is equal to that of the bulk mode.   The 
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Figure 6. Resonant transition rates as functions of energy 
level separation in the asymmetric structure. 

agreement is excellent. More details of the findings on the 
symmetric structure are described elsewhere [12]. 

Effects of the IF phonon on electron relaxation 
for the asymmetric structure have also been calculated. 
There are 10 branches of the IF phonon modes in their 
dispersion relations, as shown in figure 4. Unlike the 
symmetric structure, the asymmetric structure does not 
produce distinctive symmetric and antisymmetric IF phonon 
branches in the dispersion spectrum. We have therefore 
referred to these phonon modes as the surface modes. 
In figure 5, the IF-phonon-assisted relaxation rates are 
plotted versus the electron in-plane energy. It is seen 
that the relaxation rate assisted by the surface phonons is 
approximately 6 times as large as that of the bulk phonon. 
Finally, in figure 6, the resonant relaxation is shown to 
have a sharp increase at the IF phonon energy and to have 
a higher relaxation rate as compared with the case of the 
symmetric structure. 

In summary, evaluations of localized phonon effects 
on the electron relaxation rates in the novel quantum well 
laser structures performed in this work have shown that, 
to facilitate preferential electron relaxation for optimal 
laser performance, it is important to include design 
considerations of electron transitions induced by the IF 
phonons and to have electron subbands engineered with 
their separation close to the interface phonon energy. 
Further work in this direction may lead to more optimized 
design modifications for novel quantum well laser devices. 
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Abstract. The changes in carrier densities of states, band edges, effective carrier 
concentrations and carrier mobilities due to high dopant and carrier concentration 
effects in Gai_yAlyAs are calculated at 300 K for donor densities, ND, between 
1016 cm-3 and 1019 cm-3 and for acceptor densities, NA, between 1016 crrr3 and 
1020 cm-3. The mole fraction of AlAs, y, varies between 0.0 and 0.3 in these 
calculations. Only one quantum mechanical theory is used to treat both sides of 
the Mott transition in these calculations that give an internally self-consistent 
description of carrier transport for Ga^yAlyAs heterostructures. 

1. Introduction 

A common critical need identified in the technology 
roadmaps from the Optoelectronics Industry Development 
Association [1] and the National Electronics Manufacturing 
Initiative [2] is the need for predictive computer simulations 
of processes, devices and circuits. The goal of this 
paper is to respond to this need by calculating self- 
consistently from one quantum mechanical theory bandgap 
changes, distorted densities of states for the carriers and 
effective carrier concentrations for Gai-yAljAs. These 
calculations and the recently reported majority and minority 
electron and hole mobilities [3] now give together an 
internally self-consistent description of carrier transport in 
GaAs/Gai-yAlj.As heterostructures based on first principles 
with no fitting parameters to experimental measurements. 
This new self-consistent description of carrier transport 
across heterostructure interfaces will reduce the number 
of unknown or variational parameters in simulators for 
heterostructures and should lead to improved predictive 
capabilities for III-V device simulators. Even though 
this paper reports on the GaAs/Gai_yAlyAs system at 
300 K, other ternary or elemental semiconductors may be 
treated by the same theory. Also, the theory and models 
summarized here are valid for temperatures other than 
300 K. 

2. Approach 

This paper is the first reported use of one theory to calculate 
the distorted carrier densities of states for dopant densities 

on both sides of and at the Mott transition. The effects of 
carrier-dopant ion interactions on the densities of states 
for carriers and on the valence and conduction bands 
are calculated by using the Klauder self-energy method 
(fifth level of approximation) [4]. This approximation 
uses a renormalized propagator and is valid for cases both 
of low densities for which the scattering potentials from 
the dopant ions do not overlap appreciably and of high 
densities for which the scattering potentials from the dopant 
ions overlap. Solutions to the complex, very non-linear 
and inhomogeneous integral equations that result from 
the Klauder fifth-level approximation are obtained for low 
dopant densities that involve both bound and continuum 
states and for high dopant densities that involve primarily 
continuum states. The effects of carrier-carrier interactions 
(majority-carrier exchange and minority-carrier correlation) 
are calculated by extending the work of Abram et al [5] to 
include both finite wavenumbers and finite temperatures. 
The results show that quantitatively significant changes 
occur in the values of densities of states, locations of 
band edges and effective carrier concentrations when they 
are compared with the values usually used by researchers, 
particularly with those values found in most discussions of 
III-V heterostructures. 

3. Results 

The changes in carrier densities of states, band edges, 
effective carrier concentrations and minority electron 
mobilities due to high dopant and carrier concentration 
effects in Gai_3AlJAs are calculated at 300 K for donor 
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Figure 1. Effective intrinsic carrier concentration ratios 
nie/n, for p-type Gai_yAlyAs as functions of acceptor 
density for three representative values of mole fraction 
y = 0.0, 0.15 and 0.30. 

valid. Scattering rates are summed prior to the variational 
solutions so that Matthiesson's rule is not used. The ionized 
impurity and carrier-carrier scattering rates are calculated 
in terms of quantum mechanical phase-shift analyses so that 
the Born approximation is not used for these long-ranged or 
screened potentials. The minority electron mobility curves 
in figure 2 include the effects of the electrons scattering 
from hole plasmons and of deducting the density of holes 
with energies below the Fermi energy from the electron- 
hole scattering process. The experimental data points for 
the case y = 0.0 are from [7] and are indicated by open 
circles. The foregoing changes as functions of carrier 
density, dopant density and mole fraction of Al As may 
be incorporated into simulators for heterostructures through 
the use of 'look-up tables' or non-linear analytic fits to the 
theoretical data. Interested readers may obtain by writing 
to the author the data shown in figures 1 and 2 and the data 
for band edge, bandgap and densities of states changes that 
are not given here. 
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Figure 2. Minority electron mobility in p-type Ga^yAlyAs 
for several values of mole fraction y between 
0.0 < y < 0.3. The mobilities have been normalized to ii0. 

densities, ND, between 1016 cm"3 and 1019 cm"3 and for 
acceptor densities, NA, between 1016 cm-3 and 1020 cm-3. 
The mole fraction of AlAs, y, varies between 0.0 and 
0.3 in these calculations. Examples of these changes are 
given in figures 1 and 2 for p-type Gai-^ALyAs. More 
numerical analyses are needed to determine whether the 
crossings of the broken curves in figure 1 for different y 
are physically real. The full curve in figure 1 gives past 
results [6], based on Klauder's third level of approximation 
for high densities and on the screened bound state for low 
densities. An interpolation method based on Klauder's 
fifth level evaluated at one acceptor density in the region 
of the Mott transition is used to go between the low- 
and high-density regions. The three broken curves give 
present results from the Klauder fifth approximation for 
Gai-jAljAs with y = 0.0, 0.15 and 0.30. The carrier 
mobilities are calculated by solving the Boltzmann transport 
equation with a variational procedure that avoids the use of 
the relaxation-time approximation when the latter is not 

4. Conclusions 

The results of this work are important for predictive 
simulations of optoelectronic, microwave and electronic 
devices because such computer simulations require phy- 
sically reasonable values of the changes in the locations 
of band edges, densities of states and effective carrier 
concentrations. For example, figure 2 suggests a different 
design from the one at present used for linear amplifiers in 
wireless networks based on air-interface standards such as 
code division multiple access and time division multiple 
access. Such amplifiers are often GaAs/Gai_jAljAs 
heterojunction bipolar transistors (HBTs). To increase their 
operating frequencies, the product of the base resistance, 
Rb, and the input capacitance, C, i.e. the RbC time constant, 
should be as small as possible and the minority carrier 
(electron) mobility in the p-type base, lie{p\ NA), should be 
as large as possible. Most mobility models in current HBT 
simulators predict that ße{p\ NA) decreases monotonically 
with increasing NA, whereas figure 2 shows that ße(P', NA) 
has a relative minimum. If all other parameters remain 
essentially the same, then figure 2 suggests that increasing 
the base doping NA beyond values used currently in linear 
HBT amplifiers should increase their operating frequencies 
because a small range of acceptor densities exists for which 
the minority mobility increases with increasing acceptor 
density. 

The distorted densities of states, band edge changes 
and effective intrinsic carrier concentrations reported here 
and the mobilities reported in [3] are a consistent set of 
input models for device simulations of heterostructures. 
Combining portions of the results given here, however, with 
other models for these quantities, which are derived from 
the interpretation of electrical measurements on devices 
themselves, may lead to incorrect descriptions of optical 
and electronic behaviour of heterostructures, unless great 
care occurs in making and in interpreting the electrical 
measurements. 
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Abstract. We report on an experimental and theoretical study of transport through 
thin oxides. The experimental study was carried out on the tunnel switch diode 
(TSD) which consists of an MOS junction on top of a pn junction. The properties of 
the TSD depends critically on the properties of the tunnel oxide layer. Our results 
indicate that these devices can exhibit two different modes of behaviour depending 
on the stress history of the oxide. An unstressed device exhibits a thyristor-like 
l-V characteristic with fairly low current density. As the oxide is stressed, 
however, the l-V characteristic discontinuously shifts into a higher-current 
thyristor-like mode in which current transport appears to be highly non-uniform and 
depends strongly on stress history. This suggests a possible structural change in 
the oxide layer which is not completely destructive in that the device continues to 
function. We present a possible theoretical model of such a structural change in 
which microscopic filaments are generated in the oxide. Calculations of J-V 
curves for such structures with varying filament heights qualitatively match stressed 
MOS l-V curves found in the literature and qualitatively explain the dual-mode 
behaviour of the TSD. 

1. Introduction 

Advanced metal-oxide-semiconductor (MOS) field-effect 
transistors and novel silicon-based devices require the use 
of ultrathin gate or tunnel oxides. As a result, transport and 
breakdown mechanisms in such oxides have been studied 
extensively in MOS structures, although these properties are 
still not completely well understood. It has been shown that 
the tunnel switch diode (TSD) device, consisting of an MOS 
junction on top of a pn junction, is quite sensitive to the 
transport properties of its thin oxide layer [1-3]. Therefore, 
studies of this device may reveal information concerning 
the oxide properties supplemental to that obtained in MOS 

research. Here, we present the stress-dependent behaviour 
of a set of TSD devices and we discuss the role of the oxide 
in determining this behaviour. The variation of these I—V 

characteristics has motivated the study of transport through 
non-uniform thin oxide layers. We present 3D quantum 

mechanical scattering calculations which allow theoretical 
investigation of the tunnelling properties of non-uniform 
oxides. In particular, we examine n-poly Si/oxide/p-Si 

devices with conducting filaments in an attempt to model 
stressed oxide behaviour. 

§ Author to whom correspondence should be addressed. 
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2. Tunnel switch diode results 

2.1. Background 

The TSD, first discovered by Yamamoto in 1972 [4], 
consists of a stack of layers as shown in figure 1(a). 
If current is driven through these layers with negative 
bias on the gate, a thyristor-like l-V curve results, as 
shown in figure 1(b). For applied voltages between the 
peak and valley voltages, two stable current states are 
allowed. It has been demonstrated theoretically [2] and 
experimentally [1,3] that this device relies critically on the 
oxide as a tunnel barrier. If the oxide is either too thin or 
too thick, the peak in the l-V curve disappears, and there 
is no range of voltage over which bistable current states 
may be supported. 

Given that the TSD device is so sensitive to the 
oxide transmission properties, one would expect that the 
effects of electrical stress on the device would be primarily 
determined by the stress modification of the oxide layer. 
Typical MOS electrical stress studies, in which an MOS 
device is subjected to a constant current while the voltage 
is monitored over time, indicate that the oxide becomes 
more transmissive with time, as the voltage across the 
device drops [5,6]. Initially, this increase in conductivity 
is gradual, and is often termed stress-induced leakage 
current (SILC). After some time, however, the conductivity 
increases sharply, indicating a 'breakdown', characterized 
by the total integrated charge per unit area which has 
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Si(n) 
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Voltage 
Figure 1. TSD. (a) The TSD device consists of a p+-Si substrate with an n-Si epilayer, typically a few microns thick, a tunnel 
oxide (1.0-4.5 nm) and a conductive gate on top. (b) A typical measured I-V curve for a 2.5 x 10 5 cm2 device plotted 
together with a 2.5 V, 10 fi load line, illustrating the two stable current states. For this particular device, lhigh = 100 mA, 
Kaiiey = 100 ßk, lpeak = 9 tiA, Vvai!ey = 1 V and Vpeak = 4 V. 

by the total integrated charge per unit area which has 
permeated the device at this point, the charge to breakdown 
(Qbti)- Even though typical operation of the TSD device 
exposes the oxide to charge fluences much greater than 
typical Q/,,/ values, most reported studies of the TSD do not 
discuss any stress-related effects, except for an occasional 
mention of an initial 'forming' behaviour which occurs the 
first time the device is ever switched into the high-current 
state [3]. In this section, we present stress-dependent 
measurements of a set of TSD devices in an attempt to 
understand this behaviour. 

2.2. Fabrication and measurement procedures 

Wafers of size 6 in, consisting of p-typc 2 x 10l8 cm"'1 

substrates with n-typc 2 x lO15 cm"3 epilaycrs, either 
1.5 /lim or 2.5 ß thick, were used. A field oxide was defined 
using a local oxidation of silicon procedure [7], and the thin 
tunnel oxide grown within the field oxide window. Samples 
with 2.0 nm, 2.5 nm, 3.5 nm and 4.5 nm oxides were 
prepared. Polysilicon gates (n type) were defined, covering 
the thin oxide region and extending onto the field oxide. 
Square devices with edges 85, 200, 500, 1320 //m were 
defined in this way. Roughly 1 fim of Al was deposited on 
the back surface of the wafers to provide the back contact. 

Measurements of the devices were performed using an 
HP4145 parameter analyser connected to an Alessi probe 
station. Two probes were used for each measurement: one 
to source the current to the gate contact and the other 

to sense the voltage. This allowed elimination of probe 
contact resistance from the measurement. The contact 
resistance between the conducting probe station chuck and 
the wafer back contact was assumed to be negligible. As 
the HP4145 was operated as a current source rather than a 
voltage source, the entire I-V curve could be measured in 
one sweep without any hysteresis. Further processing and 
measurement details can be found elsewhere [8]. 

It was found that the act of measuring a single 
I-V curve over a current range such as that shown in 
figure 1(/;) could significantly change the TSD behaviour, 
as evidenced by subsequent I-V curve measurements. 
As mentioned above, this 'forming' behaviour has been 
observed by others as well. In order to characterize better 
this forming process, a simple method was used, which 
proceeded as follows. A device which had never been 
subjected to electrical stress would be connected to the 
parameter analyser, and an I-V curve would be scanned 
from zero current to some small maximum current. This 
process yielded the 'virgin' scan. While this measurement 
proceeded, the stress induced by the measured currents may 
have modified the device. A subsequent scan to a slightly 
higher maximum current would then reveal a modified I-V 
curve, while further stressing the device. Another scan to 
a still higher maximum current could then be taken, and so 
on. This method, which we will refer to as 'incremental 
current stressing', was used to obtain sets of I-V curves 
for each device studied. 
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Figure 2. (a) Incremental current stress l-V curves for a 200 x 200 /xrn2 TSD device with a 3.5 nm oxide layer and a 
2.5 ^m epilayer. The device exhibits two distinct 'modes' of operation, each of which can support low- and high-current 
states characteristic of the TSD. (£>) Incremental current stress l-V curves for an 85 x 85 /xm2 device with a 2.0 nm oxide 
layer and a 1.5 ßm epilayer, illustrating a voltage-limiting behaviour. 

2.3. Results and discussion 

Consider the incremental current stress curves shown in 
figure 2(a). The three lowest stress scans each sweep out 
a very low current bistable TSD l-V curve and are very 
nearly identical except for a slight increase in the switching 
current with stress. After a maximum current stress of 
0.1 mA (corresponding to a voltage of ~ 5.4 V), however, 
the l-V curve begins to change significantly. During the 
subsequent sweep, the voltage drops suddenly to zero in 
what appears to be some kind of breakdown but, as the 
sweep continues, a higher-current TSD l-V curve results, 
and remains (albeit modified) in subsequent scans. Thus, a 
'low-current TSD mode' is observed when the device has 
been subjected to little or no stress, and a 'high-current 
TSD mode' abruptly takes over once some critical stress 
has been reached. Both 'modes' exhibit bistable current 
states for a range of voltage. This behaviour was observed 
in nearly all devices measured. 

Note that there are several major differences between 
these two TSD modes. For example, the low-current mode 
does not change appreciably with incremental current stress 
until the device is forced into the high-current mode. The 
high-current mode, however, changes substantially with 
each incremental scan, and the oxide seems to become just 
conductive enough to limit the voltage to a fixed maximum 
of a few volts (see figure 2(b)). This limit voltage was 
found to decrease with decreasing oxide thickness, but 
the limiting electric field was not constant, as might be 
expected. Another difference is found in the shape of the 

high-current state in each of the two modes. The l-V 
curve in the high-current state of the low-current mode is 
exponential in shape (linear on the log-linear plot), and 
extremely steep, spanning nearly 5 orders of magnitude 
in current over a range of roughly 2 V. The high-current 
state of the high-current mode, however, does not have an 
exponential shape, and increases only 2 orders of magnitude 
over a range of a few volts, suggesting a somewhat different 
transport mechanism. Many more differences between the 
two TSD modes were found, as discussed elsewhere [8]. 

The relatively weak stress dependence and the 
exponential high-current state of the low-current mode of 
the TSD suggest that the oxide has not broken down and 
is in the SILC regime. Similarly, the high stress levels 
and the voltage-limiting behaviour of the high-current mode 
suggest that this mode results after the oxide has reached 
breakdown. If this is true, however, the fact that the 
device can support two current states in the high-current 
mode suggests that the broken-down oxide still acts as a 
partial barrier. In the next section, we explore one possible 
physical model which can reflect this behaviour. 

3. Simulations of stressed MOS structures 

3.1. Background 

Non-uniformities in oxides are typically not treated the- 
oretically because of the dramatically increased complex- 
ity and computational demands. However, they can have 
dramatic effects on the current-voltage characteristics of 

A157 



E S Daniel et al 

Figure 3. (a) Modelled MOS structure with Si filaments embedded within the oxide, (b) Calculated current density-voltage 
curves for a set of n+ poly-Si/Si02/p-Si tunnel structures with oxide-embedded cylindrical conducting filaments with various 
cylinder heights. The oxide thickness is 4.5 nm. Conducting filaments have a diameter of 1.5 nm, and cover approximately 
10% of the cross-sectional area. 

MOS tunnel structures with ultrathin oxide barriers. One 
possible type of non-unifonnity results when conducting 
filamentary paths are created in an oxide layer. Several 
researchers have postulated the stress-induced formation of 
localized conducting filaments extending from the Si-SiCh 
interface into the oxide as a model for breakdown or quasi- 
breakdown [5,9,10]. Here, we use a 3D model which 
allows calculation of the J-V characteristics of MOS tun- 
nel structures containing such non-uniform oxide layers. 

3.2. Method 

A standard treatment of oxide tunnelling uses a ID potential 
to describe the oxide barrier. In order to treat interfacial 
non-uniformity, a 3D description is necessary. In principle, 
variations in the non-uniform potential extend indefinitely 
in the directions along the interface. In practice, wc do not 
perform computation on an infinite domain, but use instead 
a quasi-3D supcrcell geometry, in which a finite 3D cell is 
replicated infinitely in the two dimensions parallel to the 
layer interfaces, to approximate the physical structure. Wc 
treat the problem of tunnelling through this system using 
the open boundary planar supcrcell stack method [11]. 

Our model of the MOS tunnel structure consists of an 
n+ poly-Si electrode, followed by the non-uniform oxide 
layer, and finally a p-type silicon region (see figure 3(A)). 

Because the nature of the filamentary conducting material is 
not well known, we choose to fill the cylinders with silicon 

for simplicity. In order to obtain J-V curves, transmission 
coefficients arc calculated for a range of energies at each 
bias voltage and integrated to obtain a current density. 
The values of the parameters used and the details of the 
calculations are presented in [12]. 

3.3. Results and discussion 

We consider a set of structures with 4.5 nm thick oxides, 
embedded with cylindrical conducting filaments 1.5 nm in 
diameter. The filaments account for approximately 10% 
of our computational domain in cross-sectional area, and 
extend from the Si02-Si interface into the oxide layer 
with cylinder heights of /) = 0.8, 1.5 and 3.0 nm. A 
fourth, 'undamaged' (/? = 0) structure is also included for 
comparison. 

Figure 3(/;) shows the J-V curves for these structures 
calculated at 300 K and 77 K. In general, the current 
densities increase dramatically with the filament length, 
/;. This is due to lateral localization of transmitting state 
wavefunctions in the more highly conductive filaments. 
In order to estimate quantitatively the fraction of current 
flowing through the filaments, wc define the 'filament 
transmission fraction' for a transmitting state as the sum 
of probability densities over the filament sites, divided by 
the total probability densities in the layers which contain 
the filaments. 

Filament transmission fractions for tunnelling states 
with incoming energy equal to E1)' at forward gate biases 
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of 2 V (direct tunnelling) and 5 V (Fowler-Nordheim 
tunnelling) were calculated in the case of each cylinder 
height. In all cases, the filament transmission fraction was 
found to exceed greatly 10%, the fraction of cross-sectional 
area occupied by the filaments. This clearly indicates that 
conduction is strongly localized to the filaments. In the 
direct tunnelling regime, the filament transmission fraction 
was found to be roughly 80-90% for all cylinder heights. 
The localization was found to be weaker in the Fowler- 
Nordheim regime, ranging from 26% for h = 0.8 nm to 
46% for h = 1.5 nm to 87% for h = 3.0 nm. This is 
because the rough edge of the oxide is biased below the 
incoming electron energy in the Fowler-Nordheim regime, 
so the transmitted electron wavefunction is evanescent only 
through part of the filament. Therefore, the electron only 
tunnels through some fraction of the oxide layer adjacent 
to the gate. Since tunnelling properties in this regime are 
primarily determined by this leading edge of the oxide 
barrier, the h = 0.8 and 1.5 nm structures show current 
densities which converge with that of the undamaged (h = 
0) structure as high bias. The filament in the h = 3.0 nm 
structure, however, extends sufficiently close to the leading 
edge of the tunnel barrier so that the large current density 
increases persist even at higher biases. 

Our J—V curves of increasing filament heights bear a 
very strong qualitative resemblance to experimental I-V 
curves of MOS devices under increasing levels of stress 
[5,6,9]. It is worth noting that within our model we have 
reproduced levels of stress all the way from 'unstressed' to 
'breakdown' using the same model, with the only difference 
being the height of the filaments. We note that in particular 
we can reproduce the breakdown behaviour without using 
filaments which completely permeate the oxide; we have 
kept the filament height to under 3 nm for the 4.5 nm oxide, 
as suggested by Hirose et al [9]. This may explain why 
the TSD device may operate in the high-current mode even 
after breakdown has been reached, as the oxide still is a 
partial contiguous barrier. 

Another issue of note is the dependence on the fraction 
of gate area occupied by the filaments. We have performed 
a few calculations where we kept the filament size the 
same, but enlarged the supercell size by a factor of 4, 
effectively reducing filament density by a factor of 4. 
We find that the corresponding current density reduction 
is approximately fourfold in the direct tunnelling regime, 
but less in the Fowler-Nordheim regime. In fact, in the 
case of short filaments, the high bias current densities are 
essentially independent of filament density, since, again, 
high-bias currents are primarily controlled by the leading 
edge of the barrier, which is out of reach for the short 
filaments. These variations in scaling as a function of 
applied bias are consistent with the above discussion of 
filament transmission fraction. 

The h = 3.0 nm curve differs from the others in its low- 
bias temperature dependence. In the h = 0, 0.8, and 1.5 nm 
cases, the 77 K and 300 K results appear essentially the 
same. In the h = 3.0 nm curve, however, current densities 
at low biases increase significantly with temperature. This 
is due to resonant tunnelling through quantum-confined 
states in the filaments. This behaviour is described in detail 

elsewhere [12]. It is therefore possible that temperature- 
dependent measurements of stressed-oxide I-V curves may 
provide further insight into the applicability of this filament 
model. 

4. Conclusions 

We have found that n+ poly-Si/Si02/n-Si/p-Si TSD devices 
can exhibit two modes of operation depending on the level 
of stress to which they have been subjected. These modes 
seem to correspond to the SILC and breakdown phases 
found in MOS device stress experiments. Even though 
the oxide in the TSD devices has reached breakdown in 
the high-current mode of operation, the device can support 
bistable current states, suggesting that the oxide still acts as 
somewhat of a tunnel barrier. These results, as well as MOS 
stress results, can be understood in terms of a model in 
which increased stress creates larger and larger conducting 
filaments extending from the Si—Si02 interface. We 
performed 3D quantum mechanical calculations to analyse 
the current-voltage characteristics of n+ poly-Si/Si02/p-Si 
tunnel structures containing such oxides with embedded 
filaments. The filaments are found to act as localized 
conduction paths, leading to dramatic increases in current 
densities. Depending on the filament length, this model 
can produce current-voltage characteristics reminiscent of 
those observed experimentally for ultrathin oxides subjected 
to wide ranges of stress. 
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Abstract. We report the observation and results of subsequent studies of an 
electrically programmable resistor on semi-insulating GaAs. Several possible 
explanations of the phenomenon (heating and surface state charging) are 
proposed. 

Non-volatile memory devices are readily available in Si 
technology in the form of electrically programmable read- 
only memories (EPROMs) for code storage in an integrated 
circuit (IC). The EPROMs are based on the principle that 
threshold voltage shifts can be induced by charging and 
discharging the floating gate in a field effect transistor. In 
GaAs technology, however, EPROMs, and, in general, non- 
volatile memories, are not available because of the lack 
of a good gate insulator with low interface state densities. 
Recently, the growing wireless communication industry has 
revitalized GaAs technology and at the same time pointed 
out the need for non-volatile memories on GaAs ICs. Here 
we report the observation and results of subsequent studies 
of an electrically programmable resistor on semi-insulating 
GaAs which can potentially be used for such applications. 

The basic structure of the resistor consists of a pair 
of metal contacts evaporated on the surface of a semi- 
insulating GaAs wafer, with a spacing of about several 
microns.    A filament ('bridge',   'tunnel', with a cross- 

t E-mail address: jshen@asu.edu 

sectional width of ~1 ßm) can be formed when several 
volts of bias (electrical field strength ~106 V cm-1) arc 
applied across the contacts (figure 1). Then, the structure 
becomes conductive (5-50 £!) and its resistance can be 
electrically programmed (figure 2). 

A typical programming procedure is as follows: (i) the 
low-resistance state (~5 Q) can be obtained by applying 
a relatively high voltage (say ~1.5 V) across the contacts, 
and (ii) the high-resistance state (~50 £2) can be achieved 
by applying a voltage of ~0.8 V. An apparent negative 
differential resistance (NDR) region usually accompanies 
the switching in case (ii). Resistance of the states can 
be 'read' by setting a voltage (say 0.2 V) smaller than 
the 'writing' voltage signals so that the 'read' is non- 
destructive. These effects can be found in many similar 
structures and the sequence is repcatable (figure 3). The 
phenomenon does not seem to be sensitive to substrate 
choice (as long as it is semi-insulating GaAs) or processing. 
Also, once the states (low or high) are set, their resistance 
values are basically unchanged over time when the voltage 
goes to zero. 

Figure 1. SEM and TEM pictures of a filament. Polycrystalline regions can be seen in the structure. Zone I corresponds to 
the void. Zone III is closest to the unperturbed GaAs single crystal substrate. Zone II is the columnar polycrystalline region in 
between I and II. 
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Figure 2. Typical current-voltage characteristics of the 
filament. An apparent negative differential resistance 
region and two distinctive resistance states can be seen 
from the curve. 

30        40        50        60 
Device Number 

Figure 3. Random sampling of a matrix of devices on an 
as-fabricated wafer according to the standard 'write' and 
'read' cycles. Full and open circles represent the nominal 
low- and high-resistance states, respectively. Some 'wrong' 
bits are present, as can be seen by their wrong places 
(open circles in the upper band and vice versa). 

In order to understand the mechanism leading to the 
phenomenon, several analyses (SEM, TEM, EDS, etc) were 
performed (figure 1). Cross-sectional TEM pictures showed 
the formation of polycrystalline regions with different grain 
sizes. Traces of contact metal (Au in this case) were also 
found in the filament. 

The formation of the filament can be understood as 
follows. A localized high current (due to localized high 
electric fields arising from local asperities in the metal pads) 
causes heating of a strip of GaAs. The heating power per 
unit volume is approximately 1012 W cm-3 (V = 10 V, 
/ = 100 mA, volume «=lxlxl /xm3 = 10~12 cm3). 
Assuming adiabatic joule heating (short time-scale), the 
time that takes the filament temperature to increase by AT 
is r ~ (cpv/VI)AT, where c is the filament specific heat 

and p is the specific mass. For GaAs, c = 0.35 (J g~~l K ) 
and p = 5.32 (g cm-3). With the above heating power 
and volume, the time to cause local melting (GaAs melting 
temperature T = 1238 °C) is about 2 ns. During the 
process, part of the material evaporates, forming a trench, 

(a) 

QQ-QQ-QQ-. 

surface 
states 

surface 
states 

Figure 4. Illustration of conduction band profiles near a 
semiconductor surface, (a) Thick semiconductor (bulk). 
(b) Thin nanostructure. The nanostructure can be either 
insulating (depleted) or conductive depending on the 
surface charge states. 

and the rest re-crystallizes when the current flow stops, 
forming the polycrystalline conductive channel. 

The mechanisms that determine the resistance of the 
channel are not well understood. One possibility may 
be related to the conductive volume changes associated 
with the subsequent heating and cooling effects during 
programming, as proposed for the Si antifuses [1]. Another 
possibility may be related to the charging and discharging 
of surface states in the grain boundaries, to be explained as 
follows. 

Assuming that the conductivity of the filament is 
controlled by a few large single-crystal grains of the size of 
several hundred angstroms, then the surface charge states 
of the grains can completely determine the conductivity. 
For most semiconductors, it is well known that the surface 
Fermi level is pinned near the middle of the bandgap. 
Then, depending on the type and concentration of extrinsic 
doping, different degrees of band bending occur near the 
surface. The band profile can be obtained by solving 
Poisson's equation. At equilibrium, the rules of thumb are: 
(i) the total charge is neutral; (ii) the Fermi level lines up 
everywhere. For a uniform doping density of N, one can 
obtain the conduction band profile Ec{x) to be parabolic in 
x, and a depletion length w = «JISEQU/qN where the band 
becomes flat (or approaches the bulk) (figure 4(a)). For 
U - 0.7 eV, N = 1018 cm"3 (typical GaAs parameters), 
w = 305 Ä. Now, if the crystal is so small such that 
its radius (t) is shorter than 2w (figure 4(b)), then the 
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surface depletion region extends to cover the whole bulk 
of the crystal, or in other words, the whole crystal becomes 
completely depleted. The bulk charge may not be able to 
balance the surface charge. This effect can have significant 
consequences to the nanostructures: 

(i) A heavily doped nanostructure can be an insulator. 
This is quite obvious because the conduction of the 
nanostructure is no longer controlled by the bulk, but rather, 
by the surface depletion region, which has few mobile 
carriers. 

(ii) An undoped nanostructure can be conductive. This 
happens when the surface is in a metastable charged state 
that induces a conductive surface 'inversion' layer. 

(iii) The conductive and insulating states can have very 
long lifetimes (metastable). This is due to the localized 
nature of the surface states and the non-equilibrium band 
bending which prohibits efficient exchange of the charges 
between the bulk and surface. By charging and discharging 
these surface states, one can change the conductivity of the 
crystal grains, leading to the observed memory effect. 

Other non-volatile memory phenomena in intentionally 
fabricated small (diameter ~0.1 /itm) resonant tunnelling 

diodes have also been reported and may be related to our 
observations and explanations [2,3]. 

In summary, we have reported the results of an 
electrically programmable resistor on semi-insulating 
GaAs. Several possible explanations arc proposed. Further 
study on the origin of the phenomenon and improvements 
on its reliability can potentially render the device for high- 
density non-volatile memory applications. 
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Abstract. The contributions of interface roughness scattering and polar optical 
phonon scattering to the valley current of lno.53Gao.47As/AIAs/lnAs resonant 
tunnelling diodes (RTDs) are theoretically found to be comparable. An 
lno.53Gao.47As/AIAs/lnAs RTD design is suggested to experimentally observe the 
phonon peak which has never been observed in this material system. Such a 
device will provide a calibration point for the theoretical calculations. 

For most resonant tunnelling diodes (RTDs), sp3s* 
calculations indicate that the valley current at room 
temperature is largely the result of coherent transport 
through the second resonant state in the well [1,2]. State- 
of-the-art RTDs use an InAs notch in the well to increase 
the separation of the first and second resonant states [3]. We 
are aware of only one theoretical investigation of incoherent 
scattering in these devices [4]; interface roughness was 
found to contribute far more to the valley current than polar 
optical phonon scattering. We find the relative contributions 
to be comparable. An Ino.53Gao.47As/AlAs/InAs RTD 
design is presented to observe the phonon peak [5-7] which 
has never been observed in this material system. Such a 
device will provide a calibration point for the theory. 

Our calculations use a single-band tight-binding model 
and the scattering is included with the models and self- 
energies described in appendix A of [8]. Interface 
roughness is modelled with 5 nm exponential correlation 
[8,9]. The bulk Ino.53Gao.47As polar optical phonon model 
is used. Self-energies are included using the multiple 
sequential scattering algorithm illustrated by figure 4 of [8] 
with N = 4. The electrostatic potential is calculated self- 
consistently in the absence of incoherent scattering and it 
is then used for the scattering calculations [9]. 

We are not aware of any studies of the confined 
and interface phonon modes in Ino.53Gao.47As/AlAs/InAs 
RTDs, while numerous studies exist for the GaAs/AlAs 
devices [7,10]. For a GaAs/AlAs RTD with 2.5 nm 
Al As barriers and a 5 nm GaAs well, the phonon peak 
resulting from bulk phonons and the phonon peak resulting 
from confined and interface modes are essentially identical 
[11]. Therefore, the bulk phonon model should provide 
an accurate prediction of the shape, magnitude and voltage 
position of the phonon peak. 

Figure 1 shows both the experimental and calculated 
current-voltage (I-V) curves for an Ino.53Gao.47As/AlAs/ 
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I —*— AP Alloy IR POP 

♦—fAP Alloy: POP 

—ej— AP Alloy IR 

-| 1 AP Alloy 

I   •  I NS 

j     --;-■- Exp - 

0.1 0.15 0.2 0.25 

Voltage (V) 
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Figure 1. Comparison of experimental and calculated 
l-Vs at 300 K including various incoherent scattering 
mechanisms. The RTD consists of 1018 cm-3 n+ 

lno.53Gao.47As leads, 2 nm intrinsic lno.53Gao.47As spacer 
layers, 2.9 nm AlAs barriers, and a 1.5 nm/2.0 nm/1.5 nm 
lno.53Gao.47As/lnAs/lno53Gao.47As well. 

InAs RTD at room temperature. Interface roughness 
is included at all interfaces. The experimental I-V is 
asymmetric, although the structure is nominally symmetric. 
We have flipped the third quadrant onto the first to show the 
asymmetry. The simulation with the lowest valley current 
is the coherent tunnelling calculation labelled 'NS'. The 
inclusion of acoustic phonon and alloy scattering raises the 
valley current, but it is barely noticeable on a linear scale. 
The curve labelled 'AP Alloy IR' includes scattering from 
acoustic phonons, alloy disorder and interface roughness. 
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Figure 2. I-V characteristic of the same device as in 
figure 1 but with interface roughness on alternate 
interfaces. 

The curve labelled 'AP Alloy POP' includes scattering from 
acoustic phonons, alloy disorder and polar optical phonons. 
These calculations indicate that the contribution from 
interface roughness scattering and polar optical scattering 
are comparable. The curve labelled 'AP Alloy IR POP' 
includes scattering from all four scattering mechanisms. 

In figure 2 we investigate the effects of asymmetric 
roughness [9]. The curve labelled 'POP' is replotted 
from figure 1 where it is labelled 'AP Alloy POP'. For 
the curve labelled TR Forward', the first, third and fifth 
interfaces counting from the emitter are rough and the 
other interfaces are smooth. For the curve labelled 'IR 
Reverse', the rough and smooth interfaces are interchanged. 
For the 'IR Reverse' curve, the excess current is scattered 
from the rough InAs interface in the well since scattering 
from the second and sixth interfaces is negligible [9]. A 
comparison of the TR Reverse' and TR Forward' curves 
indicates that the scattering from the first AlAs interface 
is roughly twice as large as the scattering from the InAs 
interface. Knowing the relative contributions from the InAs 
and AlAs interfaces and taking into account the difference 
in material parameters, we can assert that our result for 
the Ino.53Gao.47As/AlAs/InAs RTD is consistent with our 
result for a GaAs/AlAs RTD [9]. 

A device that displayed the phonon peak would be 
useful for assessing the theory. The calculated I-V of such 
a device at 4.2 K is shown in figure 3. The three curves 
show the coherent tunnelling calculation labelled 'NS', 
the calculation including acoustic phonons, alloy disorder 
and interface roughness labelled 'AP Alloy IR', and the 
calculation including acoustic phonons, alloy disorder and 
polar optical phonons labelled 'AP Alloy POP'. We note 
that (i) the reduction of the peak current in the presence of 
interface roughness scattering is a numerical artefact of the 
finite truncation of the scattering series and the lack of full 
charge self-consistency, and (ii) these approximations have 
little impact on the calculation of the valley current which 
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Figure 3. I-V characteristic at 4.2 K which exhibits a 
phonon peak. The RTD has 1018 crrr3 n+ lno.53Gao.47As 
leads, 50 nm intrinsic lno.53Gao.47As spacer layers, a 
2.9 nm AlAs emitter barrier, a 2 nm/2 nm/2 nm 
lno.53Gao.47As/lnAs/lno53Gao.47As well and a 2.3 nm 
collector barrier. 

is our concern [8,12]. The phonon peak should be clearly 
visible in such a structure. 

In summary we find the relative contributions of inter- 
face roughness scattering and polar optical phonon scatter- 
ing to the valley current of Ino.53Gao.47As/AlAs/InAs RTDs 
to be comparable, which is consistent with results for a 
GaAs/AlAs RTD [9], For the GaAs/AlAs RTD, the phonon 
peak is clearly visible. Figure 3 shows that the phonon peak 
should be observable for Ino.53Gao.47As/AlAs/InAs RTDs 
as well. Experimental data [5-7] are required to assess the 
theory. 
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Abstract. Current calculations for a resonant tunnelling diode which include a 
self-consistent Born treatment of interface roughness combined with full charge 
self-consistency are presented. Approximate but more computationally tractable 
solutions which either ignore the scattering-assisted charge or the real part of the 
self-energy are compared with the full solution. The coherent tunnelling calculation 
combined with quantum charge self-consistency provides an accurate estimate of 
the resonant current. To obtain the same accuracy while including interface 
roughness scattering for our particular device requires a treatment of both the real 
and the imaginary parts of the self-energy combined with a fully self-consistent 
treatment of the scattering-assisted charge. 

1. Introduction 

Electron transport through a resonant tunnelling diode 
(RTD) is a function of the electron charging, bandstructure, 
and scattering effects. The relative importance of these 
physical effects depends on the device design, device 
composition and the temperature. To model these effects 
for layered heterostructures, we developed a comprehensive 
device simulator [1-7] called NEMO (nanoelectronic 
modelling), which addresses the design and analysis needs 
of device engineers and physicists. The underlying theory 
is documented in detail in [5]. 

In this paper, we use NEMO to study numerical 
approximations to the treatment of incoherent elastic 
scattering resulting from interface roughness (IR) with 
varying average island sizes of A = 0,5, 10,40, 100 nm. 
An increasing IR average island size implies an increasing 
strength of the scattering self-energies for small transverse 
momenta [5,6]. An exponential correlation model is 
used [5,6]. Incoherent averaging is appropriate when 
the dephasing length exceeds the average island size. 
The 100 nm island size is pushing the validity of this 
approach and we are using it to test the numerical 
convergence properties of our algorithms. Scattering is 
treated with self-energies calculated in the self-consistent 
Born approximation using the non-equilibrium Green's 
function formalism. The self-energies have two effects: 
they both shift and broaden the resonance spectrum in 
the RTD and they inject electrons into unoccupied states. 

t Present address: Jet Propulsion Laboratory, Pasadena CA.911809 8099, 
USA. E-mail address: gekco@jpl.nasa.gov 

Combined, both effects change the electron density in the 
well of the RTD, which in turn modifies the electrostatic 
and exchange-correlation [8] potentials. A charge self- 
consistent treatment is required if the scattering is strong 
enough. Previously, we presented a finite-order treatment 
of IR and polar-optical phonon scattering with a fully self- 
consistent treatment of the charge [2]. Here we present the 
first self-consistent Born treatment of IR scattering with a 
fully self-consistent treatment of the charge. We refer to 
simulations which include scattering-assisted charge in the 
potential as 'fully charge self-consistent'. 

A fully self-consistent treatment is numerically 
expensive since the scattering must be calculated multiple 
times in the iterative potential scheme. To reduce 
this computational load, we can calculate the potential 
without scattering and then perform a single-pass scattering 
calculation using the no-scattering-based potential. We 
refer to such a model as 'partially charge self-consistent'. 

Other approaches [9,10] have modelled scattering with 
an optical potential of the type \h/2x on the diagonal of 
the Hamiltonian characterized by a relaxation time r. The 
physical picture to keep in mind here is that of a damped 
oscillator. Friction in this oscillator is not only going to 
widen the resonance spectrum (Im(SÄ) R* Ti/2x) but also 
shift the centre frequency (Re (SR)). Ignoring the real part 
of the self-energy is a numerically appealing since it reduces 
the shift in the resonance and therefore increases the rate 
of convergence of the self-consistent Born calculation. In 
this paper we examine the effects of Re(Efi) on the I-V 
characteristic of an RTD with both partial and full charge 
self-consistency. 
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We find that the fully charge self-consistent treatment, 
including the altered resonance spectrum and scattering- 
assisted charge, closely reproduces the resonant current 
calculated from a coherent tunnelling model. Since the 
full calculation requires approximately 2000 times the CPU 
time of the coherent tunnelling calculation, it is tempting to 
use approximations such as partial charge self-consistency 
or to ignore the real part of the self-energy. However, such 
approximations can lead to spurious shapes of the resonant 
current. 

2. Partial charge self-consistent simulations 

The simulated device is a nominally symmetric GaAs/AlAs 
RTD consisting of 3.1 nm barriers and a 6.2 nm well. The 
RTD is clad with 20 nm undoped spacers and highly doped 
(1 x 1018 cm"3) contact layers. The first and the third 
heterostructure interfaces are assigned to have IR [6] (see 
the inset of figure 1(a)). All simulations arc performed at 
4.2 K to avoid T-X-r tunnelling in the AlAs barriers. 

First, we compare the inclusion and exclusion of the 
real part of the scattering self-energies for partial charge 
self-consistent simulations. If the real part of the scattering 
self-energy is included (see figure 1(a)), the I-V peak 
becomes more distorted for increasing scattering strengths. 
Such distortions of the main I-V peak have been observed 
by other authors as well [11,12]. We will show in section 3 
that these distortions disappear when a full charge self- 
consistent calculation is performed. 

One numerical approximation applied in earlier work 
[7,9,10,13] is the neglect of the real part of the 
self-energies. This approximation improves numerical 
convergence since the resonances do not move as strongly 
in energy. For a single polar optical phonon scattering 
event with partial self-consistency, this approximation 
actually improves the agreement between simulations and 
experiment [7] by removing a large distortion of the peak 
simular to the one shown in figure 1. For a self-consistent 
Born treatment of IR, neglect of the real part of the self- 
energy always degrades the results. Figure \(b) shows that 
the distortion of the shape of the current peak is altered 
and the peak amplitude is reduced if the real part of the 
scattering self-energy is excluded from the simulation. The 
distortion of the peak shape is shown for a single IR 
correlation length of A = 40 nm in figure 2 in comparison 
with experimental data. 

3. Full charge self-consistent simulations 

The distortions in the shape and amplitude of the I-V 
characteristics indicate that the resonance spectrum in the 
RTD is significantly changed. This implies that the charge 
distribution in the device may be changed significantly as 
well. We now include the scattering-assisted charge in the 
charge self-consistent loop and again examine the effects of 
the exclusion and inclusion of the real part of the scattering 
self-energies. 

If the real part of the scattering self-energies is 
excluded (see figure 3(b)), the peak amplitudes remain 
(see figure 1(6)) strongly reduced with increasing scattering 

0.26    0.28     0.3 
Applied Bias (V) 

0.32    0.34   0.36 

Figure 1. I-V characteristic for four different IR correlation 
lengths (A) computed on a partial charge self-consistent 
potential (a) including and (b) excluding the real part of the 
scattering self-energies. The inset shows the conduction 
band edge under bias indicating the rough interfaces. 
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Figure 2. I-V characteristics for a single A = 40 nm 
comparing the effect of the inclusion and exclusion of the 
real part of the scattering self-energies explicitly. The 
potential is based on partial charge self-consistency. The 
I-V peak is significantly distorted if the real part of the 
scattering self-energies is included. Experimental data in 
the full line. 

strength. In addition, the I-V turn-offs are shifted to lower 
voltages. 
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Figure 3. I-V characteristic for four different IR correlation 
lengths (A) computed on a full charge self-consistent 
potential including the effects of the scattering-assisted 
charge (a) including and (£>) excluding the real part of the 
scattering self-energies. 

If no approximations are made and the scattering- 
assisted charge and the real parts of the scattering self- 
energies are included (see figure 3(a)), the I-V curves 
are no longer distorted and they compare closely with the 
resonant current calculated with the coherent tunnelling 
model. Figure 4 compares the A = 40 nm curves from 
figure 3 with the experimental data. 

4. The valley current 

Finally, the effects of the real part of the self-energies on the 
RTD valley current are compared for various IR correlation 
lengths (A = 5,10,40,100 nm) in the full charge 
self-consistent simulation. The coherent valley current 
(A = 0 nm) is for this device 2-3 orders of magnitude 
lower than the scattering-enhanced valley current and 
therefore not shown. In the valley current region, the 
current and the occupation of the well are small. Therefore, 
the effects of charging are expected to be small. We have 
indeed verified this and defer this discussion to a separate 
publication [14]. 

However, we have seen in section 3 that the real part 
of the scattering self-energies has a strong effect on the 
peak amplitude and peak voltage of the RTD. Figure 5 
compares the valley current computed with and without the 
real part of the scattering self-energies.   The simulations 
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Figure 4. I-V characteristics for a single A = 40 nm 
comparing the effect of the inclusion or exclusion of the 
real part of the scattering self-energies. The potential is 
based on full charge self-consistency, which includes the 
effects of the scattering-assisted charge. The I-V peak is 
reduced and the peak voltage is shifted to lower values if 
the real part of the scattering self-energies is excluded from 
the simulation. Experimental data in the full line. 
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Figure 5. Valley current calculated in full charge 
self-consistency for four different IR correlation lengths (A) 
with and without the real parts of the scattering 
self-energies. 

without the real part appear shifted to lower voltages from 
the corresponding simulations with the real part. This shift 
to lower voltages was already evident in figure 3(b). In 
this presentation we are not intending to simulate fully the 
valley current. It is shown in [6,7] that the valley current 
can be properly modelled with the inclusion of polar optical 
phonon and IR scattering. 

5. Summary 

The effects of IR scattering have been computed in the 
self-consistent Born algorithm for various IR correlation 
lengths, charging models and self-energy approximations. 
For small average island sizes, A < 5 nm, the peak current 
is relatively unaffected by the approximation used. For 
larger average island sizes, a fully charge self-consistent 
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solution combined with both the real and the imaginary 
parts of the scattering self-energy are required for our 
device to reproduce the coherent tunnelling calculation of 
the resonant current. Any approximations lead to spurious 
distortion of the resonant current, while the off-resonant 
current is relatively unaffected. 
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Abstract. The lateral coupling of waveguiding structures in both [011] and [01"1] 
directions is studied using embedded selective area epitaxy by chemical beam 
epitaxy. All growth steps are carried out under the same growth conditions on 
(100) InP substrates misoriented by 0.5= towards (111)B. Both planar and 
selectively grown material exhibits bright luminescence and narrow PL linewidths 
(8 meV FWHM at 4 K), up to the lateral junction. Moreover, no degradation of the 
original material properties is observed after regrowth. SEM images show very flat 
layers and excellent lateral coupling for all four types of junctions. After reactive ion 
etching of waveguide ridges, the optical coupling losses have been determined 
using a Fabry-Perot setup at 1530 nm (TE polarization). Values of 0.1 dB/interface 
with excellent uniformity are presented. From our results we conclude that, by 
optimization of the sample preparation prior to regrowth, values of 0.1 dB/interface 
can be obtained reproducibly for both perpendicular coupling directions. 

1. Introduction 

Monolithic integration of InP-based opto-electronic devices 
operating at 1.55 /im is increasingly important for 
applications such as WDM networks. For the best 
overall performance the different devices must be optimized 
individually and the coupling of the optical signal from 
one device to another must be as efficient as possible. 
An attractive way for the production of such photonic 
integrated circuits is embedded selective area epitaxy. 
By selective area growth in etched recesses, different 
vertically aligned structures with lateral (butt) couplings 
can be realized, combining freedom in device design with 
an optimal overlap of the optical modes. In practice, 
the growth inside a recess is quite complex, especially 
near the side walls, where different crystallographic planes 
are exposed simultaneously and diffusion and shadowing 
effects influence the growth behaviour. This may lead to 
air gaps, local composition changes and severe growth rate 
changes, which can degrade the coupling efficiency. 

In the last few years some groups obtained promising 

results using low-pressure metal-organic vapour-phase 

epitaxy [1] and chemical beam epitaxy (CBE) [2,3]. The 

latter CBE results are obtained by using a perpendicular 

group III injector instead of the usual tilted geometry. In 
this way shadowing effects are nearly eliminated, which is 

advantageous for the realization of good lateral couplings. 

Unfortunately, in most CBE systems, as in our Riber 32P, 

the perpendicular geometry is impossible. However, we 

find that the growth behaviour can be much improved 

by using a low substrate misorientation with only B type 

steps. 
Here, we present our most recent results in 

InP/lnGaAs multiple-quantum-well (MQW) waveguide- 

waveguide structures grown on substrates with a misori- 
entation of 0.5° ->■ (lll)B. We have achieved very 
good coupling results in both perpendicular crystallographic 

directions. 
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2. Experimental procedure 

In the first epitaxy step MQW waveguide structures 
are grown by CBE in a Riber 32P system on 2 in 
(100) InP substrates, 0.5° misoriented towards (lll)B. 
The waveguiding (WG) core typically consists of 60 
periods of 2-3 nm lattice-matched InGaAs wells and 
6 nm InP barriers, resulting in a room-temperature 
photoluminescence at 1350-1400 nm. The top cladding 
layer of InP is 300 nm. Details of the growth can be found 
in [4]. After deposition of 100 nm SiNx, series of windows 
are defined by lithography on quarter wafers. The mask 
pattern, illustrated in figure 1, is aligned in either the [011] 
or the [011] direction. It contains three groups of windows, 
each with five series of three identical windows, with 
lengths ranging from 100 to 900 /im, in steps of 200 ^tm. 
With this mask, recesses are etched by reactive ion etching 
(RIE), through the WG core and about 200 nm into the InP 
buffer. The final step in sample preparation is a brief etch 
in diluted Br2-CH3OH. This gives a slight underetch below 
the SiN* mask which, if properly applied, prevents the 
formation of so-called 'ears'. In the second growth step, the 
recesses are selectively filled with a similar WG structure 
using identical CBE growth conditions as for the original 
structure. Following the regrowth, 10 mm long waveguide 
stripes of 2, 3 and 4 fim width are defined in SiN^, each 
running through one regrown recess, as indicated by the 
broken lines in figure 1. Near every series of regrown 
windows stripes are defined which only run through the 
original WG material, to serve as reference. The stripes 
are then used to etch shallow WG ridges, 100 nm into the 
core. 

3. Results and discussion 

3.1. Waveguide substrates 

Our 60 period MQW waveguide structures show bright 
luminescence and a high material quality, as indicated 
by for example the 4 K PL linewidth of 7-9 meV and 
mirror-like morphology with low defect density. For the 
(original) waveguide substrates we use for the integration 
experiments, the PL peak positions at room temperature, 
XRT, and the 4 K linewidths are listed in table 1. 

3.2. Integration results 

Characterization of both regrown material and coupling 
quality is important, since it provides information for the 
optimization of growth conditions and sample processing. 
The first method we use is Nomarski or phase contrast 
microscopy for the visual inspection of the surface. The 
morphology and the number of defects indicate mainly the 
success of the sample preparation and are a first check of 
the growth process.We find that the morphology in regrown 
areas is as smooth as on planar substrates, while the defect 
density is only slightly higher. 

Information on the regrowth and coupling quality 
is obtained by examining cross-sections using scanning 
electron microscopy (SEM). After cleavage, the samples 
are stain etched using K3Fe(CN)6-KOH to enhance the 

900 

reference 
waveguides 

Figure 1. Schematic mask layout. The rectangles 
represent the windows-recesses for the selective regrowth 
and the broken lines indicate the waveguide stripes for 
transmission measurements. This layout is repeated three 
times, with waveguide widths of 2, 3 and 4 ^m, 
respectively. 

material contrast. Figure 2 shows the cross-sections (see 
table 1 for sample details). It is clear that in all cases 
the vertical alignment and the flatness of the layers is 
excellent. The absence of air gaps and a transition over 
only about 0.1 ßm suggest low coupling loss at the lateral 
interfaces. The coupling in figure 2(a) (along [011]) looks 
somewhat better than the coupling in figure 2(b) (along 
[011]). In our opinion this is because the combination of 
fast surface diffusion and chemically active B steps in the 
[011] direction helps to compensate shadowing effects at 
the recess side walls [5]. Notwithstanding the anisotropic 
diffusion, the results in figure 2(b) look surprisingly good. 

In order to check both original and regrown waveguide 
material properties after regrowth, we have used a spatially 
resolved PL (SRPL) setup with an Ar+ laser focused to 
a spot diameter of about 5 /zm and a He flow cryostat 
which can be moved by two stepper motors with 0.1 ßm 
step resolution. For the original waveguide we find no 
degradation or shift of the optical properties after regrowth. 
Both PL position and linewidth are the same within the 
experimental error of about 1 nm. The regrown material 
has PL intensities and linewidths which are uniform over 
the wafer and are comparable with those for material grown 
on 2 in epiready substrates (sec table 1). 

The same SRPL setup is also used to quantify possible 
optical non-uniformities near the recess edges. With a 
scan along edges in the B type step propagation direction 
([011]), we find a red shift of about 12 nm, over a distance 
which extends more than 25-30 /xm from the edge onto 
the regrown area. This distance corresponds to the surface 
corrugation that is always observed at this edge [5,6]. The 
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Table 1. Sample description. 

InP top 
(nm) 

Original waveguide Regrown waveguide 
Coupling 

Sample 
XRT       4 K FWHM 
(nm)     (meV) 

ART       4 K FWHM 
(nm)     (meV) 

loss 
Ridge direction    (dB/interface) 

A 
B 

300 
300 

1435    8 
1415    9 

1400    9 
1400    9 

[Ofl]                    0.3 ±0.1 
[011]                 < 0.1 ±0.04 

sample A 

SUN, 

sample B 

regrown SUH 

Figure 2. SEM cross-sections showing the lateral coupling for (a) sample A and (fc>) sample B. The broken lines show the 
bottom of the etched recess; the scale bars indicate 1 /xm. 

red shift may be attributed to a locally enhanced growth 
rate at the macroscopic surface steps. The spectra for the 
three remaining edges, [011], [011] and [011], are nearly 
identical. Analysis reveals a red shift of about 12 nm, but 
here it occurs within less than 1 /xm from the edge. As 
indicated by high-magnification SEM images, tiny (111) 
facets are formed near the recess side walls, which are 
known to give rise to a red shift [7,8]. We conclude that 
the actual extent of the red shift at these edges is about 
0.1 /xm or less. 

We have determined the transmission loss for all 
waveguide ridges using a Fabry-Perot setup at 1530 nm (TE 
polarization). Extrapolation of the measured transmission 
losses to a regrown length of zero and substraction of 
the reference's transmission loss yields the loss due to 
the lateral interfaces only. The results for all samples 
are plotted in figure 3. The small scatter of the data 
around the curves illustrates the excellent uniformity of the 
lateral couplings. For sample A the transmission loss is 
reduced as the regrown length increases, which indicates 
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Figure 3. Fabry-Perot transmission measurements versus 
the length of a regrown window for 3 ^m WG ridges. The 
broken lines represent the reference waveguide data. 

that the regrown material has a loss smaller than that of 
the original material. This is caused by the different PL 
positions: the original material with XRT = 1430 nm gives 
rise to significant absorption at 1530 nm, while the regrown 
material with XRT = 1390 nm is more transparent. It is 
clear that, for negligible absorption effects, XRT must be 
well below 1400 nm. 

From the data in figure 3(a) we obtain a coupling loss 
for sample A of about 0.6 dB for two lateral interfaces 
(=2e,) along [011]. Since no irregularities are observed 
in the SEM cross-sections (figure 2(a)) part of this loss 
is attributed to the observed corrugation-related red shift 
over a distance of more than 25 /xm. Thus, it should be 
possible to reduce this coupling loss by growing material 
with a lower ^KJ. Figure 3(b) shows equal values for 
both reference and partly regrown waveguides. Since no 
dependence on the regrown length is observed, the coupling 
loss is in fact determined by the standard deviation of the 
measurements, resulting in a maximum value as low as 
e, = 0.1 ±0.04 dB/interface for sample B. These results 
are clearly not optimal.  However, further experiments [4] 

indicate that coupling losses around 0.1 dB/interface can be 
reproducibly achieved in both crystallographic directions. 

4. Conclusions 

We have investigated the lateral integration of waveguiding 
structures by embedded selective area CBE using (100) 
InP 0.5° -+ (lll)B substrates. The second growth 
step is carried out under identical growth conditions to 
those of the first, planar growth step. PL characterization 
shows no degradation or shift for the original material 
after regrowth. Furthermore, the morphological and PL 
quality of the regrown material is as good as on normal 
substrates, up to the lateral junction. SEM and Fabry- 
Perot measurements reveal very good coupling results with 
excellent uniformity in both perpendicular crystallographic 
directions. At the [011] junction a small PL red shift is 
observed for the regrown structures. To eliminate resulting 
absorption effects in regrown passive structures, XRT must 
be below ~1380 nm. For planar regrowth surfaces, growth 
irregularities or 'ears' at the recess edge must be prevented. 
This can be done by carefully underctching the RIE recess 
prior to the regrowth. Loss values around 0.1 dB/interface 
can be realized for lateral coupling along both [011] and 
[011], which is extremely attractive for applications in the 
integration of photonic devices. 
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Abstract. When the devices in modern integrated circuits shrink to dimensions 
below 100 nm the discrete nature of the charge of impurities and carriers starts to 
exert its influence. In this paper we describe a parallel mesh-particle approach to 
the simulation of sub-100 nm FETs when the impurities and the carriers are treated 
as individual charges. The mesh-based solution of the Poisson equation has 
advantages when devices with complex shapes and boundaries have to be 
simulated, but introduces problems related to the convergence of the parallel 
solvers and in resolving the short-range interparticle forces. We found that the 
parallel multigrid solvers have superior convergence properties for discrete charge 
simulations, uniformly damping the short- and long-range components of the 
residuals. We developed an economical approach to analytically correct the 
erroneous short-range component of the interparticle forces derived from the 
mesh-based solution. The mesh-particle approach is illustrated and verified in the 
simulation of a dual-gate MESFET with a channel length of 80 nm. 

1. Introduction 

At the end of the revised Silicon Roadmap in the 
year 2012 the feature size of integrated MOSFETs in 
commercial integrated circuits will be below 50 nm [1]. 
However, devices with a channel length below 50 nm have 
already been fabricated and investigated in leading research 
laboratories [2]. It is widely accepted [3,4] that the discrete 
nature of the charge on electrons and impurities will have 
a significant impact on the characteristics of these devices 
and will become important limiting factors to device scaling 
and integration. The random fluctuations of the relatively 
small number of dopants and their discrete microscopic 
arrangement in the channel and in the source/drain regions 
of a sub-100 nm MOSFET lead to an average decrease 
and spread in the threshold voltage, and degradation and 
fluctuations in the subthreshold slope [5,6]. The particulate 
nature of the small number of carriers is also expected 
to influence the behaviour of such mesoscopic devices. 
Trapping and detrapping of individual carriers can produce 
appreciable random telegraph noise [7], the importance of 
which increases as the area of a device falls. Statistical 
fluctuations in the number of electrons will enhance the 
shot noise. 

There is no general agreement upon the techniques 
that should be employed to simulate and optimize 
devices in the transition from semiclassical (100 nm) 
to  pure   quantum   mechanical   (10   nm)   limits,   and   to 

f Present address:   Roke Manor Research Ltd, Roke Manor, Romsey, 
Hampshire S051 OZN, UK. 
| Author to whom correspondence should be addressed. E-mail address: 
a.asenov@elec.gla.ac.uk 

account for all the above types of fluctuations. In 
principle, quantum statistical mechanics is the only 
method to embrace this range, but it is not clear 
that satisfactory techniques for solving the equations 
yet exist, and the scale of the simulations is wholly 
impractical. There are, fortunately, indications that the 
well-established approaches to simulation based on partial 
differential equations (drift-diffusion, hydrodynamic) [6], 
and stochastic techniques based on classical particle 
trajectories, can provide useful insight and information [8]. 

In this paper we discuss different aspects of mesh-based 
'atomistic' particle simulations of sub-0.1 [im FETs. To 
account for fluctuations in doping between devices and the 
small number of carriers, both the ionized impurities and the 
carriers are treated as discrete charges. This imposes severe 
demands on the Poisson solver when combined with the 
complicated geometries of a real device. The mesh-based 
solution of the Poisson equation has advantages, compared 
with the direct analytical calculation of the interparticle 
Coulomb forces [9], when devices with complex geometry 
and contacts must be simulated. At the same time 
it introduces problems associated with the convergence 
of most iterative solvers and with resolving the short- 
range interparticle forces. The performance and efficiency 
of parallel coloured SOR, BiCGSTAB(2) and multigrid 
solvers are compared for complex potential landscapes 
resulting from point-like charges. Efficient analytical 
corrections are introduced for the short-range part of the 
Coulomb interaction estimated from the mesh solution. 
The mesh-based approach is illustrated and validated in 
a Brownian type [10] simulation of a 0.08 ßm dual-gate 
MESFET. 
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Figure 1. Error as a function of the CPU time for a parallel 
coloured SOR, BiCGSTAB(2) and multigrid solvers for a 
cubic 653 grid with uniform dielectric constant and 
randomly distributed impurities. 
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Figure 2. The force calculated from the mesh solution of 
the Poisson equation when the line joining the two charges 
lies on the [100], [110] and [111] directions. 
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Figure 3. Test for the analytical correction of the mesh 
force for the [411] direction. 

2. Computational aspects 

The correct treatment of discrete charges and their 
interaction in 'atomistic' mesh-based particle device 
simulations requires a 3D solution of the Poisson equation 
with fine-grain discretization to properly resolve the short- 

range intcrparticlc forces. This is important because the 
ionized impurity scattering has to be included ab initio in 
such simulations. We use spatial domain decomposition 
techniques to uniformly distribute the solution domain 
among the mesh connected processors of an eight-node 
Parsytec Power PC X-Plorer [11] and to carry out the 
solution in parallel. The sharp spikes in the solution 
resulting from the discrete nature of the charges on short 
length scales have an adverse effect on the convergence 
of most parallel iterative solvers. In figure 1 we compare 
the performance and efficiency of parallel coloured SOR, 
BiCGSTAB(2) and multigrid solvers for a cubic 653 grid 
with uniform dielectric constant and randomly distributed 
impurities. The methods for calculating the cross products 
were kept as similar as possible to ensure fairness of 
the comparison. Although converging for fewer iterations 
than the coloured SOR solver, the BiCGSTAB(2) method 
stalls for the complex potential landscape resulting from 
the point-like charges. Reduction of the highly localized 
errors seems to be problematic since only a small fraction 
of the nodes are affected, introducing small changes in the 
vector norms. Due to the much larger computational work 
per iteration the parallel BiCGSTAB(2) usually consumes 
more time than the parallel SOR solver. The multigrid 
method reducing, on different levels, both the high- and 
low-frequency residual components performs excellently 
and is the obvious choice. 

A four-node differencing scheme was used to calculate 
the electric field. It produces good agreement with 
the true Coulomb force for distances larger than three 
mesh spacings. However, the mesh solution of Poisson's 
equation, even with a spacing below 1 nm, is band- 
limited and introduces significant errors in the estimated 
intcrparticlc forces when the distance between the charges 
becomes smaller than two to three mesh spacings. The 
remedy to this problem is to use the mesh solution to 
obtain the forces introduced by the boundary conditions 
and the charges more than three mesh spaces away, and to 
introduce analytical corrections for the charges on shorter 
distances. This is a complicated task because the analytical 
correction varies with the relative position of the charges 
with respect to the grid nodes and is determined by the 
range and the relative orientation of the charges with space 
in respect to each other (figure 2). We have developed an 
inexpensive approach to analytically correct the short-range 
part of the interaction estimated from the mesh solution. 
For the correction we use an efficient interpolation scheme 
which reflects the symmetry of the cubic mesh cell. The 
electric field is tabulated as a function of the relative 
displacement r,-/ between the two charges along each of 
the three directions of symmetry of the cubic cell and 
simple polynomial functions arc used to interpolate between 
them to get the mesh force. The first step is to sort the 
components of r,, by decreasing order of magnitude and 
label them /|, l2 and Z3. The quantity 

2 l\ cos2 0 = 4 (1) 

is used both to interpolate between the forces along the 
[100]  and  [111]  directions and along  [100]  and  [110] 
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Figure 4. Schematic view of a dual-gate MESFET. 
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Figure 5. Equipotential surfaces in the channel of 80 nm channel dual-gate GaAs MESFET at threshold. 

directions. Finally 
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"in2/A                3 

-" *"/! + /? (2) 

is used to interpolate the net force from these two quantities. 
The quality of this correction is illustrated in figure 3. 

Accurate integration of the equations of motion is 
another problem which has to be carefully considered 
because the magnitude of the Coulomb force varies rapidly 
near the impurities and is addressed elsewhere [12]. 

3. Simulation example 

The mesh-based solution of the Poisson equation was tested 
in combination with the Brownian particle method [10] in 
the simulation of a 80 nm dual-gate MESFET. The device 
has a channel doping concentration of ND = 5 x 1023 m~3. 
The schematic view of the MESFET is given in figure 4. A 

129 x 129 x 33 grid was used with a grid spacing of 2.5 nm. 
The carriers were placed at random in the solution domain 
but their numbers were in accordance with the doping level 
in the different device regions. Figure 5 illustrates the 
potential in the channel near threshold; fluctuations due 
to the random donors are evident. Figure 6 shows that 
the results of this atomistic simulation agree well with 
drift-diffusion results from MEDICI, at low source-drain 
voltage. The slope of the ID(VG) characteristic is 
proportional to the mobility, and shows that impurity 
scattering is properly included in the Brownian simulation. 

4. Conclusions 

In this paper we have demonstrated that particle type 
simulation of sub-100 nm semiconductor devices when 
both the impurities and carriers are treated as individual 
charges can be carried out using a mesh-based solution of 
the Poisson equation. The impurity scattering is introduced 
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Figure 6. Transfer characteristics of an 80 nm channel 
dual-gate GaAs MESFET, comparing the 'atomistic' 
Brownian simulations and drift-diffusion MEDICI 
simulations at low drain voltage (VD = 0.05 V). 

ab initio in the simulations through the electrostatic 

potential. We have developed an economical approach for 

analytical correction of the Coulomb interparticlc forces 

which surmounts the difficulties associated with the band 

limitations of the mesh-based solution. 
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Abstract. We present systematic theoretical cellular automata studies of vertically 
grown, nanometre-scale, MOSFETs. The predicted drain characteristics and output 
conductance are in excellent agreement with experimental data from fabricated 
devices. The inclusion of an inhomogeneous p-doping profiles along the channel is 
investigated, which is shown to improve current saturation and therefore allows the 
reduction of the device dimensions. 

1. Introduction 

As a numerically efficient discrete variant of the Monte 
Carlo technique [1], the cellular automaton (CA) method 
[2-4] has been shown to reduce significantly the 
computational burden required by particle-based simulation 
approaches. Recently, chemical vapour deposition epitaxy 
was utilized to grow vertical MOSFETs with channel 
lengths ranging from 65 to 170 nm [5,6]. A systematic set 
of CA calculations is performed, to investigate the influence 
of nonlinear transport and of doping profile on the electrical 
behaviour of such ultrashort devices. 

2. Device characterization 

2.1. Current-voltage curves 

Based on the geometry sketched in figure 1, we investigated 
the drain current saturation behaviour of the vertical 
MOSFET for different channel lengths. Saturation is 
found for gate lengths down to 65 nm as can be seen in 
figure 2. The simulation results are in excellent agreement 
with the experiment; no tuning of geometrical or physical 
parameters was needed. 

The output current and output conductance increase as 
the channel length is reduced, reflecting a strong barrier 
reduction at the source junction. These effects are further 
enhanced by velocity overshoot in the shorter channels. 

For the 65 nm device, simulations were performed up 
to a bias value of VD = 2.5 V, to investigate the occurrence 
of impact ionization at higher bias. Up to the highest 
bias point shown, negligible contributions due to impact 
ionization were found. However, this process becomes 
more and more important at higher drain bias. Simulation 
of the same device performed with commercial software 

|| To whom all correspondence should be addressed. 
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Figure 1. (a) Layout of the vertical CVD-EPI MOS [6]. The 
growth direction is shown, (b) The equivalent simulated 
region. 
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Figure 2. Computed (•) and experimental ( ) [5] 
current-voltage characteristics with decreasing channel 
length at VG = 2 V gate bias. 

based on the momenta method was unable to reproduce 
this result when impact ionization was turned on. 

2.2. Effects of the doping profile, shorter devices 

The saturation behaviour of the simulated devices is clearly 
affected by bulk parasitic conduction which occurs in the 
source-drain direction, away from the inversion layer. This 
parasitic n-p-n structure acts as a barrier for electron 
current until its spatial extension is larger than the depleted 
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Figure 3. Cross-section of the saturation optimizing 
geometry. A 3 x 1018 cm-3 p+ buffer is included within the 
central p region. 
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Figure 4. Improved saturation behaviour of the simulated 
MOSFET after adding an additional 20 nm p+ buffer. 

regions at the n-p and p-n sides, i.e. when the central p 
region is not depleted. 

When the dimension of the p region is reduced or, 
analogously, when the source-drain bias extends the above- 
mentioned depletion regions, electrons can flow through the 
n-p-n region, and the influence of the gate bias on the 
output current is negligible. 

To improve the saturation of the simulated vertical 
MOSFET and possibly to reduce its channel length, an 
additional 20 nm p+ buffer was introduced in the central p 
region. The chosen doping concentration in this p+ buffer 
is 3 x 1018 cm-3. The buffer was placed 10 nm from the 
n-p source junction, as shown in figure 3. 

The buffer separation from the n-p source junction 
keeps the value of the source-junction field low enough 
to avoid impact ionization. Additionally, punch-through is 
reduced because of the higher doping. The drain current 
reduction due to the buffer was compensated by reducing 
the oxide thickness to 4 nm. 

Simulation results for the device with the p+ buffer 
are compared in figure 4 with measurements made on 
a transistor with a homogeneously doped channel. The 
simulated saturation is improved compared with the 
measured characteristics shown with broken lines. The 
reduction of the punch-through due to the p+ buffer allows 
a further reduction of the channel length to 50 nm. The 
simulated drain current curves of a 50 nm transistor arc 
shown in figure 5. 

A slight increase in the doping concentration in the 
channel was used to improve the output conductance, where 
values of 4xl018 cm-3 and 5x 1018 cm"3 were used within 
the channel and in the p+ buffer, respectively. 

3. Future work 

The CA approach for semiconductor device simulation 
allows the implementation of the basic algorithms in fast 
and accurate programs, reducing the trade-off between 
modelling capabilities and computational efficiency which 
is typical of particle-based simulation techniques. On the 
other hand, the method can nowadays be considered mature 
enough to start working on its improvements. 

A full-band approach [7] is required to improve the 
band structure model used in the simulation programs and to 
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Figure 5. Current-voltage curves for a 50 nm vertical MOS 
with inhomogeneously doped channel. The doping 
concentration in the channel is 4 x 1018 cm-3, whereas a 
density of 5 x 1018 crrr3 acceptors is set in the p+ buffer. 

allow better modelling of high-energy, hot-electron effects. 
The full-band phonon dispersion has to be included as well 
in the scattering rate computation, and all phonon modes 
have to be considered, such that the asymmetric nature of 
scattering rates in momentum space is accounted for [8]. 

Three-dimensional (3D) simulation capabilities in real 
space must be included to model 3D effects in small 
devices and exotic geometries [9]. This aspect does 
not require additional theoretical effort, but the frequent 
solution of Poisson's equation in 3D is a formidable task 
from the computational viewpoint, for both the time and 
the memory required. This requires the use of state-of-the- 
art approaches, such as multigrid and/or conjugate gradient, 
which we are currently implementing in 3D in scalar and 
parallel versions. 

The inclusion of anisotropic scattering within a full- 
band framework requires the full transition table for every 
initial and final state across the full Brillouin zone. The very 
intensive memory usage has to be optimized and a given 
indctermination in energy has to be accounted for in a full- 
band approach when compared with the simpler, symmetric 
band models used in the current programs. Although the 
problems due to memory requirements appear not to have 
a trivial solution, the possibility to have a complete (and 
efficient) modelling of the carrier dynamics in k space 
appears feasible. 

We are currently working to improve the original 
algorithm   proposed   by   Kometer   et  al   [2],    and   a 
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demonstration of this new version is expected, including 
the aforementioned issues. 

4. Conclusions 

The capability of the CA approach to predict accurately the 
highly nonlinear transport behaviour of real nanostructured 
semiconductor devices was demonstrated. A novel family 
of vertical MOSFETs was investigated, giving results in 
excellent agreement with the experiment. Simulation 
results were shown of an inhomogeneous doping profile 
that make it possible to scale the device down to 50 nm. 
Improvements of the CA method to include full-band 
structure information and full anisotropic phonon scattering 
were discussed. 
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Abstract. We demonstrate the double electron layer tunnelling transistor (DELTT), 
based on the gate control of two-dimensional-two-dimensional tunnelling in a 
double quantum well. Unlike previously proposed resonant tunnelling transistors, 
the DELTT is entirely planar and can be easily fabricated in large numbers. At 1.5 K 
we demonstrate peak-to-background ratios of ~ 50:1 in source-drain conductance 
versus gate voltage and peak-to-valley ratios of ~ 20:1 in the source-drain current 
versus source-drain voltage. Using a single DELTT in series with a load resistor, 
we demonstrate low-power bistable memories at 1.5 K. We also demonstrate a 
unipolar complementary static RAM by connecting two DELTTs in series. 

Quantum devices based on resonant tunnelling have 
long been of great interest, because of two highly 
desirable attributes. First, coherent tunnelling is inherently 
extremely high speed: double barrier resonant tunnelling 
diodes (DBRTDs) have been demonstrated at terahertz 
frequencies [1]. Second, the negative differential resistance 
(NDR) inherent in resonant tunnelling makes possible 
multifunctionality, enabling the same circuit functions 
to be achieved with far fewer devices [2]. However, 
DBRTDs suffer from the lack of a third control terminal, 
precluding electrical isolation between the input and output 
terminals. While hybrid devices formed by combining 
DBRTD structures with conventional transistors circumvent 
this difficulty [3], they do so by sacrificing much of 
the speed advantage of resonant tunnelling. Schemes to 
add a third terminal to the DBRTD so as to achieve 
a true quantum tunnelling transistor have been of two 
types. The first type proposes to make electrical contact 
to the resonant tunnelling layer [4], which has largely 
proven problematic. The second type proposes lateral gate 
control of the potential of the resonant tunnelling layer 
[5], or lateral quantum confinement. [6] However, such 
devices arc extremely sensitive to slight variations in lateral 
dimension, making them nearly impossible to fabricate in 
the large numbers necessary for real-world applications, a 
difficulty that is shared by single-electron transistors. 

In this work we demonstrate a novel quantum 
effect FET, the double electron layer tunnelling transistor 
(DELTT), which docs not require lateral confinement but 
rather is entirely planar in configuration. The DELTT 
operates through tunnelling between the two parallel two- 
dimensional (2D) electron layers in a double quantum 
well (DQW) hctcrostructurc.   The critical dimensions all 

reside in the growth direction, and thus take full advantage 
of the monolayer resolution of molecular beam epitaxy. 
Further, because both layers are 2D, the tunnelling is easily 
modulated by surface Schottky gates. The DELTT shows 
excellent resonant NDR characteristics, with I-V peak- 
to-valley ratios of ~ 20:1 at 1.5 K. More importantly, 
the height and position of the resonant tunnelling I-V 
peak are controllable by gate voltage over a wide range. 
A single DELTT exhibits large regions of both negative and 
positive transconductance, readily enabling multifunctional 
applications. Using these DELTTs, we have demonstrated 
both single- and two-DELTT bistable static memory cells 
at 1.5 K. which use half as many transistors as their 
conventional counterparts. 

Devices were processed from a modulation-doped 
DQW GaAs/Al()jGao7As hcterostructure grown by mole- 
cular beam epitaxy. The DELTTs had 150 A wide top and 
bottom QWs. with electron densities of 2.Ox 10" cm-2 and 
1.4 x 10" cm"2, respectively, and a 125 Ä Alo.3Gao.7As 
barrier between the QWs. The source terminal makes 
electrical contact to the top QW only, while the drain 
terminal contacts the bottom QW only. The contacts are 
formed by diffusing Au/Gc/Ni to both QWs, and then using 
a fixed DC bias on adjacent 10 /mi wide Ti/Au depiction 
gates to deplete electrons from the QW one docs not wish 
to contact [7], An additional top surface Ti/Au control 
gate acts as a third terminal. The control gate was 40 mm 
long and 500 mm wide. We used our previously developed 
flip-chip processing scheme, the epoxy-bond-and-stop-ctch 
technique [8], to place the backgatcs at a distance of 
~ 2 fim from the bottom QW. 

We now discuss the DELTTs principle of operation. 
Resonant tunnelling can occur only when there exist states 
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(a) (b) (c) 

Figure 1. Sketch of the dispersion of a DQW. Tunnelling occurs when states in the two paraboloids coincide. In (a) VSD = 0 
and the densities are unequal at VTC = 0. In (b) the densities have been made equal by applying a finite VTC at l/SD = 0. 
In (c) the densities remain unequal and Vrc = 0, but the paraboloids are made to coincide by applying a source-drain 
voltage VSD = (En - EF2)/e. 

in both QWs with identical energy and in-plane momentum, 
since these quantities must be conserved in a tunnelling 
event [9]. One can determine when this condition is met 
by sketching the allowed states of the DQW in energy- 
momentum space, i.e. the dispersion curve. Figure 1(a) 
shows the dispersion of a DQW with a higher electron 
density in the top QW than the bottom, at a top control 
gate voltage VJC = 0, and an applied source-drain bias 
VSD ~ 0. Because both layers are 2D, their allowed states 
each form a paraboloid having states only on the surface 
and none in the interior. While the chemical potentials 
ß\.2 of the two QWs coincide (VSD = 0), their Fermi 
energies En,2 differ. Thus the paraboloids are offset in 
energy, no pairs of states of identical momentum and energy 
exist and tunnelling does not occur. Tunnelling can be 
switched on by (1) varying the densities of either 2D layer 
with surface gates, (2) changing the chemical potential 
difference between the QWs by applying a source-drain 
bias or (3) both. Figure 1(b) shows the dispersion when 
VSD = 0 and the density of the top QW is decreased 
via a negative VTC until it equals that of the bottom QW. 
The two paraboloids then coincide, allowing tunnelling to 
occur. This situation corresponds to a peak in the small- 
signal source-drain conductance GSD as a function of VTc- 
Figure 1(c) shows the dispersion when VJC = 0 and V$D 

is increased to equal (EF\ — EF2)/e. In that case the two 
paraboloids again coincide. Occupied states in the top QW 
are now paired with unoccupied states in the bottom QW, 
and tunnelling can again occur. This situation corresponds 
to a peak in the source-drain current-voltage (I-V) curve. 
We note that while the physics of 2D-2D tunnelling has 
been previously explored [9], the use of such structures 
for device applications, particularly their source-drain I-V 
curves, has received little attention [9-11]. 

Measurements of the DELTT confirm the above 
description of its operating principles. Figure 2(a) shows 
GSD versus VTC at 0.3 K. A strong tunnelling resonance 
appears and is 50 times larger than the background 
conductance.    This happens at VJC  =  —0.12 V, when 

-0.2 -0.1 0 0.1 0.2 

Top Control Gate Voltage (V) 

-0.02        -0.01 0 0.01 0.02 

Source-Drain Bias (V) 

Figure 2. DELTT characteristics at 0.3 K. (a) Source-drain 
conductance GSD versus top control gate voltage VTC- 
(b) Source-drain current ISD versus source-drain voltage 
VSD for several values of VTC. 

the top QW has been partially depleted so as to have the 
same density as the bottom QW, 1.4 x 10" cm"2. The 
device thus exhibits a strong negative transconductance 
for VJC > —0.12 V, which actually exceeds the positive 
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Figure 3. (a) Bistable memory circuit using a single DELTT. (b) Sketch of DELTT I-V curves at three characteristic values of 
VTc and the resistor load line, (c) Oscilloscope data demonstrating that the circuit behaves as a memory. 

transconductance occuring for VTC < —0.12 V. As will be 
shown below, this property is extremely useful for circuit 
applications. Figure 2(b) shows the source-drain I-V 
for several fixed values of VTC> all at 0.3 K. A resonant 
tunnelling peak occurs when the offset in chemical potential 
ß is equal to the difference in Fermi energies between 
the two QWs. (VSD required to achieve this condition is 
actually larger than (Ep\ — EF2)/e because of a significant 
resistive voltage drop under the depletion gates.) At higher 
VSD the current drops dramatically, resulting in a strong 
NDR. Peak-to-valley ratios approaching 20:1 arc observed. 
More importantly, the position of the resonance shifts 
strongly with VYc> clearly demonstrating the gate control of 
tunnelling. Note that the position of the resonance in Vsn 

can be moved through VSD = 0, as the density difference 
between the QWs changes sign with variation of VVo For 
a fixed VTC the resonance occurs only for one polarity of 
VSD, in contrast to DBRTDs. These characteristics change 
little until ~ 10 K. 

Because of the multifunctionality enabled by the 
DELTTs NDR characteristics, highly compact circuits can 
be constructed. Two different bistable static memory cells 
were demonstrated. The first was a circuit consisting of 
a DELTT in series with a 1 k£2 load resistor, as shown 
in figure 3(a). Figure 3(b) shows a sketch of the I-V 
curves of the DELTT at three different VTC, together with 

the resistor's load line. For lOmV < VTC < 140 mV, a 
Von of 28 mV causes the resistor load line to intersect the 
I-V curve at two stable points A and B and one unstable 
point C. By sweeping the control gate above an upper 
threshold (140 mV) or below a lower threshold (10 mV), 
the circuit is forced to contain only one stable point, A' 
for high VTc and B' for low Vrc ■ The circuit will then 
latch in that particular stable point and will remain there 
once VTC is returned to an intermediate value. Thus at 
intermediate VTc the state of the circuit depends on its past 
history, meaning that it behaves as a bistable static memory 
cell. Figure 3(c) shows an oscilloscope trace of the input 
and output voltages of this circut, at 1.5 K. A triangular 
wave is fed to the input, causing the output to switch to 
the low or high state whenever the write thresholds arc 
reached, clearly demonstrating the memory effect. The on- 
off output voltage ratio is ~ 10 : 1, allowing simple biasing 
and good state discrimination. Wc note that because of the 
DELTTs NDR, this memory requires only one transistor 
and one load resistor, in contrast to the two transistors and 
two load resistors of a conventional NMOS SRAM, which 
behaves similarly. 

The second bistable memory cell utilized two DELTTs 
in scries, as shown in the inset to figure 4(a). In a 
manner similar to the single-DELTT memory element, this 
CDELTT memory cell utilizes a pair of stable intersection 
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Figure 4. Bistable complementary DELTT (CDELTT) 
memory, (a) Output voltage and (b) circuit current as a 
function of control gate bias, demonstrating memory 
function. Inset to (a) shows the complementary DELTT 
circuit, while the insets to (b) show the l-V and load line 
diagrams for various ranges of input voltage. 

points and a region of bistability. In this case, however, 
one DELTT provides the load line seen by the other. By 
raising or lowering the I—V characteristic of one DELTT 
relative to the other with V/N, the circuit can be latched into 
a high or low state. This configuration has a tremendous 
advantage over the single-DELTT memory element in that 
the static current is determined by the valley current of 
the DELTTs used. For large peak-to-valley ratios, the 
current will always be low regardless of which state the 
circuit is in (see inset to figure 4(b)). Figure 4 shows the 
voltage output and source-drain current of the CDELTT 
memory cell operated at VDD = 42.5 mV as a function of 
VlN. While the output voltage states latch at ~ 7 mV 
and ~ 32 mV, a factor of ~ 5 difference, the current 
switches between 7 /xA and 10 /xA, therefore changing 
by only ~ 30%. Thus, although the circuit is unipolar, 
because the DELTT exhibits both positive and negative 
transconductance, the circuit can act in a complementary 
fashion similar to CMOS SRAMs. Because of the DELTT's 
NDR, however, only two transistors are required instead of 
four. 

In summary, we have demonstrated a novel quantum 
tunnelling transistor based on the gate control of 2D-2D 
tunnelling, whose structure is entirely planar. Using a 
single DELTT and a load resistor, we demonstrated bistable 
memories at 1.5 K. By placing two DELTTs in series, we 
also demonstrated a unipolar complementary memory with 
relatively low current in both memory states.   Elsewhere 

we report on high electron density single-DELTT memories 
operating at 77 K [12] and the use of the DELTT to 
construct digital logic gates and gate-controlled oscillators 
[13]. 
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