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Abstract 

The purpose of this research is to investigate the application of a Compton scatter 

imaging technique to measure bone density. A demonstration Multiplexed Compton 

Scatter Tomograph (MCST) was assembled to demonstrate the feasibility of detecting 

osteoporosis by modifying a system originally designed to detect hidden corrosion in 

aluminum aircraft wings. Measurements were performed on an aluminum phantom 

representing a wrist bone containing varying densities in the center and varying thickness 

of the cortical shell. The densities in the center are comparable to normal trabecular 

bone, sixty-percent of normal trabecular bone and a void. The MCST images of the 

phantom were then compared to simulated images from a detector. The images and 

simulations were also compared to images from a clinical computed tomography (CT) 

scanner. Based on the results, the MCST can discern the features represented by the 

trabecular bone. The system was able to differentiate normal, osteoporotic and void 

densities. 
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AN INVESTIGATION INTO THE NONINVASIVE ASSESSMENT OF BONE 
DENSITY USING MULTIPLEXED COMPTON SCATTERED TOMOGRAPHY 

I. INTRODUCTION 

Motivation 

Osteoporosis afflicts approximately 28 million people in the United States, with 

an estimated cost of $38 million per day [NOF, 1997]. Osteoporosis is a serious medical 

condition characterized by severe weakening of the skeletal structure and often goes 

unnoticed. Accurate noninvasive measurements and characterization of the bone density 

are required in order to detect osteoporosis in a patient. Over the last decade, medical 

systems have matured in the area of bone mass measurements. Current clinical systems 

use attenuation of photons to calculate the densities in bone. However, in materials that 

have low atomic numbers and at the gamma-ray energies of interest for bone imaging, 

30 - 100 keV, the dominant photon interaction mechanism is scattering, not absorption 

[Cho, 1993]. A Multiplexed Compton Scatter Tomograph (MCST), funded by the U.S. 

Air Force to detect corrosion in aging aluminum aircraft skin, detects scattered photons 

from a sample which are used to produce a two-dimensional image of the sample's 

electron density. This system has been modified to image bone density. By using this 

system, we will attempt to determine the feasibility of the MCST to detect osteoporosis. 

The feasibility of using Compton scattering in a clinical environment to 

characterize bone density loss can be investigated using the ability of the MCST to 

measure changes in trabecular bone density. The information gained from the MCST 

results could be used for the development of a more robust detection system. 



Description of Osteoporosis 

Osteoporosis, literally "porous bone", is characterized by a severe decrease in 

bone density, thereby increasing the fragility of the patient's bone [Narhi, 1998]. The 

thinning and subsequent weakening of the bone structure leads to increased risk of 

fracturing the bones. Long bones are made of a cylindrical exterior region, the cortical 

bone and towards both ends of an inner less dense region, the trabecular bone. The 

cortical bone maintains a thickness of approximately 2.5 to 3.5 mm in the midshaft of the 

arm and leg bones until about 30-50 years of age, after which the thickness slowly decays 

[Hangartner and Gilsanz, 1996]. The most significant group afflicted where this 

condition can lead to fractures in women who have reached menopause. 

The reduction of trabecular bone density in the years just before menopause is 

approximately 0.5-1 % per year; however, in the first several years after menopause, the 

bone loss rate increases to 2-3% per year. Therefore, the reduction slows to a rate of 

about 1% per year [Heilmann, et. al., 1997]. The decline in this regeneration process is 

the focus of clinical investigations to identify patients in early stages of osteoporosis 

[Tortora, 1987]. 

Figure 1-1 shows the difference in the bone structure from a normal bone to that 

of an osteoporotic bone. This makes the mapping of the bone density in a patient critical 

to determining the extent of progression of the condition [NOF, 1998]. 



(a) (b) 
Figure 1-1. These images show weakening effects of osteoporosis on bone, (a) Image of 
trabecular bone structure in a normal patient, (b) Image of trabecular bone structure of a 
patient with osteoporosis. 

The positive identification of osteoporosis in its early stages can significantly 

increase the effectiveness of the medical community to counter its effect. The patient can 

halt the deterioration process significantly with medications and weight bearing exercises 

to reduce bone loss. Advances in the detection systems have also allowed precise 

characterization of the status of the condition. Technical advancements have led to the 

capability to accurately detect relatively small changes in bone density over time for a 

particular patient [Hangartner, 1998]. A high degree of precision is requisite when a 

small percentage of bone loss indicates the presence of osteoporosis. For people over 40 

years old, an annual loss of 1 percent of bone density is considered standard, whereas 

greater than 2 percent is seen as excessive [Barzel, 1978]. 

Current clinical systems are usually either computed tomography (CT), or dual 

energy x-ray absorptiometry (DXA) systems. A common CT scanner uses a source on 

one side of the object scanned, with a row of detectors on the opposite side. Calculations 

of the fraction of emitted photons that pass through the material to the detector provide a 



measure of the density of the material between the two. Reconstruction of a CT image 

requires knowledge of the exact relative position of the detector and source, and proper 

characterization of the detection system. The information collected is a line integral of 

the attenuation coefficient from the source to each detector. 

The transmitted photons represent the fraction of incident radiation not absorbed 

by the body. The logarithm of this ratio represents the summation of the attenuation 

coefficients along the line path of the photons. This integral is a function of the tissue 

residing along the line from the source to detector. A full set of line integrals from a 

given source position is called a projection. The complete data set necessary for 

reconstruction rotating the source-detector assembly around the sample and collecting 

projections over at least 180 degrees. The distribution of the attenuation coefficients is 

then determined by using one of several image reconstruction techniques. Figure 1-2 

shows an illustrative design of a single position in CT geometry. 

The benefits of these methods are good spatial resolution and sensitivity to 

relative changes in the trabecular bone. This manner of obtaining the linear attenuation 

coefficients does not allow for direct measurement of information concerning the electron 

densities of the sample. The benefit of using Compton scattering is its linear dependence 

on the atomic number, Z, over a large range of energies from the low keV into the MeV 

range. By using the Compton scattering, information is gained on the electron densities, 

and therefore the mass densities, of the imaged material [Arendtsz and Hussein, 1993]. 
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Bone -, 

^fe™ 

Figure 1-2. A typical CT configuration for bone density measurement. The source- 
detector assembly is rotated around the bone to construct overlapping line integrals. 

The DXA system is very similar in regards to the physics and manner in which it 

measures the attenuation coefficients. DXA, however, uses two incident photon energies 

to calculate the attenuation coefficients of the bone and surrounding soft tissue [Lunar]. 

This method of differential photoabsorption also provides accurate detection and 

monitoring of osteoporotic bone. The major difference of the DXA is that it provides a 

projection image of the bone mass, not the bone density as in CT results. 

The medical community predominately uses photoabsorption in their techniques 

of body tissue imaging. From transmission computed tomography to ordinary bone 

radiographs, the mechanism used is the ratio of transmitted to incident photons to create a 

visual image [Cho, 1993]. The energies typically used for medical applications are 

between 50 and 100 keV where the dominant photon interaction mechanism is Compton 

scatter and not absorption. 



Compton scattering is also the dominant photon interaction mechanism in the 

bone at the energies of interest (88 keV). According to Garnet et al. (1973), incident 

photon energy of 100 keV is low enough to allow accurate measurements of bone using 

Compton scattering. It is possible to determine the angle of scatter simply by knowing 

initial and final energies of the photon by using the Compton scatter of a photon. An 

incident photon enters the material, scatters off an orbital electron, and exits the material. 

It is then detected by the system with a new energy of (E'). The governing equation 

(Equation 1-1) is a first order dependence of the scattered photon energy on its initial 

energy (EQ) and scattering angle 6. 

E' = —^  (1-1) 
l + -^Ml-cos9) 

m0c 

where c is the speed of light, and mo is the rest mass of an electron. 

Using a monoenergetic source, knowledge of the scatter origin can be determined 

from the scattered photon energy. Norton determined that the locus of points that make 

up the possible origins of scatter is an arc of a circle containing both the source and 

detector locations (Figurel-3). The radius of these "isogonic arcs" is a function of the 

scattered energy E' and thus the scattering angle 9 [Norton, 1994]. With the scattered 

photon energies and knowledge of their scatter origin, a filtering reconstruction technique 

allows an image to be created. 

When the composition of the sample material is constant, the probability of 

Compton scattering is proportional to the electron density of the sampled material. As 



the mass density reduces, there is a linear decrease in the electron density in that region. 

With osteoporosis, this reduction of electron density can be monitored with a system that 

measures gamma rays Compton scattered from that object. Using the scattered photon 

energies and proper reconstruction techniques, an image of electron density is produced. 

This image of electron density has a linear relationship to the actual mass density. This 

method of imaging could lead to highly effective non-invasive inspection and monitoring 

of osteoporosis. 

The validity of specific assumptions made with the Compton equation, in addition 

to other mechanisms involved in the data collection, are discussed in greater detail in 

Chapter II: Theory. 

Detectors 

Source 

1J 
Sample 

Figure 1-3. Isogonic arcs are the locus of points a scatter event could occur. The 
sample consists of a bone (black with gray core) surrounded by muscle tissue (dark gray). 
Here a mesh of isogonic lines through a sample determines the electron density of the 
bone. 

Objective 

The primary objective of this project is to investigate MCST as a potential method 

for monitoring osteoporosis. Evaluation of reconstructed bone phantom density images 

will determine the potential of the system to determine osteoporosis. 



General Approach 

The project included measuring three different trabecular bone width and two 

cortical bone densities in an aluminum phantom. The three values used in the trabecular 

bone are normal density, sixty percent of the normal density to simulate osteoporotic 

bone, and a void to demonstrate the extreme case. The osteoporotic simulation density is 

an extreme case and is not physically possible. The value was chosen to test the 

capability to discern an extreme density loss. The two cortical thicknesses had to 

demonstrate the effect of photon absorption by cortical bone on trabecular bone density 

determination. 

A bone density phantom was to be fabricated under several restrictions. First, all 

of the materials needed to accurately model the proper electron density. Without the 

proper electron densities for each region, the results would not be meaningful for the 

intended medical application. Second, the materials needed to be homogeneous due to 

modeling and image reconstruction constraints. Third, the materials needed to be 

purchased at a reasonable cost. Finally, the design needed to incorporate limitations of 

the machines used to fabricate the phantom while maintaining a geometry that ensured 

reliable acquisition of data. All of these factors were taken into consideration during the 

design process to prevent compromising the relevance of the results. The phantom 

development is discussed in more detail in Chapter IV. 

The MCST consists of five major components: detector array, gamma ray source, 

collimators, electronics and image reconstruction software. The source collimator was 

designed and utilized to provide a unique geometry in the original MCST. The 

collimator had to provide a uniform fan-beam of the source photons. This source 



collimator was to be used with existing detector collimation, with the alignment of the 

source and detector collimators being critical to the data acquisition portion of the 

research. 

The Scattergram code developed by Evans was to be used to characterize the 

region of interest where the phantom would be imaged. Single point sources were used 

to calculate the point responses as they varied within the region. These results would be 

placed into a polynomial fit to the Scattergram simulation code for implementation. The 

Scattergram would then be used to simulate each of the phantoms. 

The data collection was to be done using the CAMAC (Computer Automated 

Measurement and Control) system to acquire the data, and commercial software would 

display the resulting spectra from the scattered photons. 

The Scattergram code was expected to accurately calculate the output spectrum 

from the MCST detectors. The simulated spectra were to provide a comparison against 

which we could qualitatively measure the MCST data. This should benchmark the 

spectra and give an upper bound for the quality of the MCST images. 

The image reconstruction algorithm was to create images from collected spectra. 

The images created from the simulated data were compared to the images created from 

the measured data. 



Sequence of Presentation 

Chapter II introduces the physics governing Compton scattering, the Klein- 

Nishina equation, Doppler broadening, and the effect of source fan-beam collimation on 

image quality. This chapter also describes the development done in Evans' Scattergram 

computational model and its importance in image reconstruction [Evans, et al., 1997]. 

Chapter III describes the MCST components including detectors, electronics, collimation 

and software used. Chapter IV describes the complete procedures followed for the 

research. Chapter V reports the image comparison results. Chapter VI provides the 

research conclusions and recommendations for future work. 

10 



II. THEORY 

This chapter describes the physics of the MCST process, including the Compton 

scattering from the sample and the corrections required to the Compton equation. This 

chapter also describes the deterministic computational code used to predict the energy 

spectrum from the sample and the image reconstruction algorithm used to map the energy 

data collected by the detector arrays into a spatial image. 

Physics of Multiplexed Compton Scattered Tomography 

Compton scattering. In 1923, Arthur H. Compton developed a scattering equation 

relating the initial and final energies of a photon to the angular deflection after an 

inelastic collision with an electron. For a given initial energy, this first-order equation 

describes a direct one-to-one correlation between the final photon energy and the 

scattering angle (Equation 1-1). Compton's equation assumes that the photon scatters off 

an unbound, at-rest electron. This assumption is not valid when dealing with bound 

orbital electrons; however, the Compton equation provides an excellent approximation 

and is widely used. 

The Compton broadening invalidates the one-to-one relationship in the Compton 

equation between 6 and E' in Equation 1-1 by causing some uncertainty in the determined 

angle, 6. 

Compton broadening. Compton broadening, or Doppler broadening, arises when 

the incident photon scatters off a bound, moving electron. The additional momentum of 

the electron is evident in the dispersion of the energy spectrum from monoenergetic 

11 



photons being scattered through a constant angle [Ordonez, et ai, 1997], shown in Figure 

2-1. 

Ü  Z = 13 

n <AV ̂—    , 
-10 10 

Energy Dispersion 

Figure 2-1. A comparison of the Compton (Doppler) broadening of hydrogen and 
aluminum. Both dispersion curves are for a single energy line (Plot provided courtesy of 
B.L. Evans) 

The impulse approximation is often invoked to describe Compton broadened 

scattering [Namito, Matschenko, Ordonez]. This approximation relates the double- 

differential cross-section per differential solid angle dQ per differential energy dE' for a 

scattering angle 0 (Equation 2-1). 

d2Os 

dQdE 

m0r0 

2^ 0 +E'2-2E0E'cos6 

(E>Y 

V   « A 

\ 
-+- ■sin2 0 J(PZ) (2-1) 

where: mo - is the rest mass of an electron 
Ec - is the recoil energy of the electron 
J(Pz) - is the Compton broadening profile of the scattering material 
pz - is the projection of the recoil electron momentum on the scattering vector 

12 



The Compton broadening profile is unique for each element, with dependence on 

orbital electron configuration. The dependence is in the number of electrons present in 

the orbitals. The effect of broadening is less severe at lower Z values, but a higher Z 

value causes a much greater dispersion. Therefore, hydrogen, having only a single 

electron in the Is orbital, has the narrowest Compton profile due to the least amount of 

broadening. Aluminum has many more contributions of broadening from its 2s, 2p, 3s, 

and 3p orbitals. The more tightly bound electrons in aluminum have more momentum 

and thus cause more broadening. 

Compton broadening has a severe impact on the MCST system's ability to 

measure energies down to the detector resolution (-500 eV). As Compton broadening is 

on the order of a few keV's, it is a greater source of energy dispersion than detector 

resolution. Thus, broadening becomes the greatest contributing factor in the reduction of 

the MCST energy resolution. 

The Klein-Nishina differential cross-section. The Compton scattering equation 

does not take into account the photon-electron interactions. The Klein-Nishina relation 

provides the probabilities associated with the angles through which the photon will be 

scattered. The Klein-Nishina relation calculates the differential cross section (der) per 

solid angle (dfi) for any angle (ff). Integrating the Klein-Nishina equation over all angles 

provides the total cross section. The form of Equation 2-2 is for scattering of unpolarized 

radiation from a free electron. 

13 



da 
= —rn 

;KN 

^E'^2 

\   v J 

E'     E 
+^._sin2e 

E' 
(2-2) 

where: der is the differential cross section 
dD, is the differential solid angle 
ro is the electron radius 
E' is the energy of the scattered gamma-ray 
Eo is the energy of the incident gamma-ray 

While the Klein-Nishina formula assumes the electron to be ät rest, the 

incoherent-scattering function, Equation 2-3, is a correction that incorporates the 

momentum of the electrons. This is one of the simplest forms for calculating the 

differential scattering cross sections. 

da 
S(x,Z) (2-3) 

KN 

where S(x,Z) is the incoherent scattering function that depends on Z (atomic number) of 

the element and on x which is defined as: 

^(^ 
sin 

x = 
Xr 

(2-4) 

where XQ is the incident photon wavelength. 
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Scattergram Computational Model 

The Scattergram computational model predicts the spectra of the singly scattered 

photons detected in the MCST. The model determines the probability of a source gamma 

ray to undergo a single scattering event in the sample and enter the detector array. The 

model provides a spectrum for each of the detectors in the array, given a specific 

geometry and sample description. 

The code sets up a grid of pixels, in the image region containing the sample. 

Scattergram deterministically calculates the probability that a photon will scatter from a 

single pixel into a specific energy bin of a specific detector as shown in Figure 2-2. For 

each incident gamma-ray photon, the total probability of detecting a scattered photon of a 

specific energy in a detector is the summation of the scattering probability from all 

pixels. This probability includes both the scattering angle distribution as well as the 

energy distribution of the scattered photons. The imaging region is defined as the area 

that is both illuminated by the source gamma rays and located within the detector field of 

view. The modeled imaging region is smaller than the actual region to reduce 

computations. 

Scattergram incorporates detector resolution, detector efficiency, Compton 

broadening, and attenuation of both the incident and scattered photons in the sample 

geometry, but does not take into account multiple or coherent scattering. Using fan-beam 

collimation to allow predominately single-scattered photons to enter the detectors 

validates this assumption. Finally, random Poisson noise can be applied to each of the 

modeled spectra. 

15 
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Figure 2-2. A visualization of the image grid developed by the Scattergram 
modeling program. The picture shows the attenuation and scattering of an incident 
photon off a single pixel in the sample. 

The model assumes that the only calculates the probability of single Compton 

scatter. The other mechanisms (photoelectric absorption, coherent scatter) are included 

in the total attenuation cross section but neglects coherent scatter and any combination of 

multiple scatters. The contribution of this combination is assumed negligible. This 

assumption is valid when using photons at a low energy range in low-Z materials, i.e. 

when Compton scatter is the dominant interaction. Proper fan beam collimation of both 

the source and scattered radiation into the detector enhance this assumption. The values 

16 



used for the Compton scattering cross sections and total attenuation are entered into the 

code as polynomial interpolations [Evans, 1999]. 

The code is designed to account for only three materials, aluminum, air and 

bayerite. Bayerite is used to model corrosion of aluminum and is not needed for this 

project. Therefore, in this project, aluminum is used for all sections of the bone phantom 

(discussed in Chapter IV: Procedures). 

Image Reconstruction 

The purpose of the image reconstruction algorithm is to generate a two- 

dimensional image of the electron density. The reconstruction algorithm uses the energy 

data collected from the MCST to develop the image. 

In the homogeneous bone phantom, the electron density is related to the mass 

density by a constant factor, thus the image is representative of the mass density. The 

reconstruction produces a 2-dimensional image of the phantom's electron density. Lower 

mass density appears as darker locations in the image, whereas greater mass density 

appears as lighter areas in the image. 

In order to produce an image, the Compton profile is treated as a shift-variant 

point-spread function that blurs an "ideal spectrum". The "ideal spectrum" is the energy 

distribution calculated by the Compton equation (1-1) in each detector. This spectrum 

does not include the effects of Compton broadening, detector resolution, background or 

noise. 

17 



g-b =Hf + ng + nb (2-5) 

where: g is the measured signal 
b is the measured background 
H is the matrix shift-variant blurring matrix 
f is the density of the sample 
ng is the vector of statistical noise in the signal 
nb is the vector of statistical noise in the background 

The objective of the reconstruction algorithm is to recover an approximation to f 

(f ") from the measured signal g given b [Evans, et al. 1997]. The matrix H (i j) 

incorporates the detector resolution by convolving the normalized probabilities with a 

Gaussian function by Equation 2-6. 

Hfc.e^ 

d2c. 
dHdE' 

T^Ei.ej) 

do2 

dQdE TM 

dE' 

-^         ie{l,2,...,NE},je{l,2,...,NE} (2-6) 

dE' 
IA 

H(Ej, 0j) is the probability that a photon will Compton scatter at angle 0j with a detected 

energy Ej. The presence of noise does not allow for the simple inversion of H to obtain f. 

Evans has determined that the iterative technique of penalized weighted least 

squares (PWLS) is superior to other techniques such as filtered back-projection [Evans, 

1998]. PWLS allows for the reconstruction of the electron density distribution from the 

data set Y(j,k) which is the counts of Compton scattered photons collected in each energy 

bin of each detector. 



To use PWLS, a system map must be constructed, A(p), whose element A(i,m) 

relates the density in pixel m to ^(i), the number of counts in a single energy bin of a 

single detector. The counts are calculated by subtracting the background counts from the 

measured data: 

xP = g-b (2-7) 

and the variance of the counts is: 

ol=ol+ol (2-8) 

which can be written as: 

<4(i)=g(0+b(i) (2-9) 

The method minimizes the penalized weighted least-squares objective function: 

0(p) = ^(T-Ap)Ti:-1(T-Ap)+ßR(p) (2-10) 

where: Z is the diagonal matrix with ZU = G^Q)
2
. 

The first term of the objective function is the least squares similarity measure, and 

encourages agreement between the image and the measured data. The R(p) term is a 

regularizing penalty function that encourages agreement between neighboring pixels and, 

therefore, prevents oscillatory solutions. The parameter ß controls the tradeoff between 

these two terms. In order to correct for particularly noisy measurements, an increase of ß 

will cause a more stable solution but will also reduce image sharpness [Evans, 1999]. 

The image iterations of MCST depend on the convergence of p and the system 

matrix A(p). This demands two levels of iteration, an "inner" iteration for p and an 
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"outer" iteration for the system mapping A. For the solution to be achieved, for each new 

A, the p iteration is repeated until the density converges. 

The method of successive overrelaxation (SOR) is used during the inner iteration 

to minimize the objective function. The relaxation constant co controls the convergence 

rate of the solution. Using a value of co< 1 incorporates the lower frequency 

components, while using an co = 1 incorporates the higher frequency components [Evans, 

1999]. 
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III. EQUIPMENT 

The primary pieces of the Multiplexed Compton Scatter Tomograph (MCST) 

used in this project are the detector array, source, collimators, signal processing system, 

and the display software. This chapter describes each section of the MCST. 

Multiplexed Compton Scatter Tomograph 

The primary machine used was the MCST located at AFIT. The detector array 

was built by Princeton Gamma-Tech, Princeton, N.J. and consists of a single array of six 

high-purity germanium (HPGe) crystals aligned in a planar geometry (Figure 3-1). The 

active volume of each detector is 800 mm3, containing an active front area of 80 mm2. 

The front area, or aperture, of each detector is open to the sample. The apertures are 

covered with a 0.25 mm thick beryllium foil that has an area of 78 mm2. The detectors 

have a 1.96 cm space between them (Figure 3-3). 

* A 

Figure 3-1. A picture of the HPGe detector windows in front of the position plate 
(foreground). Both the windows and the positioning plate are enclosed in a tin 
box for y-ray absorption. 
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An aluminum end cap is between the HPGe crystal and the beryllium window. 

The crystals are set back 3.5 mm from the window, thus confining each detector's 

effective field of view. As a single detector has a viewing cone of approximately 40 

degrees from normal, shown in Figure 3-2. For this project, the physical impact is that no 

more than four detectors are able to view a sample. Data collection, sample size and 

placement are subsequently affected. Specific impacts are discussed in Chapter IV: 

Procedures. 

Sn mask 

Be window 

source 
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Figure 3-2. A single MCST crystal design. The figure shows the limited field of 
view of each detector crystal. (Provided courtesy of B.L. Evans) 

The detectors have a voltage bias of +1500 volts. The cryostat that houses the 

detectors is passively cooled by a liquid nitrogen-filled dewar in order to reduce noise 

and increase energy resolution. 

Figure 3-3 The planar array of identical HPGe detectors, with dimensions of the active 
volume. The black fronts represent the areas open to incident photons. 
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Detector energy resolution defines the range of energies over which a single 

energy line is spread or blurred. The average energy resolution for the six detectors is 

375-532 electron volts (eVs). Table 3-1 contains the specific energy resolution 

information for each detector at the energy range of interest (60 keV-90 keV). The 

modeling and image reconstruction codes consider the energy resolution of each detector, 

as discussed in Chapter II: Theory. 

Table 3-1. 
The Energy Resolutions for the MCST detectors 

■itm 

1 375 / 384 
2 405 / 494 
3 390 / 452 
4 408 / 420 
5 489 / 451 
6 495 / 532 

Calculating the full-energy efficiency was also critical for characterizing each 

detector. Energy efficiency quantifies the capability of each crystal to detect each full- 

energy photon incident on the crystal.   The full-energy efficiency plots of the detector 

array in Figure 3-4 depict this behavior. Although it is desirable to have as close to 100% 

efficiency as possible over the energy range, it is more important to have the systems 

response to the efficiency properly modeled. 

The angular dependence of each detector is quite severe. The angles of incident 

limit the amount of photons that enter the detector. Figure 3-5 shows the reduction of 
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intensity as the incident angle increases from normal. This figure shows that the 

limitation of the detector field of view is approximately 35-40 degrees from normal. 
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Figure 3-4. Full-energy efficiency curves for all MCST detectors. 
(Provided courtesy of B.L. Evans) 
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Figure 3-5. Peak to total energy ratio. This ratio shows the reduction as a function 
of angles from normal on the detector. The triangle is the peak value recorded, 
the circle is the peak-to-total ratio for the detector, and the square is the cosine of 
the angle. (Provided courtesy of B.L. Evans) 
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Source Collimator 

For this project, a special source collimator was fabricated, whereas a previously 

designed collimator was used in front of the detectors. The source collimator shapes the 

source gamma rays into a uniform fan beam to reduce the illumination volume on the 

phantom. The detector collimator reduces the effective slice thickness imaged by the 

MCST, thereby reducing contamination by multiple scattering events. The collimator 

also serves to restrict the imaging region to a plane, which makes image reconstruction 

by the previously described method possible. The source collimator is perpendicular to 

the detector collimator so that the scattering angle from the phantom is approximately 90 

degrees. Figure 3-6 shows both collimators and phantom. The symmetry of this 

geometry provides advantages for data manipulation as discussed later in Chapter IV: 

Procedure. This also parallels clinical systems that measure completely around a 

patient's appendage (an arm or leg, for example). 

Figure 3-6. Photograph shows the geometry of the system with both collimators and a 
phantom in place. The diagram on top of the detector collimator allows for consistent 
alignment of the source collimator and the phantom. The items listed are A - detector 
cryostat, B -detector collimator, C -phantom, D - source collimator, and E positioning 
plate. 
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Although an original source collimator exists for the MCST, an additional 

collimator had to be built specifically for this project. One major limiting factor of the 

original purpose of the MCST was to limit the source and detector array to the same side 

of the sample. However, in this project, this is an unnecessary limitation; so a new 

geometry was developed that required the fabrication of a new source collimator. 

The source collimator consists of tin plates that allow only a thin fan beam of 

source radiation to pass. Tin is an effective absorber of 88 keV gamma rays, preventing 

scattering off the collimator. The tin plates are fastened to a steel frame, which is, in 

turn, fastened to a Plexiglas stand as shown in Figure 3-7. Appendix D shows the 

schematic drawings used to fabricate the collimator. Pure tin is extremely soft and 

malleable, so support from the steel structure ensures reliability and durability during the 

experiment. In addition to the front and rear plates, tin also lines the internal steel 

structure to prevent scattering from inside the collimator. 

The width and alignment of the slits are very important to the collimation of the 

source radiation. The front and rear widths are 2 mm, and are aligned to within 0.2 mm. 

The maximum divergence of the source fan beam is approximately 13 mm at the far end 

of the phantom, 9 cm from the source. By using the existing detector collimator and the 

new source collimator, a thin slice can be imaged with a reduction of multiple scattering. 

One of the consequences of reducing the width of the source collimator is 

reduction of the number of photons reaching the phantom and thus scattering into the 

MCST. Although narrowing the source and detector collimation helps ensure that singly 

scattered photons are dominant, a tradeoff exists between multiple scatter contamination 

and reasonable data collection times. 
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Figure 3-7. Image of the source collimator. The collimator is tin bolted onto a steel 
structure for strength with a Plexiglas stand for proper alignment. 

Signal Processing System 

The signal processing units convert the signal from the detectors into digitized 

pulse heights, display the data, and record the data for further analysis. The circuit 

diagram is shown in Figure 3-8. The signal originates in the MCST when a photon enters 

the collection window of HPGe crystal, deposits its full energy within the crystal, and is 

collected by the internal electronics. This signal travels to the Dual Spectroscopy 

Amplifier, which provides pole-zero cancellation while shaping and amplifying the pulse. 

The signal splits to a Delay Amplifier and a Timing Single Channel Analyzer (T-SCA). 

The Delay Amplifier again increases the magnitude of the signal and adds a slight delay 

so the arrival of the pulse information is coincident with the timing information from the 

T-SCA. The timing signal provides a gate signal to the Analog-Digital Converter (ADC) 

which tells it to perform the conversion. The 8-Channel Peak Detection Module receives 

the analog pulse, accomplishes the conversion and then sends the digital signal to the 
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computer display. The digitized signal passes to the display and recording software, the 

Multi-Parameter CAMAC Data Acquisition System (Multi). Note that the software is 

capable of recording the clock time of the event but no timing information is recorded or 

utilized for this project. 
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bipolar 

signal 

ORTEC 427-A 
Delay Amplifier 

ORTEC 552 
T-SCA 

ORTEC 416-A 
Gate & Delay Generator 

trigger 

C.A.E.N C420 
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ADC 
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Figure 3-8. Circuit diagram of the signal processing system. 
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The units are standard CAMAC (Computer Automated Measurement and 

Control) or NIM (Nuclear Instrument Module) components. A CAMAC crate houses 

and supplies power to the modules as shown in Figure 3-9. A Weiner CC16 Crate 

Controller [Plein 1994] provides an interface for the user to control and configure all the 

modules through a desktop computer. The controller receives start/stop and detector 

configuration information from the user via the Multi software. Multi was used to 

provide experiment control, file management, operation monitoring, archiving and 

graphic display of the data. Although Multi contains some analysis tools, all processing 

and analysis occurred off-line with the help of Microsoft Excel spreadsheets. 

Figure 3-9. The entire CAMAC system used for signal collection and processing. 
(Provided courtesy of B.L. Evans) 
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IV. PROCEDURE 

This chapter describes the procedures of the project. The procedures started with 

the design and fabrication of the bone density phantom and the source collimator. The 

next step was to model each phantom with the Scattergram computational code. Data 

was then collected on each phantom. The modeled and detector energy spectra were used 

to generate images of the phantoms. The final step was to compare the detector images 

with the modeled images. 

Bone Density Phantom 

I used synthetic materials to build a model that represents the typical size, 

geometry and density of bone and surrounding soft tissue. I investigated clinical 

phantoms from Miami Valley Hospital and Wright-Patterson Medical Center as well as 

phantoms published in the literature [Hangartner, 1999] as a template for my design. 

Although the basis for my design came from these accepted phantoms, my final design 

was unconventional due to developmental and manufacturing limitations. 

Clinical phantoms accurately represent the proper mass density of bone in a 

human subject, Figure 4-1. Aluminum is used to model the hard cortical bone, and 

Plexiglas has been found to have the appropriate density to represent bone marrow. The 

soft tissue can be modeled with water. Table 4-1 shows a viable solution to developing a 

bone density phantom. A typical phantom might have an interior trabecular volume filled 

with Lucite, encased in a thin layer of aluminum, and surrounded by an additional shell 

of water or water equivalent material. 
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Figure 4-1. A cross-sectional view of a clinical phantom. The proportional dimensions 
are for an arm bone, although only a single bone is simulated. 

Table 4-1. Materials commonly used to represent the human body  
: ri-jr-,.;;:; _ . **]: f*-?«i   .'/jsji. *'1l;.  .->• :<■■.( .*)•        •     .i«pf,v«;'*V'.'i-      •'-■. 

Marrow Bone        1.22        Lucite (Plexiglas) 1.22 0.658 
Cortical Bone        2.7 Pure Aluminum 2.7 1.290 

Soft Tissue -1.0 water 1.0 0.555 

The choice of materials was dictated by a restriction in the Scattergram modeling 

code.   The code is able to model multiple densities of only a single homogenous 

material. This restriction forces the entire phantom to consist of aluminum and air. The 

aluminum is used to make all three regions of the phantom - the inner trabecular bone, 

the shell of the cortical bone, and the soft tissue surrounding the bone. This is 

accomplished by creating reduced density aluminum in the required regions. 

The cortical bone density consists of normal density aluminum, while the soft 

tissue region is half-density. The trabecular region will be either half-density or 

approximately quarter-density aluminum. These two values represent the normal and 

osteoporotic densities of trabecular bone, respectively. 

The soft tissue region of the phantom is an incorrect density. The phantom has a 

soft tissue region that has alternating rings of aluminum. There is no differentiation 
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between the soft tissue rings of 2 mm aluminum and the cortical shell of 2 mm. This 

problem causes significant errors with the phantom. The density of the soft tissue is 

approximately 1.0 g/cm3. In the phantom, the density is 1.3 g/cm3. This error causes the 

soft tissue to be over represented with material, and creates a higher attenuation of the 

incident fan beam. This error was not realized in time to recreate an additional phantom. 

Instead of an electron density of 0.555 electron moles per cm3, this project's phantom 

depicts a 35 % density increase with a density of 0.658 electron moles per cm3. 

Clinical credibility was a critical driving force in the phantom development. 

Proper clinical representation of both the relative and absolute dimensions was essential, 

regardless of the materials used. Without the proper dimensions, any results would be 

inconclusive in regards to the ability of the system to determine variations in the 

trabecular bone density. The issue of the soft tissue density being too high, and the 

cortical shells not significantly different from the soft tissue shells cause the focus of the 

results to be on the trabecular region only. 

In addition to modeling and physical accuracy considerations, there were also 

material acquisition and machine limitations. Obtaining large amounts of pure aluminum 

in a manageable form proved difficult. Pure aluminum is a very soft and malleable metal 

that is difficult to machine into thin sheets. The design could not demand extremely thin 

regions of aluminum during fabrication. Each region had to be no thinner than 1 mm to 

prevent rips or tears when built. 

The phantom stands 25 mm tall supported by a 20 mm high Plexiglas block, as 

shown in Figure 4-2. Appendix C shows the schematic drawings used to fabricate the 

phantom. The phantom has a 49 mm outer diameter and a 19 mm interior diameter. In 
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the outer-most region, concentric aluminum shells represent the soft tissue. Each shell is 

2 mm thick, with a 2-mm radial gap between them. Due to the MSCT resolution of 

approximately 3.2 mm, these gaps will not be detectable. The next section, the cortical 

region, is adjustable with a thickness of either 2 mm or 3 mm. Both of the cortical shells 

have an inner diameter of 19 mm to accommodate the trabecular cores. The various 

cortical shells represent different body types and their corresponding bone thickness. 
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Figure 4-2. Photographs of the phantom. The phantom consists of aluminum shells placed 
on a Plexiglas stand for proper alignment. 

To detect changes in the trabecular bone density, the inner core of material can be 

varied to achieve three different electron densities. The three densities are of normal 

bone density, osteoporotic bone density, and a void in the trabecular region. Table 4-2 

shows the densities used for each of the regions. A 1350 alloy, 30-mesh aluminum was 

used to lower the aluminum density to the appropriate electron density in the trabecular 

region. The 30-mesh designator means that the material has 30 holes per inch using a 

0.012 inch diameter wire. 1350 alloy represents 99% pure aluminum with 1% undefined 

contaminants. 
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Table 4-2. MCST bone phantom densities for various types of tissue. 
■■»■ ■ ! mmw^mmmmmimmmmm^mmmm HI i      1^1111111111 ' , lUWM '   ■ IN' 1 '.".  I !■■! 
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Trabecular - Normal      1.38 0.659 0.15% 

Trabecular - Osteoporotic     0.826 0.395 

Soft Tissue      1.35 0.645 35% 

To represent the normal region of the trabecular density, the density of the mesh 

alone was too low for proper characterization. Additional full density, 1100 alloy 

(99.99% pure) aluminum disks were added to the stacked mesh core. The disks increase 

the electron density in a region. The source fan beam is approximately 13 mm thick, 

within which thickness small density variations can not be resolved. Each disk is 2.0 mm 

thick and placed such that any 13 mm slice will represent an electron density of 0.659 

electron moles / cm3 as shown in Table 4-2. This adjustment to the aluminum mesh is 

adequate for the MCST image due to the thick imaging slice, but is inappropriate when 

measuring the phantom with the computed tomography (CT). Measurements with the 

dual-energy x-ray absorptiometry (DEXA) system can be averaged to provide appropriate 

integrated values. 

The osteoporotic core contains vertically stacked pieces of aluminum mesh. The 

density of this configuration appropriately reflects a 40 % decrease from normal 

trabecular density. This is adequate to determine if the MCST is capable of discerning 

the difference between osteoporotic and normal trabecular electron density. 

In Table 4-2, the clinical values for the normal trabecular bone and the soft tissue 

were derived from literature. Lucite, CsHgOs, is frequently used to represent bone 
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marrow [Hangartner, 1999]. Using this fact, I calculated the electron density of Lucite, 

and defined that value as the clinical values for those regions. There is no comparison of 

the osteoporotic density in the table since there is no single value when a bone changes 

from being normal to osteoporotic. Osteoporosis is clinically defined as a decrease in 

bone density. This decrease is dependent on other factors such as age, sex, and race. 

However, values of 40% and more below the density of normal subjects are considered 

osteoporotic. Therefore, no single value is used in Table 4-2. 

The problem resulting from the improper representation of soft tissue is discussed 

further in Chapter V: Results and Discussion. 

MCST Point Spread Function 

A calibration of the Scattergram code involved measuring the point spread 

function (PSF) within the imaging region. A 0.635 cm aluminum bar simulated a point 

source (of scattered photons) in nine positions throughout the region, as in Figure 4-3. 

These adequately simulate point sources due to the low spatial resolution of the system. 

Each PSF modeled position required scaling to the actual data, with each position using a 

different scaling factor. The Scattergram spectral output is a set of probabilities of scatter 

from each pixel into a specific energy bin of a detector. In order to relate this to the 

scattered photon counts detected, the probabilities are multiplied by a scaling factor. 

Therefore, this is less an arbitrary correction than a scaling mechanism since the model 

spectra is a set of probabilities and not counts directly. 

The nine-point grid of scaling factors was modeled by a polynomial interpolation. 

This relation produces a shift-variant correction to account for locations that are not 
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weighted properly relative to surrounding pixels. The reason for the weighting factor is 

due to an unknown error in the Scattergram simulation code. The Scattergram model 

incorporates the polynomial correction to adjust the imaging region as shown in Equation 

4-1. In the incorporation of the polynomial correction, the reference values had to change 

due to the rotation of the source-detector array positions.    This is equivalent to scene 

registration used in visual imaging. Appendix A contains the specifics on data collection 

and analysis of the PSF data. 
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Figure 4-3. The collection layout of the nine positions used to measure the point 
spread function of the system. The nine locations mark the imaging area where the 
phantom will be positioned. 
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Phantom Measurements 

In this project, four phantom designs were imaged in the MCST. The 

combinations used in the phantoms give a wide range of bone densities. All phantoms in 

Table 4-3 contain the same soft tissue region. 

Table 4-3. A description of the phantoms imaged by the MCST. 
1                                ^^^^^^ml^'        ''-' ^^^^ 
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Thin - Void 2 mm 

2 mm 

2 mm 

3 mm 

0.0 

0.826 

1.38 

0.826 

0.0 

Thin - Osteoporotic 0.395 

Thin - Normal 0.659 

Thick - Osteoporotic 0.395 

Data for each phantom was collected at three different positions relative to the 

detectors. For each position, the phantom was moved forward one-third of the distance 

between the detectors, i.e. 0.635 cm. Due to the detector size, multiple positions allow 

better discrimination of the location of scatter. Figure 4-4 shows the location of the 

phantom edge for the three positions relative to the detector array. 
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Figure 4-4. Picture of the positions used for the data collection. The configuration 
shown is for position-1. The subsequent data sets are measured after moving the source, 
source collimator, and phantom along the x-axis to the designated line. 

The MCST collected 12 hours of data for each phantom at each position. This 

time was based on previous images created by the MCST and on the time the MCST was 

available. One data collection, the 2 mm shell with a void center, extended over 16 hours 

for each position. This should allow for some comparison between the images based on 

different collection times. 

Simulations 

The Scattergram code was used to predict each spectrum collected by the MCST. 

Each phantom was modeled at each of the collection positions. The simulation code 

provided a comparison tool to examine the data collected from the MCST. This 

comparison consisted of shape and relative amplitude evaluation [Evans, 1999]. 
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Besides spectrum analysis, the Scattergram code provides an essential component 

to image generation. The code develops a matrix that maps the electron densities (p) to 

the energy spectral measurements (¥). The reconstruction program must have this initial 

estimation of the map in order to produce the final image. 

In the simulation, the phantom was surrounded with detector arrays as shown in 

Figure 4-6. The simulation used four source positions, with a total of eight detector 

arrays (two per source position). The two sets of data were to simulate position-1 and 

position-2 of the actual data sets. Currently, the image reconstruction algorithm is unable 

to incorporate more than eight detector arrays. 

Source 

Corresponding 
Detectors 

Figure 4-6. This graph shows the addition of artificial detectors. Duplicating the original 
data set, and assigning new positions to the detectors generates data from the additional 
detectors. This is used to improve image quality of the phantom. 
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Data Processing 

The output of the MCST is a list of photons detected per energy channel for each 

detector. The channels can be converted into energy bins by applying calibration data. 

In order to reduce the size of the data, I used a MATLAB program to redistribute the data 

counts into larger energy bins, from 0.06 to 0.2 keV per bin. An advantage of rebinning 

to larger energy bins is to decrease the statistical uncertainty. This also allows a more 

manageable data file size with no impact on image quality, since the larger bin size is still 

below the detector energy resolution. 

I used Microsoft Excel spreadsheets to apply the calibration information, to 

perform background subtraction, and to display the data. This allowed a visual 

interpretation when comparing the Scattergram predictions to actual data. Figure 4-7 

shows the graphic comparison between the model and MCST data for a single detector. 

(0 
c 
3 
o o 

1500 

1000 

500 

Experimental 
Data 

pie Multiple 
Scatter Tail 

Simulated Data 

75 80 

Energy (keV) 

Figure 4-7. This plot is a comparison of actual detector data versus simulated data. 
Shown is detector 3 of the thin cortical shell configuration with a void center. The solid 
line is experimental data and the symbols represent the simulated data. The tail in the 
experimental data shows the contribution of multiple scatters. These are neglected in the 
simulation. 
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Image Reconstruction 

Problems arise with reconstructing a complex sample without adequate angular 

information in the spectral data. The angular information required comes from the 

various source and detector positions surrounding the phantom. This increased number 

of positions provides higher fidelity in the resulting image. Due to symmetry in the data, 

I was able to simulate having a second set of detectors directly across from the original 

detectors such that the detectors surround the bone phantom (Figure 4-6). This doubled 

the data set. The duplicate set is a rotated image of the original and no additional 

manipulation is needed. 

In doing this duplication, the noise attributed to the data set is also copied. The 

consequence is that the noise is no longer random, but has statistical correlation. 

However, since there were time restrictions to gather the vast amounts of data required, 

duplication of the data was preferred with the knowledge that possible consequences 

could result. The consequences of the duplication are not investigated in this project. 

Finally, the image reconstruction algorithm used the total data set for each 

phantom to recreate the images. The reconstruction code enabled a quantitative (but not 

absolute) analysis of each of the phantom designs. 

41 



V. RESULTS AND DISCUSSION 

This chapter is devoted to evaluating of the Scattergram computational model to 

predict the spectra and showing results of the MCST laboratory measurements. The 

laboratory measurements were used to create images of the phantom. The images are 

compared to images using simulated measurements. Measurements were also taken on a 

clinical CT scanner from Miami Valley Hospital. 

CT Scanner Results 

The CT scanner was used to measure all three densities of the phantom. The 

values of the normal and osteoporotic densities obtained from the CT scanner are shown 

in Table 5-1. Due to a slice thickness of only 1.2 mm, the CT scanner measured the 

aluminum sheets or the aluminum mesh placed in the center of the phantom [Hangartner 

and Overton, 1982]. This narrow beam is too fine for the phantom developed for the 

MCST. The phantom was developed to have an average density based on an incident 

beam dispersion of 1.27 cm. 

Table 5-1. Bone Density Results from CT Scanner. Each measurement was repeated by 
moving the phantom 0.5 mm. 
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#1 (Normal) .2412/.2513 0.665 

#2 (Osteoporotic) .2456 / .2627 0.687 

In Table 5-1, the thin fan beam resulted in the CT scanner measuring the 

aluminum mesh in both phantoms. This observation was made both with the visual 
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location of the cross-section, as well as inspecting the data. Had the fan beam been 

located in the full aluminum disks in the normal density, the density would have resulted 

in a much higher density (approximately 2.7 g/cm3). Therefore, both data sets were 

measuring the aluminum mesh. Each data set consisted of two measurements. 

Calculations related the density of the trabecular volume to that of solid 

aluminum. This allowed for a direct calculation of the measured electron density. 

The differences in the measurements are likely due to non-uniform compression 

of the aluminum mesh in the phantom. The incident gamma rays may be passing through 

a slightly bent mesh, which creates an artificial gap. Again, such variations are not 

evident in the MCST, but the CT scanner is able to resolve the inhomogeneities in the 

phantom. 

Scattergram Computational Model versus MCST Data 

The Scattergram simulation accurately predicted the relative amplitudes of each 

spectrum for each phantom after correction with the polynomial. However, there is a 

slight deviation in the shape of the spectra. The difference in the shape can be attributed 

to poor calibration and contamination from multiple scattering. Calibrations were taken 

before and after each 12-hour data set. However, periodic measurements showed 

occasional drifts up to 10 channels (0.6 keV) in a matter of hours.   Each data set was 

slightly adjusted to fit the 88 keV coherent scatter peak to the correct energy. The 

contribution of multiple scattering is manifested as counts in the lower energies, as is 

shown in Figure 5-1; the detector data do not go to zero at approximately 65 keV as the 

simulation predicts. 
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In Figure 5-1, measurements from a single position are shown for the thin cortical 

shell with a void center (Thin-Void) phantom. The model is in good agreement in both 

shape and amplitude. This spectrum is one of the best agreements of the two data sets. 

Appendix B contains the compilation of spectra for all phantoms. 
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Figure 5-1. Spectral data. The spectra of the MCST data for the phantom with thin 
cortex and center void along with the corresponding ScatterGram simulation of the same 
phantom. This is one of the best agreements between the two data sets. The simulated 
data is represented by symbols. 

Image Reconstruction 

The phantom spectral data collected by the MCST were reconstructed into a 

2-dimensional image. The resulting images show a scale of values of density that is 

proportional to the electron density. The image reconstruction requires an initial guess of 

the phantom design. For this application, it is fair to assume some prior knowledge of the 

patients bone size. The surrounding tissue, cortical and trabecular region densities can be 
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assumed by using values corresponding to healthy bone. This approximation allows the 

iterative image reconstruction to develop the final image by using the energy data. The 

initial guess used for all cases of the reconstruction is shown in Figure 5-2. 
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Figure 5-2. The initial density guess of bone phantom. This initial guess shows the 
density of a normal trabecular bone. 

For each phantom, four detectors collected spectra at three different phantom 

positions. However, due to the large amount of aluminum used in the phantom, 

attenuation of the source is extensive. The mean free path of 88 keV photons in 

aluminum is 2 cm (attenuation coefficient of 0.1892 cm2/g). Therefore, the compiled 

image is good for a quadrant of the phantom but, due to attenuation, the entire phantom 

can not be resolved. Table 5-2 shows the amount of attenuation that occurs in the 

phantom at various locations. The table assumes an incident energy of 88 keV, and 

assumes a scattered photon energy of 75 keV, the energy from 90-degree scatter. 

45 



Table 5-2. Attenuation in aluminum phantom 

Incident photons after first shell 90 % 
Incident photons after second shell 78 % 

Incident photons at center of phantom 66 % 
Scattered photons from center, to 

detector 46 % 

The table shows that the attenuation is quite extensive. A photon scattering from 

the center has a significant probability of being attenuated before reaching the detector 

array. In the image reconstruction, there was not enough energy information to recreate 

the image. Attenuation is a significant cause of this problem. In order to simulate a 

clinical measurement, data duplication allowed for simulated detector arrays to be 

assigned opposite the original array, as shown in Figure 5-3. The data on the phantom is 

symmetric to allow for this duplication. The duplication of the data produces a clearer 

image of the entire phantom. Figure 5-3 shows the position of the source-detector- 

phantom geometry used for the image reconstruction. Each black line represents the 

location of the detector array relative to the source and phantom. It does not represent a 

specific amount of data sets. 

Although three sets of data were taken for each phantom (position-1, position-2 

and position-3, shown in Figure 4-4), only two sets were used in the image 

reconstruction. A limitation of the reconstruction algorithm did not allow for the data set 

at position-3 to be included. The images created would improve with the addition of 

position-3. Therefore, each solid bar depicted in Figure 5-5 represents only position-1 

and position-2 data sets. 
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Phantom 

Source 

Detector Array 

Figure 5-3. The geometry used for image reconstruction. Note that only two source 
positions are used, with three data sets per source location.   Each array contains four 
detectors. 

10 15 20 

Figure 5-4. An image of MCST data uses six sets of data. The six data sets include 
position-1, position-2, position-3 and their duplicates. The entire phantom is not 
resolved. This is due to the attenuation that occurs in the aluminum. 

The geometry in Figure 5-3 shows the data duplicated to simulate a source on 

both sides of the phantom, with detectors on opposite sides. This solution uses all three 
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positions of data, duplicated for both source positions to provide a better image. 

However, this duplication did not create a clear image, and additional source-detector 

positions were required to resolve the phantom image. Figure 5-5 shows the positions of 

four source locations. 

Source 

Figure 5-5. The four source location geometry used for image reconstruction. Only two 
data sets are used per source location, due to a limitation in the image reconstruction 
algorithm. 

Using the geometry in Figure 5-5, images were created from both the simulated 

spectra and the detector data. The simulated data produces a clearer, more defined 

image. Since the same Scattergram code is used to simulate the data and calculate A0 

(the initial mapping of electron density to detector signals) the simulated images are 

expected to be better than measured images. To simulate the actual data, random Poisson 

noise was added to the simulation data before reconstruction. The model data 

demonstrates the "ideal" images created by the MCST. Using additional detectors in 

each array, and amassing a larger data set will cause the detector data to come closer to 
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the "ideal" modeled data. The following images are from simulated data for all of the 

cases (thin-void, thin-osteoporotic, thin-normal, and thick-osteoporotic). 

Each image used the initial density guess of a normal trabecular bone density 

from Figure 5-2. Each of the images used a factor of ß=5, w=0.5 during the image 

reconstruction with 20 'outer' iterations of A. 
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Figure 5-6. Reconstruction of the phantom using simulated Scattergram model data, (a) 
shows the thin cortical shell with a normal trabecular density (Thin-Normal). The 
additional images are (b) Thick-Osteoporotic, (c) Thin-Osteoporotic, (d) Thin-Void. 
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Displaying a vertical slice through the center of each image and plotting them 

together gives a relative density for each of the phantoms shown in Figure 5-6. As seen 

in this plot (Figure 5-7), the MCST was able to differentiate between the density values. 

The simulated images were created in the same manner of data duplication as the detector 

data. Each data set was a re-arrangement of two data sets (position-1 and position-2). 

This was done so a correlation in noise was present in all cases for true comparison. 

Thin-Normal   2.« 
Thick-Osteoporotic 

Thin- Osteoporotic 

Figure 5-7. A vertical slice through the center of all four images. The thick- 
osteoporotic density increases slightly at the cortical layer compared to the thin- 
osteoporotic density. Note that both of the osteoporotic densities are close, despite the 
higher attenuation due to the thicker cortical shell. 

The reconstructed images from the detector data are shown in Figure 5-8. These 

images again show a variation in the trabecular density. Each image used a value of/?=1, 

OJ=0.5 during the image reconstruction with 20 outer iterations of A. 
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Figure 5-8. Reconstruction of the phantom using detector data, (a) shows the thin cortical 
shell with a normal trabecular density (Thin-Normal). The additional images are (b) 
Thick-Osteoporotic, (c) Thin-Osteoporotic, (d) Thin-Void. 
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The vertical slice was again taken for each image and used for comparison, 
shown in Figure 5-9. 
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Figure 5-9. A slice through the center of all four phantoms. Again, distinctions can be 
made between each of the phantoms. 

Impact of Duplicating Data 

In the Scattergram simulation, each detector had its individual set of noise data 

added to the data set. However, when reconstructing the images from the detector data, 

each data set is copied (both signal and noise). This causes a correlation in the noise 

between different sets of data. Due to this, using multiple detectors in multiple locations 

is essential to reproducing an image of a bone phantom. The resulting images were 

obtained by using only position-1 and position-2 data sets in the four-source location 

geometry due to a limitation in the image reconstruction algorithm. 
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Image Quality 

Each of the images using the MCST data sets has a substantial decrease in quality 

from the simulated data sets. This decrease in image quality can be partially attributed to 

the amount of noise modeled, drift of calibration data, and multiple scattering 

contributions. These factors all played a part in the final image quality. However, 

despite these issues, the images were distinct enough to identify which of the relative 

levels of trabecular density was used. 

Simulation of Improved MCST 

The MCST detector array has a field of view limitation due to the distance the 

germanium crystal is set back from the detector window as discussed in Chapter III, 

shown in Figure 5-10 (A). The Scattergram code was used to determine the quality of the 

image if the crystal was placed flush with the window, as shown in Figure 5-10 (B). 
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Figure 5-10. Improved MCST design. This improvement moves the detector crystal 
forward against the detector aperture. The result increases the detector field of view. 
(Provided by B.L. Evans) 

The Scattergram code simulated the impact of this change. All other variables 

remained the same, i.e. the duplication of the data, geometry of phantom and correction 
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polynomial. The images were expected to be a higher quality base on the increased 

amount of angular information gained. Due to the higher incident angles that can be 

detected per crystal, previously lost information is retained in the new design. The 

images in Figure 5-11 are the result. The vertical slice was taken through the center of 

each image and compared against improved phantoms simulated, shown in Figure 5-12. 

Figure 5-11. Images using the improved MCST simulation data, (a) Thin-Normal, (b) 
Thick-Osteoporotic, (c) Thin-Osteoporotic, (d) Thin-Void. 
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Figure 5-12. A vertical slice through the center of all four of the improved MCST 
images. 

Image Comparison 

The images were compared in order to quantify the image quality. Table 5-3 

compares the values of image intensity of the trabecular density. Since the soft tissue 

was not designed properly in the phantom, the comparisons are all relative to the value of 

the normal trabecular density. 

Table 5-3. Comparison of densities relative to value of normal density in the trabecular 
 volume. All values were taken from the reconstructed images.  

Actual Phantom 60% 

Data Images 78% 

Model Images 92% 

Improved Images 80% 

60% 

62% 

89% 

66% 

0% 

13% 

38% 

11% 
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Table 5-3 shows interesting results. The improved model and the detector data 

images compare very well. Both sets of comparisons are much closer to the actual values 

than the modeled data images. At this time, the problem with the model has not been 

determined. 

Another method of relative comparison can be in image differencing. Figure 5-13 

shows the results of modeled images subtracted from each other. 

10 15 20 

(a) (b) 

(c) (d) 

Figure 5-13. Image subtraction of model. The simulated images are (a) Thin-Normal 
minus the Thin-Osteoporotic, (b) Thin-Normal minus the Thin-Void, (c) Thin- 
Osteoporotic minus the Thin-Void, and (d) Thick-Osteoporotic minus the Thin- 
Osteoporotic. 
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Image subtraction allows a location and extent of variations to be quantified. This 

is important for the medical application where time history imaging could provide useful 

information on the depletion of bone. Figure 5-14 shows the image differences for the 

detector data. Figure 5-15 is the same comparison of the improved MCST images using 

simulated data. 
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Figure 5-14. Image subtraction of detector data. The images are (a) Thin-Normal minus 
Thin-Osteoporotic, (b) Thin-Normal minus Thin-Void, (c) Thin-Osteoporotic minus 
Thin-Void, and (d) Thick-Osteoporotic minus Thin-Osteoporotic. 
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Figure 5-15. Image subtraction of improved MCST model. The simulated images are (a) 
Thin-Normal minus Thin-Osteoporotic, (b) Thin-Normal minus Thin-Void, (c) Thin- 
Osteoporotic minus Thin-Void, and (d) Thick-Osteoporotic minus Thin-Osteoporotic. 

The subtraction of the images shows distinct locations were the phantom density 

changed. The magnitude of those changes is reflected in the scale of the images. As seen 

in both the Scattergram model and the Improved MCST model (Figure 5-13 and 5-14), 

there is symmetry of the resulting image. This is due to the data duplication that occurred 

in producing the images. This symmetry is not clear in the detector data. 

In all of the images and slices taken of the data, it is clear that distinct differences 

due to density changes were found. 
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VI. CONCLUSIONS AND RECOMMENDATIONS 

This chapter discussed the overall goal of the project and the extent that the goal 

was successfully obtained. Some complications developed in completing this project. 

This chapter addresses those issues with recommendations to the correction action 

required. Future work in this area is also considered in this chapter with an estimation of 

the next step in the MCST evolution to monitor osteoporosis. 

Overview 

This project was designed to investigate the MCST as a potential method for 

monitoring osteoporosis. The investigation included fabrication and measurement of a 

bone density phantom. The phantom fabricated represents a single bone surrounded by 

soft tissue. The phantom is designed to allow changes to the trabecular volume density. 

The different densities reflect a normal trabecular bone density, an osteoporotic density 

(60 % of normal), and a void density. A previously developed computational model was 

used to simulate the recorded energy spectra from the MCST detector array. The 

simulated spectra were compared against the measured data spectra.   Images were 

created using both the simulated data and measured data. The reconstructed bone density 

images from both model and detector data were used to determine the effectiveness of 

MCST in differentiating between the three densities. 
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Conclusions 

Development of the phantom was not done accurately. However, this inaccuracy 

does not invalidate this project's results. Although the soft tissue density was created too 

high, the focus of the project is on the trabecular density region. This project was 

designed to measure the differences in this region. 

Despite these problems, the MCST was able to produce images that identified 

phantom density differences. The osteoporotic decrease (60% of normal density) was 

identifiable from the images. This amount of density loss is not physically possible and 

represents an extreme. Osteoporosis causes a much lower decrease in density. However, 

this was used to determine the capability of the MCST to discern an extreme case. 

Using image subtraction, it was quite apparent where and to what extent the 

images differed. As expected, the highest differences were between the normal density 

and the void density. There were also discernible differences between the thick cortical 

osteoporotic density and the thin cortical osteoporotic density. 

Although additional work is required, this project showed the MCST is capable of 

distinguishing the features represented by the trabecular bone. This was the goal of this 

project. The positive result warrants further research in this area. 

Recommendations for Future Research 

The duplication of the data necessary for image reconstruction resulted in a 

duplication of the noise from the original data set. This caused a correlation in the noise 

from one set to the other. Collecting more data sets instead of duplicating existing 

information would alleviate the problem. The unique data sets may improve the images. 
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The extent of the improvement is unknown. The complete impact of the data duplication 

was not investigated to completion. 

The phantom construction should also be redone to more accurately follow 

clinical phantoms. The phantom should model soft tissue with water and the normal 

trabecular densities with Lucite (Plexiglas). Having a more accurate phantom is key to 

the next study. 

Additional work also needs to be done to the Scattergram generation code. The 

code is currently not able to simulate the Compton broadening that the Lucite will cause. 

This is not a trivial area of work. However, this would be crucial if using a more accurate 

phantom. In addition to this, additional work could be done to take into account multiple 

scattered photons collected. 

The detector collimator also could require additional work. A decrease in the 

collimated fan beam thickness collected by the detector array would reduce multiple 

scattered photons detected. The source collimator creates a thin fan beam for the incident 

photons. However, the detector collimator allows a much larger slice thickness to reach 

the detector array. This permits a higher contamination of multiple scattering events. 

Using a more restrictive detector collimator would reduce this contamination and result in 

a higher ratio of single-scatter-to-multiple-scatter photons collected, thus improving the 

image quality. However, this becomes a mute point if the Scattergram code is modified 

to account for the multiple scattered photon contribution. 
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Summary 

The investigation into the noninvasive inspection of bone density using MCST 

proved successful. The current MCST system showed the feasibility of using Compton 

scattered photons to image loss of bone density simulated with aluminum phantom. 

Although this is only the initial step in applying MCST to osteoporosis, these results 

indicate that future research into a MCST system devoted to measuring bone density is 

warranted. 
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APPENDIX A: PSF POLYNOMIAL FIT 

The polynomial fit was designed to register the imaging region based on 

measured data from the MCST. A single bar of aluminum was imaged in 9 locations in 

the imaging region as shown in Figure 4-3. In this image, Position-5 was used as the 

origin of the imaging region, with a Cartesian coordinate system. All distances used are 

in centimeters. 

A simulation determined the predicted energy spectra of each detector. A scaling 

factor was applied to each of the simulation runs to compare them against the measured 

data. If the imaging region gave a uniform response across the image plane, then a single 

scaling factor would be required for a single scatter location. However, this is not the 

case, since a different scaling factor was required for each data set. This required an 

adjustment for the position dependent scaling factor. 

The Mathematica code used to determine the polynomial fit is as follows: 

PSF Position Data: 
xpos={-1.981,0,2.489,-1.981,0,2.489,-1.981,0,2.489}; 
ypos= {2.032,2.032,2.032,0,0,0,-2.1,-2.1 ,-2.1}; 

PSF Scaling Value Data: 
aoe={ 1.52,1.54,1.5,1.11,1.41,1.69,1.0,1.51,1.75}; 

Fitting the Data: 
valdata=Table[{xpos[[i]],ypos[[i]],aoe[[i]]},{i,l,9}]; 

Check of Fit: 
1.41 + 7.46X10"

3
J:-2.18X10"

2
JC

2
 + 2.57X10"V

3
 + 

8.84xl0"4y-4.61xl0"2xv + 7.11xl0"3jc2y + 2.71xl0"2y2- 

1.02xl0"2xy2 -2.81xlO~Vy2 +1.92xlO"V 
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Error=Table[{i,val[[i]]-funcfit[xpos[[i]],ypos[[i]]]},{i,l,9}]; 
Error//TableForm 

Point   Error 
1 -8.4376x10-15 
2 5.3290x10-15 
3 -4.2188 x 10-15 
4 3.3306x10-15 
5 1.1102x10-15 
6 -2.2204x10-15 
7 -8.8817x10-15 
8 -3.9968 x 10-15 
9 6.2172x10-15 

Physical Plot of the Polynomial Fit: 
sur=Plot3D[funcfit[x,y],{x,-2.1,2.1},{y,-2.1,2.1}]; 

Scatter Plot of the Points: 
pts=ScatterPlot3D[valdata,PlotStyle->PointSize[.02]]; 
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Surface Plot of the fit and the PSF scaling points: 
Show[sur,pts]; 

Contour Plot of the Polynomial Fit: 

Test[x_]:=RGBColor[x,.25+.75x,.5+.5x]; 
con=ContourPlot[funcfit[x,y],{x,-2.1,2.1 },{y,. 1,2.1}, Contours- 
>{ 1,1.05,1.1,1.15,1.2,1.3,1.4,1.5,1.6,1.7} ,ColorFunction->Test]; 
ShowLegend[con,{Test[l-#]&,8,"1.7","l"}]; 
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APPENDIX B: ENERGY DATA OF PHANTOMS 

Appendix B contains all of the collected data from the two positions used in the 
image reconstruction. The detector of each position, separated by phantom type, is 
shown. For comparison, the model (symbols) for each detector is shown with the data. 
The data has background subtracted from it. 
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Thin-Normal Phantom: Position 2 
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Thin-Osteoporotic Phantom: Position 1 
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Thin-Osteoporotic Phantom: Position 2 
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Thin - Void Phantom: Position 1 
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Thin - Void Phantom: Position 2 
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Thick-Osteoporotic Phantom: Position 1 
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Thick-Osteoporotic Phantom: Position 2 
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APPENDIX C: PHANTOM DESIGN 

The schematic drawings of the phantom are shown in this appendix. The 
phantom was built by the machine shop located in Building 470. The following are the 
schematic designs given to the machinists. 

Plexiglas for the stand was chosen based on it inexpensive cost, lightweight, and 
its simplicity to machining. Any material would have done adequately since it is not in 
the fan beam of the source gamma rays. Figure C-l shows the design for the stand. The 
purpose of the stand was to align the center of the phantom with the fan beam source and 
the detector array. 

MI 

* Grooves are deep enough to 
enough to hold Al plates in place 

* 2 mm wide (FI) 
* 1 mm wide (H) 
* All Plates must extend 1 Inch 
ABOVE stand 

29.1 mm 

± 
Figure C-l. Plexiglas stand design. This stand holds the aluminum rings in place. 

The cortical shells and the soft tissue region of the phantom were machined from 
pure aluminum. Figure C-2 and C-3 show these shells. 
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26 mm 

Figure C-2. Thick cortical shell design. The aluminum used for the shell is alloy 1100. 
The aluminum was supplied by the machine shop at AFIT. 

25.4 mm 

20 mm 

Figure C-3. Thin cortical shell design. The 1100 alloy aluminum is also used for this 
shell. 

The inner shell diameters for both the thick and the thin cortical bone are 
intentionally the same. This allows the ability to use the same soft tissue region for both 
shells. 
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The soft tissue was designed following Figure C-3. The soft tissue shown reflects 
too high of a density region. This region should be approximately 1.0 g/cm3, but actually 
is 1.3 g/cm3. 

J 
25.4 mm 

Aluminum Plates 
Aluminum Plate - 
Spacing Between 

2 mm thick ( "= ) 
1 mm thick (■■ ) 
2 mm (a  ) 

* Height of 25.4mm is 
ABOVE stand height 

Figure C-3. The soft tissue design. This region calculates a density of 1.3 g/ cm3 
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APPENDIX D: COLLIMATOR DESIGN 

The schematic drawings of the collimator are shown in the following appendix. 
The collimator was built by the machine shop located in Building 470. The following are 
the schematic designs given to the machinists. 

2 cm 

FRONT 
Plastic / Plexiglas SIDE 

Figure D-l. Collimator Base. This is the first pieces constructed. 

The next drawing, Figure D-2, of the collimator are placed on the front and back 
of the collimator. These tin sheets provide the mask that will only allow a thin (2mm) fan 
beam of incident photons through the collimator. 
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TOP 

7.62 cm 
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2 mm 

FRONT 
SIDE 

Figure D-2. Tin mask on collimator base. This mask will absorb the incident 
photons and only allow a thin beam to pass unattenuated. 
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TOP 

FRONT SIDE 

Figure D-3. Complete collimator. This is how the final collimator will look. 
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