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Preface

The 9™ International Conference on Intergranular and Interphase Boundaries in
Materials (iib98) held on 6-9 July 1998 in Prague, Czech Republic, represents a
successful continuation of the series of this Conference starting by the first meeting in
Saint Etienne, France, in 1975. Following the scope of the preceding meetings, this
Conference was focused on atomic level modeling of interfaces, structural and
éhemical characterization of internal interfaces, their thermodynamic, kinetic,
mechanical, electric, magnetic behavior and high-T, superconductivity, and application
of present knowledge for design of polycrystalline materials with improved properties.
More than 200 scientists from 27 countries of four continents actively participated in
the meeting. Traditionally, a special symposium on an actual topic has been organized
as a part of the Conference: During iib’98, the attention was paid to Non—Equilibrium
Segregation in Irradiated Materials. A particular session was devoted to presentation of
the results obtained during the International Cooperation in Science and Technology
(COST).

The contributions presented at the iib’98 are published in this volume. Nearly
200 papers that cover all above mentioned topics were presented as invited talks, oral
contributions and — in the vast majority — posters. These papers bring new results in
the study of interfaces and their properties obtained in the last years, and represent the
present state of the art in this field. We are grateful to all referees for their assistance in
preparation of this volume.

Successful organization of the Conference could not be possible without
financial support of the sponsors. We would like to acknowledge all the sponsors for
their help, we also appreciate financial support of the COST organization. Last but not
least, we wish to thank for hospitality of our host, the National House of Vinohrady

where the Conference took placé.

The Editors



Table of Contents

Committees v
Sponsors vi
Preface vii

Invited lectures

Wetting of Grain Boundaries in Metals and Ceramics
D.R. Clarke 1

On the Relationship between Grain-Boundary Migration and Grain-
Boundary Diffusion by Molecular-Dynamics Simulation

B. Schonfelder, P. Keblinski, D. Wolf and S.R. Phillpot 9

Application of Surface Ab Initio Methods to Studies of Electronic
Structure and Atomic Configuration of Interfaces in Metallic Materials

M. Sob, I. Turek and V. Vitek 17
High Resolution Study of a Quasiperiodic Grain Boundary in Gold
J.M. Pénisson, F. Lancon and U. Dahmen 27

Effect of Grain Boundary Dislocations on 9R Stacking Errors at an
Incoherent Twin Boundary in Copper
D.L. Medlin, S.M. Foiles, G.H. Campbell and C.B. Carter 35

In situ High-Resolution Transmission Electron Microscopy of
Interfaces in Phase Transformations
J.M. Howe, K.T. Moore, A.A. Csontos, W.E. Benson and M.M. Tsai 43

The Effects of Thermomechanical Processing on Interfacial
Crystallography in Metals

V. Randle 51
Grain Boundaries in Superplastic Ceramics

T. Sakuma 59
Radiation-Induced Grain Boundary Segregation

R.G. Faulkner, S. Song, D. Meade and C.C. Goodwin 67
Grain Boundary Composition and Effects on Environmental
Degradation

S.M. Bruemmer 75

Modelling Nonequilibrium Grain Boundary Segregations
M. Nastar and G. Martin 83



Intergranular and Interphase Boundaries in Materials

Contributions

Triple Junction Structure and Properties
A.H. King

Ab Initio Calculations of SiC/Metal Interfaces
M. Kohyama and J. Hoekstra

Atomic-Scale Studies of the Electronic Structure of Ceramic/Metal
Interfaces: {222}MgO/Cu
D.A. Muller, D.A. Shashkov, R. Benedek, L.H. Yang, J. Silcox and
D.N. Seidman

Special [100] Tilt Grain Boundaries in Iron: A Segregation Study
P. Lejéek, V. Paidar and S. Hofmann

High Resolution Electron Microscopy of Misfit Dislocations at Metal-
Oxide Interfaces
H.B. Groen, B.J. Kooi, W.P. Vellinga and J.T.M. De Hosson

Analysis of the Interfacial Relationship in GaN/(0001) AL,O; Layers
B. Barbaray, V. Potin, P. Ruterana and G. Nouet

Nanosized Lead Inclusions in Aluminum - Magic Sizes and Aspect
Ratios
E. Johnson, A. Johansen, U. Dahmen, S.-J. Chen and T. Fujii

Growth Induced Grain Boundary Plane Oscillations in YBa,Cu;0,
Thin Film Bicrystals
J. Ayache, A. Thorel, S. Jong Kim, J. Lesueur, K.H. Westmacott and
U. Dahmen

Material Fluxes in Interfacial Processes
T. Nixon and R.C. Pond

Magnetically Forced Motion of Specific Planar Boundaries in
Bi -Bicrystals
D.A. Molodov, G. Gottstein, F. Heringhaus and L.S. Shvindlerman

The Influence of Grain Boundary Structure on Diffusional Creep
P.A. Thorsen and J.B. Bilde-Sgrensen

The Role of the Interface Oxide/Metal in the High Temperature
Corrosion Resistance of Alloys
H.J. Grabke

Interface Diffusion Controlled Reactions in Multilayers
L.M. Klinger, Y.J.M. Bréchet and G.R. Purdy

Diffusion Along the Moving Reaction Front of Discontinuous
Precipitates in Ni-4 at. % Sn Alloy
P. Zigba and W. Gust

91

95

99

103

107

111

115

119

123

127

131

135

139

145




Contents

Xi

Y

Reversal from Depletion to Enrichment of Solute Elements in
Radiation-Induced Segregation at Grain Boundaries
W. Kesternich, A. Garcia-Borquez and G. Crecelius

Local Segregation at the Grain Junction: Elastic Singularity and its
Effect on Radiation Embrittlement
A.A. Zisman and V.V. Rybin

Effects of Interaction between Point Defects and Solutes on Grain
Boundary Segregation and Migration
H. Kanda, H. Takahashi, N. Hashimoto and N. Sakaguchi

Vacancy Formation and Vacancy-Induced Structural Transformation
in Si Grain Boundaries
M.F. Chisholm, A. Maiti, S.J. Pennycook and S.T. Pantelides

Electromagnetic Connectivity and Microstructure in YBa,Cu;0-;
Films on Rolling-Assisted Biaxially-Textured Substrates
S.E. Babcock, Ch.-Yu. Yang, J.L. Reeves, Yu. Wu, A.E. Pashitski,
A. Polyanskii, D.C. Larbalestier, A. Goyal, M. Paranthaman, F.A. List,
D.P. Norton, D.M. Kroeger and A. Ichinose

Propagation Behaviour of Intergranular Stress-Corrosion Cracking of
Cu-9at. % Al Bicrystals Shaped to the Tapered Double Cantilever Beam
Specimen

T. Mimaki, H. Ando, H. Miyamoto, Y. Kaneko and S. Hashimoto

Anisotropy and Oxygen Activity Dependency of the Liquid or Solid
Metal-Oxide Interfacial Free Energy: Case Study on MgO-Cu
M. Backhaus-Ricoult and S. Laurent

Low-Energy Configurations of the =5 (210)[001] Tilt Grain Boundary
in FCC Crystals
P. Grigoriadis, Th. Karakostas, Ph. Komninou and V. Pontikis

On the Applicability of the CSL Model to Grain Boundaries in Non-
Cubic Materials
V.Y. Gertsman and J.A. Szpunar

The Variety of Structures of the £=3 Incoherent Twin Boundary in
B-SiC

K. Tanaka, M. Kohyama and M. Iwasa
On the Existence of Periodic Interfaces in the Layered Compound
TIBiS,

E.K. Polychroniadis, N. Frangis and M. Ozer

Defect Structure and Processes in a 1-D Periodic Interface
A. Serra, D.J. Bacon and R.C. Pond

Atomic Level Studies of Dislocation Networks in Niobium-Sapphire
Interfaces
A. Lévay, G. Mobus, V. Vitek, M. Riihle and G. Tichy

149

153

157

161

165

169

173

177

181

187

191

195

199



Xii Intergranular and Interphase Boundaries in Materials

Computer Simulation and High Resolution Electron Microscopy Study
of the £=5 (210) [001] Symmetric Tilt Grain Boundary in Molybdenum
M. Bacia, J. Morillo, J.M. Pénisson and V. Pontikis 203

Investigation of Assemblies of Grain Boundary Dislocations in
Nanostructured Copper by Computer Simulation
1.V. Alexandrov, N.A. Enikeev and R.Z. Valiev 207

Atomic Scale Simulation of the (310) [001] Symmetric Tilt Grain
Boundary in the B2 Stoichiometric FeAl Ordered Alloy

R. Besson, M. Biscondi and J. Morillo 211
Computer Simulation of Tilt Grain Boundaries in Alloys with L1, and
B2 Superlattices

M.D. Starostenkov, B.F. Demyanov, E.L. Sverdlova, S.L. Kustov and

E.L. Grakhov 215

Calculation of the Energy of Extend Defects in Zinc by the Semi-
Empirical Tight-Binding Method

A. Béré, A. Hairie, G. Nouet and E. Paumier 219
Modified Stillinger-Weber Potential for Planar Defects Modeling in
GaN

A. Béré, P. Vermaut, A. Hairie, E. Paumier, P. Ruterana and G. Nouet 223

Relative Stability of Two Structures of the X=11 <011> Tilt Grain
Boundary in Silicon and Germanium by the Tight-Binding Method

J. Chen, A. Hairie, G. Nouet and E. Paumier 227
Ab Initio Study of Grain Boundaries in SiC and Si

M. Kohyama and K. Tanaka 231
TEM Investigation of Metal-Oxide Interfaces in the Ni-20Cr System

G. Calvarin, A.-M. Huntz and R. Molins 235

The Character of Steps on Gamma/Alpha-2 Interfaces in Lamellar
TiAl-Based Alloys
P. Shang, T.T. Cheng and M. Aindow 239

The Atomic Structure of Tilt Grain Boundaries in AIN/GaN Layers
Grown on (0001) Sapphire: A Case Study, the 231 (114 7 0) Symmetric

Grain Boundary
V. Potin, A. Béré, P. Ruterana and G. Nouet 243

Grain Boundary Structure in BaTiO; with a Small Excess of Ti-Site
Dopant
T. Yamamoto, Y. Ikuhara, K. Hayashi and T. Sakuma 247

Microstructural Investigations of Interfaces in PVD TiN Coated Tool

Steels
N.J.M. Carvalho, A.J. Huis in’t Veld and J.Th.M. De Hosson 251




Contents

xiii

Modification of Metal/Oxide Interfaces by Dissolution of Sb in Oxide
Precipitates Containing Metal Matrices
B.J. Kooi, A.R. Westers, J.A. Vreeling, D.T.L. van Agterveld and
J.Th.M. De Hosson

Structure of a [101] Tilt Grain Boundary in a Molybdenum Bicrystal
T. Vystavél, J.M. Pénisson and A. Gemperle

Twist Angle Dependence of Josephson Junction Effect Measured in the
[001] Twist Boundary of Bi,Sr,CaCu,0, Superconductor Bicrystals
B.S. Xu, H. Ichinose and S.-I. Tanaka

Characterization of Grain Boundaries of Al-doped Sintered $-SiC by
Both HRTEM and STEM
K. Kaneko, T. Saitoh and S. Tsurekawa

Atomic Structure and Chemical Bonding State of Sapphire Bicrystal
Y. Ikuhara, T. Watanabe, T. Saito, H. Yoshida and T. Sakuma

Grain-Boundaries in B-SiC: a Joined HRTEM and Numerical Atomic
Study
C. Godon, C. Ragaru, O. Hardouin Duparc and M. Lancin

Near Coincidence Grain Boundary in Alumina
S. Lartigue-Korinek and S. Hagege

Atomic Structure of the Grain Boundary in a-SiC
C. Ragaru, M. Lancin and J. Thibault

Yttrium-Segregated Grain Boundaries in a-AL,Os: An EELS Study
M.A. Giilgiin, W.Y. Ching and M. Riihle

Determination of Grain Boundary Atomic Structure Using
Quantitative High Resolution Electron Microscopy
G.H. Campbell, W.E. King, S.M. Foiles and D. Cohen

The Distribution of Segregated Elements to Grain Boundaries
Measured by Auger Electron Spectroscopy
P.E.J. Flewitt and R.K. Wild

Grain Boundary Structure and Chemical Bonding in Boron Doped
Silicon Carbide
H. Gu

The Complexes of Planar Defects in Ordered Alloys
M.A. Baranov, M.D. Starostenkov and A.G. Nikiforov

Analysis of a 69.3° Near-Twist Boundary in Titanium; a Comparison of
Two- and Three- Dimensional Models for the Reference Structure
S. Wang and M. Aindow

Wetting and Non-Wetting Behaviour of Silicon Carbide Grain
Boundaries
S. Turan and K.M. Knowles

255

259

263

269

273

277

281

285

289

293

297

301

305

309

313



Xiv Intergranular and Interphase Boundaries in Materials

Interplay between Planar Defects and Threading Dislocations in
GaAs-on-Si
A. Delimitis, Ch.B. Lioutas, K. Michelakis and A. Georgakilas

Structural Evolution with Temperature of MBE Au/Ni Multilayers
C. Dressler, P. Bayle-Guillemaud and J. Thibault

Variation of Interfacial Structure and Chemistry of Topotactic
{111}MgO-Cu Interfaces with the Oxygen Chemical Potential
S. Laurent, D. Imhoff, C. Colliex, M.J. Hytch, J. Devaud, S. Hagége and
M. Backhaus-Ricoult

Microstructure of Al/a-AlO; Interface Fabricated by Surface
Activated Bonding at Room Temperature
T. Akatsu, N. Hosoda, T. Suga and M. Riihle

Ball Milling Driven Formation of Interfaces in Powders of Super
(lz-TigAl Alloy
Th. Kehagias, Ph. Komninou, J.G. Antonopoulos, Th. Karakostas,
G. Nouet and V. Pontikis

Nanoscopic Analysis of a Ag-Cu-Ti/Sapphire Brazed Interface
T. Ichimori, Ch. Iwamoto and Sh. Tanaka

Si/Si Interface Bonded at Room Temperature by Ar Beam Surface
Activation
H. Takagi, R. Maeda, N. Hosoda and T. Suga

Reactions at Ceramic-Metal Interfaces in Capacitor-Discharge Joined
Ceramics
S. Turan

The Structure of Threading Dislocations Generated at the GaN/AL O3
Interface
P. Ruterana, V. Potin and G. Nouet

Disclinations at Grain Boundary Triple Junctions: Between Bollmann
Disclinations and Volterra Disclinations
P. Miillner

Quantitative Analysis of Co Silicide/SiC Interfaces
M. Lamy and J. Thibault

Non-Equilibrium Grain Boundaries in Ultrafine-Grained Materials
Processed by Severe Plastic Deformation
R.K. Islamgaliev and R.Z. Valiev

Structural Characteristics of Twin Boundaries in Deformed
Polycrystalline Zirconium
Ph. Komninou, G. Nouet, Th. Kehagias, A. Serra and Th. Karakostas

317

321

325

329

333

337

341

345

349

353

357

361

365




Contents

XV

Shape Changes of Nanosized Liquid Pb Inclusions in Al at Elevated
Temperatures
L. Kjeldgaard and E. Johnson

Grain Boundaries and Propagation of Slip Bands
J. Gemperlové, A. Jacques, M. Polcarov4, J. Brddler, V. Novék and
A. George
Comparison of Tension and Compression Deformation of Fe-Si
Bicrystals — X-Ray Topography Observation
M. Polcarova, A. Jacques, J. Brddler, F. Vallino, J. Gemperlova and
A. George

Characterisation of (340)/(010) Asymmetrical Grain Boundary
J. Erhart and V. Paidar

Interface Dislocations in TiAl
V. Paidar, S. Zghal and A. Couret

Auger Spectroscopy of TiAl Interface Diffusion Specimens

D.E. Luzzi, D. Imamura, H. Inui, E.P. George, L. Heatherly, H. Yasuda,

H. Mori and M. Yamaguchi

On the Possibility to Predict Dislocation Structures of Low X .
Symmetric Grain Boundaries
A. Gemperle, T. Vystavél and J. Gemperlova

Dislocation Interaction with a X=3 Grain Boundary Observed by in-
situ TEM
T. Vystavél, A. Jacques, A. Gemperle, J. Gemperlovd and A. George

TEM Study of Twin Segments in Annealed Copper
0.V. Mishin and X. Huang

Grain Boundary Wetting in Metals: “Self Indentation-Internal
Solution” Mechanism
E.E. Glickman

Tie Lines of the Grain Boundary Wetting Phase Transition in the
Zn-Rich Part of the Zn-Sn Phase Diagram
B.B. Straumal, W. Gust and T. Watanabe

Structure of Triple Line in Reactive Ag-Cu-Ti/SiC Wetting System
M. Nomura, T. Ichimori, Ch. Iwamoto and S. Tanaka

Atomic-Level Stresses at Interfaces and their Effect on Solute
Segregation

0.C. Hellman and D.N. Seidman
Segregation and 2D-Compound in a Grain Boundary: An Exotic

Behaviour
J. Creuze, F. Berthier, R. Tétot, B. Legrand and D. Tanguy

369

373

371

381

385

389

393

397

401

405

411

415

419

423



XVi Intergranular and Interphase Boundaries in Materials

Intergranular Segregation and Precipitation: Monte-Carlo Simulations
D. Tanguy, B. Legrand and Th. Magnin 427

Segregation of Atomic Probes and Interstitial Impurities in the Grain
Boundary Core and Outside Grain Boundaries in 3d, 4d and 5d Metals
V.N. Kaigorodov, S.M. Klotsman, M.L Kurkin and V.V. Dyakin 431

Segregation in Advanced Steels
M. Militzer and A. V. Krajnikov 435

Segregation at Interphase Boundaries in Oxide-Dispersion
Strengthened Ferritic Steels
A.V. Krajnikov, H.M. Ortner, V.M. Yurchenko and A.N. Demidik 439

Effect of Character of Grain Boundaries on Non-Equilibrium
Segregation of B in a Nickel Base Superalloy
M.C. Chaturvedi, H. Guo and N L. Richards 443

Competition between Segregation of Sulfur and Precipitation of hBN
V. Hays, R. Le Gall and G. Saindrenan 449

Mechanisms of the Intergranular Segregation of Boron in (B2) FeAl
Alloys
A.-S. Gay, A. Fraczkiewicz and M. Biscondi 453

Ordered Monolayer Overstructures Formed on Cu Surfaces Through
Segregation

E.C. Viljoen, J.Y. Wang, W.J. Erasmus, J.J. Terblans and J. du Plessis 457
The Effect of N on the Segregation Kinetics of Mo in a
Fe-3.5%Mo-N (100) Single Crystal Studied by Constant Temperature
Heating Method

E.C. Viljoen, W.A. Jordaan, C. Uebing and J. du Plessis 461

Surface Segregation on Fe-25%Cr-2%Ni-0.1%Sb Single Crystals
E. Clauberg, C. Uebing, H. Viefhaus and H.J. Grabke 465

First-Principles Theory of Coherent Precipitation in Size-Mismatched
Alloys
C. Wolverton 469

Embedded Lead Inclusions in Aluminium, Aluminium-Silicon Eutectic
Alloys and Silicon
S. Hagege, L. Haas, P. Ochin, A. Dezellus, Ph. Plaindoux and
J.C. Rouchaud 473

The Effect of Grain-Boundary Structure Formation on p-Precipitation
in Aged Al-Mg Alloys

L.I. Kaigorodova 477
Physical Mechanisms of the Non-Equilibrium Phase Transitions in

Amorphous Solids
T.V. Ischenko and S.V. Demishev 481




Contents Xvii

Metastable and Equilibrium Decomposition of the Eutectoid $-Phase in
the Cu-In System

A. Das, W. Gust, S.K. Pabi and I. Manna 485
Electronic Structure and Doping Effect of the 211(113)/[110] Grain
Boundary in Ni

L.G. Wang and C.Y. Wang 489
Mean-Field Analytical Calculation of the Segregation Profile Around
Grain Boundaries in Binary Alloys

I.P. Antoniades and G.L. Bleris 493
Moving Interfaces in Shape Memory Alloy Bicrystals

V. Novak and P. Sittner 497
Grain Boundary Migration in Fe-3%Si

M. Furtkamp, G. Gottstein, D.A. Molodov and L.S. Shvindlerman 501
Cooperative Effects of Interfaces Motion in Coarsening Cellular
Structures

S.B. Goryachev 505
Experimental Determination of Nickel Grain Boundary Mobility
During Recrystallization

R. Le Gall, G. Liao and G. Saindrenan 509
Grain Structure Evolution in 1-d Rods and 2-d Strips of Polycrystalline
Aluminium

V.G. Sursaeva and S.G. Protasova 513
Effect of Triple Junctions on Grain Boundary Migration

V.G. Sursaeva, U. Czubayko, G. Gottstein and L.S. Shvindlerman 517
The Role of the Triple Junctions During Grain Growth

V.G. Sursaeva, S.G. Protasova and A.Yu. Tuflin 521
The Propagation of Crystalline-Amorphous Interface: Experiment and
Model

Y. Lereah, S. Buldyrev and H.E. Stanley 525
The Effect of Annealing Texture on Orientation Correlations in
Copper

0.V. Mishin , 529
Normal and Abnormal Grain Growth in Tungsten Polycrystals

B.B. Straumal, W. Gust, V.G. Sursaeva, V.N. Semenov and

L.S. Shvindlerman 533
Effect of Surface Diffusion on the Contact Formation and Adhesion of
Atomically-Clean Surfaces of Lead, Tin and Pb-Sn Eutectic Alloy

J. Maniks and F. Muktepavela 537



Intergranular and Interphase Boundaries in Materials

Radiotracer Diffusion of Ni and Ag in Ag and Ni Grain Boundaries and
Oriented Ag/Ni Interphase Boundaries
Chr. Minkwitz, Chr. Herzig, B. Straumal and W. Gust

Germanium Tracer Diffusion in a Series of Symmetrical Near X=7,
©=38.2° [111] Tilt Grain Boundaries of Aluminum
T. Surholt, D.A. Molodov and Chr. Herzig

Equilibrium Sites Occupied in the Grain Boundary Core During
Intercrystalline Diffusion of 3Co in Metal Polycrystals
V.N. Kaigorodov and S.M. Klotsman

Models for Grain Boundary Diffusion in Thin Films Under Stress
Fields in Different Kinetic Regimes
A. Ostrovsky, N. Balandina and B. Bokstein

Grain Boundary Self-Diffusion of Alloy 800 as Affected by Sulphur,
Phosphorus and Carbon
. Lindemann, K. Hennesen, C. Derder, R. Mast, H. Viefhaus and
H.J. Grabke

Grain-Boundary Diffusion of Bi in Cu Bicrystals
R. Monzen and T. Okamoto

Computer Programs for Simulation of Growth Multiphase Diffusion
Layers
S. Gut

Short-Circuit Diffusion of *'Cr and *Fe in Nickel-Aluminium
Intermetallics
J. Cermék, I. Stloukal, J. RiZickova and A. Pokorna

The Effect of Solubility of the Diffusant on its Grain-Boundary
Penetration in Aluminium Bicrystals
S. Gut, K. Przybylowicz and 1. Suliga

Site Preference of >’ Co in Fe;,Alg After Grain Boundary Diffusion
O. Schneeweiss and S. Havlicek

Extraction of the Segregation Term from the Triple Product of Grain
Boundary Diffusion: Reconsideration of Experimental Data
B. Bokstein, A. Ostrovsky and J. Bernardini

Kinetics of the Bi Segregation at Grain Boundaries in Polycrystalline
Cu

L.-S. Chang, E. Rabkin, B.B. Straumal, B. Baretzky and W. Gust
Direct Atomic Observation of Reactive Wetting Front on Silicon

Carbide
Ch. Iwamoto and S.-I. Tanaka

Cellular Precipitation at Different Sites in Copper Based Alloys
D. Hamana and Z. Boumerzoug

541

545

549

553

557

561

565

569

573

577

581

585

589

593




Contents

Xix

Topotaxial Reaction Fronts in Complex Ba-Ti-Si Oxide Systems
Studied by Transmission Electron Microscopy
D. Hesse, A. Graff, S. Senz and N.D. Zakharov

Evidence for Slow Self-Diffusion Along Special CSL Grain Boundaries
from the Kinetics of Discontinuous Ordering in Fe-50 at. % Co
E. Rabkin, V. Semenov, E. Bischoff and W. Gust

Distribution Function for the Activation Volume of the Discontinuous
Precipitation Reaction in the Cu - 7.5 at.% In Alloy
M. Zenotchkin, D. Kolesnikov, J. Jun, W. Lojkowski and W. Gust

Growth of bee Fe-Co Precipitate Particles at Boundaries in Cu
Bicrystals
R. Monzen and T. Echigo

Theoretical Investigation of the Thermal Stability of Nanoscale
Layered Systems
M. Bobeth, M. Hentschel, G. Diener, W. Pompe and A. Ullrich

In situ HRTEM Observation of Solid-Liquid Interfaces
H. Saka, S. Arai, S. Tsukimoto and K. Sasaki

Grain Boundary Modification During Long-Term Creep in Silicon
Nitride

F. Lofaj, H. Gu, A. Okada and H. Kawamoto
Grain Boundary Intersecting a Free Surface: Structural Evolution
Toward Equilibrium

C.S. Becquart and V. Pontikis

Grain Boundary Migration in Fe-Si Alloy Bicrystals
S. Tsurekawa and H. Nakashima

Interface Structure Effects on the Fracture of Hard Thin Films
N.R. Moody, A. Strojny, D. Medlin, J. Schneider, A. Talin and
W.W. Gerberich

Sliding Mechanism of FCC/BCC Interphase Boundaries
H. Miyamoto, T. Mimaki and S. Hashimoto

Mechanical Properties of Interphase Boundaries in Austenitic-Ferritic
Steel
W.A. Swiatnicki and W. Zielinski

Sliding Characterization of Coincidence, Near-Coincidence and
General Boundaries in Zinc
A.D. Sheikh-Ali and J.A. Szpunar

Local Stress in Highly Strained Coherent InGaAs Islands
S. Kret, C. Delamarre, J.Y. Laval and A. Dubon

597

601

605

609

613

617

621

625

629

633

637

641

645

649



XX Intergranular and Interphase Boundaries in Materials

Interface Effect on Dislocation Structure of Deformed Radiation-
Hardened Layered LiF Crystals

T.S. Orlova and B.I. Smirnov 653
Ab Initio Tensile Tests of Grain Boundaries in SiC
M. Kohyama 657

Temperature Dependence of Mechanical Behavior of Copper Bicrystals
with Dispersed B,O; Particles
H. Miura, T. Sakai, H. Tamura and G. Gottstein 661

The Structure of Grain Boundaries and the Processes of Failure in the
Ferrite-Pearlitic Steels
A M. Shammazov, N.K. Tsenev, V.D. Suhanov and B.E. Selsky 665

Mechanical Properties and Deformation Behavior of the Interfaces of
Dissimilar Metals

F. Muktepavela and J. Maniks 669
Models of Intergranular Fracture — Decohered Boundaries
A.G. Crocker, G.E. Smith, P.E.J. Flewitt and R. Moskovic 673

Competition between Sensitisation and Environmentally Induced
Grain Boundary Damage in 304 Stainless Steel
A. Harabasz, K. Wolski, T. Magnin and M. Biscondi 677

Dependence of Deviation Angle from X3(111) Relation on
Intergranular Fatigue Cracking in Copper Bicrystals
Y. Kaneko, T. Mochida and K. Kitagawa - 681

A Simple Criterion for Occurrence of Intergranular Fatigue Crack
Propagation in a Ferritic Stainless Steel
S. Hashimoto and Y. Kaneko 685

Image Force on a Lattice Dislocation Due to a Grain Boundary in
Hexagonal Metals
O. Khalfallah and L. Priester 689

Fatigue Crack Growth Across the Interphase Boundaries in Two-Phase
Bicrystals
T. Wada and S. Hashimoto 693

Dynamic Properties of the Grain Boundary Core and Adjacent Lattice
Regions in Polycrystals of 3d, 4d and 5d Metals

S.M. Klotsman and V.N. Kaigorodov 697
Grain Boundary Effects in Nanocrystalline Copper
N.A. Krasilnikov and G.I. Raab 701

The Formation of the Grain Boundary Structure, Aging Behavior and
Mechanical Properties of Al-Zn-Mg-Cu Alloy
E.I Selnikhina, L.I. Kaigorodova and A.A. Tkachenko 707




Contents XXi

Grain Boundary Character Dependence of Potential Barrier in Barium
Titanate

K. Hayashi, T. Yamamoto, Y. Ikuhara and T. Sakuma 711
Electronic Properties of the Grain Boundary Core in Polycrystals of
Cubic Metals '

S.M. Klotsman and V.N. Kaigorodov 715
Electronic Structure of £5[100] Grain Boundary and Doping Effect in
Iron

Q. Song and C. Wang 719
Correlation between Superconducting Transport Properties and Grain
Boundary Microstructure in YBa,Cu;.,O, and YBa,Cu; ,O,/Ag,
Ceramics

T.S. Orlova, J.Y. Laval, A. Dubon, C. Nguyen-van-Huong and

B.I. Smirnov 723
Magnetic Properties of the Grain Boundary Core and Lattice Regions
Adjacent to Grain Boundaries in Polycrystals of 4d and 5d Metals

S.M. Klotsman and V.N. Kaigorodov 727
Interfacial Properties of a-SiC in Contact with Molten Metals and
Alloys

A. Tsoga, D. Skarmoutsos and P. Nikolopoulos 731
Grain Boundary Penetration of Liquid in Cu Polycrystals

B. Joseph, F. Barbier and M. Aucouturier 735
Measurement of Grain Boundary Corrosion Current on Copper [110]-
Tilt Bicrystals by Scanning Vibrating Electrode Technique

M. Yamashita, H. Miyamoto, J. Yahashi, H. Uchida, S. Hashimoto and

T. Mimaki 739
Oxygen-Induced Intergranular Decohesion in IN718

J.A. Pfaendtner and C.J. McMahon, Jr. 743
Antimony, Tin and Selenium Segregation in FeSiC Alloys

M. Jenko, M. Godec, H. Viefhaus and H.J. Grabke 747
Grain Boundaries in Monolayer Liquid Foams

M.A. Fortes and M. Emlia Rosa 751
Radiation-Induced Grain Boundary Segregation in Austenitic Stainless
Steels

E.P. Simoen and S.M. Bruemmer 755
On the Segregation Redistribution in the Fe-Ni Austenite under
Thermal and Radiation Effects

V.V. Sagaradze, A.G. Mukoseev, V.A. Shabashov and S.S. Lapin 759



Intergranular and Interphase Boundaries in Materials

The Effect of Interphase Boundaries on Radiation Resistance of New
Low-Activation and Chromium-Nickel Stainless Steels under High-
Dose Irradiation up to 200 DPA

S.S. Lapin, V.V. Sagaradze, B.N. Goshchitskii and M.A. Kirk

The Redistribution of Atoms During Radiation-Induced Martensitic
Transformations in Fe-Ni Alloys
T.M. Lapina, V.A. Shabashov, V.V. Sagaradze and V.L. Arbuzov

Modeling the Radiation-Induced Segregation of Undersized Solutes
Near Grain Boundaries
V.A. Pechenkin and I.A. Stepanov

Calculation of Radiation-Induced Segregation near Moving Grain
Boundaries in Fe-Cr-Ni Alloys
L.A. Stepanov and V.A. Pechenkin

Interfaces in Rapidly Solidified Zirconia-Yttria
T. Chraska and A.H. King

Microstructure of Epitaxial (InGa)As on a Borosilicate Glass-Bonded
Compliant Substrate

S.E. Babcock, K.A. Dunn, M. Zhou, J.L. Reeves, T.F. Kuech,

D.M. Hansen and P.D. Moran

The Grain Structure of Vacuum Arc Deposited Co Thin Films
B.B. Straumal, N.F. Vershinin, R. Dimitriou, W. Gust, T. Watanabe,
Y. Igarashi and X. Zhao

Impurity Segregation and Intergranular Fractures in Continuously
Cast Steel Products
M. Longauerova

Author Index
Keyword Index

763

767

771

715

779

783

787

791

795
801




Materials Science Forum Vols. 294-296 (1999) pp. 1-8
© 1999 Trans Tech Publications, Switzerland

Wetting of Grain Boundaries in Metals and Ceramics

D.R. Clarke
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Abstract. Observations of the wetting of grain boundaries in metals and ceramics are
reviewed. Systematics of grain boundary wetting are introduced and the conditions for
penetration of a liquid down a grain boundary presented. These concepts are sufficient to
describe the macroscopic wetting behavior, such as the macroscopic contact angle, but are
insufficient to describe the occurrence of thin (~ nm) intergranular films seen in some
ceramics. These films require the existence of attractive and repulsive forces on the
nanometer length scale. Observations by high resolution electron microscopy are necessary
to establish whether intergranular films form in the metallic systems that exhibit wetting and
hence whether such forces are also operative in metal systems.

1. Introduction

During the last decade or so, a series of experiments have been performed that
challenge our understanding of the fundamentals of wetting of grain boundaries. As will be
summarized in the following section, two types of observations of wetting have been
reported. The first consists of macroscopic observations on the temperature and pressure
dependence of wetting of “special” boundaries in metal bicrystals by simple liquid metals.
The sceond is a series of observations, made primarily by high resolution electron
microscopy, of grain boundaries in liquid-phase sintered ceramics. Although the
observations are superficially similar it is likely that they represent two rather contrasting
wetting behaviors, one in which surface forces play an important role and the other in
which they are relatively unimportant.

2. Observations of Wetting

Although many experiments have been performed on a variety of metallic systems,
amongst the most revealing are those that originated from work in the former Soviet Union
seeking phase transitions in the wetting behavior of well-defined boundaries in metal
bicrystals in contact with simple metals as a function of temperature and pressure [1-4].
These experiments are based on what might be termed a “penetration experiment”; the
sample containing a grain boundary is placed in contact with a liquid and the conditions
under which the liquid penetrates down the grain boundary are determined. Some
experiments are the reverse, namely, the conditions are sought under which the liquid along
a grain boundary is expelled. Whether the boundary was wet or not, was determined, after
cooling, by compositional analysis using electron probe X-ray microanalysis and
observations of the contact angle in cross-sections using optical microscopy. An important
consideration is that these observations have a spatial resolution of no better than about one
micron. From such experiments, the investigators have demonstrated that there exists a
critical confining pressure to cause dewetting of Fe-Si by molten Zn [2] and a critical
temperature above which a tin-rich melt will wet a tilt grain bounadry in Fe-5 a/o Si [1]. A
possibly significant fact is that, at ambient pressure, the dewetting temperature appears to
coincide with that of an ordering phase transformation in the solid phase, such as magnetic
ordering in the Fe-Si alloys. Although the number of such careful and well-defined
experiments performed to date is small, the phemonmena observed conform to expectations
of wetting based on rather classical grounds.

The second class of revealing experimental observations are drawn from studies of
the microstructures of ceramic systems [5-10]. The number of experiments performed is
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considerably larger but, because of the lack of suitable bicrystals, have all been performed
on polycrystalline materials, initially silicon nitride ceramics but more recently on zinc
oxide varistors, ruthenate based thick-film resistors, debased aluminas and fiber
composites. A common feature of the high resolution electron microscopy observations is
that these materials commonly have a thin (~ 1nm) thick film along the grain boundaries.
Although the existence of these thin films was first discovered in 1977 [5], observations
with new generations of electron microscopes have confirmed the original reports [6-8] that
the thickness of these films is constant from boundary to boundary and depends on the
additives used in fabricating the ceramic. Similar high resolution observations of ruthenate
thick-film resistors, which consist of percolating chains of ruthenate particles enveloped in
a solidified amorphous matrix, also showed that the particles were separated by a ~ 1 nm
film [9]. These observations also provided the earliest unequivocal evidence for the
composition of the thin-film being different from that of the bulk of the liquid phase, a
result since substantiated by several electron energy loss spectroscopy studies of the grain
boundary films in silicon nitride ceramics [10]. The discovery that thin films separated the
ruthenate grains are also of significance since they indicate that the films can exist in the
absence of any capillary pressure within the liquid phase. This, again, has subsequently
been reported in silicon nitride systems.

A number of penetration experiments have been performed on the ceramic systems
but the results are less clear cut than those reported on the metallic bicrystals. When high
purity alumina was embedded in a chemically compatible calcium aluminum silicate melt,
the ceramic disintegrated with the individual grains dispersing [11]. Similar observations
were made when a number of polycrystalline ceramics, including alumina, MgO and
spinel, were exposed to LiF vapor [12]. In these studies, though, there remains some
doubt as to whether the liquid phase was truly in chemical equilibrium with the ceramics.
More recently, penetration experiments in which polycrystalline ZnO was exposed to
molten Bi203 have shown that no penetration occurs if the Bi2O3 was saturated with ZnO
but occurs if it were pure Bi203 [13].

As yet, no dewetting temperature has been found for any of the silicon nitride
ceramics but there is clear evidence that cooling ZnO varistor ceramics below the eutectic
temperature causes the liquid phase to retract from the grain boundaries to the triple grain
junctions and leave behind a thin layer of segregated Bi along the grain boundaries [14,15].
The grain boundary film can also be removed by application of a confining pressure. The
actual pressure at which this occurs has not been identified but pressures of 1 GPa at 700°C
are reported to be sufficient in the one experiment reported [16]. In creep experiments on
silicon nitride ceramics, it has been reported [17] that the thickness of the intergranular film
is decreased along the compression direction and increased in the tensile direction but these
studies are, understandably, not as quantified as those using a hydrostatic pressure.

Finally, although the experiments are of a different character, it has been shown that
the wetting and dewetting behavior of the silicate liquid phase in zirconia can be controlled
by the oxygen partial pressure in the sintering atmosphere [18]. These experiments
emphasize the role played by the vapor phase in affecting the wetting behavior of grain
boundaries.

This brief and incomplete summary of the observations made on metals and
ceramics inevitably raise a number of questions, including whether the nanometer thick
films observed along grain boundaries in the ceramics are manifestations of true wetting,
whether they would be seen in the metallic systems or are peculiar to ceramics and whether
their occurrence and thickness are a consequence of the very different bonding in the
ceramics. In the following sections, an attempt is made to address these questions using
continuum concepts of wetting incorporating, where appropriate, the effect of surface and
intermolecular forces. It is, of course, important to emphasize that there are many ceramic
materials in which thin intergranular films have not been observed just as there are many
metallic materials which do not exhibit grain boundary wetting.
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3. Systematics of Grain Boundary Wetting

To establish a consistent description of both free surface and grain boundary
wetting the closed thermodynamic system shown schematically in figure 1 is considered. It
consists of a solid (with flat sides), containing a single, flat grain boundary, which is in
contact with the vapor from a reservoir of a liquid phase within the container. (Figure 1).
For completeness, an external pressure, P, can also be applied to the system. The solid is,
initially, considered to be isotropic so that issues related to crystalline anisotropy can be
ignored. The behavior of the system is now considered in a Gedanken experiment as the
vapor pressure is increased.

The wetting behavior
surface absorption R, «—FP of the free surfaces is

well known: At vapor
pressures below the

grain
boundary saturated vapor
pressure, surface
adsorption occurs with
solid solid the thickness of the
adsorbed layer being
dependent on  the
surface contact angle.
container As the saturated vapor

pressure is

approached, the film

thickness diverges and

a film of macroscopic

thickness forms.

P —p This, in fact, defines

v the saturated vapor

pressure. At each

vapor pressure,

thermodynamic

equilibrium  requires

that the vapor species

enters into the solid as

a solute with the

concentration  being

given by the partition

Figure 1. Thermodynamic system used to define grain boundary wetting. coefficient. As this

occurs, adsorption to

the grain boundary

must also occur as the

vapor pressure is increased. This is usually described as grain boundary segregation. The

thickness of this segregated layer, which can be expressed either as a physical thickness or

as a surface excess, and how it depends on the vapor pressure has not been specifically

addressed until recently. A more detailed discussion will be presented later. At some vapor

pressure, the thickness of the adsorbed layer along the grain boundary diverges and the

grain boundary is said to be “wet”. In principle, there does not seem to be any physical

reason why the vapor pressure at which this occurs should be equal to the saturated vapor
pressure. However, it is important to emphasize that adsorption must precede wetting.

This thought experiment allows us to now compare the energy of the wetted grain

boundary with the same boundary but in its unwetted state. Specifically, the basis of the

comparison is the energy with a wetted film compared with that of the same boundary but
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with the adsorption on the boundary determined by the vapor pressure. If the liquid is
perfectly wetting the free surface, then the thought experiment provides the insight that
grain boundary wetting is energetically preferred when the following condition is satisfied:

275(9)<755(9) (1)
where ¥, and ¥, refer to the interfacial energies of the solid-solid grain boundary and the
liquid-solid interface, respectively. (The angular dependency is included to describe the
more general case when the solid is crystallographically anisotropic. This suggests that if
the boundary can move to alter its crystallographic orientation, for instance by facetting,
then it may locally dewet or wet depending on whether it thereby can lower its energy).
Whilst this inequality has the familiar form used in the majority of articles describing grain
boundary wetting it is important to emphasize that the solid-solid interfacial energy 7 is

that of the grain boundary with adsorption not the grain boundary energy at zero vapor
pressure. The additional point to note is that the inequality is merely a necessary but not a
sufficient condition for wetting.

4. Grain Boundary Penetration As A Phase Transition

As the penetration experiment is one of the key tests of grain boundary wetting, we
discuss in the following the wetting behavior of a partially wetting droplet of liquid on the
surface of a solid and in contact with a grain boundary intersecting the surface, such as
shown in figure 2 and corresponding to a higher magnification view of the intersection in
figure 1. A more complete, analytical treatment has recently been published in reference 19.

There are a number of
A key insights revealed by such
%o, ) Liquid a  varational calculation.
First, there is a broad range

Bs of  dimensional  wetting
Surface parameters over which grain
boundary wetting is

energetically preferred.

Indeed, as indicated by figure

3, wetting is preferred for

most conditions. The second

insight is that in the vicinity

of the critical grain boundary

wetting parameter, k,, there

is an abrupt transition

between a grain boundary

Ny ){6& being wet and not being wet.
6‘\\ The third important insight is
% that for all the equilibrium
bss configurations, the pressure
everywhere in the liquid
phase is equal suggesting that
distribution of the liquid
between the surface and the
grain boundary occurs until
there is no variation in

Figure 2. Droplet of liquid phase partially wetting both the free pressure within the liquid. In
surface and the grain boundary. Changes in the contact angles at the ~ €SS€IICE, this is a hydraulic
surface and in the grain boundary will cause redistribution of the condition. The fourth insight
liquid phase.

%o Vapor

| Solid

P Grain Boundary
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is that near the critical wetting condition, small changes in the parameter, even those that
might occur as a result of a phase transition in the bulk, may drive the wetting-dewetting
transition.

&
QT T
G2 T,
AP
(el LA Tl W
T AP TP TA,
.‘.a,:od,:
PR
"&..‘0-

Figure 3. Grain boundary wetting, as indicated by the wetted length along the grain boundary, is preferred
for all wetting parameters except near kb=0 where abrupt dewetting occurs. For dimensional reasons, the
length is normalized by the film thickness.

The foregoing analysis can be extended to consider the effect of an applied pressure
and relies on there being a partial molar volume difference between the liquid and solid
species. As before, there are, strictly, two distinct cases to consider, the first when the free
surface is perfectly wet and the second when it is only partially wet. In the former case,
because of the difference in molar volume, the effect of pressure is to dewet the grain
boundary if the partial molar volume of the liquid id lower than that of the solid. This has
been discussed by both Lee et al. [16] and Rabkin et al.[2]. In the second case, the effect of
pressure is more problematic since the effect of external pressure on the surface contact
angle must also be considered.

5. Effect of Surface Forces

The preceding continuum analysis implicitly assumes that in wetting the grain
boundary there is no interaction energy between the adjacent grains and so the energy
gained, per unit, by wetting the boundary is simply ¥(¢)—27,,(¢) and is independent
of the grain separation. (As mentioned above the effect of segregation to the grain
boundaries is strictly included in this expression). In the absence of any interaction between
the grains across the wetting film, the thickness of the film is indeterminate. In the limit of a
large volume of liquid, the thickness diverges and the individual grains will disperse and
move randomly under the effects of thermal agitation and gravitational forces. This is the
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behavior seen in the penetration experiments performed by Shaw et al. [11] and is the
behavior believed to occur at high temperatures during liquid phase sintering. However, it
is clearly not the behavior seen in the penetration experiments on silicon nitride, those on
ZnO with the Bi203-ZnO liquid phase and in the microstructures of the ruthenate
containing glasses. These all suggest that the particles are attracted to one another to form a
network structure with a ~ 1nm film in between each particle or grain. Comparison of these
two contrasting behaviors brings to mind the similar behavior of colloidal particles
suspended in a liquid. When the interactions between the particles is repulsive or when the
temperature is sufficiently high to overcome attractive interactions, the particles disperse.
However, when there is a long-range attractive force and a short-range repulsive force, the
particles together form a network and they are separated by a thin film of liquid. By
analogy, it has been suggested [20] that the intergranular films observed in the ceramics are
also stabilized by intermolecular forces. This was placed on a formal basis in references 20
and 21, and the analysis has subsequently been elaborated upon. The essential physics is
that an equilibrium film thickness is a result of a competition between attractive van der
Waals interactions and a repulsive force. The nature of the repulsive force that might be
acting has not yet been identified. Amongst the possible forces are some form of structural
force associated with the distortion of the steric arrangement of the atoms or molecules in
the film, an electrostatic repulsion and an elastic repulsion. These can typically be
characterized by an exponential decay in force with distance. The competition between the
power law van der Waals attraction and an exponential repulsion naturally leads to the
possibility of a local energy minimum as a function of distance which would result in an
equilibrium film thickness.

The appeal of this type of analysis is that since the length scales of these interactions
is of the order of nanometers, it naturally leads to an equilibrium film thickness that is also
of the order of a nanometer. A further feature is that the equilibrium thickness is sensitive to
both the composition of the liquid phase and the solid phase through the pertinent
solubilities and the dielectric properties of each phase. The detailed calculation of these
interactions is complicated [20]. However, the magnitude of the attractive van der Waals
force, I1,,,, is given by the integral of the dielectric permittivity, &, over all frequencies,

&:
_ h T gsalid (lé) B Sliquid (15) i
HVDW N 16”3 d3 ‘('J.[gsolid(ié) + 8“11"'” (lé) dé (2)

where d is the grain-grain separation and 4 is Planck’s constant. In addition to the cubed
distance dependence, perhaps the most important feature of this attraction is the dependence
on the difference in dielectric permittivity of the solid grains, assumed to be the same on
either side of the boundary, and the intervening liquid. Clearly, the attractive force will be
greatest for materials with low permittivity and be smallest for materials with high
permittivity.

Whilst the effect of surface forces can be analyzed using continuum models, as has
been described [20], the observed intergranular film thicknesses are very close to the length
scale at which the models are not strictly applicable and a discrete, atomistic description
may be more appropriate. Some progress is being made in this direction but the essential
difficulty is that the majority of atomistic potentials are not well characterized at the
pertinent length scales. Further, the potentials are commonly cut-off at such distances to
make the computations tractable. The real advantage of computer simulations, however,
may be to address specific questions such as the location of solute ions in an intergranular
film rather than calculating the thin thickness. An excellent example of this is the recent
computations of the configuration of silica molecules at a grain boundary in alumina with
different concentrations of calcia additions [22]. These indicate that Ca ions preferentially
segregate to the two alumina/silica interfaces rather than being randomly distributed through
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the thickness of the film. Whether the same behavior occurs in the intergranular film in
silicon nitride ceramics remains to be established but if it does it would provide supporting
evidence for the effect of calcia additions affecting the intergranular film thickness through
contributions to a double layer repulsion as proposed by Tanaka et al.[8].

6. Wetting, Segregation and Intergranular Films

The observations described and the arguments presented above naturally raise the
question as to how grain boundary wetting, segregation and the existence of intergranular
films are related to one another. It is relatively straightforward to argue, by analogy to the
free surface wetting behavior, that grain boundary wetting corresponds to the case in which
there is an indeterminate thickness of liquid phase at the boundary and that segregation
corresponds to the presence of a monolayer or two of segregant. Less straightforward to
classify are the one-to-two nanometer thick intergranular films seen in certain ceramics.
One approach is to describe such films as multi-layer segregation as Cannon has done [23].
The other is to describe them as liquid films those thickness is determined by inter-surface
forces as briefly summarized above. Whether these two apparently different descriptions
are really the same remains as a challenge. Interestingly, both approaches lead to the
conclusion that the composition of the intergranular film will invariably be different than
that of the liquid phase in bulk equilibrium with the solid. For the liquid film approach this
follows from a diffuse interface description [24]. Some of the pertinent details are given in
the paper by Bobeth at this conference. The diffuse interface description also leads naturally
to the existence of a critical temperature at which the intergranular film thickness diverges.
The implication is that this corresponds to the wetting temperature but this has not been
proven.

The discovery of thin intergranular films in a number of ceramics suggests that it
would be worthwhile to also examine by high resolution microscopy the grain boundaries
in the wetted metals below their wetting temperature. This is a difficult proposition for the
Fe-Si alloys because of their inherent ferromagnetism but should be substantially simpler
for the Al bicrystals wet by the Sn-Pb alloys [3]. However, the substantially larger
dielectric permittivities of the metals, relative to those of the silicates, would suggest that
the van der Waals attraction should be considerably smaller and hence there may well be
insufficient stabilization for an intergranular film to form. However, if intergranular films
are indeed found, it would provide further impetus for investigating the effects of
multilayer adsorption at grain boundaries and re-assessing the possible origins of
interparticle interactions in metals.
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Abstract

A molecular-dynamics method for the simulation of the intrinsic migration behavior of individual,
flat grain boundaries is presented. A constant driving force for grain-boundary migration is
generated by imposing an anisotropic elastic strain on a bicrystal such that the elastic-energy
densities in its two halves are different. For the model case of the large-planar-unit-cell, high-angle
(001) twist boundary in Cu we demonstrate that the drift velocity is proportional to the applied
driving force, thus enabling determination of the boundary mobility. The activation energy for
grain-boundary migration is found to be distinctly lower than that for grain-boundary self-diffusion.
A decrease in the related activation energies with increasing temperature is shown to arise from a
crossover in the underlying mechanisms, from solid-like at low temperatures to liquid-like at high-
temperatures that is accompanied by an underlying grain-boundary structural transition.

1. Introduction

Grain-boundary (GB) migration is the fundamental mechanism involved in the processes of
recrystallization and grain growth. In spite of the importance of these processes during
microstructural evolution, the atomic-level mechanism(s) by which GBs move and how the
structure of a given GB affects its mobility are still largely unknown [1]. This is not only due to the
poorly understood high-temperature structure of GBs but also because experimentally GB migration
is very difficult to investigate since (i) the GB mobility is so sensitively affected by minute amounts
of impurities, (ii) experiments are typically limited to curved GBs and (iii) quantification of an
often inhomogeneous and time-dependent driving force is intrinsically very difficult. [2,3]
Extrinsic factors, such as GB pinning, surface drag and thermal grooving are known to play an
important role as well. [4] For example, when the displacement of a GB during migration is
observed on a surface, the GB motion usually appears jerky rather than continuous [5], an effect
presumably caused by thermal grooving on the surface; such a jerky movement therefore probably
does not represent the intrinsic mode of GB movement [6].

Phenomenologically grain-boundary migration resembles a continuous, viscous movement of a
GB through a crystal under an applied driving force. According to reaction-rate theory, irrespective
of the underlying mechanism the GB drift velocity, v, and the driving force, p, should be related
linearly provided that pQ/kT<<1 (where € is the atomic volume, k is the Boltzmann constant and T
the absolute temperature); i.e., [3,7,8]

v=mp , )

where m is the GB mobility. The latter depends, for example, on the GB geometry and structure,
temperature and the concentration and chemistry of impurities at the GB.
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A continuous, viscous movement requires that the GB be subject to a sustained driving force. If
a GB segment of area A moves a distance d normal to the GB and thus lowers the overall Gibbs
free energy of the system by AG (<0), then the driving force, p (defined to be positive), acting on
the GB segment is '

IAGI IAGI
= T = 3 N 2
p AV Ad ( )

where AV=Ad is the volume through which the GB segment has swept during such a migration step
of length d [3]. (The definition in egn. (2) demonstrates that the driving "force" is actually an
energy-density difference, i.¢., a force per unit area, or a pressure.)

Computer simulations are ideally suited for the study of impurity-free, individual GBs and to
provide atomic-level information on the migration process that can then be compared with the
related process of GB self-diffusion. Ideally one would like to simulate the migration behavior of a
flat GB under the effect of a time-independent driving force, and hence with a well-characterized
atomic structure and GB geometry. While simulations of the dynamical fluctuations of such a GB
about its equilibrium position (i.e., in the absence of a driving force) can provide valuable insights
into the atomic-level mechanism involved in GB motion [9], like the earlier simulations by Jhan
and Bristowe [10] they provide no information on the mobility of the boundary. The key problem
therefore consists in the development of a simulation method that permits application of a driving
force to a planar GB; i.e., a boundary with no driving force due to its shape.

The basic idea of our method for the simulation of GB migration is to establish a difference
between the Gibbs free-energy densities in the two halves of a given bicrystal by imposing
anisotropic elastic strain on the system such that the elastic energies stored in the two grains are
different. Such an energy-density difference gives rise to a net driving force for migration, resulting
in the energetically favored grain to grow at the expense of the unfavored grain while lowering the
overall energy of the system in the swept volume.

Our new simulation method [11] enables us to determine the activation energy for GB migration
which can then be compared directly with that for self-diffusion in the same bicrystalline GB.
Turnbull [8] and In der Schmitten et al. [12] have suggested that the two processes should involve
essentially the same activation barriers for the movements of the atoms, although their jump
distances may be somewhat different in the two processes. Following the discussion of our
molecular-dynamics method for the study of GB migration, in this paper we hope to demonstrate
for the case of a large-unit-cell, high-angle twist GB that the activation barriers for the diffusion
jumps of GB atoms are significantly higher than those involved in the collective reshuffling of the
atoms during GB migration; i.e., that GB migration and GB self-diffusion are distinct processes.

2. Elastic Driving Force for Grain-Boundary Migration

To quantify the elastic driving force to be used to induce GB migration, we define the elastic
Gibbs free-energy densities, ga and gp, in the two grains labeled A and B (assuming that go>gg).
After the GB has moved by some distance d into grain A, the Gibbs free energy has decreased by
AG = - (ga - g)Ad, and according to eqn. (2) the driving force becomes

IAGI
pP=aq = lea-gsl . 3

The concept of an elastic driving force works only for elastically anisotropic materials. In a
cubic system, a measure of elastic anisotropy is given by

ca=2C4-[C11-Cr2] , 4

where the elastic constants Cq1, C1o and Cy4 are defined in the principal cubic axes, and Voigt's
notation is implied.
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As discussed in detail in our original paper [11], for (001) twist GBs the difference in the elastic
energy densities stored in the lower and the upper grains is given by

p=AE(8) = EB - EA = ¢, sin(20) €12 (€22 - €11) 5

where 0 is the twist angle. Notice that strains with a component in the direction of the GB normal
(i.e., €13, €23 and £33) do not produce an elastic energy difference between the grains.
In practice, throughout our simulation we choose

g11=-€p=*¢€2 and €p=¢ ; 6)
equation (5) then reduces to

p = Sign(ezy) c, sin(20) €2 . (7)

It is worth noting that, to first order in €, deformations satisfying eqn. (6) conserve the planar
unit-cell area of the simulation cell and hence its volume. Because of AE ~ g2, doubling € will
quadruple the driving force; similarly, switching the signs of €11 and €7 should reverse the
direction of GB migration.

It is interesting to estimate the magnitude of the driving force for GB migration that can thus
typically be imposed on a bicrystal containing the (001) 6=43.60° (£29) twist GB (see Sec. 3)
studied in this paper. For the interatomic potential representing Cu that will be used in our
simulations (see Sec. 3), c,=1.239x1012 dyne/cm? at T=0K and 0.572x10!2 dyne/cm? at T=1000K,
respectively (1012 dyne/cm?2 = 0.1 TPa). With sin(26)=1, a strain of 1% (e=0.01) gives values for
AE of 1.239x108 and 0.572x108 dyne/cm? at T=0K and T=1000K, respectively; i.e., at the high end
of the experimentally achievable range [3].

3. Simulation Method

The molecular-dynamics (MD) method used throughout was described in detail in Ref. [11].
Because the potential function has been used widely for GB simulations [13], we adopt the
Lennard-Jones (LJ) potential, with parameters €=0.167eV and 0'=2.31511°\, obtained from a fit to
the zero-temperature lattice parameter and approximate melting point of bulk copper. To avoid
discontinuities in the energy and forces, the potential and its first derivative are shifted smoothly to
zero at the cut-off radius, Rc=1.49a,. For this particular parameterization and cut-off procedure,
the zero-temperature lattice parameter is ,=3.616A and the melting temperature Tp,~1200K.

The (001) 0=43.60° (£29) twist boundary chosen for this study, generated by a twist rotation by
0=43.60° about the [100] axis, has a square planar unit cell with an area that is =29 times larger
than that of the related primitive planar unit cell of perfect-crystal (001) planes; it hence contains 29
atoms per plane in the primitive planar CSL unit cell. This particular GB is well-suited for this
study for a number of reasons. First, it has a relatively large planar unit cell, thus representing what
we consider a "representative” high-angle grain boundary. Second, with an interplanar spacing of
d(001)=0.5a, the (001) lattice planes are widely separated, thus permitting a clear distinction
between the in-plane and out-of-plane movements of the atoms. Third, two previous simulation
studies of this GB, with [10] and without application of a driving force [9], have shown it to be
quite mobile at elevated temperatures; these studies also have provided insight into its migration
mechanism. Finally, according to eqn. (5) a twist angle near 45° maximizes the driving force.

Throughout, 3d periodic border conditions are imposed on the simulation cell which therefore
contains two identical GBs, however with opposite rotational sense (labeled GB; and GB; in Fig.
1). Under the influence of the driving force acting on them they will move towards each other until
they annihilate, leaving behind a perfect crystal. To ensure that the GBs do not strongly interact
with one another throughout most of the simulation, the number of (001) planes was chosen to
differ in grains 1 and 2 (see Fig. 1). Since the simulation cell will be strained such that grain 2
grows at the expense of grain 1, 60 (001) planes are assigned to grain 1 and 24 to grain 2; the
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simulation cell then contains a total of 84 planes, or 84x29=2436 atoms. With this arrangement,
even after 20 migration steps of each GB, the two boundaries are still 20 (001) planes apart.
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Figure 1. 3d periodic simulation cell. Under the imposed driving force, the two GBs move in the
directions indicated by the arrows. Initially, 60 (001) planes form grain 1; 24 planes form grain 2.

4. Simulation Results
Our results focus on three key aspects. First we show that the GB, indeed, migrates under the

effect of an elastic strain of reasonable magnitude and that a GB drift velocity can reliably be
extracted. Second, we establish the existence of a linear relationship between the magnitude of the
applied driving force and the observed drift velocity; according to eqn. (1) this yields the absolute
value of the mobility, m, of an individual, flat GB at a given temperature. Third, the temperature
dependence of the mobility is shown to exhibit Arrhenius behavior; however the related activation
energy is found to be significantly lower than that for GB self-diffusion.

40

N £=0.040
S 1x1
o0l (1x1)

0l

=

S

2 20| Vear 15.75£0.36 m/s

[o]

Q

5 2

-40 L VGBZ= 12.78 £ 0.57 m/s [

Oo

T I 2L H T WU ISV SN R N
0 50 100 150 200 250 300 350

time [ps]

Fig. 2. Average positions of GB1 and GB; versus time at T=800K and £€=0.04.
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That the two GBs in the simulation cell in Fig. 1, indeed, move under the effect of an elastic
driving force and that a GB drift velocity vgp can be extracted is illustrated in Fig. 2 for a
(relatively large [11]) strain of £=0.04 at T=800K (~ 2/3 Tr,). The figure shows the average z-
positions of the two GBs versus time in the simulation cell containing 84 (001) planes (see also Fig.
1). The two boundaries move towards each other and, after 350ps, are close to annihilating one
another. According to the figure, the displacement-time behavior of both GBs can clearly be des-
cribed by a straight line, giving constant GB drift velocities of 12.78 + 0.57 m/s and 15.75 + 0.36
m/s (the average velocity being vgp=14.3 £2.1 m/s).
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Figure 3. Average GB velocity at 800K, 900K and 1000K versus elastic driving force.

The example shown in Fig. 3 demonstrates that the GB drift velocities thus obtained are
reasonable well proportional to the elastic driving force at all temperatures (solid lines) [11].
According to eqn. (1) the slopes of the straight lines yield the mobility, m, of the GB. This
important result represents the foundation of our MD method for the simulation of GB migration.

For a comparison of computed mobilities, m, with experiments, it is sometimes convenient to
consider the reduced mobility, p=my, where v is the GB energy which in the case of the Z=29 twist
GB is 0.708 J/m?2 at T=0K for the LJ potential [14]. The value of |\ thus obtained, for example, at
T=800K (~2/3 Tpp) is m=9.269+0.309x10-8 m4/Js, giving y=6.568+0.22x10-8 m?/s.
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Figure 4. Arrhenius plot of the mobility, m (in units of 10-8 m#4/Js) for the (001)
6=43.60° (X29) twist GB. The error bars in the data are smaller than the symbol size.
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According to Fig. 3, the mobility increases sharply with increasing temperature. If GB
migration is a thermally activated process, m should obey the Arrhenius expression

m = mg exp(-QkT) , (8)

where Q is the activation energy for the migration process. The related Arrhenius plot in Fig. 4
demonstrates that the mobility is, indeed, thermally activated. However, at T~750K the activation
energy decreases suddenly, from a low-temperature value of ~0.40eV to a high-temperature value
of only ~0.2eV.

5. Relationship between GB Diffusion and GB Migration

To investigate self-diffusion in the (001) X29 twist GB, simulations were performed for the
unstrained system (i.e., in the absence of GB migration). Because of the relatively small mobility
of atoms in the perfect-crystal regions surrounding the GB, the total measured mean-square-
displacement (MSD) is dominated by the in-plane (x-y) motions of the GB atoms. In analogy to the
Gibbsian excess energy of the GB, the MSD per unit GB area, (<(Ax)2>+<(Ay)2>)/A, represents the
integrated, Gibbsian excess MSD of the GB, which is related to the GB self-diffusion constant,
DGB, via the expression

<(Ax)%> + <(Ay)2>/Ngp =4 t DCB | 9

For a GB of width 8 with a planar unit-cell area, A, the number of GB atoms, Ngg, may be
written as Ngg = Ad/ Q. Inserting into eqn. (9) yields

<(Ax)®> +<(Ay)> Q

GB —
oDEE = A it -

(10)

which has the dimensions of (length)3/time. As is well known, & is the effective "diffusion width"
probed during GB diffusion; although 8 is of similar magnitude as the "structural width" of the GB,
the two need not necessarily be identical. (For a detailed discussion of this distinction, see [16].)
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Figure 5. Arrhenius plot of SDCB (see eqn. (10)).

The linear dependence of the excess GB MSDs with time observed for all simulation
temperatures [11] yields the Arrhenius plot shown in Fig. 5. Interestingly, like the Arrhenius plot
for GB migration, Fig. 5 reveals a crossover, at T~750K, from a low-temperature to 2 high-
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temperature diffusion process. However, the activation energies for GB self-diffusion are more
than twice as large as those for GB migration (Fig. 4), suggesting that GB migration and diffusion
are distinct processes, contrary to the suggestions of Turnbull [8] and In der Schmitten et al. {12].
To gain a perspective on the magnitudes of these activation energies, we have used zero-
temperature lattice-statics relaxation to determine the activation energy for self-diffusion via mono-
vacancies in the perfect crystal. Although the vacancy formation and migration energies of EfV
=1.03eV and Eflnv =0.88¢V thus obtained differ by about 20% from the experimental values of E |y
=1.29¢V and Einv =0.72eV for Cu [15], the resulting total activation energy of Esp=1.91eV is rather
close to the experimental value of Esp=2.01eV. [15] We have also performed constant-pressure
molecular-dynamics simulations to determine the self-diffusion constant in the melt in the range of
1300 - 1000K (with the lower temperatures representing the supercooled liquid); these simulations
yield an activation energy of 0.39eV [11], close to the experimental value of 0.42eV [17], but
different from any of the above activation energies at temperatures close to the melting point.

6. Discussion

Intriguingly, both GB migration (Fig. 4) and GB diffusion (Fig. 5) exhibit a crossover from a
low-temperature to a high-temperature process at about T~750K (or ~0.62 Tr,). This type of
behavior has been observed experimentally in a variety of situations during the past three decades,
and not only in connection with GB migration and GB diffusion but also GB sliding. For example:

(a) GB migration experiments of Aust on general boundaries in Pb [18] and of Demianczuk and
Aust on a <100> 37° tilt GB in Al [19] revealed a crossover at about 0.8 Ty, similar to that in Fig. 4.
Similar experiments of Gleiter in Pb [20] also showed a pronounced decrease in the activation
energy at elevated temperatures; this behavior was attributed to a structural transformation in the
GB core, and is supported by a discontinuity in the GB free energy at the same temperature [20].

(b) Similar to Fig. 5, recent self- and impurity-diffusion experiments on Cu <001> tilt GBs near
the X5 (36.87°) misorientation [21] revealed a crossover between a strongly misorientation
dependent low-temperature regime with a high activation energy and a high-temperature regime
with a misorientation-independent, ~60% lower activation energy. This transition was interpreted
as a structural transition in the GB region from an ordered low-temperature GB structure to a
disordered high-temperature structure with atom jump vectors in random directions.

(c) GB sliding experiments by Watanabe et al. on various tilt bicrystals of Zn [22] revealed the
existence of a transition temperature, T.~0.7-0.9T,, above which the activation energy for sliding
was significantly lowered from its value below T; the value of T was found to depend on the GB
misorientation. Similarly, sliding experiments of Lagarde and Biscondi on high-angle Cu tilt
bicrystals [23] exhibited a sharp decrease (by ~75%) in the activation energy for GB sliding for T >
~0.4T, which was again interpreted as a GB structural transition.

To investigate the origin of this crossover, we have recently performed extensive simulations of
GB diffusion for a variety of high- and intermediate-energy tilt and twist boundaries in Pd. [24]
Remarkably, similar to our earlier study of Si GBs [25], at high temperatures all the high-energy
boundaries were found to exhibit the same, rather low self-diffusion activation energy and an
isotropic, liquid-like diffusion mechanism; i.e., a diffusion behavior that is independent of the
boundary misorientation. By contrast, at lower temperatures the activation energy was found to be
significantly higher and strongly dependent on the GB energy, with a solid-like diffusion
mechanism that involves jump vectors in discrete lattice directions. These simulations [24] not
only confirm that a GB structural transition, indeed, takes place in relatively high-energy GBs, but
also that (i) the transition proceeds from a solid-like low-temperature to a liquid-like high-
temperature structure and (ii) the transition temperature depends strongly on the GB energy. [24]

Consistent with our observation of a liquid-like high-temperature structure of the GB, Mott [7]
had suggested that local disordering, or "melting" of small groups of atoms at the boundary, is
necessary to enable atoms belonging to one grain to reshuffle collectively while aligning themselves
with the other grain (see also the description. of Mott's concept in Ref. [2]). The moving GB is



Intergranular and Interphase Boundaries in Materials - iib98

therefore viewed as consisting of small islands of alternate fit and misfit between the two crystals
[2,7] as small groups of atoms belonging to one crystal "melt locally" and subsequently resolidify
onto the other crystal [2,7]. According to Mott's theory the activation energy for migration, Q=nHy,
should be given by the latent heat of fusion, Hy, and by the average number of atoms, n, involved in
this local reshuffling. [2,7]

To test this idea, we have used MD simulations to determine the internal energies of the solid
and liquid through the melting transition. [11] These simulations revealed approximately linear,
parallel curves for the internal energies vs. 1/kT for the liquid and the crystal, giving a value of
approximately 0.13eV/atom for Hf at Ty=1200K (remarkably close to the experimental value of
0.135eV [26]); i.e., an energy that is, indeed, lower than the value of Q=0.20¢V in the high-
temperature regime in Fig. 4. This suggests that the migration of the (001) £29 GB, indeed,
involves the collective reshuffling of the atoms during local melting and recrystallization. Given
the ratio of n=Q/Hs =1.5, one is tempted to conclude that the reshuffling during migration involves
typically only 1-2 atoms at a time; i.e., the small "islands" of alternate fit and misfit between the
two crystals are extremely small. In practice, the mechanism is probably more appropriately
described by a size distribution for these islands, with n representing the average, albeit very small
size. [9]
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Abstract. Surface ab initio electronic structure methods are reviewed and their application to studies
of electronic and atomic structure of interfaces in metallic materials is discussed. Examples presented
here are electronic structure of the X = 5(210)/{001] tilt grain boundary in tungsten, magnetic mo-
ments at the ¥ = 5(310)/[001] tilt grain boundary in iron, and magnetic behaviour of Ru and Rh
overlayers at the Ag(001) substrate. Versatility and generalization of the Green’s function method to
include also compositionally disordered systems is emphasized. At the same time it is argued that, de-
pending on the character of the problem, simpler methods such as central force many-body potentials
may be sufficient for description and understanding of many phenomena in metallic systems but they
have to be linked synergistically with first-principles methods and with experiments.

1 Introduction

Surfaces and/or internal interfaces break the crystal periodicity and introduce thus significant
modifications of the electronic structure (ES) in their vicinity. Surfaces are more severe dis-
turbances than solid—solid interfaces, since there is also an abrupt jump in the atomic density
associated with them. The ES is related to the atomic configuration and vice versa so that both
of them should be determined simultaneously and self-consistently.

Modern ES calculations are based on first-principles (ab initio) approaches, i.e. on the
fundamental quantum theory. Here the atomic numbers of the constituent atoms and, usually,
some structural information are the only input data. Such calculations are performed in the
framework of the density functional theory [1, 2] in which the complicated many-body motion of
all electrons is replaced by an equivalent but simpler problem of a single electron moving in an
effective potential. The total energy calculations are now used routinely to evaluate equilibrium
lattice parameters, elastic moduli, relative stabilities of competing crystal structures, energies
associated with point and planar defects, alloy heats of formation, etc. In such studies, we also
obtain information about electronic densities of states and charge densities, which enables us
to gain a deeper insight and learn which aspects of the problem studied are important.

State-of-the-art electronic structure calculations have achieved considerable level of relia-
bility in predictions of a variety of physical and chemical properties and phenomena. This is
in part due to the continuing rapid development of computing power (both speed and mem-
ory) and its increasing accessibility (via networks and workstations). Even more important is
advancement of new computational methods and algorithms. They yield highly accurate solu-
tions of the one-clectron Kohn-Sham equations [1, 2] and provide information at the atomic
and electronic scale with an unprecedented level of detail. In many cases, we are able to design
new materials and predict their properties without actually synthesizing them. Computational
simulations can also provide data on the atomic scale that are inaccessible experimentally.
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While a significant progress has been made in first-principles ES calculations, there is still a
wide range of problems for which we have to resort to simpler schemes of total energy evalua-
tions. Namely, the first-principles calculations become rapidly intractable if the ES and atomic
configuration are to be determined in a self-consistent way for a system having more than
50-100 atoms in the repeat cell. Instead, frequently semiempirical tight-binding models are
employed. They can reproduce important features of the underlying ES and yield plausible
atomic configurations [3-5]. In even more complicated cases, when thousands of atoms need to
be relaxed, phenomenological models are usually used. In these treatments, the total energy is
taken as a chosen function of atomic positions. Examples are pair potentials [6], many-body
central-force potentials (embedded atom method [7], Finnis-Sinclair potentials [8]), glue model
[9], and empirical potentials for covalent solids [10]. For example, the central-force potentials for
close-packed structures, where angularly dependent forces are not important, are sufficient to
describe the atomic interactions. In those cases, empirical potentials are capable to discover phe-
nomena which are not purely crystallographic in nature. However, if significant changes in the
electronic structure occur with the change of atomic configuration (e.g. onset or disappearance
of ferromagnetism), then only the first-principles electronic structure calculations can reveal the
underlying physics. The choice of the appropriate method depends on the phenomenon studied
and information sought. The following two examples demonstrate this principle.

The first is the investigation of structures and energies of X' = 3[112] tilt grain boundaries
in Cu studied in [11]. Here grain boundary properties were calculated in dependence on the
inclination of the boundary plane for a fixed misorientation of the grains. A semi-empirical N-
body potential of the Finnis-Sinclair type was used as a model of the interatomic forces in Cu.
Computer simulations of atomic configurations revealed that for the inclination angle of 83.65°
the grain boundary region contains predominantly bce crystal structure. This was subsequently
confirmed by HREM observations. It turns out that the bee structure forms because it relaxes
more easily the large strain at the grain boundary and not because of stabilization by electronic
structure effects.

It should be noted that the atomistic simulations of this grain boundary involved about
100.000 atoms. Such calculations are impossible by the present-day first-principles methods,
which can only treat about three orders of magnitude less atoms. Furthermore, if such first-
principles calculations were possible, we would almost certainly obtain practically the same
results but with much larger effort.

The second example concerns directional bonding and asymmetry of interfacial structure in
TiAl [12]. Stoichiometric or Ti-rich TiAl alloys exhibit two-phase lamellar structure [13]. HREM
observations revealed a marked asymmetry of the interfacial structure of v/~ lamellar interfaces
corresponding to an ordered twin with an antiphase-boundary (APB) shift (by an APB vector
%[101]). Empirical central force potential of the Finnis-Sinclair type did not reproduced this
asymmetry. In contrast, the first-principles electronic structure calculations (by full-potential
LMTO method) show that in the low-energy structure the neighbouring lamellae are relatively
displaced by about 0.2 A. This introduces the asymmetry and agrees well with experimen-
tal observations. Here the underlying physics is connected with non-central covalent bonding
across the interface. Symmetric configuration (found for central-force potentials) exhibits an
accumulation of electrons between Ti and Al atoms at the interface, which is not energetically
favourable. The asymmetric configuration (obtained by first-principles calculations) shows no
such build-up of charge between Ti and Al atoms, but covalent Ti-Ti bond, similar to that
found in the bulk, is formed across the interface. Here asymmetry of the interface does not
arise owing to the relaxation of interfacial strains, but it facilitates formation of energetically
favourable covalent Ti-Ti bonds.

These two examples demonstrate that it is important to grasp the “proper physics” in the
phenomena studied and this determines which method is most appropriate (“use right horses
for the courses”). Central-force potentials are successful in cases where bonding is principally
metallic, as in most close-packed structures. However, they cannot reproduce the effects as-
sociated with the covalency of the bonding. Covalent bonds are intrinsically included in the
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first-principles methods though semiempirical approach may also be sufficient. Similar elec-
tronic structure effects are discussed by Elsasser et al. [14].

2 Methods of ab initio electronic structure calculation of surfaces

In the last 10-15 years a large number of first-principles ES calculations of surfaces, interfaces
and multilayer structures have been made. The majority of these calculations considered non-
magnetic systems and a large fraction of them dealt with semiconductors.

The surface and interface first-principles ES treatments may be characterized according to
(A) geometrical model and (B) calculational method (expansion of electronic wave functions
into an appropriate basis and/or using multiple-scattering methods). As we discuss below,
application of a particular calculational method is often closely connected with the geometrical
model used.

From the geometrical point of view, a surface or an interface may be simulated using (i) a
cluster, (i) a single slab, (iii) repeated slabs, and (iv) semi-infinite bulk(s).

In the case of clusters, problems arise from artificial termination of the model. This can be
taken into account by special treatments like embedding and localization techniques, which is
essential when studying interfaces. In order to attain reliable results, it is imperative to study
the dependence of the calculated quantities on the size of the model. A recent review may be
found in [15].

Slab geometries have been used much more widely. In the single-slab geometry we consider
a thin slab typically less than ten atomic layers thick. The number of layers has to be large
enough so that the surface does not “feel” the presence of the surface on the other side of the
slab (or at least that the studied quantity to be computed is not affected). Adequate number
of layers depends on the properties calculated as well as on the surface/interface orientation.
Two-dimensional periodicity is utilized in the slab. If we are interested, for example, in the
behaviour of isolated adatoms or in surface/interface segregation, the repeat cell in the lateral
directions must be chosen such that the interaction with the neighbouring adatoms can be
neglected.

If the slab is repeated periodically in the direction perpendicular to the surface or interface,
we obtain a “slab superlattice” with full three-dimensional periodicity that can be treated by
standard band-structure methods. In this case, the repeat cell is usually large in the direction
perpendicular to the surface or interface and a periodic array of surfaces or interfaces is studied.

A system with a planar interface may be considered as composed of two unperturbed semi-
infinite bulk systems sandwiching the interfacial region; in the case of a surface, one of those
semi-infinite bulk systems is vacuum. Here we study an isolated surface or interface, not a
periodic array of them. When treating the ES of such system, we use the two-dimensional
periodicity in the layers parallel to the interface.

To calculate the electronic structure, we may use (i) expansion of electronic wave-functions in
terms of an appropriate basis, (ii) multiple-scattering (Green’s function) methods, (iii) Green’s
function expressed in an appropriate basis.

Electronic wave-functions may be expanded via molecular orbitals (used mostly in cluster
models), augmented plane waves (APW), linear muffin-tin orbitals (LMTO), plane waves, mixed
basis (e.g. plane waves and localized functions) etc. The latter methods are used mostly in slab
geometries.

Since the symmetry of systems with surfaces and interfaces is severely reduced relative to
the bulk, it is necessary to represent the charge density and the potential very accurately.
This is why full-potential all-electron versions of the above methods have usually been used
in slab calculations. For single-slab calculations, a two-dimensional version of the full-potential
linear augmented plane wave (FLAPW) method has been developed [16]. In repeated slab
approach, the FLAPW method has also been used, together with full-potential linear muffin-
tin orbital (FP-LMTO) method [17]. Plane waves combined with pseudopotentials are also
very popular, especially in simple metals and semiconductors [18]. For a given element, many



20 Intergranular and Interphase Boundaries in Materials - iib98

different pseudopotentials can be constructed that differ in their degree of transferability, i.e.
in the extent to which a pseudopotential leads to agreement with all-electron calculations for
variety of different atomic configurations and environments. The problem of transferability was
quite recently removed by “all-electron pseudopotentials” constructed from charge densities
corresponding to the real atomic environment [19]. Recent applications of the pseudopotential
approach are ab initio studies of metal-ceramic interfaces [20, 21]. A review of ES methods used
in combination with the repeated slab model, including a lot of recent applications, may be
found in [22, 23].

An alternative approach for evaluation of the electronic density that provides an elegant
formalism for the treatment of systems characterized by reduced periodicity is based on the
use of Green’s functions. An important feature of this formulation is that the Green’s function
represents the true solution in the whole space, from which we may project out the part of
the solution that corresponds to the region of interest, e.g. the vicinity of a surface or an
interface. These methods are also called multiple scattering methods, as they effectively treat
the scattering of propagating electrons on individual atoms.

Several first-principles approaches based on Green’s functions have been developed. In the
layer Korringa-Kohn-Rostoker (LKKR) method [24] the semi-infinite solid is partitioned into
atomic planes parallel to the surface or interface; two-dimensional periodicity is utilized. Intra-
layer scattering is described by a partial-wave basis whereas the inter-layer scattering is treated
in a plane-wave basis. An alternative approach is the real-space multiple scattering method [25].
It utilizes the idea of removal invariance, i.e. the fact that removing a finite number of layers
at the end of a homogeneous semi-infinite stacking of layers recovers the original semi-infinite
system [25-28].

In most applications of the Green’s function techniques, the one-electron potentials have
been assumed to have the spherically symmetric muffin-tin form. In this case, it is not possible
to calculate reliably structural energy differences associated with symmetry-lowering displace-
ments of atoms. However, the band structures, densities of states, non-spheroidized charge
densities (based on the spheroidized electronic potential) are very similar to those obtained by
full-potential calculations, even for low-symmetry configurations [29]. Thus, having the corre-
sponding atomic configuration (e.g. bee layer in the grain boundaries in Cu [11]), the underlying
electronic structure characteristics may be calculated quite reliably by these fast methods. How-
ever, we cannot relax, for example, the atomic configuration. At present, the full-potential KKR
technique is being developed by several groups (see e.g. [30]). This approach has the accuracy
of FLAPW and FP-LMTO slab calculations and uses a correct geometric model.

Green’s functions may be constructed very efficiently within the tight-binding linear muffin-
tin orbital (TB-LMTQ) scheme [31, 32]. Namely, a linear combination of the standard linear
muffin-tin orbitals (LMTO’s) [33] can be used to construct a new set of basis functions (so-called
screened LMTO’s) whose range extends effectively to the second nearest neighbours [31, 32];
in this way, we obtain a first-principles tight-binding Hamiltonian (this is the reason we speak
about the TB-LMTO method). This is particularly useful for surfaces or planar interfaces: the
perturbation due to the surface or interface couples relatively few basis functions.

The short range of hopping integrals (structure constants) enables us to introduce the notion
of principal layers [26, 28]. Each principal layer contains such a (finite) number of neighbouring
layers that only the nearest principal layers interact. Thus, the whole system may be considered
as a sequence of principal layers, both in the semi-infinite bulks and in the interfacial region. A
detailed description of the approach using principal layers for electronic structure calculations
of surfaces, interfaces and layered systems may be found in [28, 34].

Now, let us compare the repeated slab models (which employ the standard wave-functions
techniques and are most frequently used at present) with the semi-infinite bulk models, usually
connected with a Green’s function technique.

In repeated slab geometry, the repeat cell is very long in one direction (it is tubelike).
Electronic structure of many layers is calculated unnecessarily (they are bulk-like and their role
is “padding” between the studied surfaces or interfaces). The “deficiency” in the geometry may
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be controlled by convergence tests with respect to number of layers. In the case of semi-infinite
bulk model, only electronic structure of the surface or interfacial region is calculated using
Green’s function approach (there is no “padding” needed). The semi-infinite bulks are matched
to the interfacial region and two-dimensional periodicity in the surface or interface plane is
utilized. As a result, there are no tubelike repeat cells. One of the most important facts is,
however, that the methods based on the Green’s functions may be easily generalized to include
compositional disorder and, therefore, surfaces and interfaces in substitutionally disordered
alloys may be investigated [34]. Most natural way of configurational averaging in disordered
alloys is the coherent potential approximation (CPA) [27, 34].

3 Application to interfaces

All techniques discussed above are applicable to calculations of electronic structure of surfaces,
epitaxial interfaces, grain, antiphase and interphase boundaries, multilayers etc. In this section,
we present several illustrative examples of studies of the electronic structure of grain boundaries
and disordered magnetic overlayers.

3.1 Electronic structure of the X = 5(210)/[001] tilt grain boundary in tungsten

The atomic configuration of this grain boundary (GB) was determined using interatomic poten-
tials of the Finnis-Sinclair type [8]. The electronic structure was calculated by the TB-LMTO
Green’s function method [34]. Two unperturbed semi-infinite bulks sandwiched the interfacial
region consisting of 5 principal layers. Each principal layer contained 4 atomic layers (interac-
tions up to the second nearest neighbours were included). More details about this calculations
may be found in [35, 36].

The analysis of local densities of states (LDOS) at individual atoms shows that away from
the “core” of the boundary the LDOS is very similar to that of the bulk. However, in the most
perturbed GB region, a significant smoothing of the DOS and filling of the gap between bonding
and antibonding d-states is observed [35, 36]. This is the consequence of lower symmetry of the
local neighbourhood of atoms in the GB. Similar situation arises in amorphous materials.

3.2 Magnetism in grain boundary regions

Magnetic phenomena are very important, for example, in overlayers and multilayers. How-
ever, magnetic behaviour of atoms at grain boundaries in ferromagnetic materials may also be
different when compared with the bulk.

We illustrate this situation for the ¥ = 5 (310) tilt grain boundary in iron [34]. The
structural model used is identical to that in Ref. [37] (symmetrical unrelaxed structure) and
is shown in Fig. 1; explicit numbering of atomic layers is included. This model preserves all
bee interatomic distances between atoms belonging either to the upper or to the lower grain
(atomic layers n > 0 and n < 0, respectively). The two grains are rigidly displaced along the
z axis so that the resulting distance between the atomic layers n = 1 and n = —1 is the same
as the nearest-neighbour spacing in the bcc lattice. This procedure increases the volume of
the Wigner-Seitz cells for atoms in and near the central atomic layer (n = 0). In the present
study, screened TB-LMTO structure constants up to the second nearest neighbours of the bee
lattice were used. This implies that principal layers consist of three neighbouring atomic layers.
Self-consistency was attained in the interfacial region consisting of 7 principal layers.

It may be seen from Fig. 2a that the local magnetic moments near the grain boundary are
enhanced. This is analogous to the effect observed for low-index surfaces (see e.g. [38, 39]).
A detailed analysis of the dependence of the local magnetic moments on separation from the
GB has not been made but it appears that most of the difference between the individual
local moments and the asymptotic bulk bcc value can be attributed to the magneto-volume
effect. The local magnetic moments near the £ = 5 (310) boundary versus the atomic sphere
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(Wigner-Seitz) radius are plotted in Fig. 2b and compared to those in the ideal bee structures
with varying lattice constants. This comparison obviously suggests that the local magnetic
moment follows the volume dependence of the global magnetic moment in crystalline bec iron,
as reported by a number of authors (see e.g. Refs. [40, 41]).

4

Fig. 1. Structural model of the ¥ = 5 (310) tilt grain boundary in a bce structure. All coordinates
are in units of the bcc lattice constant a. The open and full circles refer to atoms with y = 0 and
y = a/2, respectively. The layer numbering in the upper grain starts from the central interface layer,
denoted by 0 and marked by the dashed horizontal line. For details, see text.
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It was shown recently that in the ferromagnetic iron the enhanced magnetic polarization
in the GB region dramatically reduces the GB energy and its magnitude is in much better
agreement with experiments than for the models which do not include magnetic effects [42].
Thus, ferromagnetism affects significantly the inter-granular cohesion and, therefore, it should
be incorporated in any realistic description of GB phenomena in ferromagnetic materials.

3.3 Magnetic overlayers on non-magnetic substrates

Epitaxial transition-metal overlayers of monolayer thickness on non-magnetic substrates such
as Cu, Ag, Au, Pd, Pt can be considered as two-dimensional itinerant magnetic systems. Recent
FLAPW calculations [38, 43] predicted spontaneous magnetic order for 4d and 5d transition-
metal monolayers like Ru, Rh, Ir on Ag(001) and Au(001) substrates. However, experiments
using the surface magneto-optic Kerr effect failed to confirm these results [44, 45]. The most
probable reason for this discrepancy is the presence of structural imperfections in the samples
which are not considered in the calculations. Ample experimental evidence demonstrates that
islanding, surface roughness or interdiffusion cannot be neglected in these systems.

We have studied the influence of two types of structural imperfections on the ferromagnetism
of Ru and Rh monolayers on a Ag(001) substrate [46], using a combination of the surface Green’s
function approach with the coherent potential approximation [34]. The first case investigated
corresponds to a non-integer coverage of the substrate with Ru or Rh varying between 1 and
2 monolayers. This was simulated by surface layers of composition R, Vaci_o/R/Ag(001), 0 <
z < 1, where R stands for Ru or Rh and Vac denotes a surface vacancy. This model describes
a continuous formation of the second R layer on top of the first perfect R layer on the Ag(001)
face. The dependence of the local magnetic moments of R atoms on the coverage is shown in
Fig. 3.

In the second case, the importance of interdiffusion of Ru (Rh) films one monolayer thick
with the Ag substrate was studied by simulating a layer sequence Ri_,Ag, /R-Ag,_,/Ag(001),
0 < z < 1, with all atoms occupying the positions of the ideal bulk Ag lattice. This model
describes a continuous transition of the R layer from the surface (z = 0) to the first subsurface
(z = 1) position. The corresponding concentration dependence of the local magnetic moments
is shown in Fig. 4.
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Fig. 3. Local magnetic moments in Ru (left panel) and Rh (right panel) overlayers on a Ag(001) substrate
as a function of coverage. Squares and triangles refer to moments in the complete (S) and incomplete (S+1)
transition-metal layers, respectively.

It is seen from both Figs. 3 and 4, that despite the relatively large local magnetic moments
in the perfect monolayer (Mg, = 1.8 pg, Mgy = 0.9 pp), the local moments of Ru and Rh
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atoms are very sensitive to both types of structural imperfections. In the first model, two-
dimensional ferromagnetism disappears for coverages higher than 1.5 monolayer (Fig. 3). This
is in a reasonably good agreement with FLAPW calculations for perfect double layers [47]
yielding nearly negligible local magnetic moments for 4d and 5d transition-metal double layers
on a Ag(001) substrate. An even more complicated behaviour transpires from the second model
of structural imperfections. A perfect R monolayer in the surface layer (z = 0) as well as in
the first subsurface layer (z = 1) carries a sizable local moment while ferromagnetic behaviour
of monolayers strongly affected by interdiffusion (for intermediate values of z) is substantially
reduced (Fig. 4). This leads to a magnetic gap for 0.5 < z < 0.6 in the Ru case and to a deep
minima in both local moments near z = 0.6 in the case of Rh.
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Fig. 4. Influence of interdiffusion on the local magnetic moments in Ru (left panel) and Rh (right panel)
overlayers on a Ag(001) substrate. Triangles refer to the moments in the top surface (S) layer, squares refer to
the first subsurface (S-1) layer. For details, see text.

The rapid decrease of the local moments with increasing coverage (Fig. 3) and interdiffusion
(Fig. 4) can be understood from the shape of the local DOSs of R atoms; a more detailed
discussion may be found in [34, 46].

4 Conclusions

In this paper we have demonstrated how the surface first-principles ES methods may be applied
to interface problems and how such calculations contribute to a deeper understanding of the
underlying physics at interfaces. In this framework, a variety of phenomena may be analyzed,
including e.g. surface and interface magnetism. Among the methods listed, the Green’s func-
tion method within the tight-binding LMTO formalism is particularly convenient since it is
computationally very effective and provides reliable results, fully comparable with the more
sophisticated approaches. An attractive feature of the Green’s function methods is that they
may be easily generalized for compositionally disordered systems.

The significance of first-principles calculations is in high reliability of predictions of new
properties and phenomena. There are no adjustable parameters and well defined approxima-
tions are introduced on the most fundamental level. Nevertheless, similarly as in other atomistic
studies, the goal of the ES calculations is not to obtain numbers, but insights. The results in-
clude electronic wavefunctions, charge densities, and magnetic moments. On the basis of these
results, further material characteristics may be calculated, e.g. cohesive energy, elastic constants,
some strength characteristics, magnetic susceptibility, transport coefficients etc. Specifically, in
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this paper we have shown that the magnetic moment is significantly different at grain bound-
aries when compared with the bulk. This phenomenon was not considered in previous studies
of atomic structure and properties of interfaces, although it may substantially affect the in-
terfacial cohesion and other characteristic quantities [42]. The information available from the
first-principles calculations allow us both to test and construct simpler models, which, in turn,
may be used in very extensive atomic level studies while the state-of-the-art first-principles
calculations can only be made for a relatively small number of atoms (less than ~ 100).

The first-principles calculations may also be used for “measurements in the computer”.
Thus, computer simulations can substitute a real experiment and, more importantly, provide
data on atomic scale that are not accessible experimentally. We expect that in future the
first-principles methods will contribute most significantly to studies of electronic structure and
atomic configuration of interfaces, especially in systems with covalent bonds, such as non-close-
packed metals, non-cubic intermetallics, metal-ceramic interfaces, semiconductor systems etc.

Notwithstanding, simpler methods, such as embedded atom method and N-body central
force potentials, will remain essential for studies of very large systems. However, it is imperative
to combine simpler methods with the first-principles approaches on one side and experiment
on the other.
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Abstract : A mazed bicrystal of gold has been obtained by vacuum deposition of gold onto a [001]}
germanium substrate. Amongst the different grain boundaries existing in this bicrystal, there exits
facets which are completely assymetric and presenting a non periodic structure. It is shown that
specific groups of atoms are present. Their spatial distribution along the boundary plane is analyzed.
The diffractogram of the experimental high resolution images reveals the presence of intensity streaks
in a non periodic distribution. The calculated structure of this boundary is in good agreement with the
experimentally observed one. The complete analysis of the experimental results leads to the
conclusion that this boundary represents a one dimensional quasi-crystal.

1 Introduction.

Although most of the work on the structure of grain boundaries in metals and semiconductors
has been concerned with periodic tilt or twist boundaries, there are a number of results on non
periodic boundaries. The possibility of quasiperiodic boundaries has been envisaged from the
theoretical point of view by several authors [1,2]. These authors applied the methodology developed
in the study of quasicrystals to quasiperiodic boundaries by treating them as a one dimensional
quasicrystal. Most of the experimental observations of non periodic grain boundaries [3,4] refer to
boundaries possessing a very long period and which can be understood within the frame of the
standard description using CSL and DSC lattices. Only a brief description of a non periodic segment
in aluminum [5] has been published in which the authors using a pattern recognition procedure found
a non periodic distribution of pentagonal structural units. In the present paper, a true quasiperiodic
boundary is observed in evaporated gold specimens. Although the boundary is not periodic and
cannot be described using the standard theories, special groups of atoms can still be found along the
boundary. These groups of atoms can be considered as structural units although the exact definition of
the structural units [6] does not seem to be fully applicable in this particular example.

2 Experimental Procedure.

The gold films were produced by thermal evaporation onto a [100] germanium single crystal.
Before evaporation, the germanium substrate was carefully cleaned in a mixture of hydrofluoric and
nitric acids. During the evaporation process, the substrate was held at 280°C. In order to release
internal strains in the gold films, the temperature was slowly decreased to 200°C and the specimen
maintained at this temperature for 2 hours. At this temperature, the solubility of gold into germanium
is negligible. The gold films were removed by chemical dissolution of the substrate followed by a
careful wash in distilled water and subsequently mounted on standard 3 mm copper grids. A mean
thickness in the range 8-10 nm was achieved by controlling the weight of evaporated gold. In this
thickness range, the film was not completely uniform and there were many holes. In the regions close
to the holes, the local thickness was smaller and the conditions for high resolution work were very
good. The specimens were observed at 800 kV in the Berkeley ARM and at 300 kV in a JEOL 3010
high resolution microscope. Images were processed using special routines running either under
Digital Micrograph or Semper 6 image processing systems. The image simulations were conducted
using EMS [7] and NCEMSS [8] programs and the standard parameters of the two microscopes.

3 Experimental results and analysis of the images.
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During the evaporation process, the gold film grows on the [100] germanium substrate in an <011>
orientation. Due to the symmetry of the substrate-film system, two perpendicular orientation variants
are present. This type of configuration produces a special morphology called a mazed bicrystal [9] in

Figure 1 : General view of the gold mazed bicrystal.
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Figure 2 : -a High resolution image of the non periodic boundary. The grain boundary plane is parallel
to (100) planes of one crystal and to (110) planes of the second crystal. High intensity white dots in a

non periodic distribution appear at the boundary.
-b Intensity profile ( in arbitrary units) along the boundary plane. The white dots correspond

to the highest intensity peaks. Their distribution is non periodic.

which a large variety of grain boundaries is present. All these boundaries have a tilt character and the
misorientation is either 90° or very close to this value. The same situation has already been observed
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in aluminium films evaporated onto silicon substrates. In this case, a fully symmetric £=99 {557} 6=
89.4° coincidence boundary has been observed in detail and the experimental structure quantitatively
compared to calculated models [10]. _

A general view of the morphology of the mazed bicrystal is shown in figure 1. Amongst all the
existing boundaries, it is relatively easy to observe the non periodic ones. The misorientation angle is
exactly 90° and the boundary plane is non symmetric and corresponds to (100) of crystal 1 parallel to
(110) of crystal 2. The length of these facets is limited to values in the range 10 to 12 nm. Images
were taken at different defocus settings corresponding to white or black atomic positions. Using a
special defocus value slightly away from the exact white atomic positions, high intensity white dots
appear at the boundary core as shown in figure 2a. A carefull inspection of this type of images reveals
that the distribution of these white dots is not periodic along the boundary as revealed by the intensity
profile along the boundary shown in figure 2b.

3.1 Atomic description of the boundary

When observed in detail, the high resolution images of the boundaries reveal special features. In
white- atom images, characteristic arrangements of atoms can be found along the boundary. One of
the most easily recognizable feature appears as a centered pentagon (in projection ). The distribution of
the pentagons along the boundary can be studied by a real space cross correlation procedure [5]. A
template image of a pentagon was choosen and correlated with the image of the boundary. The local
maxima of the correlation map reveal the presence of similar groups of atoms. The exact value of the
different maxima is an indication of the degree of similarity between the pentagons ( the value 1
indicating identical units). The position of the maxima of the correlation map shows that the center of
the pentagons lie on a single crystallographic plane. Further there are two different spacings between
the pentagons : they are always separated by 2a or 3a (a=gold atomic parameter=0.404 nm). This
measurement (done with respect to the upper crystal in which the boundary plane is parallel to (100) )
is only a rough estimate as it does not take into account the exact position of the center of the
pentagons. A more accurate measurement can be done on the bright spots ( which represent the center

of the pentagons). In this case, the ratio between the two sets of distances is found close to V2. These
two different spacings are non uniformly distributed along the boundary. However, in some cases,
very short portions of the boundary are non planar and periodic. In this case the period was 2.5a and
the pentagons were located alternatively on two adjacent planes. This type of structure is similar to the
one observed by Paciornik et al [5] in aluminum. The correlation of a single template with all the other
ones reveals the presence of all the pentagons but does not reveal the intimate structure of the
distribution. In addition, the actual values of the correlation factors depend on the starting template. In
order to get a more detailed information, images of each pentagon were extracted from the micrograph
of the boundary. Then the pentagon images were correlated with the image of their adjacent
neighbors. The correlation factors obtained using this procedure reveal two sets of values. One set of
values is > 0.8 while the other one is around 0.7. It can be easily seen that two pentagons separated
by a distance 2a have always a correlation factor higher than 2 pentagons separated by a distance 3a.

3.2 Diffractograms of the experimental images.

Figure 3 shows a numerically calculated diffractogram of the experimental image( figure 2a). The
analysis of the diffractogram shows that :

i : the misorientation angle is exactly 90°.

ii : in most of the diffractograms, the presence of the boundary induces the presence of typical
streaks perpendicular to the boundary plane. The intensity of the streaks is higher in the case of the
images displaying the very bright spots. Some of these streaks intercept the diffraction spots (
including the central spot ). Some others do not intercept any diffraction spots. The distribution of the
streaks along the direction parallel to the boundary plane is not periodic. The position of any streak
obeys to a simple law : m*L1+n*L2. In this expression, m and n are integers and L1 and L.2 represent
the position of two particular streaks which act as a basis. The choice of the basis is arbitrary. For
convenience, the most intense streaks have been chosen
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Figure 3 : Numerical diffractogram of an experimental image.
The diffraction spots of both crystals are superimposed on an
array of streaks coming from the grain boundary itself. The
arrows indicate the position of the two streaks which form the
basis used for the indexing of all the other streaks

3.3 Fourier filtering and image reconstruction using the streaks.

In order to get more information about the presence of the streaks and their contribution to the images
of the boundary, the high resolution images were Fourier filtered. Two types of masks were used to
isolate the contribution of the streaks from that of the gold crystals. The first type of mask had an
ellipsoidal shape so that the streaks can be selected individually. The inverse Fourier transform gives
the contribution of the selected streak to the image. Extreme care should be taken in the interpretation
of the reconstructed images since the intensity of the streaks is very low and in this case, the Fourier
transform of the mask itself becomes important and can introduce artifacts. The important results
derived from this treatment are : i ) the contribution of the streaks is localized in the boundary region.
This result is in good agreement with previous results obtained on periodic boundaries.

ii) if only one streak is selected, the intensity profile in the reconstructed image is periodic. However
if two streaks are selected ( for example the streaks corresponding to those marked by the arrows in
the figure 3), then the intensity profile becomes non periodic.

Figure 4 : Fourier filtered image of the boundary using a circular mask. The contribution of the major
part of the streaks is included in the mask while the contribution of the two crystals is excluded.

The second type of mask is circular and centered on the central peak. Its diameter is calculated to
exclude the 111 diffraction spots of the two crystals. The artifacts introduced by the shape of the mask
are then minimized and the reconstructed image shows again a thin intensity slab located at the grain
boundary plane (see figure 4). The intensity profile along the slab is non periodic.
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4 Interpretation of the results

The high resolution images as well as the filtered images on the streaks of the diffractograms
clearly reveal the non periodic character of this boundary. The central question will then be the relation
with the standard theories of grain boundaries which have mostly been developed for the coincident or
near coincident boundaries on one hand and on the other hand the possible relation with the theory of
quasi-crystals.

The high resolution images show that some particular groups of atoms (centered pentagons ) can be
found at different places of the boundary. Their analysis show they are not exactly identical. This
latter observation is in contradiction with the structural unit description [6] although it is generally
admitted and it has been experimentally shown [11] that the structural units can be distorted. Another
difficulty in the application of the structural unit concept is that it involves the presence of the so called
favoured boundaries. Any boundary whose misorientation lies between those of two favored
boundaries can be described by a more or less complex sequence of the structural units describing the
favored boundaries.

However the description using the centered pentagons seems to have a physical basis. Even in a
purely geometrical model, these groups of atoms can be found and the two different spacings between
them (2a and 3a) also exist. Furthermore this very simple description is independent of a possible
rigid body translation parallel to the boundary plane. When such a translation is applied, the detail of
the distribution changgs but the pentagons still remain as well as their relative spacings.

Computer simulation of the 1:vV2 grain boundary

In order to determine the atomic relaxations, the grain boundary has been simulated using an
interatomic potential based on the second moment tight binding approximation and fitted to the gold
physical properties : atomic parameter, cohesive energy and bulk modulus[12]. Starting from two
unrelaxed gold grains with the experimental orientations, the potential energy of this system has been
minimized through a relaxation procedure. Let the x and z directions be respectively along the
incommensurable and the commensurate direction of the grain boundary. Let the y direction be
perpendicular to the grain boundary.

Figure 5 : model of the 1:+/2 grain boundary. Inter-atomic distances shorter than 0.03 nm are drawn.
The darker and lighter atoms are respectively in the two layers at altitudes 0 and a/2 along the z-
direction

‘We have used periodic boundary conditions which are naturally incompatible with a quasicrystalline

structure. Hence along the x direction, the irrational spacings a and a V2 are facing each other.
Thus we have simulated periodic approximants of the structure, namely a 12:17 approximant (figure
5) and a 29:41 approximant (for the Fourier transform calculations), i.e., in this last case for instance,

29 long spacings are facing 41 short spacings leading to an error of [2 - (41 /29)] /2] =3 104 . On
the other hand two semi-infinite crystals are neither possible to fit in a periodic box and we have
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actually included two grain boundaries perpendicular to the y direction at the closest distance equal to

21a=4.3 nm, i.e., we have two crystal slices. We have checked that no crystal distortion occurs in
the center of the grains. The size of the box along the y direction has been relaxed during the
minimization to take into account the rigid body translation of the grains. The size of the box along the
x direction has also been allowed to relax, while the size along the commensurate z direction have
been fixed. Some random tiny displacements have been applied to the initial atomic positions to move
the system from a possible saddle point of the energy. Figure 5 shows the relaxed atomic structure.
The fargest individual atomic relaxations take place in the first row of grain 1 ( corresponding to the
interatomic distance a ). This gives rise to a wavy appearance of this plane when it is observed at a
glancing incidence parallel to the boundary plane, i.e. along O-x . This feature is also present in the
experimental images.
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High resolution images were simulated using the calculated structure as an input as well as the
experimental conditions: specimen thickness, defocus and microscope characteristics. All the contrast
features have been found in agreement with the experimental images and in particular the high

intensity white spots were reproduced using a thickness t = 10 nm and a defocus 8z=-50 nm. It has
been possible to find exactly the same sequence of pentagons in both the calculated and experimental
images as shown in figure 6 a and b. Although some details in the intensity of the white spots are not
exactly in agreement, the correlation procedure applied to the pentagonal units gives the same result:
the correlation coefficient is higher for the 2a spacing than for the 3a one; the only difference between
experimental and simulated images is the presence of noise which lowers the values. The correlation
can be made between corresponding pentagons in experimental and simulated images : the correlation
factors are all greater than 0.8 indicating a very good match between both images.

The diffractogram calculated from the simulated image has the same distribution of streaks. The
diffracted intensity corresponding to the x direction of the simulated grain boundary is shown in
figure 7 and is typical of modulated structures and quasicrystals. Some peak positions qx are

multiple of the fundamental basis reciprocal vector, g =2 7./ a of grain 1 or vector ¢, =2 =/ (a \2)
of grain 2. However, because of the mutual modulation of one grain by the other, some other peak
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positions are not multiple of g or q, , but all the gy can be written as ng g +n_ q, where : (ng,n ) €
N2
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Figure 7 : Diffraction pattern I(qy, 0) calculated from a 29:41 periodic approximant of the 1/\2 grain
boundary. The boundary is parallel to the x direction. Only the first atomic row on each side of the
boundary has been taken into account.
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Figure 8 : Diffracted inténsity I(qy) for q,=q,=0, seen in the (qy.q,)-space, i.e. indexed with 2
indices. The surface of the disks is proportional to the intensity. The usual diffraction pattern is the
orthogonal projection of these spots on the g, line (black disks on the straight line of slope 1:32, the
radii are 4 times smaller than the previous spots). The diffracted intensity have been calculated from a

29:41 approximant of the boundary which is parallel to the x direction. Only the first atomic row on
each side of the boundary has been taken into account.

Hyper-space description of the 112 grain boundary

Since the diffracted intensity I(qy) (restricted to qy=0 and q,=0) needs two integer indices ng and
n, to be indexed, it is more convenient to plot it in a 2D-diagram using a space spanned by O-qy the
physical reciprocal space and by O-q; , a virtual space [13] perpendicular to O-qx (figure 8) In this
plane, all the peaks of I(qy) can be set on the sites of a square lattice whose the projections onto O-
qx are the actual peak positions.

If the two atomic rows on each side of the grain boundary would have been a mere juxtaposition of
two unrelaxed rows, one corresponding to crystal 1 and the other to crystal 2, the intensity would
have been present only on the horizontal and vertical axes of figure 8. All the other spots are the result
of the mutual lattice modulation.

By doing an inverse Fourier transform of the 2D-embedded diffracted amplitude we get a periodic
density with a square lattice unit cell. Alternatively, we can directly determine this two-dimensional
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embedding, since its intersection with O-x is the set of the x atomic coordinates: the coordinate xj

of each particle i corresponds to a point of components Xg=x%j +/2/3 and X; =xj 1 /3. Figure 9

shows that the non periodic grain boundary is associated to a periodic structure when we adopt this
two dimensional view.
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Figure 9 : Hyper-space embedding of the 1:V2 grain boundary : periodic two-dimensional structure in

the virtual (x,i)-space; its intersection with a straight line of slope 1:V2 (parallel to the physical x
direction) are the coordinates of the atoms. The almost horizontal lines lead to the position along the
boundary of the atomic row of grain 1; the almost vertical lines correspond to the first atomic row of
grain 2.

Conclusion

The experimental results obtained on the non symmetric (100)/(110) boundary show clearly that the
structure of this boundary is non periodic. Some groups of atoms can be found at different locations
along the boundary. However, these groups of atoms do not obey to the definition of the structural
units which derived mostly from the study of periodic and symmetric boundaries. The diffraction
effects induced by the boundary and their indexing establish the one dimensional quasicrystalline state
of this boundary. The simulation results are in good agreement with the experimental ones and the
mutual relaxations of the grains can be described with a hyper-space analysis.
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Abstract

We consider the nature of faults in the dissociated 9R phase at an incoherent twin boundary in
copper. Analysis of the dislocation content of a five-layer break in the normal ABC/BCA/CAB
stacking sequence of the 9R shows that this defect is associated with a secondary grain boundary
dislocation (SGBD) of Burgers vectora/ 6[211]. Atomistic simulations of SGBDs at the incoherent
twin interface show that the sign of the Burgers vector is important to determining the core structure
of the dislocation. The resulting atomistic structures and the five-layer width of the fault can be
directly understood by analyzing the set of twinning dislocations that make up the boundary.
Atomistic calculations show further, in agreement with the experimental observations, that a shear
parallel to the interface causes an increase in the fault width that accompanies the growth of the 9R
phase.

Introduction

Experiment and modeling shows that there is a general mode of grain boundary dissociation,
common in low stacking fault energy FCC metals, that can be well understood as the emission of
arrays of stacking faults from the grain boundary plane [1, 2]. Most extensively studied of such
dissociated interfaces are the X=3 incoherent twin boundaries. Many observations now exist of grain
boundary dissociation at such interfaces showing a region of interfacial dissociation that is well
described as a narrow, several nanometer wide slab of 9R stacked material. The 9R stacking
sequence is equivalent to a close-packed stacking of FCC {111} planes with an intrinsic stacking fault
inserted every three planes (i.e., a stacking sequence of ABC/BCA/CAB ...). The 9R dissociation
has been observed and atomistically modeled at incoherent twin boundaries in gold [3], silver [4, 5],
and copper [6, 7, 8].

Recent calculations [9] and observations [10] have demonstrated that the width of the 9R slab
is not rigidly fixed, but can vary depending on external conditions. An example, from HRTEM
observations of an incoherent twin boundary in copper [10,11], is shown in Figs. 1a,b. The 9R
stacking at the ‘incoherent twin interface can be identified in both micrographs by the stacking
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- ) (b) o
Fig. 1. (a ) HRTEM image of the copper =3 interface. imaged along {01T}. The five-
layer faull in the YR interphase region is labeled. (b) Image from same area as (a). taken
afler expansion of the 9R region. Note the increase in offset of the parallel (111) planes in

the two FCC halves.

sequence of the close-packed fringes. The time interval between these observations is approximately
five minutes, and in this time the interfacial 9R region has thickened from a width of 14A to about
30A. This change in 9R width was accompanied by a local shear of the two halves of the bicrystal in
a direction parallel to the boundary plane, as can be seen by the change in offset of the parallel FCC
(111) fringes on the two sides of the interface. The precise driving force for this change is
undetermined, though it is likely that the shearing is in response to a change in specimen stress state
induced by the electron beam in the TEM (e.g., through heating).

Although a majority of the material within the interface is in the 9R configuration, defects that
break the 3-layer 9R stacking, are observed. An example of one such fault, a 5-layer defect, is
indicated in Figs. 1(a) and (b). As is shown in the two figures, this region of stacking error expands
along with the remainder of the interfacial region as the 9R region grows. One possibility is that the
defects in the 9R stacking are associated with secondary grain boundary dislocations (SGBDs). Such
defects could be present to accommodate small angular deviations from the ideal £=3 coincidence
orientation.

These observations motivate the present study. Here, we analyze the defect content associated
with the observed 9R fault, apply atomistic calculations to investigate the effect of defect sign on the
core configuration and fault width, and relate these calculated structures to a simple model based on
the intrinsic twinning dislocations that comprise the £=3 interface.

Experiment and Calculations

The bicrystal used for these studies was prepared by diffusion bonding high purity 99.999%
copper single crystals, initially configured in a =3 {100} {122}/{011] orientation. Bonding was
performed over a six hour period at a load of 2.0 MPa and a temperature 950°C. During the bonding,
the interface relaxed from the original {100} {122} habit to form facets on {111} and {211} type
planes. HRTEM specimens were prepared by jet polishing followed with a final thinning by Ar" ion
sputtering. Micrographs were recorded parallel to the [011] direction using a JEOL 4000EX
microscope, operated at 400 kV. Additional details regarding the bicrystal fabrication and TEM
sample preparation can be found elsewhere [10,12].

Atomistic calculations of the interfacial defects were conducted using the Embedded Atom
Method (EAM) [13, 14]. Because the original copper EAM potential developed in 1986 [15] gives an
unphysically low value for the stacking fault energy, a new EAM potential, fit explicitly to the
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stacking fault energy of copper was used for these calculations{16]. Structural results obtained with
this and the older potential were essentially identical. Secondary grain boundary dislocations were
introduced into the models by tilting the unrelaxed starting crystals several degrees away from the
ideal ¥=3 coincidence orientation. Specifically, a boundary containing SGBDs of positive Burgers
vector (b=a/6[211]) was defined with an interface normal of [-15,7,7]. This is equivalent to 1.8°
rotations of the left (counterclockwise) and right (clockwise) halves of the bicrystal away from the
ideal =3 orientation (total misorientation from X=3 of 3.6°). In contrast, by rotating the two halves
of the bicrystal in the directions opposite those used for the positive dislocations, an interface
containing SGBDs of negative Burgers vector (b=a/6[21 1]) was generated. The interface normal
in this case was [-13,7,7], which is equivalent to 2.0° rotations of the left (clockwise) and right
(counterclockwise) halves of the bicrystal from the ¥=3 orientation. Periodic boundary conditions
were applied in the directions parallel with the interface: 5.11 A in the [011] direction and 45.9 A and
41.8 A along the interface for the boundaries containing the positive and negative SGBDs,
respectively. Free surface conditions, with a total slab width of 60& were used normal to the
interface. In addition to calculating the relaxed structures, the effect of a shear strain on the defect
configurations was simulated by incrementally applying fixed displacements to the atoms in 0.1A
steps parallel to the interface. At each step, atoms at > 15A and <-15A away from the interface were
held fixed while the atoms close to the core of the interface were relaxed.

Results

The dislocation content associated with the 9R stacking defects was determined by
constructing a closed Burgers circuit about the faulted region and evaluating the closure failure upon
transferring this loop to the perfect =3 DSC lattice (Figs. 2a,b). The DSC lattice (Displacement
Shift Complete) [e.g., 17] represents the combined set of all lattice points for the two coincidence
related crystals: for a £=3 bicrystal, the DSC lattice vectors are of type a/3[111] and a/6[211] (e.g.,
see Fig. 4a). Since the 9R stacking sequence also falls on the £=3 DSC lattice, the Burgers circuit
across this interphase region remains well-defined. The closure failure shows that the stacking defect

is associated with a dislocation of Burgers vector a/6[211] indicating that it is a positive pure edge
SGBD.

[111]—»]
™~

Closure
Failure:
o™ I
a
7 [211]

le— 14 x 21111 —

F—1ax

SF‘

(b) je— 24 x §211]—

Fig. 2. (a) HRTEM image overlaid with the Burgers circuit constructed around the five-
layer defect. (b) Schematic showing the dimensions of the Burgers circuit about the 5-layer
defect transferred to the perfect £=3 DSC lattice. The closure failure indicates a 90° pure
cdge dislocation with positive Burgers vector of a/6[211}.
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Because of the reduction in symmetry resulting from the bicrystal geometry, dislocations of
opposite sense (positive or negative) produce different structures[18]. This is illustrated in Figs. 3a
and b, which show the calculated atomistic structures for positive and negative SGBDs at the
incoherent twin interface. In this projection, atoms at the same height in the [011] direction are
shaded the same color. The key structural units characterizing the boundary have been annotated on
the figures. Kite shaped features, consisting of a triangle of atoms at the same height followed by a
row of atoms of alternating height, are indicated on the left side of the interface. These structural
features can be found and have been identified in many previous calculations of the incoherent twin
for different FCC metals [e.g., 3,4,18,19]. The kite shaped units on the right side of the interface are
also found in calculations of the perfect interface, though their position varies with the degree of
interfacial dissociation. As has been discussed by Wolf et al.[3], the vertices of these units
correspond to the position of pure edge Shockley partial dislocations that in the perfect =3 interface
terminate the stacking faults that form the interfacial 9R phase. '

For a perfectly aligned X=3 interface, the periodic length along the boundary is three {111}
planes, and these two sets of kite shaped motifs are continuously linked. However, for the
misoriented boundary shown here, the geometrically necessary SGBDs disrupt the sequence of these
structural units. For the case of a positive SGBD (Fig. 3a), an additional triangular unit of atoms at
the same height forms between the kites on the left side of the interface. This results in a five plane
separation of the pure edge Shockley partial dislocations terminating the right side of the interface.
The negative dislocation (Fig. 3b) also results in a triangular unit on the right side of the interface, but
also forms a second pair of atoms at the same height. Furthermore, at the right side of the interface,
an additional pure-edge negative Shockley partial dislocation is identified. The structure for the
boundary containing the negative dislocation is closely related to that calculated and observed by
Hofmann and Finnis in their study of 9R formation in silver [5].

80081

fr11] 1 [4245.485]
211]

[157.7) [En]
Fig. 3a. Relaxed structure for incoherent Fig. 3b. Relaxed structure for SGBDs of
twin boundary in copper with SGBDs of negative Burgers vector (b=a/6[21 1]).

positive Burgers vector (b=a/ 6[51 ID.
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Fig. 4. (a) =3 DSC lattice. Dashed lines are set into the page by a/4{011].

{b) Topological arrangement of atoms at interface produced by a repeated sequence of
negative %° and positive 3(0° Shockley partial dislocations. ...Ad B8 C§ ..... that
transform the atoms on the left side of the crystal (gray) to the twinned configuration
producing the =3 (211) interface.

Discussion:

The calculated atomistic structures can be understood in terms of the intrinsic dislocations that
comprise the incoherent twin interface. We model the perfect £=3 {211} interface as an array of
Shockley partial dislocations on adjacent (111) planes [9] i.e.,

.. ;A8 BS C3 |[A3 B5 C5 |[AS B5 C5] ... Eq. 1

where, using Thompson’s notation, AJ represents a negative, pure edge Shockley partial dislocation,
and B and C8 represent two positive, 30° dislocations. Each grouping of three dislocations sums to
zero net Burgers vector. Fig. 4a shows a single FCC crystal mapped onto the ¥=3 DSC lattice.
Shearing the atoms on the right side of the crystal (marked in gray) by amounts equivalent to the
insertion of the sequence of Shockley partial dislocations, reverses the stacking of these atoms
producing the twinned configuration shown in Fig. 4b. This sequence produces the same topological
configuration of atoms as that found in atomistic relaxations: specifically, a kite shaped motif
consisting of a triangle of atoms at the same height followed by a row of atoms at alternating height.
Thus, in addition to accounting for the reversal of stacking across the interface, these dislocations also
describe the arrangement of atoms at the interface.
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Fig. 5. DSCL models for pure edge secondary grain boundary dislocations of positive
and negative Burgers vector represented as arrays ol Shockley partial dislocations.

(a) Dislocation of positive Burgers vector modeled as the sum of two 30° dislocations
B8+C8=8A. (b) Dislocation of negative Burgers vector produced by inserting an
additional negative 90° dislocation (A8) into the sequence.

This description, of course, says nothing about the local interatomic relaxations. Its strength,
however, is that it can be straightforwardly extended to predict and describe the geometry of the
structures and faults resulting from a misoriented boundary. In this case, rather than arranging the
twinning dislocations in groups of three that sum to zero Burgers vector, we instead group the
dislocations to yield a net dislocation content, in effect creating a fault in the dislocation stacking. For

instance, a dislocation of negative Burgers vector (b=a/ 6[211]) is produced by inserting an
additional A8 dislocation into the sequence of twinning dislocations:

AS B5 [AT] C5 [AS BS C3).. Eq. 2a

Alternatively, since B3 + C3 = 8A, arranging the twinning dislocations as:

BS C8 Eq. 2b

yields a defect with a net positive Burgers vector (b=a/ 6[51 m.
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The configurations generated by these arrays of dislocations are given in Figs. 5a and b, for
the positive and negative SGBDs, respectively. These bicrystal configurations were produced from a
single FCC crystal, initially all in the orientation of the left side of the interface, by displacing the
atoms on the right (marked in gray) by the amounts specified by the indicated arrays of Shockley
partial dislocations. In the schematics, the gaps in the lattice resulting from the net dislocation content
have been removed to illustrate the DSC lattice half-planes associated with each dislocation. These
dislocation arrays reproduce the topological arrangements at the core of the interface identified in the
atomistic simulations. As with the perfect interface, the groupings of three dislocations that sum to
zero (i.e., A8 B Cd), produce the kite shaped structural units. For the positive dislocation (Fig. 5a)
an additional triangle of atoms at the same height is positioned between the kites. For the negative
dislocation (Fig. 5b) a triangle of atoms at the same height, plus a pair of atoms at the same height but
offset by a/4[011], is produced.

Fig. 6. Atomislic configurations after shearing structures shown in Fig. 3 by 3 A parallel
1o the interface. The Ad dislocations on the right side of the interface are indicated.
(a) Positive SGBD. (b) Negative SGBD.

Conclusion

We can now explain the origin and behavior of the five-layer fault shown in Figs. 1 and 2.
The calculations and analysis show that for this geometry a positive SGBD results in a five layer
separation between the pure edge Ad dislocations. In the ideal =3 boundary these dislocations occur
every three planes, terminating the periodic array of stacking faults that correspond to the 9R phase.
At the positive SGBD, the five-layer separation between A& dislocations then produces a
corresponding five-layer separation between stacking faults. The position of the Ad dislocations is
sensitive to shear loading [9,10]. Thus, as is illustrated in Figs. 6a and b, as the bicrystal is sheared
parallel to the interface, the array of Ad dislocations moves to the right, increasing the width of
interfacial dissociation. Under such loading, the positive SGBD then produces a wide, five layer high
region of local FCC stacking, whereas the negative SGBD would produce a local region of HCP
stacking.
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Abstract

This paper discusses the use of in situ high-resolution transmission electron microscopy
(HRTEM) techniques to determine the structure, composition and interphase boundary dynamics
during phase transformations at the atomic level. Three main in situ HRTEM techniques are described:
1) in situ HRTEM dynamic studies that are performed on the same precipitate plates from different
viewing directions in order to determine the three-dimensional structure and dynamics of the
interfaces, 2) in situ compositional mapping of precipitate interfaces obtained by enery-filtering TEM
(EFTEM) experiments at temperature in a HRTEM, and 3) real-time HRTEM image simulations that
are being created for comparison with and interpretation of experimental in situ HRTEM dynamic
observations. The results from these studies demonstrate that it is possible to understand the
mechanisms and kinetics of interphase boundary motion at the atomic level.

1. Introduction

In order to understand the atomic mechanisms of phase transformations, or more generally,
the motion of interphase boundaries, it is necessary to determine the structure and composition of
moving interfaces as close to the atomic level as possible [1-4]. The way that the structural and
compositional changes occur relate directly to the local interphase boundary dynamics. One major goal
of this research is to use in situ high-resolution transmission electron microscopy (HRTEM) to follow
the structure, composition and interphase boundary dynamics during phase transformations at the
atomic level.

In this research, precipitate plates in Al alloys are used as model systems for studying the
atomic mechanisms of phase transformations and interphase boundary motion. Reasons for this
include: 1) plates are the most common precipitate morphology found in alloys and it is
technologically and scientifically important to understand their behavior [2,5], 2) it is often possible to
study both fully coherent and semicoherent interfaces simultaneously on the same plate [6-8], 3)
plates are highly anisotropic and ideal for understanding faceting and anisotropy [9,10], and 4) plates
usually grow by a terrace-ledge-kink (TLK) mechanism, and it is useful to contrast the behavior of
this mechanism at solid-solid interfaces with TLK interfaces in solid-liquid and solid-vapor interfaces
[4,8,11,12].

The following experimental results are divided into three main sections which illustrate
experiments that are being performed to understand the atomic structural and compositional changes
and mechanisms of interphase boundary motion at growing precipitate interfaces. These sections
include descriptions of: 1) in situ HRTEM dynamic studies that are performed on the same precipitate
plates from different viewing directions so that it is possible to obtain a three-dimensional description
of the interfaces [8], 2) in situ compositional mapping of precipitate interfaces obtained by enery-
filtering TEM (EFTEM) experiments at temperature in a HRTEM [13], and 3) real-time HRTEM
image simulations that are being created for comparison with and interpretation of experimental in situ
HRTEM dynamic observations [14].
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2. Experimental Procedures

A high-purity Al-4.2 at.% Ag alloy was vacuum melted and cast, homogenized at 535°C for
about 40 h to reduce segregation, and hot and cold rolled to 180 pm final thickness. Disks 3 mm in
diameter were punched from the sheets and solution annealed for 30 min at 550°C, quenched in cold
water, aged for 10 min at 350°C, and again quenched in cold water. The 10 min aging treatment was
used to produce a dense distribution of v Ag,Al plates in a partially supersaturated matrix, for
subsequent heating in the HRTEM [6]. Samples from high-purity Al-3.9wt.%Cu-0.5wt.%Mg-
0.5wt.%Ag homogenized sheet were solution heat-treated for 12 hours at 525°C and quenched into
cold water. They were then aged above the Guinier-Preston II zone solvus for 24 hrs at 250°C and
quenched into cold water for subsequent heating in the HRTEM [15]. The Al alloy specimens were
electropolished in a twin-jet Fischione apparatus using a 25% nitric acid-75% methanol electrolyte at
about -40°C, 16 V and 20 mA. After perforation, the foils were rinsed in two methanol and one
ethanol bath and stored in vacuum until examination.

The Al-Cu-Mg-Ag alloy was examined at 400 kV in a JEOL 4000EX microscope equipped
with a UHP40X hot-stage pole piece (spherical aberration coefficient = 1.1 mm and point resolution =
0.18 nm) and a double-tilt holder (+10°) using temperatures in the range of 180-450°C [8,10].

Experiments were performed in two different precipitate orientations (along [001] /[1-11] and along

[-110]//111 11) so that a three-dimensional description of the interfacial structure and dynamics could

be obtained. Images were recorded on a videocassette recorder connected to a Gatan fiber-optically
coupled TV camera with an image intensifier. A Canon EOS A2 35 mm camera with a 1/8 s exposure
was used to obtain photographs directly from the TV monitor during playback of the videocassettes.
Real-time kinetic data were obtained directly from the television monitor during playback of the
videocassettes.

The in situ hot-stage EFTEM experiments were performed on a JEOL 2010F Schottky field-
emission TEM operating at 200 kV using a Gatan Model 652 double-tilt heating holder. The 2010F
was equipped with a high-tilt pole-piece (C, = 1.0 mm and +30° tilt) so that the point resolution is

0.23 nm at Scherzer defocus (-60.0 nm); the information limit is 0.14 nm. Thin foils were tilted into a

<110>,//<11-20>,, zone axis and slowly heated to 280-300°C. Once the temperature and drift had
stabilized, energy-filtered images of growing ledges were acquired on the CCD camera in a Gatan
Model 678 Imaging Filter (GIF) [16] utilizing EL/P (v. 3.0) and DigitalMicrograph (v. 2.5) software
[17]. The microscope magnification was 60 kX and exposure times of 5-10 s were used to acquire the
energy-filtered images. In most cases, objective and spectrometer apertures were not used, so the
energy-filtered images were obtained using the maximum possible collection angle allowed by the
GIF. Ag jump-ratio images were formed using the Ag N, ; edge at approximately 45 eV using an 8 eV
slit centered 6 eV ahead of the N, ; edge for the pre-edge image and 8 eV behind for the post-edge
image. Jump-ratio images were obtained using DigitialMicrograph software [17] to correlate and
divide the image intensities, and intensity profiles were also obtained using this software. In order to
obtain accurate jump-ratio images of the precipitate interfaces, it was necessary to manually correlate
the pre-edge and post-edge images with high precision. Further experimental details are provided in
[13].

Real-time HRTEM image simulations of a ledge migrating across the face of a h.c.p. v Ag,Al
precipitate plate in an f.c.c. o Al matrix were created for comparison with experimental HRTEM
images. The interface was constructed using the CrystalKit software program [18], which interfaces
directly to MacTempas software [19] for calculating HRTEM images. The orientation relationship

between the y' precipitate plate and o matrix is (0001), {111}, and <11-20>,li<110>,, with the

interface parallel to (0001),lI{111}, and the electron beam parallel to a <110>, direction contained in
this plane [6]. In the interface model, Sr atoms, which have the same average atomic number as a
disordered Ag,Al solid solution, were used in the precipitate phase for convenience. The ledge in the
simulations was six {111}, planes high (the equivalent of each of three different type of Shockley
partial dislocations on alternate {111}, planes), since this configuration is often found on plates
because it minimizes the elastic strain energy of the ledges [20].

The x-axis of the ledge unit-cell was parallel to the interface and contained 34 atoms for a unit-
cell width of 8.4 nm. In order to simulate movement of a ledge across this interface, 34 atomic models
of a ledge that was six {111}, planes high were constructed using CrystalKit, and a HRTEM image
was simulated for each model, assuming a crystal thickness of 11.4 nm. Parameters used for the
image simulations were typical for a JEOL 4000EX microscope operating at 400 kV at Scherzer




Materials Science Forum Vols. 294-296 45

defocus (-48.5 nm) with C, = 1.0 mm, objective lens aperture radius = 7.0 nm’, half-width of
Gaussian spread of focus = 8.0 nm, convergence semi-angle = 0.60 mrad, slice thickness = 0.1 nm,
and sampling matrix = 512x512. The 34 frames were then imported into Adobe Premiere 4.2 [21]
and ordered into a movie. Each image was given a duration of one frame (1/30 s). Four seperate
sequences of motion were created, each representing a different type of ledge behavior that has been
observed in actual in siftu HRTEM dynamic studies. These four sequences are referred to as fast,
slow, oscillatory, and oscillatory with a jump, in the experimental results. The fast and slow movies
were created with frames 1 to 34 in chronological order and varying only the number of frames of
each ledge, for example 15 frames of each ledge position for a total movie of 17 s duration in the slow
case and 2 frames of each ledge position for a total movie of about 4.2 s duration in the fast case. The
oscillatory simulation was constructed using the following sequence of frames: 1,2,3,4,5 - 6,7,6,8 -
7.8,7,9 - 8,9,8,10 - ... - 29,30,29,32 - 31,32,33,34. The oscillatory motion with a jump utilized the
same numerical sequence but included a jump from 8,9,8,10 to 15,16,15,17, with frames 11 to 14
deleted. The movie was then saved onto the hard drive in a PowerCenter 150 computer using the
hardware MPEG compression provided by a miroMOTION DC20 video card. The final movie was
printed to video from Adobe Premiere using the miroMOTION DC20 video card and a Panasonic
Model 1960 videocssette recorder.

3. Results and Discussion
3.1. In Situ HRTEM Dynamic Studies

Recent in situ hot-stage HRTEM studies of precipitate plates in Al-Cu-Mg-Ag and Al-Ag
alloys performed both paralle] and perpendicular to the plate faces, and comparison of these studies

with prior HRTEM and conventional in sifu hot-stage TEM investigations, have clearly established the
terrace-ledge-kink (TLK) mechanism [11] as

the primary atomic mechanism involved in

! growth and dissolution of faceted precipitates

- Q - é in metal alloys [6,8,10,12,22]. This process is
illustrated schematically in Fig. 1, which

‘[. E? shows a perspective view of a precipitate plate
7 growing by ledges which nucleate on the habit
: plane and propagate out to the edge, where
\ they stack one above the other. Figure 1

shows two  additional views, one
perpendicular to the habit plane of the plate,
i.e., face-on, and the other parallel to the habit

e -+ plane, ie., edge-on. It is clear from the two

= lower illustrations, that when the plate is

3 Edge-on viewed edge-on parallel to the facets, it is

Facoon ink possible to observe the atomic structure and

dynamics of individual ledge motion and also
Figure 1. (Top) Perspective view, (bottom-lefr) the motion of the ledges stacked at the plate
face-on and (bottom-right) edge-on views of a ©dges by in situ HRTEM. When the edge of

recipitate plate erowine by a TLK hanism. the plate is viewed in the face-on orientation,
precipriate pate growing by a fechanism the electron beam is parallel to the ledges and

this makes it possible to observe kinks which form on and propagate along the ledges. By combining
information from these two orientations, it is possible to obtain a three-dimensional description of the
atomic mechanisms of interfacial motion, as illustrated by the following data for {111} 6 plates in an
Al-Cu-Mg-Ag alloy.

3.1.1. Structural and Kinetic Analyses in Edge-On Orientation

The orientation relationship of the {111} 6 phase with the matrix is (-110)li(111),,,

[110]GlI[101], and [001]lI[1-11],, which is a low-energy orientation relationship relationship for 8
phase designated as a Vaughan IT orientation relationship [23]. Figure 2(a) shows a HRTEM image of

a ledge on the face of a 8 plate viewed edge-on along a [001]yi[1-21], direction, as in the lower-right
illustration in Fig. 1. The ledge is approximately two {111}, matrix planes high, or half of a unit cell
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of the 6 structure (0.424 nm). This was the smallest ledge size that was observed on the faces of the 6
plates and higher ledges were often observed [7,8]. The image was photographed from the
videocassette during growth at about 220°C and the ledge was observed to oscillate several times per
second over a distance of about two unit-cells of the 6 phase along the precipitate face while moving
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Figure 2. (a) HRTEM image of a single ledge on a 6 plate during growth at about 220°C and (b)
graph of growth distance versus time for the ledge in (a) (from [10]).

slowly across the face toward the precipitate edge in the direction indicated by an arrow. In situ
experiments performed perpendicular to the plate face indicate that the oscillatory motion is due to the
formation and annihilation of kinks along the ledge, as demonstrated in the next section. The
videocasette recording also revealed direct experimental evidence of enhanced atomic motion in the
matrix just ahead of the ledge and this leads to slight blurring in the photograph, which is visible in
the enclosed area in Fig. 2(a). It is important to note that the precipitate structure only one unit cell
behind the ledge appears completely transformed, indicating that the structural and compositional
changes which are necessary for diffusional growth occur simultaneously within a few atomic
distances of the ledge. Although the ledge appeared to move smoothly across the precipitate face over
short periods of time, it displayed start-stop behavior when viewed over longer times, as shown in
Fig. 2(b) [8]. Such periodic lack of mobility during the migration of ledges has been observed
previously and attributed to a lack of sites for atomic attachment along the ledges as they align along

low-energy matrix directions, in this case <121>, [71.

3.1.2. Structural and Kinetic Analyses in Face-On Orientation

Figure 3 shows a HRTEM image taken
at the edge of a 8 plate viewed face-on along a

[-110],li[111], direction, as in the lower-left
illustration in Fig. 1, during an in situ hot-
stage experiment at about 275°C. The
prominent rectangular pattern of white spots
outlined in Fig. 3 with dimensions of 0.244
nm by 0.429 nm relates directly to positions of
Cu atoms in the 6 structure, as determined by
HRTEM image simulation [10,15]. During the
in situ HRTEM experiments, the 6 plate was
observed to grow by the nucleation of half
unit-cell high (0.429 nm) double kinks along

the (110),I(101), plate edge, which
. . P propagated along the edge until they reached
Flgure. 3. An isolated kink (indicated by arrow) the intersecting facet. Tghe ALTOW 1};1 Fig. 3
travelling along the [110], facet of a {111} 6 indicates the end of one such kink. The
precipitate plate during growth at about 275°C  smallest kinks were one-half of the 6 unit cell
(from [8]). in height (one rectangular pattern of white
spots about 0.429 nm long) but sometimes
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two or three kinks nucleated and/or dissolved in rapid succession in an oscillatory manner about an
average position, similar to the behavior described for the ledge in Fig. 2. It is important to note that
the kink in Fig. 3 is well defined to within two or three half unit cells of the {111} 6 structure.
Although the image in Fig. 3 was taken at the edge of the 8 plate where several ledges may be stacked
vertically parallel to the electron beam direction, when this perspective is combined with the one in
Fig. 2, it is possible to conclude that the phase transformation is occurring at kinks in ledges on the 8
plates and that the transformation is completed within a volume as small as about one unit cell of the 8

phase along the [-110], and [110], directions. This volume contains about four atoms of Cu and eight
atoms of Al. Thus, performing in situ HRTEM allows observation of the atomic mechanisms of the
transformation (the TLK mechanism) as well as the dynamics of transformation. It is also possible to
study the dynamics of the kinks at the edges of the plates, as described in detail elsewhere [8,10].

3.2. In Situ Energy-Filtering TEM

In the previous section, it was stated that the transformation was completed within a unit cell at
kinks in the ledges. This conclusion was based on the HRTEM image contrast at the ledges, which
appeared similar to that of the fully formed precipitate plate. Although this interpretation is likely
correct, it is difficult to directly determine the compositional change at the ledge from the HRTEM
images. The following experiment shows the potential of high-resolution energy-filtering TEM
(EFTEM), also referred to as electron spectroscopic imaging (ESI) [24], for determining
compositional changes at transformation interfaces with subnanometer spatial resolution, which
allows one to follow the compositional change directly, in addition to the structural change. In this
experiment, elemental edges are used to form compositional maps (jump-ratio images) [24-27] of

ledges on the faces of ¥ (Ag,Al) precipitates plates in an Al-Ag alloy during growth at temperature
using a heating holder and EFTEM, i.e., in situ EFTEM [13].

Figure 4 shows a Ag jump-ratio image of a double-ledge, 0.92 nm high, that was migrating
across the face of a v’ precipitate at 280°C. Intensity profiles averaged over 10 pixels across the
adjacent terrace (habit plane) and the ledge, are shown in Figs. 4(a) and (b), respectively. The Ag
gradient across the terrace, which is known to be atomically flat, occurs over a distance of about 9
pixels (indicated by arrows) or 0.4 nm, demonstrating the excellent spatial resolution that can be
obtained across a transformation interface at temperature by in situ EFTEM. The intensity profile
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Figure 4. Ag jump-ratio image of a 0.92 nm ledge on a vy’ plate with an intensity profile across the
(a) terrace plane and (b) ledge, averaged over ten pixels. Arrows indicate the interface widths and
gray lines indicate average linear profiles in the matrix up to the terrace and ledge (from [13]).
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across the ledge in Fig. 4(b) changes abruptly on the matrix side of the interface and then slopes
gradually into the precipitate. This change occurs over about 11 pixels (indicated by arrows),
indicating that the transformation is complete within about 0.5 nm (or two atomic spacings) at the
ledge. In addition, it is also important to note that there appears to be a slight depletion in the Ag
concentration ahead of the ledge in Fig. 4(b) as compared to the terrace in Fig. 4(a). This point is
illustrated by the two bold lines which are superimposed on the intensities in the matrix up to the
interface. The bold lines are a first-order linear regression analysis of the intensity values and the fine
lines on either side represent 9% confidence limits for the lines. There is a distinct downward slope
in the intensities (Ag concentration) ahead of the growing ledge. A depleted region ahead of the ledge
is expected for a diffusional transformation where solute flows down the gradient ahead of the
advancing interface [4,28] and these results indicate that it may be possible to detect such gradients at
ledges using EFTEM. Although the atomic structure of these ledges has been previously determined
by HRTEM, this is the first direct confirmation of the compositional change at the ledges at this level
of resolution. Note that the intensity change (Ag concentration) is achieved within a few atomic
distances at the ledge, indicating that the compositional and structural components of the
transformation occur simultaneously at the advancing ledge, as deduced from the HRTEM images of

the {111} 8 phase described in Secion 3.1.

A model precipitation process was chosen for the study, but this technique can be applied to
many other important diffusional transformations, including reactions at semiconductor and composite
interfaces for example [1]. It has recently been applied to understand the role of hydrogen in growth
of g-TiH in Ti-H alloys [29,30] and because EFTEM is particularly well-suited to the study of light
elements [25], e.g., C and N, this technique should prove extremely valuable for understanding
diffusional phase transformations in alloys involving other interstitial elements.
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Figure 5. Six of thirty-four simulated HRTEM
images used to create real-time videos of ledge
motion across the face of a y* precipitate plate in
an Al-Ag alloy with the behavior shown in Fig. 6.

 produced from

3.3. Real-Time HRTEM

Simulations

Image

Figure 5 shows six of thirty-four ledge
image simulations (frames) that were used to
create real-time videos of ledge motion across
a planar precipitate interface, such as the one
shown in Figs. 1, 2 and 4. The position of the
original o/y interface is indicated by a
horizontal line in image 1 (top left) and the
position of the interface six {111} o planes
higher after passage of the six-plane ledge
from right to left across the interface, is
indicated by the line in image 34. The position
of the ledge in images 11, 16, 21 and 26
(indicated by arrows), as well as in the other
twenty-eight images containing the ledge, is
evidenced by the slight blurring that occurs in
the images due to distortions of the atomic
columns at the ledge.

Figures 6(a) and (b) show graphs of

% the four different video sequences that were

the thirty-four images,
including the images in Fig. 5. Copies of the
actual videos can be obtained from the authors
by request (E-mail: jh9s@virginia.edu). The
two sequences shown in Fig. 6(a) appear as
fast and slow continuous motion of the ledges
across the interface in the videos, although in
the graphs the motion is stepped, due to the
discrete number of frames used for each
position. The average velocities of the ledges
in these two videos are 2.0 and 0.49 nm/s,
respectively. In these graphs the entire ledge
moves forward one atom at a time through the

entire thickness of the crystal. Experimentally, it has been observed that ledge motion actually occurs
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by kinks which propagate along the ledge parallel to the electron-beam direction (Fig. 3 for example),
so that the ledge gradually moves forward through the foil thickness. The next step. in creating these
videos is to model this situation using a layered multislice program [19], which will allow the ledge to
overlap with varying amounts of matrix. This is similar to a kink propagating parallel to the ledge
through the foil with time. This will cause the graphs in Figs. 6(a) to smooth out and is likely to make
ledge motion appear smoother at slow velocities in the video recordings.

Figure 6(b) shows two additional types of ledge behavior that are commonly observed in
experimental in situ HRTEM experiments [8,10,30]. One is labeled oscillatory and the other is
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Figure 6. Graphs of ledge distance versus time for two dynamic simulations of ledges
moving across a Yy plate with (a) constant step-wise velocities and (b) constant but
oscillatory velocities, one including a jump.

labeled jump, which is similar to the oscillatory case except for a period of ledge stasis followed by a
rapid jump, partway through the sequence. The average velocities of the ledges in these two
sequences are about 1.1 and 1.8 nmy/s, respectively. These two sequences of ledge motion display the
type of behavior observed in in situ studies of migrating ledges, where the ledge front oscillates back
and forth over a few atomic spacings about an average position as the ledge moves forward with an
overall average velocity. This oscillation causes ledge fronts to appear blurred, as discussed with
regard to the image in Fig. 2. This effect is reproduced by the oscillating ledges in the two videos.
Thus, it is possible to reproduce the oscillatory behavior of migrating ledges in the real-time image
simulations. In essence, this reproduces the dynamic behavior of the ledges, which is due to kinks
which come and go along the ledge as it moves forward. As discussed above, the next level of
complexity in these simulations is to produce similar oscillatory behavior using a layered multislice
which can more closely simulate kinks which extend partway through the thickness of the foil. Also
notice that the jump behavior displayed in the simulation in Fig. 6(b) is similar to the start-stop
behavior of the ledge in Fig. 2(b), although the ledge in Fig. 2(b) did not advance at all in between the
jumps, and the jumps were not as fast as that in Fig. 6(b). However, the sort of kinetic behavior
shown in Fig. 6(b) and appearance of the simulated videos is approaching the behavior observed in
actual in situ HRTEM experiments. It is possible to envision that in the near future, it will be possible
to match the appearance and kinetic behavior of dynamic HRTEM experiments dynamic image
simulations, the same way as static image matching is currently performed [6,19].

4, Conclusions

1. In situ HRTEM experiments performed along perpendicular crystallographic directions can be used
to determine the three-dimensional atomic structure of transformation interfaces and the
mechanisms and dynamics of interfacial motion. In this study, plates were shown to grow by a
TLK mechanism with the tranformation completed within a volume of about one unit-cell at the
kinks.

2. It is possible to obtain sub-nanometer compositional information at transformation interfaces in situ
using a heating holder and EFTEM. The results of this study show that the Ag gradient across
moving ledges is more diffuse than across stationary terraces, and that the compositional
component is fully achieved at the ledges.

3. Real-time HRTEM image simulations can be created for comparison with in situ HRTEM dynamic
experiments to determine the details of atomic motion at interfaces.
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Abstract

Thermomechanical processing can be used effectively to manipulate the crystallography of grain
boundaries in metals and alloys. Several examples are quoted here accompanied by an elucidation of
the factors which influence the grain boundary network geometry. Twinning is the principal means of
introducing improved boundaries into the microstructure, and this paper examines the reasons for this
and proposes a model for the proliferation of %3 boundaries, as distinct from X3 twins, in the
microstructure. It is concluded that the relative specialness of boundaries adjoining coherent twins,
rather than the absolute specialness, is the critical factor.

Introduction

It is now recognised that the structure of the intergranular network in metallic materials can be
manipulated by certain thermomechanical processing regimes. This premise forms the basis for ‘grain
boundary engineering’, where a material is processed so as to approach an ‘optimised” population of
boundaries - without changing other parameters such as grain size - usually in terms of its resistance
to intergranular degradation during service. The change in the grain boundary population is monitored
in terms of the frequency of boundaries having low-X coincidence site lattice (CSL) geometries.
Processing routes are based on combinations of deformation and annealing, devised largely
empirically. The effects in terms of properties can be quite dramatic; for example intergranular attack
of lead alloy electrodes in lead acid batteries, measured as weigh loss, is almost halved by increasing
the proportion of X-boundaries from 10% to more than 50% [1].

This paper will examine the effects that processing, mainly cold work/annealing cycles, has
on the grain boundary crystallography. First, grounds for use of the CSL - the main classification tool
for grain boundary engineering - will be appraised followed by a summary of factors which influence
the grain boundary population. Experimental evidence for successful grain boundary engineering will
be reviewed and finally discussed in terms of a model for its achievement.

Categorisation of grain boundaries

As mentioned in the Introduction, the coincidence site lattice (CSL) is used as a categorisation method
for grain boundary types in polycrystals. The CSL model was first propounded several decades ago [2].
Since then it has become a comerstone of grain boundary structural research, particularly in cubic
materials. Briefly, if the lattices of two grains were allowed notionally to interpenetrate, certain
combinations of orientation relationship between the two lattices would result in a periodic array of
coinciding sites - an abstraction which becomes physically real at a grain boundary. A boundary with
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a high density of coincidence points implies ‘good fit’ of adjacent grains with a concomitant
modification of properties such as diffusivity, energy or mobility. The reciprocal density of CSL points
is denoted by X.

In the early 1980s the initiative of ‘grain boundary engineering’ or ‘grain boundary design’
was proposed [3]. It was a premise of the original concept that ‘special’ boundaries, i.e. those having
good properties, were assumed to be low-2 CSLs. The second proposition was that the proportion of
special boundaries in a material is metastable, and can be manipulated. Since grain boundary
engineering was first proposed in 1984 there have been some convincing demonstations of its
application, but progress towards understanding the fundamental aspects which underpin it is
proceeding at a slower rate.

Within the last few years the commercial viability of grain boundary engineering has started
to be accepted and implemented. One of the most notable successes has been the processing
technologies for GBE™ ! wrought austenitic steels and high performance nickel alloys. This industrial
process guarantees material with the proportion of special boundaries enhanced to >60%. In turn, this
provides increased protection against intergranular corrosion, cracking, stress corrosion cracking,
embrittlement and sensitisation thus extending service reliability [4]. Almost all of the special
boundaries are in fact twin-related (¥3" in CSL notation).

Having established that the CSL population is metastable and can be modified, the important
question with respect to the application of the CSL model to grain boundary engineering is: does the
experimental evidence support a link between CSLs and special properties [5]? Notable
demonstrations of such a connection in polycrystals have been quite specific to particular CSLs and
material conditions. In other words, the idea that al/ low-Z CSLs are beneficial is not borne out in
practice. However, there are some specific situations where much higher than random proportions of
CSLs have been achieved. These are one- or two-dimensional polycrystals (e.g. wires or sheets) having
a strong texture, which allow CSLs with a specific misorientation axis and a favourable boundary plane
to develop; materials containing a high proportion of low angle boundaries (Z1); materials containing
a high proportion of twins (£3) [5].

The CSL is not a sufficient predictor of special properties. Knowledge of just the X-value does
not predict the location of the boundary plane - a key element in boundary geometry and properties [6].
Furthermore, the CSL is a geometric model and does not account for the extrinsic structure of the
boundary, which has an effect on properties, and also factors other than the intrinsic or extrinsic
structure of the boundary may affect its behaviour, e.g. the orientation of the interfacing grains, the
orientation of external features such as a tensile axis, or particularly extreme environmental conditions.

In summary, although all the discrepancies concerning the CSL model have not been resolved,
the experimental convenience has turned out to be the overriding factor and justification for the
ubiquitous use of the CSL.

Factors which influence the grain boundary pepulation

The main circumstances which can be exploited to influence the grain boundary population are texture,
external factors, twinning and boundary migration.

Texture A high proportion of grains having nearly the same orientation will inevitably result in a large
number of low angle boundaries, which in turn improves the intergranular properties. Furthermore
specific textures modify the misorientation axis between grains. For example, a 111 fibre texture
results in an increased proportion of CSLs misoriented on 111, Whether or not these boundaries are
beneficial in terms of properties then depends on the degree of fit at the boundary, i.e. the location of

! GBE™ is a registered trademark of Ontario Hydro.
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the boundary plane . Fig. 1 shows the CSL distribution associated with aluminium having a strong 111
texture [7]. Note that the trend was predicted by computer simulation, indicating that texture is
responsible for the distribution. Production of strong texture alone is not in general a viable route for
grain boundary engineering because of other factors concurrently introduced, e.g. marked directionality
of properties.

40 r
:\; 30 + - - & - - % simulated in aluminium
E-J —8— % measured in aluminium
&
2
c
i
w
L

Fig. 1 Comparison between computer simulated and experimentally measured proportions of CSLs
in aluminium (adapted from [7]).

External factors Certain external factors, for instance the component/specimen geometry or external
forces such as the direction of a stress axis, will dominate the grain boundary parameters. For
example, Fig. 2 shows ‘bamboo’ grains in thin sheet where the boundaries are oriented perpendicular
to the sheet surface. Usually such a specimen is very strongly textured and the boundaries are
constrained to be <hkl> tilts. Similarly, twist boundaries result from ‘pancaked’ grains and a strong
texture after severe cold rolling. These are examples of grain boundary plane engineering [6].

7

Fig. 2 Illustration of grain boundary geometry for ‘bamboo’ grains. A strong <hkl> fibre texture
produces <hkl1> tilt boundaries [6].
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Twinning By far the majority of grain boundary engineering relies on multiple twinning, resulting in
generation of large numbers of 23" boundaries. Fig. 3 shows average proportions of 33s in various
materials, taken from over 200 investigations. In general, the lower the stacking-fault energy the higher
the T3 proportion. Multiple twinning is governed by the following rule concerning the joining
or dissociation of CSLs:

JA+IB S Z(AxB) or ZA+IB S X(A/B) (1a,b)

(Equation 1b applies only if A/B is an integer and A>B). Hence if two boundaries at a triple
grain junction are £3 and 29, the third junction is either another X3 or a %27. Typically in a grain
boundary engineered material the proportion of X3s is high, the proportion of X9s is about one-fifth
that of the %3s and the proportion of X27s is only slightly higher than that for a random distribution
[5]. Extensive twinning will affect the texture of the material, sometimes producing randomisation,
depending on the twin variants selected. 3 ‘coherent twins’ on 111 planes have particularly low
‘excess volumes’ (where ‘excess volume’ is the principal intrinsic feature which governs boundary
behaviour) whereas other £3s (sometimes known as ‘incoherent twins’) and some X9s typically have
higher volumes but these are still much lower than an average high angle boundary. Hence both these
¥-values may display ‘special’ behaviour in terms of an inhibited response to intergranular
degradation. Twinning is discussed further below.

Grain boundary migration In general low free volume boundaries display higher migration rates than
random high angle boundaries because of reduced solute drag at the former. (An exception to this is
coherent twins and very low angle boundaries which are virtually immobile). Hence phenomena such
as recrystallisation and grain growth will promote the preferential migration of low free volume
boundaries. However, as such special boundaries migrate and encounter other boundaries, their
geometry will inevitably change and initial benefits are lost.

40 +
9
> 30+
(S)
Z
i
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& 20 +
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.
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0
Al Ni3Al Nialloy Cualioy Ni fce st Cu
MATERIAL TYPE

Fig. 3 Average proportions of 33 boundaries in various face-centred cubic materials. The statistics
were collated from over 200 investigations [5].
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Grain boundary population modification

There are few publications which actually report the deliberate exploitation of treatments to change
the grain boundary population. We will focus on those that use twinning rather than strong textures
and/or thin film type specimen geometry. In general in a low stacking fault material a medium/high
level of cold work followed by a very short high temperature anneal will result in much twinning and
a small grain size during recrystallisation. For example, a treatment consisting of 70% cold rolling
followed by an anneal at 1000°C for 1 minute has been used to generate deliberately a high proportion
of twins in 304 stainless steel for the purpose of investigating twin-associated carbide growth [8].

The processes used for the primary purpose of increasing the proportion of X3 "boundaries fall
into four categories:

Multiple-step recrystallisation
One-step recrystallisation
Multiple-step strain annealing
One-step strain annealing,

Multiple-step recrystallisation Some work emphasises the importance of recrystallisation iterations
[91. For example in a nickel-based alloy (Ni-16Cr-9F¢) five sequential steps of 20% cold work
followed by 3 minutes at 1000°C resulted in a grain boundary population containing 47% 23 and 10%
39, almost double that obtained by conventional processing. Similarly, strain-recrystallisation
treatments in copper of three iterations comprising 30% compression plus 10 minutes at temperatures
around 375°C increased the proportion of £3s to 58% [10]. Several variants on the multi-stage heat
treatments in copper have recently been found to increase greatly the proportion of X3, for instance
five iterations of 20% deformation plus 5 minutes at 750°C gave 45% X3s and 7% 29s {11]. Inall
these cases the grain size remained small.

One-step recrystallisation As in [8], a short anneal at a high temperature after medium levels of
deformation can also produce a high twin density accompanied by the required small grain size. For
example in copper 50% deformation plus 1000°C for 1 minute produced higher proportions of twins
than the multi-step treatments [11]. It remains, however, to test which gives the better properties.
Mutiple-step strain annealing If only a low level of deformation is applied, i.e. up to 6%, an increase
in X3" has been found to occur during subsequent annealing without recrystallisation. Two or three
stages were more successful than a single stage. In alloy 600 (Ni-16Cr-9Fe) deformations of 2-5%
followed by anneals at 890°C-940°C for 1-20h have been found to increase the proportion of %3s and
X9s from 6% to 12% and 5% to 12% respectively accompanied by a marked improvement in
properties [12]. Note that in these investigations coherent twin boundaries were omitted from the data
set, therefore the proportions appear low compared with other statistics. For copper, the most
successful low strain treatment was found to be 6% compression followed by 14h at 275°C then 7h
at 375°C, giving 67% X3s and 9% 29 [13]. Although the twin fraction decreased slightly during the
first anneal, it was found to be a necessary step in the evolution of the final fraction of CSLs.
One-step strain annealing A single anneal, either following a small applied strain or utilising the
residual strains present after recrystallisation, has been observed to modify the crystallography of the
grain boundary population both by altering the crystallographic alignment of the grain boundary planes
[14] and by producing a grain boundary population in which the 313 "boundaries are nearer to the exact
CSL configuration [15]. Fig. 4 illustrates the latter effect after 6% strain plus annealing. It is striking
that only 3" boundaries showed a consistent trend to have both fairly low deviations from exact
matching and for the deviation to decrease with increasing annealing time. This was construed as a
gradual decrease in free volume for the X3 boundaries, accompanied by a ‘geometrically necessary’
decrease for the X9 and X27s since they usually conjoin X3s.
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Fig. 4 The normalised deviation from exact
CSL matching, v/v,,, for boundary populations
(over 3000 boundaries) in nicke! annealed for
various times. The Z-values with the lowest
average v/v, are %3", and these y/v s also
decrease with annealing time. All other -
values (up to X225 and shown as light lines)
have higher v/v,s which tend conversely to
increase with annealing time [15].

Discussion

Although in the various investigations quoted
above it is recognised that twinning is central
to the development of superior intergranular
properties, the mechanisms by which this is
effected are as yet unclear. The critical feature
cannot be the presence of the transgranular
coherent annealing twins on 111 planes,
because interfaces of this type are not, from a
properties rather than a crystallographic point
of view, part of the grain boundary network -
for example they are virtually both immobile
and take no part in intergranular transport. By
contrast other types of X3 are indeed part of the
grain boundary network. They are present from
relationships at triple junctions (Eqn. 1), as
incoherent portions of twins or from encounters
between grains having a X3 orientation
relationship. It is unfortunate that most
investigations which report X3 fractions do not
distinguish between the statistics and
distribution of the different categories of £3.
Annealing twinning occurs for two
reasons; to decrease the overall interfacial
energy when the energy of the boundaries
between a grain’s neighbours and its twin
would be less than that of the boundaries
between the neighbours and the grain itself
[16], or to reorient grain boundaries so as to
facilitate dislocation absorption and mobility
during recrystallisation [17]. The former was
proposed to acount for the presence of twins
during grain growth, when reduction in total
grain boundary energy is the driving force.
However, as seen in the previous section most
treatments to increase the proportion of X3s
involve recrystallisation or strain-induced
boundary migration rather than grain growth
and so the energy reduction mechanism of [16],
which is sometimes quoted in this context, is
not strictly applicable. Rather, the mobility and
dislocation absorption mechanism applies [17].
A new model is proposed here for 313
grain boundary enhancement during and
immediately following recrystallisation, which
relies on an encounter between a mobile grain
boundary and a twin as illustrated on Fig. 5.
The model involves impingement of two newly
recrystallised grains, both of which have
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twinned in order to produce more mobile boundary portions {17]. For the purposes of the modet it
is considered that the twinned portion of the left-hand grain in Fig. 5a is the most mobile boundary and
hence migrates preferentially to impinge onto the right-hand grain (Fig. 5b) and subsequently onto the
first coherent twin in this grain (Fig. 5¢). The mobile boundary continues to migrate until the twin in
the left-hand grain reaches the twin in the right-hand grain, thus forming a £3-23-X9 junction, where
the X3s are the coherent type (Fig. 5d). Of these three boundaries, the X9 is the most mobile and
therefore continues to migrate (Fig. 5e) until it encounters the second coherent twin in the right-hand
grain (Fig. 5f). Now a new 23-X3-39 junction is formed but one 23 is not coherent. This new 23 grain
boundary is the most mobile in the junction and continues to migrate for as long as a driving force is
available or until it encounters other boundaries. Hence the presence of coherent £3s allows, through
these interactions, mobile X3 boundaries to develop. The model is consistent with the results in [12]
where both 23 grain boundaries - excluding coherent twins - and %9s doubled during strain annealing.
It is also consistent with work which shows that 23s may deviate both from the exact misorientation
and also from the {111} planes configuration [14].

3, \*r 3.\

Fig. 5 Model for the generation of X3 grain boundaries from twins during and just after
recrystallisation, beginning with the impingement of two grains containing twins. The most mobile
boundary is indicated by an arrow. Unlabelled boundaries are random and others are labelled by their
Z-value with the subscript T for twin and GB for grain boundary. See text for details.
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The model relies on the condition that an encounter between a X9 and a I3 gives a X3
boundary rather than a £27. This is supported by experimental evidence since few 227 boundaries are
reported in investigations. Furthermore, the generation of an incoherent X3 is preferred both on the
basis of lower energy and greater mobility than a 227. By the same argument if a X9 does encounter
a %27, a B3 would again be generated rather than a £243. In general, then, it can be stated

1A L B ¢ Q)

which is a method by which mobile %3s - which still have markedly better properties than
random boundaries even though they are incoherent - enter the microstructure. Once additional 23s
have been generated by this means, it has been shown that further annealing can allow grain boundary
planes to more closely approach low volume configurations if grain growth is minimised [14].

Although this model is successful in rationalising the proliferation of 23s in the grain boundary
network, it still does not provide the entire reason for the marked improvement in intergranular-related
properties observed in a material after enhanced twinning. It has been suggested that when a twinning
event occurs, one additional ‘special’ boundary, which is assumed to mean a lower-X CSL (although
all 3 boundaries are not necessarily special) is added to the microstructure [1]. However, if the
boundary was a very high X in the first place, the twinning reaction makes little difference. It is
suggested here that there must be other reasons why the new boundary is ‘more special’ than the old
boundary it replaced as a consequence of the twinning event. From a geometrical point of view, it
could relate to the fact that a common rotation axis exists at the three conjoined interfaces, and/or that
the 111 planes of the twin influence the choice of boundary planes in the adjoining boundaries. Both
these suggestions are reasonable since there is previous evidence that triple junction-related 3"
boundaries are geometrically constrained in terms of deviations from exact CSL (Fig. 4), [15]. The
‘specialness’ requirement might be only for one of the non-twin boundaries to be slightly better than
the other one to suppress effectively intergranular transport. In other words the critical factor is relative
specialness rather than absolute specialness of conjoined boundaries.
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ABSTRACT

Superplastic flow in fine-grained materials takes place mainly by grain boundary
sliding. Micrograin superplasticity has been discussed mainly from the analysis of flow
stress against strain rate relationship to find an accommodation process for grain
boundary sliding. The phenomenological analysis has commonly been used to make
clear the general features on micrograin superplasticity and will also be a major
approach for superplasticity research in the future. However, some experimental facts
reported in recent years, particularly in ceramic materials, cannot be understood from
this type of analysis. This paper aims to show that microscopic analysis on grain
boundary structure, chemistry and local atomic bonding state is very effective to break
through the limitation of phenomenological approach.

GENERAL FEATURES ON MICROGRAIN SUPERPLASTICITY

Fine-grained materials often exhibit a large tensile elongation in excess of several
hundreds percent at conventional strain rates in a temperature range above about 0.5T,
where T,, is the absolute melting temperature [1]. The plastic flow in such fine-grained
materials takes place mainly by grain boundary sliding, and is termed structural or
micrograin superplasticity. Major results on micrograin superplasticity in metals,
ceramics and intermetallics are compiled in Table 1 {2].

In a material deformed by grain boundary sliding, stress concentration arises at
grain boundary corners due to compatibility requirement between adjacent grains. It has
generally been accepted that an accommodation process ' to relieve the stress
concentration controls the overall superplastic flow in fine-grained materials. The
accommodation process is expected to involve lattice diffusion, grain boundary
diffusion and dislocation activity. To identify the accommodation process, the steady-
state flow stress (G) against strain rate (&) relationship is usually analysed to estimate
the deformation parameters, the activation energy (Q), the stress exponent (n, inverse
strain rate sensitivity) and the grain size exponent (p). The typical values in metallic
alloys are n=2, p=2 and Q=0Q,,, where Q is the activation energy for grain boundary

diffusion as shown in Table 1 {3].
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Table 1 Characteristic features of micrograin superplasticity [2]

Feature Metals Ceramics Intermetallics
Maximum elongation 5500% * 1038% . 810%
(Al-bronze, 1985) (TZP -5wt%Si0,, 1993) (Ti;Al, 1992)
Critical grain size 10pm 1ym 10um
o-£ relationship™ Three regions Single region (?) Three regions
" Grain boundary Grain boundary Grain boundary
Activation energy diffusion diffusion (?) diffusion (2)
Strain rate sensitivity ~0.5 ~0.5 ~0.5
Grain size exponent 2 2or3 (@)
Necking Yes No Yes
Felontation o fate. m’ & exp(Q/RT)' m®(2)

*TZP, tetragonal zirconia polycrystal; ‘o, o=k & "(where k is a constant); *£, strain rate; *m,

strain rate sensitivity exponent; ¥ Zener-Hollomon parameter (where Q is the activation energy). (?)
Refers to unknown data.

The elongation to failure in fine-grained metallic alloys is correlated with strain
rate sensitivity exponent m, and a large tensile elongation is obtained for a high m value
of about 0.5. In contrast, the elongation to failure in superplastic ceramics is not related
to m but is described as a function of Zener-Hollomon (ZH) parameter € exp(Q/RT),
where and RT is the gas constant times absolute temperature [4].

General features on micrograin superplasticity have been clarified mainly from
phenomenological analysis so far. However, there are limitations of this type of
approach as described in the previous paper [2]. For instance, it is not so easy to
estimate the steady-state flow stress during superplastic flow because of the change of
strain rate during plastic flow in conventional tensile or compression testing and of
microstructure change such as concurrent grain growth and cavitation during
deformation [S5]. Even if the flow stress is accurately determined, a rate-controlling
accommodation process may not be decided unambiguously because a similar form of
the o- € relationship is predicted from several different models [6]. It may also be hard
to explain the tensile elongation precisely in terms of steady-state flow stress because
high-temperature failure is a consequence of damage accumulation during plastic flow,
and is often affected by local stress concentration to induce cavity nucleation and
growth. Actually, several experimental data recently found in superplastic ceramics are
not consistent with the conclusions obtained from the analysis of o-€ relationship. To
make clear the superplastic flow in ceramic materials, more microscopic approach such
as grain boundary analysis seems to be very important.

SUPERPLASTICITY IN GLASS-DOPED TZP

The superplastic flow in glass-doped TZP must be a good example to demonstrate
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the importance of grain boundary
analysis. Superplastic flow in TZP is
significantly  affected by the
presence of grain boundary glass
phase [5-16]. In general, the glass
addition in TZP results in the
reduction of high-temperature flow
stress and in improved deformability
[7.

Fig. 1 shows the
microstructures of TZP (a) and TZP-
5wt%Si0, (b) in as-sintered state
[13]. The grains are mostly facetted
in TZP as in Fig. 1 (a) and their
grain size is as small as about 0.3um.
Fine grain size of TZP is extremely
stable even at high temperatures in
comparison with other ceramic
materials, and hence TZP is a typical
superplastic ceramic [17]. In SiO,-
added TZP, amorphous phase is
located at multiple grain junctions as (a) TZP (b) TZP-5wt%Si0 ,

indicat in Fig. 1 (b), ' . .
indicated by the arrows in Fig. 1 (b) Fig.l Conventional TEM micrographs of

and the grain boundary comers TZP(a) and TZP-5wt%SiO,(b) [13].
become spherical. This is a typical

microstructure change in TZP with glass addition [5, 6, 7, 9, 11]. It was originally
insisted that amorphous glass phase with a thickness of about Inm exists in two grains
junctions, i. e., grain boundary faces are wetted by glass phase [6, 7, 9] in accordance
with a model of intergranular glass thickness in ceramic materials [18]. On the basis of
the microstructural features on glass-added TZP, their plastic flow behavior was
discussed from the models of solution-precipitation creep [19-22], which were proposed
to explain the enhanced creep in polycrystalline materials containing grain boundary

liquid phase.

However, more careful high-resolution electron microscopy studies revealed that
amorphous phase is present in multiple grain junctions but not in grain boundary faces
of glass-doped TZP [14, 15, 23, 24]. Fig. 2 is an example of such electron micrographs
of pure SiO,-doped TZP [23]. The grain boundary is clean without any second phase.
This is not a special case in pure SiO,-doped TZP but is common in various glass-doped
TZP. The result means that the superplastic flow in glass-doped TZP cannot be
explained simply in terms of solution-precipitation models.

The grain boundary sliding must be more easily accommodated by the presence
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of amorphous glass phase at
multiple grain junctions in glass-
doped TZP because the high-
temperature flow stress is often
drastically reduced by the glass-
doping. Judging from the fact that
the high-temperature flow stress
in glass-doped TZP is correlated
with the glass viscosity [9], either
diffusion or viscous flow in glass
phase at multiple grain junctions
must be responsible for the
accommodation ~ process  for
superplastic flow.

It is interesting to note that
the elongation to failure in glass-
doped TZP is not described by
their flow stress. Fig. 3 is a
comparison of tensile elongation
in TZP and two glass-doped TZP
deformed at 1400°C [12]. The
flow stress in undoped TZP is
250MPa in this testing condition,
and the elongation to failure of
123% is obtained. The flow stress

is drastically reduced to be | —
1.6MPa by aluminosilicate glass

doping into TZP but the
elongation is only 48%. In —

contrast, the elongation to failure PN
uminosilicate glass .._._‘ o.=1.6 MPa, ¢=48%
doped TZP d i

Fig.2 A High-resolution electron micrograph of
a [001] %17 grain boundary in as-sintered
TZP-5wt%Si0, [23].

is highly enhanced by pure SiO,
doping into TZP, although the

reduction in flow stress is not so S —
large as in aluminosilicate glass-
doped TZP. The result
demonstrates that the elongation

to failure in glass-doped TZP is Fig.3 Comparison of tensile elongation in TZP,

not given by ZH parameter as Swt%aluminosilicate glass-doped TZP and
reported previously [4], because 5wt%SiO,-doped TZP at 1400C and a
this parameter is a function of strain rate of 1x10™s™ [12].

flow stress.
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The tensile elongation in SiO,-
doped TZP is extremely large but is
usually deteriorated by a small dopant
cation in SiO, phase added. For instance,
the elongation at 1400°C and an initial
strain rate of 1.2x10s™ is about 1000%
in TZP-5wt%Si0,, but is only about
200% in TZP-5wt%(SiO,-2wt%Al,0,)
[24]. The reduction in tensile ductility
with ALO, doping in SiO, phase is
likely to be caused by the segregation of
AJ** jons grain boundary faces as shown
in Fig. 4, which is a plot of the relative
intensity ratio of Y**, Si* and Al’* ions
with respect to Zr* ions against the
distance from a grain boundary in TZP-
5wt%Si0,(a) and TZP-5wt%(SiO,-
2wt%Al,0,)(b) [24]. AI** ions segregate . T A:, .
in grain boundaries as well as Y** and -5 ~10 -5 0 5 10 15
Si* ions in the latter material. DISTANCE FROM BOUNDARY /nm
Essentially, the tensile ductility in TZP-  Fig. 4 Element distribution profiles across

5wt%Si0, is very sensitive to a small %rzai)n box(lind(abr)ies(égo(a)z Sigzzllo(l))e)d
d ion in SiO, an 10,-2wt%AlLU;)-
opant cation in SiO, glass, and such doped TZP [24].

dopant effect is likely to be a
consequence of grain boundary segregation as typically seen in A
Since the flow stress is related to the glass viscosity in glass-doped TZP [9], the
grain boundary sliding must be accommodated by amorphous glass phase located at
grain boundary corners or multiple junctions. However, the elongation to failure is not
determined by flow stress, i. e., the elongation is not dependent on glass viscosity. The
nature of grain boundary faces must be responsible for the ductility limitation because
the failure occurs along zirconia grain boundaries and zirconia grain/glass phase
interfaces in glass-doped TZP, and the majority of interfaces at multiple junctions
consists of grain boundaries. A next step is to make clear the change of atomic bonding
in grain boundaries with dopant segregation and to find its role of tensile ductility.

(s /1) or (Is; 7 15,) or (g / 15,) or (L / 1g,)

** ions.

HIGH-TEMPERATURE PLASTICITY IN POLYCRYSTALLINE
ALO,

High-temperature plastic flow in high-purity, polycrystalline ALO; is very

sensitive to an addition of small dopant cation and to its grain boundary segregation. Fig.
5 is the stress-strain curves in polycrystalline Al,O; with a nominal purity of 99.99%
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and three doped ALO, at 1400C and 100 . . —

an initial strain rate of 1.2x107s". & a0l Y-doped ;:?%)((:10_45_1 ]
The high-purity Al,O, exhibits a large ~ ~ ;

strain hardening after initial yielding & 60 Zr-doped 4
and its tensile elongation is about [ pure Al205

20% in this testing condition. The ¢ 40 Mg-doped 1
strain hardening and the limited % 20 |
ductility are explained from rapid -

concurrent grain growth during OO 2'0 4‘0 6!0 80
plastic flow [17]. The MgO-doping NOMINAL STRAIN / %

into hlgh—purlt.y ALO; re§ults na Fig. 5 Stress-strain curves of high-purity
reduced ~ strain  hardening  and 5100 rostalline ALO, and Y- or Zi- or Mg-
improved tensile ductility as shown in  goped AlLO, at 1400°C and an initial strain
Fig. 5. The elongation to failure of rate of 1.2x10“". The dopant content is
over 100% is obtained in 0.1wt%.

0.1wt%MgO-doped AlO, at suitable

testing conditions [17], i. e., polycrystalline Al,O, becomes superplastic due to MgO-
doping. HRTEM-EDS analysis revealed that Mg* ions are not in solution but segregate
in AL O, grain boundaries [23].

On the contrary, the doping of Y,0, or ZrO, into high-purity Al,O; results in the
increment of high-temperature flow stress and does not improve its tensile ductility.
This is also caused by the grain boundary segregation of Y** or Zr* ions. Fig. 6 is an
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Fig. 6 A high-resolution electron micrograph of a grain boundary in 0.1wt%ZrO,
doped-Al,O, together with EDS sectra taken from a grain interior (a) and the
grain boundary (b) with a probe size of about 1nm [23].
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example of the HRTEM images
and EDS spectra from a grain

interior and from a grain ° (a) ' '
boundary in 0.1wt%ZrO,-doped &R 41 Al203 .
ALO; [23]. The grain boundary ~ |
is clean without any second £ 3
phase, and the segregation of gé 2k Al203-0.1W1% 210,
Zr* ions .in the ALO, gra%n (",") ; ROa1OW%Z10; |
boundary is clearly detected in
the EDS spectrum. o T . 35 20
It has been reported that TIME / ks
high-temperature ~ strength  or
crecp resistance In  Fig. 7 The creep curves in high-purity ALO;,
polycrystalline ALO, in highly 0.1wt%ZrO,-doped AlL,O, and AlLO;-
improved by ZrO, dispersion 10wt%Zr0,(2.5mol%Y,0;)  under  an
[24-26]. However, we have applied stress of 26MPa at 1300C [27].

demonstrated recently that the
major effect of the excellent high-temperature strength or creep resistance comes from
the segregation of Zr* ions in Al,0, grain boundaries rather than dispersion effect [27].
Fig. 7 shows the creep curves in high-purity Al,O,, 0.1wt%ZrO,-doped single-
phase ALO,, and Al,O;-10wt%ZrO,, which contains ZrO, dispersion in polycrystalline
AL O, [27]. The creep rate is very much reduced by ZrO,-doping, and is further lowered
by ZrO, dispersion. The activation energy for plastic flow is 430kJ/mol in high-purity,
polycrystalline ALO,, 650kJ/mol in 0.1wt%ZrO,-doped Al,O; and 700kJ/mol in two-
phase ALO,-10wt%ZrO, in a temperature range of 1150-1400°C. The activation energy
values correspond well with the creep resistance in these materials. It is noted that a
doping of ZrO, in the level of 0.1wt% causes a drastic increase of activation energy.
Since the plastic flow in this temperature range is likely to be controlled by grain
boundary diffusion, the segregation of Zr* ions must retard very effectively the grain
boundary diffusivity of ALO,. Similar effect has been found is various rate earth doped-
Al,0, [28].

CONCLUDING REMARKS

High-temperature plastic flow in polycrystalline ceramics, in particular,
superplastic flow in fine-grained ceramics are highly dependent on small dopant cation
segregated in grain boundaries. The chemical bonding state of constituent ions in grain
boundaries must change with dopant segregation and affect high-temperature flow
behavior. Detailed analysis on the grain boundary structure and chemistry to make clear
the ionic bonding state in grain boundaries will break through the present understanding
on some topics on superplastic or high-temperature plastic flow in polycrystalline
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ceramics, e. g., tensile ductility in glass-doped superplastic ceramics and the plastic
flow in high-purity, polycrystalline Al,O, are such topics because these results cannot be
explained only from phenomenological approach based on the analysis of flow stress

against strain rate relationship.
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Abstract

Experimental evidence for phosphorus segregation and chromium depletion at grain boundaries in
steels is presented. Theories for irradiation-induced inter-granular segregation are described. Non-
equilibrium (NES) and rate theory approaches have similar success in predicting phosphorus
behaviour in the practically important temperature range although site competition and micro-
structural effects are better accounted for by the NES theory. NES theory predicts chromium
behaviour reasonably well but there is a need to consider site competition more closely in relation to
Jarge atom effects from elements like Zr and Hf. The need for better data on diffusion constants
and point defect-impurity binding energy is emphasised.

Introduction

This paper will be divided into two main sections: experimental and theoretical. Because of the
difficulty in carrying out long term test irradiations, and the increasing lack of availability of
neutron sources for this purpose, the experimental part of the subject is less advanced than the
theory part. Apart from the early fundamental studies by Johnson and Lam {1] on Ag-Zn, most of
the practical studies have centred on the behaviour of phosphorus in ferritic steels and on chromium
in austenitic steels. Theory has been based on two main approaches: non-equilibrium or solute drag
mechanisms and rate theory or inverse Kirkendall effect mechanisms. Much of the success of the
various models depends upon the availability of suitable data on binding energies, site competition
parameters, and diffusion data, much of which is likely to be supplied in future by molecular
dynamics calculations.

Experimental Observation of Radiation-induced Grain Boundary Segregation

The techniques used for the analytical determinations are a mixture of field emission gun
transmission electron microscope (FEGTEM) and Auger electron spectroscopy (AES) results. The
AES results are likely to be in error because they only locate the weakest boundaries and thus
heavily emphasise the element responsible for initiating inter-granular failure. The FEGTEM
results are likely to be underestimates because the beam spreading causes the grain boundary
concentration signal to be analysed to emanate from a slightly wider region than one monolayer.
There are many conversions of fractional monolayer coverage to atomic percent measured on the
grain boundary. The method used here is to assume that 100% monolayer coverage is 25 at.%
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concentration. Enrichment factors are then determined using a knowledge of the impurity content
in the alloy.

Znin Ag

The earliest indications of radiation-induced segregation are found in the work of Johnson and Lam,
[1]. They studied the effect of charged particle irradiation on the surface segregation of zinc in
silver over a range of temperature, showing the characteristic peak in a regime 0.3 to 0.4Tm, where
Tm is the absolute melting point of the matrix material. Thermal equilibrium segregation is
assumed to be negligible in the temperature range examined.

Ferritic Steels

Since that time, workers have concentrated on more practical systems, primarily phosphorus grain
boundary segregation in ferritic steel. A combined survey picture of the experimental results
obtained for P grain boundary segregation as a function of temperature dependence for a variety of
steels and iron-based binary alloys is shown in Fig. 1. It should be emphasised that these results
come from experiments with widely-differing conditions of dose, dose rate, composition and
microstructure and should therefore only be reviewed in a qualitative sense.

Fig. 1 Phosphorus Intergranular Segregation in PSV Steels
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Several interesting features emerge. The first is that the temperature dependence is seen to have
two peaks; the first is due to non-equilibrium segregation, caused by streams of point defect-
impurity complexes being drawn to the boundary by the irradiation. The second, high temperature
peak is due to thermal equilibrium segregation. Secondly, there is evidence for site competition




Phosphorus, at.%

Materials Science Forum Vols. 294-296 69

effects, particularly from carbon. The effect of increasing carbon causing reduced phosphorus
segregation is seen in the work of Beere [8], shown in Fig.2. In this Figure the solid line represents
the trend line derived from regression analysis of the experimental data points.

Fig. 2 Phosphorus and Carbon Intergranular Segregation in PSV Steels
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Kameda and Bevolo [3] have observed similar trends. Thirdly, increasing dose increases the
amount of phosphorus segregation, but there does seem to be a saturation limit.

There are strong correlations of these effects with mechanical properties: higher phosphorus
coverage leads to larger amounts of inter-granular fracture. It should be realised that the yield
properties also increase with dose due to matrix hardening, and, in the case of some older pressure
vessel steels, copper precipitation due to irradiation.

There have been even higher resolution studies of segregation than those from FEGTEM or AES.
Atom probe field ion microscopy (AFIM) has confirmed the presence of P and Mo on grain
boundaries in VVER pressure vessel steels (Miller and Burke [9]).

Austenitic Steels

The behaviour of Cr in austenitic steels during irradiation is the reverse of the phosphorus situation.
Substantial Cr depletion occurs, and this is important because it appears to be the explanation for
irradiation-assisted inter-granular stress corrosion cracking (JASCC)(Nishimura {10] and Bruemmer
[11]). This observation is the conclusion drawn from several experimental studies completed in the
USA, Japan and the UK (Jennsen [12]). The interesting point to note is that there is a reversal of the
effect on moving from the heat treated condition prior to irradiation, when the Cr is segregating, to
depletion when the irradiation is turned on (Fig. 3).

No studies have so far been undertaken to separate the segregation and precipitation components of
the observations because this must be an urgent and necessary component of future work. The
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results described above insist on the fact that no chromium carbide precipitation was present on the
boundaries from which the depletion measurements were taken. Mo and Ni grain boundary
segregation are also seen in austenitic steels [13]. Probably some of the most commercially-
significant work is that of Kato et al [14]. They show that the addition of Zr and Hf reduce the Cr
depletion effect to almost zero. They also have explored a range of strong carbide forming
additions and they show that the effect is not simply due to size factor effects. Nb and V have very
large positive misfits but they do not have any effect on irradiation-induced Cr depletion.

Fine scale FEGTEM studies of irradiated austenitic steels have further revealed segregation of Ni to
cavity clusters, Shepherd [15] and faulted dislocation loops, Kenik [16].

Modelling of Radiation-induced Inter-granular Segregation

Two modelling approaches have been adopted.

The first is to model non-equilibrium segregation (NES) (Faulkner {17]) and represents a simplified
method, which has the advantage that fewer data are required, site competition effects can be
included, and micro-structural effects are easier to incorporate. It assumes that point defect-
impurity complexes are formed during non-equilibrium processes such as quenching and neutron
irradiation and that these become absorbed at a sink like a grain boundary. This sets up a point
defect concentration gradient around the sink, which can be quantified in terms of the non-
equilibrium process producing it. If impurity atoms in the material have a positive binding energy
with the point defects then some of these impurities will be dragged towards the boundary down the
point defect concentration gradient. If the diffusion constants of these complexes can be estimated,
then the kinetics and magnitude of the impurity enrichment can be predicted. During irradiation it
is assumed that the interstitials are the dominant point defect, because they have the highest binding
energies with typical impurities and because they have very low activation energies for diffusion.

The key equations used to predict the magnitude and kinetics of the segregation are as follows. Site
competition effects are included.

ip
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where C™yysj) is the maximum time-independent concentrat1on of the Sjth element on the boundary,
C Ja is the grain concentration of the Sjth element, pr(S)) is the interstitial-impurity (Sj) binding
energy, Ep, is the interstitial formation energy, k is Boltzmann’s constant, T is the absolute
temperature, B is the proportion of freely migrating defects (assumed to be 1%), G is the point
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defect generation rate, F(n) is the recombination rate, discussed more fully in ref [6] A, is the pre-
exponential term in the equation describing the interstitial concentration, Dy is the interstitial
diffusion coefficient, k> 4p is the sink efficiency of the matrix for the interstitial point defect, taking
into account the dislocation density and grain size, C Si(t) is the boundary concentration of the Sjth
element after time t, D®s;) is the complex diffusion coefﬁc1ent for the Sjth element, ;) is the
maximum enrichment ratio for the Sjth element, i.e., C" br(sj)/C o, and d is the grain boundary width
(assumed to be | nm).

Site competition is totally accounted for by assuming that C Sipe(t) is modified to CYp(t)*, according
to the relative binding energies which the segregating species have to the grain boundary itself, Qs;.

C\l X QSI
) ‘{ kT]

) Oy
C\I =S CS.. 52
exp[ T j exp( . j

The NES model further indicates that after a critical time saturation will take place and a permanent
segregation situation will continue until the radiation is turned off.

€)

Co (*=C (1)

~ |

The second modelling approach is the more rigorous rate theory, or inverse Kirkendall model ([1],
(18], [19], [20], [21]). This sets up a series of partial second order differential equations to describe
the time dependence of the concentrations of point defects and all elements present as a function of
irradiation conditions and time. These equations are all solved simultaneously to forecast the
behaviour, particularly of the impurity species, in the neighbourhood of grain boundaries. Many of
the data required are unobtainable, and so curve fitting to the available experimental data is
employed. The Druce [2] work fits to phosphorus in ferritic steel data by varying the interstitial-
phosphorus binding energy. Simonen [20] fits the Cr depletion data from austenitic steels by
varying the ratio of the Ni to Cr complex diffusion coefficients.

Data

The most inscrutable data required for modelling are those comnected with the diffusion
characteristics of the interstitial-impurity complexes and the impurity-interstitial binding energy.

The complex diffusion can take place in bec lattices by a variety of mechanisms. Barbu and Lidiard
[22] has treated these and it seems that the most likely mechanism is the interstitial migration plus
60° rotation (RT)). Under these circumstances we have assumed that the total energy required to
move the complex involves binding a self-interstitial/impurity atom complex (energy required,
E",), followed by migration of the interstitial (energy required, EPm). The activation energy for
diffusion of the complex (D) is given by the sum of the two above energies.

The interstitial binding energy is derived from a continuum elasticity analysis of the lattice
surrounding the impurity atom in the interstitial-impurity split (110) dumbbell configuration.
Although Hardy and Bullough {23] have shown that lattice statics based on the discrete nature of
the lattice is a better approach to use, we feel justified in using continuum elasticity because the
continuum approach only breaks down in the long range component of the energies involved. For
nearest neighbour distances it seems a good approximation, unless, of course, strong electronic
effects are important, as is the case if non-metallic bonding applies, as with ceramics or polymers.
It may be that in future molecular dynamics calculations will provide answers to these binding
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energy questions (e.g., Calder and Bacon [24]). For the time being, the best information available
comes from the continuum elasticity results and these are sk%own
!
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Fig. 3 Averaged FEGTEM Cr Concentration
Profiles After Various Neutron Irradiations {12]

[t is seen that for vacancy-impurity interactions the binding energy is always positive (attractive).
But for interstitial-impurity complexes the binding energy goes negative for positive misfit
situations. This implies that the impurities lock the dumbbells in stable positions, and no further

impurity drag towards the boundary occurs.

Discussion

Figure 5 provides the appropriate modelling predictions of the temperature dependence of
phosphorus grain boundary segregation in ferritic steel, and the experimental data are given for

comparison/validation purposes.

The important issue is that the NES model is very sensitive to the site competition effect when
carbon is considered. Carbon competes for sites on the grain boundary and within the complexes
that are transporting the phosphorus to the grain boundary. The rate theory predictions of Druce [2]
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site competition, and, in any case, have been evaluated by curve-fitting to the data in the first place.
The NES model results suggest that the magnitude of the segregation is reduced by two orders of
magnitude to levels close to those observed in the 300°C temperature range on increasing the
carbon content from 0 to 0.005 at.% C. This is not unreasonable if one remembers that this figure
of 0.005 at % represents the free carbon, i.e., that not tied up in carbides. The steels from which the
experimental results are taken contain around 0.5 at. % C. Fig. 2 shows the experimental evidence
for a carbon effect on P grain boundary segregation in ferritic steels

The parabolic dose-dependence is supported by both rate theory and NES models. The NES model
predictions are not shown on this graph but they predict similar asymptotic behaviour once the
critical time for saturation is exceeded.

In austenitic steels the behaviour of chromium is of high importance in view of IASCC. Fig. 3
shows that thermal, pre-irradiation heat treatment produces Cr segregation. This can be explained
by NES theory on the basis that thermal effects cause solute drag mechanisms to operate based on
the vacancy-impurity complex. The binding energy of Cr to vacancies in austenitic matrices is
positive (Fig. 4). For irradiation, we have indicated that interstitials play a more important role than
vacancies. In this case, Fig. 4 shows that the slight positive misfit of Cr leads to a negative binding
energy with the interstitial (repulsion, implying zero drag). Under these circumstances it is assumed
that all the segregation calculations will be reversed so that enrichment predictions now become
equal but opposite depletions. Therefore it is expected that Cr depletion will occur during
irradiation and that the depletion will increase with dose. This is supported by the experimental
observation in Fig.3. We must remember that NES theory has been developed for dilute impurity
scenarios. Clearly Cr in austenitic steels is a concentrated alloy situation and therefore the
predictions do not have so much validity as those for the P in ferritic steel.

Rate theory predictions concerning the Cr depletion effect have recently been made by, for
example, Martin [26].

[t is possible that the Kato [14] results on inhibition of Cr depletion by large atoms like Zr and Hf
can be explained using NES theory using the site competition arguments discussed for C-P
interactions in ferritic steels.

Conclusions

A summary of existing experimental results for phosphorus grain boundary segregation in ferritic
steels has been presented. These show that phosphorus segregation is present before irradiation and
that irradiation enhances this segregation. The temperature dependence of the irradiation induced
segregation is complex but is now reasonably well understood. At temperatures above 400°C in
ferritic steels thermal equilibrium segregation dominates. Site competition arguments and available
experimental data suggest that elements like carbon play a major role in controlling phosphorus
segregation. Model predictions of the temperature dependence based on a) non-equilibrium
segregation and b) rate theory support the data well, although site competition and microstructural
effects are current more completely described by the NES theory.

The behaviour of chromium at grain boundaries in irradiated austenitic steels has been reviewed.
The irradiation-induced depletion of chromium at the grain boundaries can be explained by the NES
theory. The depletion occurs because interstitial-chromium pairs are prevented from forming
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because of the negative binding energy between the two components. This leads to the reverse of
segregation, i.e., depletion.

Methods for obtaining data on complex diffusion coefficients and impurity-point defect binding
energy have been discussed.
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Abstract

Environmental degradation of metallic alloys is shown to depend on its local microstructure and
microchemistry in many instances. Equilibrium and non-equilibrium processes can produce
significant changes to the grain boundary composition and promote intergranular stress corrosion
cracking (IGSCC). Austenitic stainless steels are used as an example to illusirate equilibrium effects
of Gibbsian segregation and second-phase precipitation as well as non-equilibrium effects of quench-
induced and radiation-induced segregation. Interfacial Cr concentration is shown to be the dominant
material variable promoting IGSCC of austenitic stainless steels in oxidizing environments.

Cracking susceptibility is a direct function of the boundary Cr content regardless of depletion width.
However, grain boundary Cr depletion does not adequately explain IGSCC in stainless steels
strengthened by cold work or neutron irradiation. Significant interfacial enrichment of Cr, Mo and B
are often present in annealed stainless steels which may play a role in the IGSCC of cold-worked
materials and delay IASCC to higher radiation doses. Impurity segregants (e.g., P) can promote IG
hydrogen-induced cracking but do not have a strong detrimental effect on cracking in high-
temperature water environments.

Introduction

Grain boundary composition has been inferred to control intergranular (IG) fracture in a wide range
of materials systems. Although many authors have attempted to link grain boundary composition
and environmental cracking susceptibility, few have made direct measurements. In most cases, bulk
composition and/or heat treatment is varied and it is assumed that interfacial segregation is
systematically changed. Indirect measurements are often made (e.g., IG corrosion tests) indicating
grain boundary composition of an isolated element. Within selected well-understood cases, such
approaches can give reproducible results. However, quantitative measurements of grain boundary
composition are essential to enable any reasonable assessment of variables controlling cracking
susceptibility. With the commonplace use of high-resolution techniques such as analytical
transmission electron microscopy (ATEM) and scanning Auger microscopy (SAM), quantitative
relationships have been established between interfacial composition and cracking susceptibility for
many metallic alloy systems. [1] Perhaps the alloy system that has been most closely examined has
been austenitic stainless steel due to its widespread use as a corrosion-resistant structural alloy in
nuclear power systems. The vast majority of failures have been in high-carbon, 300-series stainless
steels thermally sensitized during fabrication. Extensive basic and applied research activities were
initiated about 25 years ago to develop a mechanistic understanding of the IGSCC process and, more
importantly, identify remedial actions and corrective measures to cracking problems in boiling-water
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reactor (BWR) power plants. For the most part, those research activities were highly successful.
IGSCC of sensitized stainless steel is probably the best-understood and effectively modeled
environmental cracking process. [2] However, recent observations of IG cracking in cold-worked, or
in irradiated stainless steels, have been difficult to explain.

This paper examines austenitic stainless steels as an example alloy system to demonstrate the
influence of grain boundary composition on IGSCC. Emphasis is placed on identifying equilibrium
and non-equilibrium segregants that may promote susceptibility, or improve resistance, to cracking.
In each case, current understanding of grain boundary composition development in stainless steels is
reviewed and assessed relative to IG fracture in corrosive environments.

Grain Boundary Composition and IGSCC

The general conditions necessary to promote IGSCC are a susceptible material microstructure-
microchemistry, a sufficiently corrosive environment, and the presence of tensile stresses. Many of
the important aspects controlling environmental crack advance are illustrated in Fig. 1. In nearly all
cases of IG cracking, grain boundary composition plays a dominant role. Interfacial composition
can be significantly changed from the matrix by cquilibrium and/or nonequilibrium processes
resulting in segregation/depletion of alloying/impurity elements and precipitation of second phases.
These compositional changes in the grain boundary region can influence IG crack advance through
effects on electrochemical behavior (e.g., dissolution, repassivation and hydrogen recombination) as
well as effects on interfacial mechanical behavior (e.g., deformation and cohesive strength).
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Figure 1. Schematic Illustrating Critical Crack-Tip Processes Controlling IGSCC.

Precipitation & Grain Boundary Composition Changes

The dominant material variable controlling IGSCC susceptibility in austenitic stainless steels results
from the precipitation of Cr-rich My;Cs carbides at high-energy interfaces. This promotes the
development of a Cr depleted region adjacent to carbide precipitates. This depletion is controlled
by the thermodynamics of carbide formation and differences between the diffusivities of Cr and C.
ATEM-EDS has enabled Cr depletion profiles to be routinely measured demonstrating that
interfacial Cr concentrations decrease (from ~18% to <10%) as the heat treatment temperature is
decreased due to changes in C and Cr activities. The width of depleted zone increases with time
after IG carbides are nucleated.

The extent of grain boundary Cr depletion has been directly linked to the IG corrosion and SCC
susceptibility of austenitic stainless steels. [3-6] The threshold concentration to promote IG
degradation can be quite different for corrosion and SCC as illustrated in Fig. 2. Classical IG
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corrosion is detected in a standard sensitization test when the grain boundary Cr concentration
drops below ~13.5 wt%. On the other hand, IGSCC in high-temperature acrated water
environments can be initiated during slow-strain-rate (SSR) tests when local Cr levels drop below
~17 wt%. Additional tests varying the width of the Cr depletion zone (and keeping boundary Cr
concentration approximately constant) reveal that only a very narrow (<4 nm) width is necessary to
promote cracking (Fig. 3). IGSCC susceptibility is not sensitive to increases in depletion width
beyond that necessary to establish a continuous path for crack advance. On the other hand,
standard sensitization tests will show much more aggressive IG corrosion with increasing depletion
widths. [5] The correlations presented in Fig. 2 point out the critical importance of Cr depletion,
and Cr minimums in particular, on IG degradation of austenitic stainless steels. Specific
relationships between IGSCC and grain boundary composition will always depend on many other
critical factors including mechanical loading characteristics and environmental conditions as well as
secondary material variables. For example, the threshold grain boundary Cr concentration has been
shown to depend on the strain rate during SSR tests. [4,5]
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Figure 2. Grain Boundary Cr Concentration Figure 3. Grain Boundary Cr Depletion Width
on IGSCC in BWR Water Environment. on IGSCC in BWR Water Environment.

Equilibrium Impurity Segregation

Impurity elements present at low levels in austenitic stainless steels can reach high levels at grain
boundaries due to equilibrium segregation. The most prevalent segregant is P that can reach grain
boundary P contents >10 at% in commercial stainless steels after intermediate temperature heat
treatments (500 to 750°C). Thus, materials in the "sensitized" condition will most likely have
considerable P segregation along with M,;Cg carbides and Cr depletion defining the local
microchemistry. Segregation of other impurity elements to stainless steel grain boundaries has been
observed, but often requires high bulk contents or special thermal treatments. Sulfur segregates
rapidly to boundaries if preexisting sulfides are dissolved by a high-temperature (>1200°C)
exposure. Without such treatment, grain boundary S segregation is very slight even in doped alloys.
Another element that has been shown to strongly segregate to austenitic stainless steel grain
boundaries is N. Grain boundary segregation of N in gommercial 304 and 316 grades is likely since
bulk N levels are typically greater than 0.02 wt% (higher in L grades).

Grain boundary impurity segregation has been shown to promote hydrogen-induced cracking (HIC)
in many iron- and nickel-base alloys. [7] Phosphorus segregation induces HIC during low-
temperature SSR tests at cathodic potentials as illustrated in Fig. 4, but appears to have no effect on
IGSCC in high-temperature water as indicated by the triangular points in Figure 2. The influence of
grain boundary Cr content on IG cracking is not affected by P segregation (~10 at%). These results
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are consistent with the crack growth rate tests of Andresen and Briant [8] who found that grain
boundary P (and N) enrichment did not promote IG cracking of 304L SS in high-temperature water,
while S had a small detrimental effect. However, there remains a need for additional crack growth
experiments to evaluate segregation effects on SCC in stainless steels strengthened by cold work
where cracking has been identified in laboratory tests and in service without Cr depletion. [9, 10]

Nonequilibrium Thermal Segregation

Recent ATEM characterizations [11-15] in annealed stainless steels have clearly demonstrated that
significant grain boundary segregation occurs as a result of high-temperature heat treatment and
subsequent rapid cooling. Alloying elements that are enriched are Cr and Mo compensated by Ni
and Fe depletion as illustrated in Figure 5 for 316SS. Normal rapid air cooling from the solution
anneal temperature (~1100°C) can increase boundary Cr and Mo levels by ~10 wt% over that in the
matrix. Isolated measurements on stabilized stainless steels indicate that Nb and Ti may also be
enriched by a few percent in the solution-annealed condition. This “presegregation” is commonly
thought to result from a nonequilibrium, vacancy drag process with the degree of boundary
enrichment dependent on the annealing temperature and the cooling rate. Although data are limited,
maximum segregation appears to occur at higher annealing temperatures and at intermediate cooling
rates. The mechanism of this presegregation is not well understood as indicated by Simonen and
Bruemmer [16] who demonstrated that Cr enrichments cannot be explained by simple solute-
vacancy interactions. Large Cr-vacancy binding energies are required to achieve the observed
segregation during quenching which are completely inconsistent with available data and with
nonequilibrium segregation during irradiation. The strongest nonequilibrium segregant in stainless
alloys is probably B that cannot be easily detected by ATEM techniques. Quench-induced B
scgregation has been observed in stainless stecls by atom-probe and radiography techniques and in
conjunction with Cr and Mo. {14, 15] It appears to be likely that B cosegregates with Cr and Mo
to grain boundaries during cooling and promotes the presegregation commonly detected due to
strong binding between B and vacancies, and between B and transition metals. Other elements such
as C and N may also reach grain boundaries during cooling and influence presegregation through
interactions with Cr and Mo.
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Figure 4. Grain Boundary P Concentration on Figure 5. Example of Nonequilibrium Grain
HIC in Low-Temperature Acidic Environment Boundary Segregation of Mo and Cr During
at Cathodic Electrochemical Potential. Air Cooling from Annealing Temperatures.

Interfacial enrichment of Cr (and Mo) should impact the local grain boundary repassivation behavior
and may be critical in the IGSCC resistance of stainless steels. Large heat-to-heat and processing
variability can produce boundary Cr concentrations ranging from 18 to 30%. While enhanced
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IGSCC resistance might be expected by these large increases in Cr due to improved passivation
behavior, much depends on the mechanism of cracking. Austenite stability at the boundary will
certainly be altered as well as the oxidation characteristics. In addition, B cosegregation with Cr and
Mo to interfaces may influence the chemical and mechanical properties of the grain boundary.
Research is needed to assess what role (if any) presegregation plays on the IGSCC of cold-worked
stainless steels. Interfacial enrichment of Cr (or other elements that strongly oxidize in preference to
the base metal) may be detrimental under specific electrochemical conditions where internal
oxidation can occur. Recent results have indicated that this mechanism may control IGSCC of Ni-Cr
stainless alloys in high-temperature water at low electrochemical potentials. [17, 18]

Radiation-Induced Segregation (RIS)

The RIS process is driven by the flux of radiation-produced defects to various sinks including grain
boundaries. During irradiation, vacancies and interstitials can reach concentrations orders of
magnitude greater that the thermal equilibrium concentration. Major alloying elements in stainless
steels (Fe, Cr and Ni) are directly influenced by the flow of radiation-induced vacancies to sinks.
The slowest diffusing element (Ni) becomes enriched, while faster diffusers (Cr and Fe) are
depleted. Undersized minor elements and impurities such as Si can bind with interstitials and
migrate preferentially to sinks.

RIS promotes a sharp change in interfacial composition at low-to-moderate fluences (0.1 to 5
displacements per atom or dpa) with a much smaller rate of change seen at higher dose. ATEM
measurements of neutron fluence effects on grain boundary Cr profiles are illustrated in Fig. 6.
General Cr RIS in 300-series stainless steels is summarized in Fig. 7 showing considerable scatter for
low-dose conditions due primarily to differences in the initial grain boundary composition. Taking
into account the wide range of materials and starting conditions (typically not characterized), most
data show a consistent exponential decrease in Cr content to ~12 wt% with increasing fluence.
Presegregation of Cr promotes the formation of W-shaped profiles (narrow depleted regions
adjacent to an enriched boundary) at low dose and delays the development of a steady-state
depletion profile. [12-14] The formation of a W-shaped profile also supports some type of binding
for Cr and Mo within the boundary plane and interactions with a cosegregated clement such as B.
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Although Cr RIS is most often reported, other alloying elements Fe, Ni, Si, Mn and Mo also
segregate in response to the defect flux. Fe depletes in a fashion similar to Cr, while Ni enriches as a
function of dose to compositions >20 wt% at grain boundaries. Strong segregation of Si occurs in
most commercial SSs and can reach levels >25 at% at high doses [12], however silicide precipitation
has not been detected at grain interfaces in LWR-irradiated SSs. Mn and Mo both deplete with
increasing dose with the rate of Mo depletion influenced by its initial enrichment and steady-state
depletion profiles only established at higher doses.

Although impurities (i.e., P and S) have long been suggested to play a role in IASCC, no consistent
measurements of RIS have been reported. Phosphorus is often seen enriched at grain boundaries by
ATEM and SAM techniques, but appears to primarily result from thermal segregation before
irradiation. [3] Interfacial compositions range from not detectable to several percent regardless of
dose. As noted earlier in this paper, P strongly segregates to grain boundaries in both Fe- and Ni
base stainless alloys during thermal treatments. Unfortunately, unirradiated archive materials are
rarely characterized and compared to results on neutron-irradiated samples.

Irradiation-Assisted Stress Corrosion Cracking (IASCC)

Radiation exposure has a strong influence on IGSCC as illustrated by service experience and ex-situ
SCC tests. [19, 20] A distinct threshold fluence at which IASCC is observed under LWR conditions
typically is seen near 1 dpa for high electrochemical potential BWR conditions (Fig. 7) and closer to
3 dpa for low-potential, hydrogen-water chemistry (HWC) or PWR conditions. The existence of a
threshold fluence indicates that radiation-induced changes in material microstructure and/or
microchemistry are responsible for [ASCC susceptibility. While it is likely that radiation
microstructure development and hardening play critical roles, the following discussion will focus on
comparisons between RIS and IGSCC.

Radiation-induced Cr depletion has been the focus of many IASCC studies because of its well-
documented effects in promoting IGSCC in sensitized stainless steels. Data where radiation-
induced Cr depletion and IGSCC in post-irradiation SSR tests have been measured indicate that
some level of depletion exists in all stainless steels which fail by IGSCC in BWR-type (moderate-
to-high electrochemical potentials) water environments. As the grain boundary Cr concentration
drops by 1 to 2 wt% (below ~17 wt% for 304SS), irradiated stainless steels become susceptible to
cracking under the specific conditions of the SSR test as illustrated in Fig. 7. The data points for
316SS suggest a slightly lower minimum, corresponding to an interfacial Cr depletion of ~2 wt%
below the matrix, consistent with the 304SS results. [6, 21]

All irradiated specimens that show IG cracking have sufficient grain boundary Cr depletion for
IGSCC susceptibility in the SSR tests. Thus, Cr depletion can explain the observations of IGSCC
in oxidizing water without considering other radiation effects on microstructure and microchemistry.
However, questions still remain as to why many LWR-irradiated stainless steels show resistance to
IGSCC even with significant radiation-induced Cr depletion (down to ~12%). Proton-irradiated
high-purity 304-type stainless steels have also shown similar IGSCC resistance in SSR tests with
severe Cr depletion. [22] These results suggest that other microstructural (e.g., radiation hardening)
and/or microchemical (grain boundary or adjacent matrix) aspects influence cracking susceptibility.
Nevertheless, it is critical to recognize the statistical aspects of the SCC process particularly for
poorly controlled SSR and in-core tests where crack initiation and propagation play a role in the
results. Nearly all SCC data of this type will show considerable scatter in comparison to crack-
growth-rate experiments. Existing data are remarkable limited and contain many testing
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inconsistencies among various laboratories. Therefore, it is not possible to make quantitative
assessments concerning RIS effects on IGSCC.

Although this discussion has only considered radiation-induced Cr depletion, comparisons between
grain boundary compositions and IASCC susceptibility can also be made for other segregants such
as Ni, Fe, Siand P. Since the measured enrichment of Ni and depletion of Fe is nearly always
consistent with the depletion of Cr, similar relationships to IGSCC result. However, it is difficult
to envision a strong mechanistic influence of slight changes in Ni and Fe at interfaces. There is no
evidence that minor elements or impurities impact IASCC susceptibility, since high-purity stainless
steels (RIS limited to Fe, Cr and Ni) show cracking similar to commercial alloys with significant
boundary enrichment of minor elements and impurities. As a result, radiation-induced Cr depletion
appears to be responsible for IGSCC in oxidizing water environments consistent with behavior for
sensitized stainless steels. This depletion does not explain IASCC susceptibility in non-oxidizing
water environments and further research is needed to elucidate radiation-induced materials changes
that promote IG cracking.

Summary

Grain boundary composition development and its effect on environmental degradation of austenitic
stainless steels has been assessed. Cr depletion is shown to be the dominant material variable
promoting IGSCC of austenitic stainless steels in most service environments. Cracking
susceptibility is a direct function of the interfacial Cr concentration regardless of depletion width.
For specific alloys and specific mechanical loading and environmental conditions, threshold grain
boundary chemistries for IGSCC can be identified. Very small levels of depletion, 1 to 2 wt%
below bulk Cr concentrations, are sufficient to promote IGSCC in oxygenated high-temperature
water. As a result, most observations of IASCC in BWR environments are consistent with
radiation-induced Cr depletion that occurs with fluence in 300-series stainless steels.

Grain boundary Cr depletion does not explain IGSCC in (unsensitized) cold-worked stainless steels
at high electrochemical potentials (BWR) or IASCC of stainless steels at low potentials (BWR-
HWC and PWR). Assessment of stainless steel segregation behavior indicates that many alloys are
expected to have significant interfacial enrichment of Cr, Mo and perhaps B in the solution-annealed
condition. The influence of this microchemistry on IGSCC has not been examined, but may play a
role in cold-worked materials. Other elements such as P, C and N thermally segregate and Si
segregates during irradiation, however existing data do not indicate a direct effect on IGSCC or
IASCC susceptibility. Sulfur will promote IG cracking, but rarely segregates to sufficient levels at
grain boundaries in commercial stainless steels after conventional processing. Therefore, no clear
linkage has been established between grain boundary composition and IGSCC in these high-strength
stainless steels. Critical research isolating grain boundary composition effects on IG crack growth is
needed for both cold-worked and irradiated stainless steels.
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Modelling Nonequilibrium Grain Boundary Segregations
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Abstract : Non-equilibrium interfacial segregations have often their origin in the non conservation
of point defects at interfaces; under appropriate circumstances, point defect fluxes to or from
interfaces can be triggered which, because of inverse Kirkendall effect, induce an alieration of the
composition field in the vicinity of the interface. While this effect has long been modelled in a reliable
manner in the special case of dilute ideal solid solutions, describing concentrated alloys raises
interesting problems, the solution of which is not fully established. We discuss the available models
and present advances, based on kinetic mean field approximations (vacancy and interstitial drag).

Introduction

Equilibrium interfacial segregations are indeed very rare and difficult to observe; most
materials are either "clamped" or "driven" far from equilibrium. Materials c/lamped in a non
equilibrium state are those materials which have been prepared by some high temperature process and
then quenched or slowly cooled to their operating temperature, a temperature too low for solid state
diffusion to bring the material to equilibrium. Materials driven far from equilibrium are exposed to
some external forcing (irradiation, sustained shearing, steady evaporation or condensation,
corrosion...) which drives them into a dynamical state (which may be a stationary state) distinct from
the equilibrium state. Both clamped and driven materials exhibit interfacial segregations of strong
practical relevance, which do not obey the rules of thermodynamics, i.e. cannot simply be understood
in terms of the cohesive energy of the solid solution and of the atomic structure of the interface.
Describing such segregations requires modelling, for clamped materials, the kinetic pathway toward
equilibrium and, for driven materials, the dynamical balance between the damaging and the restoring
processes which they experience. This has been achieved with some sophistication, up to now, in the
particular but very relevant case where all such above mentioned processes can be described in terms
of the formation, the diffusion and the elimination of point defects in a solid solution : the coupling
between point defects- and solute- fluxes leads to solute segregations, at places where defects

- eliminate. Other types of non-equilibrium segregations include those resulting from solidification
(solute drag by the moving solid-liquid interface), from recrystallisation (solute drag by moving grain
boundaries), etc. The latter are not discussed in this review which focuses on those non-equilibrium
segregations which result from the migration of point defects.

A key experiment : interfacial segregation in quenched and annealed Al base dilute
solutions

In 1970, Anthony [1] reported the following very simple and enlighiening experiment : anneal
a ditute AIX (X= Zn, Cu. Ge) solid solution =10 Kelvin below the melting point for 10 minutes; then
cool the specimen down to room temperature at a raie = 7 Kelvin per minute. The excess vacancies
close to the surface (which is covered by a thin layer of alumina) reach the Al - Al2O3 interface,
where they cluster into pyramidal shaped cavities (visible by standard metallography) the volume of
which gives the number of vacancies which have clustered. Electron microprobe analysis of the
vicinity of the vacancy cluster reveals an enrichment (Zn), a depletion (Ge) or no change (Cu) of the
solute content : enrichment implies a positive coupling between solute and vacancy {luxes and
depletion, a negative one. As discussed by Anthony, the solute excess or depletion 8 Cyat the
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vacancy sink is proportional to ratio of the solute flux to the vacancy flux J¢/Jy and to the total number
of vacancics reaching the sink during the experiment, i.e. the vacancy flux integrated over the
duration of the clustering process :

J1.d
C

s

8C,1C, =, 17,) (1)

In dilute solutions, J¢/Jy can be cxpressed in terms ol a small number of jump frequencies of the
vacancy in the vicinity of the solute atom [2]; e.g. in the face centred cubic lattice, five such
frequencics (far away from the solute -Wy-, associating -W4- and dissociating -W3- the solute-
vacancy complex, along the first neighbour shell of the solute atom -W - and finally exchanging with
the solute atom -W>) allow to estimate the solute to vacancy flux ratio. Anthony deduced W3/W
ratios which complemented the few existing data. Morcover, Anthony predicted from his experiments
that major non equilibrium grain-boundary segregations could be anticipated under irradiation,
because irradiation induced vacancies (and dumbbell interstitials) would steadily eliminate at grain
boundaries; the point defect flux so induced would trigger a solute flux leading to solute accumulation
or depletion at the grain boundary. Such a phenomenon has indeed been observed few years later
(1974). not at grain boundaries, but at interstitial dislocation loops forming in dilute NiSi solid
solutions under ion irradiation as shown in fig. 1 [3].
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Figure 1 : Interstitial Frank loops decorated by a disk of Ni3Si precipitate formed in a Ni 4 at% Si
undersaturated solid solution under 2 MeV electron irradiation at 10-8 dpa/s at 623 K, 1072 dpa (4,
51. Left : dark field TEM image of Ni3Si; right : drawing from Barbu's Thesis [5].

Modelling irradiation induced interfacial segregations in dilute solutions

The first attempt to model irradiation induced segregation goes back to the pioneering work by
Johnson and Lam in 1976 [6]. The model identifies six relevant species : the vacancy, the dumbbell,
the mixed dumbbell, the dumbbell trapped in the vicinity of the solute. the vacancy-solute complex,
and the isolated solute atom. A local concentration of each species Ce(r, t) (o=1 to 6) is defined at
any position r and any time t, and is governed by a partial differential equation which describes the
balance between the formation (e.g. of vacancies or interstitials by irradiation. of complexes by
bimolecular association reactions. of free defects by dissociation reactions etc.), the destruction (e.g.
dissociation of complexes, or by vacancy-interstitial recombination...). and the accumulation by
diffusion (minus the divergence of the diffusion {lux). A system of six coupled differential equations
(of the diffusion-reaction type) results which is solved numerically with appropriate boundary
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conditions. The problem has been solved in planar geometry (segregation at a free surface) or in
spherical symmetry (segregation at the surface of a cavity); the frce vacancy concentration at the
surface is fixed to its thermal equilibrium value, that of free interstitials is set to zero, and the solute
quits and enters the solid with two distinct jump frequencies (Woy and Wip respectively), which
allows to take into account thermal equilibrium scgregation effects since at thermal equilibrium,
Caurt /Coulk = Wout/Win. Faulkner's model [7], is an extension of the above model. Many relevant
questions have been addressed with this type of mode! [8].

The drawback of the above formalism is to introduce some degree of arbitrariness in the
choice of the reactions to be described by the balance equations (¢.g. the annihilation reaction between
a mixed dumbbell and a solute vacancy pair was not retained in the original Johnson Lam model) and
in the definition of the appropriate diffusion coefticients. Since many solute-defect association and
dissociation reactions should occur in the course of the diffusion of each defect to the sink, it is
reasonable to assume a local equilibrium between the defect and solute populations, as is done in the
atomistic theory of diffusion in dilute solid solutions [2]. The Johnson Lam model was reformulated
along this idea, few years later [9]. As a result, we are left with three independent species (dumbbells
-i-, vacancies -v- and solute -s-), the splitting of the defects concentrations into that of free- and
associated defects being unambiguously defined by the condition of local equilibrium. The three
independent concentration fields are governed by three coupled differential equations :

3C, /9t =G, -RC,C, —div], J,=-D,VC, -D,VC, -D,VC,
3C,/3t=G, -RC,C, —div],  J,=-D,VC,-D,VC, -D,VC, )
aC, /ot =—divI, J,=-D,VC, =D, VC, - D VC,

In the above equations, Gj (resp. v) is the production rate of interstitials (resp. vacancies) by
irradiation, R is the rate constant for interstitial-vacancy recombination (R is proportional to Dji+Dyy)
and all the diffusion coefficients Dpq can be expressed in terms of defect jump frequencies in the
solvent and in the vicinity of the solute. The expressions for the vacancy diffusion mechanism are
well established, those for the dumbbell diffusion in the FCC lattice have been derived by Barbu et al.
[10]. The above model has been reformulated some years later by [11]. It has been used not only for
irradiation induced surface segregations, but also to derive a theory of self organisation of solid
solutions under irradiation (see below) [12].

The common feature to all such models is to describe ideal solid solutions, i.e. solutions
where the solute atoms do not interact. When needed, a solubility limit can be introduced as a
threshold concentration beyond which a precipitate forms, but the latter is inconsistent with the
thermodynamics of the model which implies unrestricted solubility. The next section describes the
recent attempts to overcome this limitation.

Modelling irradiation induced interfacial segregations in concentrated alloys.

Beyond a few atomic per cent of solute in the solution, the above models loose their
efficiency. since they only consider isolated solute atoms and simple complexes (e.g. one vacancy
attached to one solute). Some attempts have been done to use eqgs. 2. with adequate expressions for
the diffusion coefficients in concentrated alloys [13, 14]. The latter are based on an exiension of
Manning's alloy model, where the defect jump frequency only depends on the chemical species it
exchanges with : as a result. the local alloy concentration enters in a linear way in the partial diffusion
coefficients, while experimental data on e¢.g. FeNiCr ternary alloys point to a concentration
dependence of the formation and migration energies of vacancies [15]. This implies a much stronger
local concentration dependence of the parameters (¢xponential of a polynomial) which has been taken
into account in the model described below, developed in Saclay in the last few years [16, 17].
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The aim of the model is to handle both the thermodynamics and the kinetics of the alloy with
the same degree of sophistication. For this, we assume that the configurational energy of the alloy is a
sum of pair interactions (three-body or higher order interactions can be included if required) and write
the jump frequency of an atom of species o on site i to a nearest neighbour vacancy site i :

IV (n)=v*exp—PALET{ (n) (3)
where n describes the atomistic configuration of the alloy at time t, i.e. the type of atom on each site,
v& is the attempt frequency, AEVi’?.‘(n) the configuration dependant activation barrier for exchanging

the o atom on site i' with the vacancy on site 1, and B is 1/kT. The activation barrier is the difference

between the energy of the system with atom o at the saddle point between sites i and i' (Egagate), and
the energy E(n) of the configuration n. Because of the finite range of atomic interactions, only few
bounds are modified when going from the stable to the activated state, so that

AEY T (m) = Egyqqe — E(n)
=2 Vsp. 2 Vb =Esp =X Vob.

C))

The sum ¥, Vp . (b.b. stands for "broken bounds") represents the binding energy of the complex V-
o 1o sites i, i' in configuration n, and Eg p,_is the binding energy of the jumping atom to the saddle
point; for the sake of simplicity, we often assume the following : Es p. neither depends on o nor on
n, v® = v, and that the atomic interactions reduce to pair interactions only. Such assumptions are by
no means essential and can be relaxed if needed. Similar expressions can be written for the dumbbell
diffusion mechanism. Eqs. 3-4 give the jump frequency of each defect in each direction as a function
of the actual occupation of the sites close to the defect. We are, however, interested in a less detailed

description, namely a time dependent concentration profile : the concentration at a site is the mean
occupation of the site. It is shown by adequate averaging of equations 3 and 4, that the concentration

C(t) of species o on site i follows eq. 5 :
o Cl () =-215
‘ ()

o,

I T T T

JE ==Y 2MY sinh[Bu' Y ') / 2] MY, =

where J%.is the flux of species o from site i to i', the p's are the chemical potentials which are easily
evaluated in the Brage Williams approximation for the alloy model under consideration™; the vacancy
jump frequencies I are computed by replacing, in the activation barrier of eq. 3. the actual occupation
of the sites by the concentrations. Notice that the mobilities M are composition dependent [18, 19].
As can be seen. the above model neglects the correlation effects in diffusion since the flux Jij
depends on the gradient of the chemical potential of species o only, and not of other species. Such a
limitation has recently been overcome close to uniform equilibrium [20]. This induces a small error in
the cross-dittusion coefficients Dog. Work is in progress to include this effect in the model.

[ys. 5 can be solved for a slab of finite thickness (typically few 102 10 10+ lattice planes).

* The free energy par atom in the point approximation used for deriving eq. 5is
pr{ci}=Y(CtinCy)+1/2p _2;/“jc§'-C?
1),

[Wed
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where each surface plane is treated as a bufter which acts as defects sink and source : in particular,
whenever an atom jumps from the bulk into the buffer, with a frequency as defined above, a vacancy
is thermally injected into the bulk; the composition dependence of the vacancy formation energy is
thus built into the model, an important feature in some cases. The same is true for the equilibrium
segregation isotherm, including for ternary alloys [21]. Under irradiation, the defect production and
recombination in each plane is added to the balance equation eq. 5. Ballistic mixing can be
incorporated, as well as the shift in depth of the interstitial and vacancy generation rates, which is
relevant when modelling ion implantation.

The above model has been used both in binary [16] and ternary [17] concentrated alloys. The
classical qualitative features of irradiation induced segregation (RIS) are recovered : existence of a
temperature and flux window for RIS to occur, typical shape of the segregation profile and of its time
evolution (the solute which segregates is carried to the grain boundary from a distance which
increases with time...). Morcover, with a careful parametrization procedure, a good quantitative
agreement can be obtained with published data.

For binarv allovs, Grandjean et al. [16] well reproduce Wagner's data [22] on irradiation induced
segregation at free surfaces in CuyNijx solid solutions with x= 0.1 and 0.6. It is found that inverse
Kirkendall effect due to vacancies only sutfices to account for the time dependence of the amount of
surface segregation at three distinct temperatures, and for the two compositions, with a unique set of
parameters. More details are published elsewhere [16].

Ternarv FeNiCr allovs, have been modelled by Nastar et al. [17]. In such alloys, it is found that the
contribution of dumbbells must be taken into account as shown in the three figures below : the dashed
curves are those computed with vacancies only (parameter set 1), the solid ones are obtained taking
into account the dumbbells (parameter set 2). Again all such curves are obtained with a unique set of
parameters. Notice that the intriguing behaviour of the Cr depletion, which goes through an
extremum at intermediate doses [23, 24], is reproduced by our model : in our model, this results from
a competition between inverse Kirkendall effect which depletes the fast moving Cr (low activation
energy for the Cr-Vacancy exchanges) on the one hand, and the thermodynamics of the alloy, where
a strong Ni-Cr ordering energy attracts Cr in Ni rich regions, on the other hand [17].

0.6

1 2
dose {dpa)

Figure 2 : Grain boundary Fe, Cr and Ni concentrations plotted as a function of irradiarion dose in
Fe-20Cr-24Ni, as measured by Auger Electron Spectroscopy (AES) [23] (dots) and as predicted
from the model using vacancies only (parameter set 1, dashed line) or both vacancies and dumbbells
(parameter set 2, solid line). '

The details of the parametrization procedure are given elsewhere [16, 17]; brietly, the choice
of the pair interaction energies must yield the cohesive energy of the pure compounds. the heat of
mixing of the alloy and the vacancy formation energy; the kinetic parameters (v ineq. 3 and Vgp in
eq. 4) must yield the known diffusion properties. I‘or dumbbell interstitials. such data are not
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available; we use Bocquet's simple model which implies 2 minimum number of parameters : the
migration energies for pure and mixed dumbbells, the binding encrgies of the various dumbbells
[25]. The total number of parameters is large, but a systematic procedurc described in [17] consists in
using a small number of experiments and then to assess the set of parameters on a large set of
systematic data which are now available in few cases, e.g. [23, 26]. In all cases discussed above, the
whole set of experiments (for a given system, all compositions, temperatures and doses) was
reproduced with a unique set of parameters. As discussed in [27] this points 10 an improved
efficiency of the model compared to others [28]. Moreover, the beneficial effect of large oversized
impurities as segregation inhibitors, observed experimentally [29], could be reproduced with our
model {17].

Self organisation in alloys under irradiation

Large scale concentration fluctuations in concentrated solid solution [30], as well as, very
regular arrays of precipitates in undersaturated solid solutions (as shown fig. 3 [5]) have been
reported under irradiation. The models described above (egs. 2 and 5) yield a possible explanation for
such self organisations [12, 31-34].
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Figure 3 : Modulated structure triggered by 500 keV Ni* irradiation in Ni 6at% Si, at4 1 0-3 dpa s-1,
733 K 20 dpa.(500 x 120 nm?) [5].

Indeed, all the parameters in egs. 2 are a priori composition dependent, so that a solute rich
region might e.g. favour vacancy-interstitial recombination; assuming that the defects are produced
homogeneously throughout the solution, a defect flux toward the solute rich region will be sustained
by irradiation and might reinforce the solute accumulation by inverse Kirkendall effect. This yields an
intrinsic instability mechanism for solid solutions under irradiation. Since the amplitude of the driven
segregation is larger the longer the diffusion distance of point defects, a natural length scale appears
in the problem : the mean free path of point defects. If the vacancy-interstitial recombination is the
dominant elimination mechanism for Frenkel pairs, the modulated structure is expected to develop
with a tiner scale the higher fluxes and the lower the temperatures. This is indeed observed in NiSi
dilute solutions [5].

Conclusion

In view of the growing sophistication of experimental observations, it is important, when
modelling irradiation induced segregation, to take into account the alloy chemistry in a consistent
manner (including the equilibrium interfacial segregation, the composition dependent defect formation
energy, etc.). The techniques we introduced describe the alloy thermodynamics and kinetics at the
same level of sophistication, that of classical mean field theory (Bragg Williams approximation).
Although this is still a rather naive picture for complex real alloys. it warrants internal consistency of
the model and contains important feedbacks which arc omitted by other models.
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Abstract

We provide a brief overview of the nature and behavior of triple junctions, including a descrip-
tion of their impact upon materials properties. It is shown that triple junctions may have distinct
structures and thermodynamically definable energies. They may comprise strain fields in the form of
dislocations or disclinations, and sustain chemical segregation.

Introduction

Grain boundary research proceeds from an understanding that the properties of polycrystals can-
not be predicted simply on the basis of ensembles of the properties of the single crystals of which
they consist. Although it is certainly necessary to understand the properties of the single crystals, this
is not sufficient because the grain boundaries themselves contribute to the properties of the material.
By a similar logic, it may not be sufficient to understand the properties of isolated grain boundaries,
either. Just as it is necessary to understand the connectivity between the grains in a polycrystal, and
how the connectivity affects the properties of the grains themselves, it is also potentially important to
understand the connectivity between the grain boundaries.

Taxonomy

Triple junctions may be described in a hierarchical taxonomy based upon dimensionality. While
grain boundaries are two-dimensional structures (often referred to as “defects”) that join three-
dimensional grains, triple junctions are one-dimensional structures that join two-dimensional grain
boundaries. Two-dimensional grain boundaries join two grains, while one-dimensional triple junc-
tions (typically) join three grain boundaries. Viewed from the perspective of the perfect crystal, a
grain boundary is a defect, and viewed from the perspective of a grain boundary, a triple junction is
also a defect. This taxonomy is readily extended to junctions between triple junctions, as shown in
Table 1. The same taxonomy can also be adapted to two- or one-dimensional spaces. The defect
dimensionality, Dy, is always one fewer than the dimensionality of the joined objects, D;, and for a
three-dimensional space (D, = 3)the sum of the dimensionality of the joined objects and the number
of joined objects is always 5. In a two-dimensional space, the corresponding sum is reduced to 4, and
in a one-dimensional space it is 3T,

We view triple junctions as interfaces between grain boundaries, and quadruple points as the
interfaces between triple lines, and all of them in general, as “junctions.” Many of the properties of
these generalized “junctions” can be inferred from the well-known properties of grain boundaries.

T We infer that in a four-dimensional space, the junction between two hypergeometric objects that we
might dub 