
AFRL-IF-RS-TR-1999-22 
Final Technical Report 
February 1999 

OPTOELECTRONIC MEMORY INTERFACE 

California Institute of Technology 

Sponsored by 
Defense Advanced Research Projects Agency 
DARPA Order No. AOB667/24 

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED. 

The views and conclusions contained in this document are those of the authors and should not be 
interpreted as necessarily representing the official policies, either expressed or implied, of the 
Defense Advanced Research Projects Agency or the U.S. Government. 

AIR FORCE RESEARCH LABORATORY 
INFORMATION DIRECTORATE 

ROME RESEARCH SITE 
ROME, NEW YORK 

OTIC QUALEPY HTSäPECTED 1 19990323 057 



This report has been reviewed by the Air Force Research Laboratory, Information 
Directorate, Public Affairs Office (IFOIPA) and is releasable to the National Technical 
Information Service (NTIS). At NTIS it will be releasable to the general public, 
including foreign nations. 

AFRL-IF-RS-TR-1999-22 has been reviewed and is approved for publication. 

<t^~: 
4 

APPROVED: U 
GARY T. SUNADA, Lt., USAF 
Project Engineer 

FOR THE DIRECTOR: 
JOSEPH CAMERA, Deputy Chief 
Information & Intelligence Exploitation Division 
Information Directorate 

If your address has changed or if you wish to be removed from the Air Force Research 
Laboratory Rome Research Site mailing list, or if the addressee is no longer employed by 
your organization, please notify AFRL/IFED, 32 Brooks Road, Rome, NY 13441-4114. 
This will assist us in maintaining a current mailing list. 

Do not return copies of this report unless contractual obligations or notices on a specific 
document require that it be returned. 



OPTOELECTRONIC MEMORY INTERFACE 

Demetri Psaltis 

Contractor:   California Institute of Technology 
Contract Number:   F30602-97-1 -0204 
Effective Date of Contract: 23 May 1997 
Contract Expiration Date:   22 November 1997 
Short Title of Work: Optoelectronic Memory Interface 

Period of Work Covered:   May 97 - Nov 97 

Principal Investigator: Demetri Psaltis 

AFRL Project Engineer: 
Phone: 

Lt. Gary T. Sunada 
(315)330-2499 

Approved for public release; distribution unlimited. 

This research was supported by the Defense Advanced Research 
Projects Agency of the Department of Defense and was monitored by 
Lt. Gary T. Sunada, AFRL/IFED, 32 Brooks Road, Rome, NY 
13441-4114. 



REPORT DOCUMENTATION PAGE OMB No. 0704-0188 

Public renorfino burden for this colection of information Is estinated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing 

Operations and Reports, 1215 Jefferson Davis Hijhway. Suite 1204, Arlington. VA 22202-4302, and to the Office of Management and Budget, Paperwork Betatron Prop« 107040188), Washmgton, DC 20503. 

1. AGENCY USE ONLY (Leave blank! 2. REPORT DATE 

February 1999 

3. REPORT TYPE AND DATES COVERED 

Final       May 97 - Nov 97 
4. TITLE AND SUBTITLE 

OPTOELECTRONIC MEMORY INTERFACE 

6. AUTHOR(S) 

Demetri Psaltlis 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 

California Institute of Technology 
Department of Electrical Engineering 
Mail Stop 136-93 
Pasadena CA 91125 
S. SPONSORING/MONITORING AGENCY NAMEIS) AND ADDRESS(ES) 

Defense Advanced Research Projects Agency 
3701 North Fairfax Drive 
Arlington VA 22203-1714 

Air Force Research Laboratory/IFED 
32 Brooks Road 
Rome NY 13441-4114 

5. FUNDING NUMBERS 

C    -    F30602-97-1-0204 
PE   - 62712E 
PR   - B667 
TA   - 00 
WU - 02 

8. PERFORMING ORGANIZATION 
REPORT NUMBER 

N/A 

11. SUPPLEMENTARY NOTES 

10. SPONSORING/MONITORING 
AGENCY REPORT NUMBER 

AFRL-IF-RS-TR-1999-22 

Air Force Research Laboratory Project Engineer: Lt. Gary T. Sunada/IFED/(315) 330-2499 

12a. DISTRIBUTION AVAILABILITY STATEMENT 

Approved for public release; distribution unlimited. 

12b. DISTRIBUTION CODE 

13. ABSTRACT (Maximum 200 words) 
Optoelectronic Memory Interface research involves comparing of read/write holographic memory module with silicon 
storage, magnetic storage on issue of cost, density, size and speed. With a photorefractive crystal on top of a silicon 
interface, the holographic memory is of cost efficiency, volume compactness, and fast data accessing. Key challenges to 
implement the competitive holographic memory are discussed in this report. 

14. SUBJECT TERMS 

Holography, Optical Memory, Phase Conjugate 

17. SECURITY CLASSIFICATION 
OF REPORT 

UNCLASSIFIED 

18. SECURITY CLASSIFICATION 
OF THIS PAGE 

UNCLASSIFIED 

19. SECURITY CLASSIFICATION 
OF ABSTRACT 

UNCLASSIFIED 

15. NUMBER OF PAGES 

20 
16. PRICE CODE 

20. LIMITATION OF 
ABSTRACT 

UL 
Standard Form 298 (Rev. 2-89) (EG) 
Prescribed by ANSI Std. 239.18 
Designed using Perform Pro, WHS/DIOR, Oct 94 



ABSTRACT 

This document is a final report on the works of integrated modular holographic memories, in response to 
the initial proposal 96-31-6, "Optoelectronic memory interface." We compared the read/write holographic 
memory module with silicon storage, magnetic storage on issues of cost, density, size and speed. With a 
photorefractive crystal on top of a silicon interface, the holographic memory is of cost efficiency, volume 
compactness and fast data accessing. Key challenges to implement the competitive holographic memory 
are discussed. 

1.   INTRODUCTION 

Over the past few decades, the personal computers and the internet have transformed the whole world as 
people are able to store, retrieve and process more and more information easier and faster. All these 
benefits inspire more scientific researches on faster, smaller, cheaper and more powerful computer and 
memory system. Semiconductor electronics have been and will continue to be the driving force in this 
effort. According to the National Technology Roadmap For Semiconductors 1997(NTRS97), the 
semiconductor industry has maintained a 25-30% per-year cost reduction per function and the average 
10.5%/year reduction rate in feature size throughout its history. It is projected to keep this historic trend for 
another decade until it reaches physical limits as feature sizes approach lOOnm. The magnetic storage 
density of over 10 Gbits/in2 is commercially available and keeps pushing to the micro-magnetic limit. 

With a photorefractive crystal sitting on top of silicon, a read/write holographic memory is a potential 
competitive technique to store more data with faster data access, smaller silicon area, lower cost and 
smaller volume, compared with the traditional silicon Dynamic Random Access Memory (DRAM). Instead 
of storing data on the silicon area, pages of data are stored as holograms inside the same crystal volume. 
The silicon devices are only interfaces to read/write holograms to the memory. 

Due to the intrinsic parallelism of the holographic memory and the use of silicon interface output, the 
recording and accessing bandwidths of holographic memory are comparable with silicon DRAM, far more 
faster than the magnetic storage. Therefore we will concentrate on the DRAM performance as the 
comparison target for the integrated modular holographic memory. 

In section 2, we will discuss the properties of the holographic memory. Section 3 will compare the 
holographic memory with the silicon memory on issues of cost, density, size and speed. The challenges to 
the device development, material research and algorithm of data organization for implementing a 
competitive holographic memory system are addressed. 

2.   A HOLOGRAPHIC MEMORY SYSTEM 

In a holographic memory, a page of data is recorded as phase gratings by interference between the spatial 
modulated signal beam and a coherent reference beam inside a photorefractive crystal such as LiNb03, 
BaTi03, etc. When the identical reference beam is brought back, the signal wavefront is reconstructed by 
the diffraction and recovers the data. A large number of different holograms can be recorded in the same 



volume of a photorefractivc material by angle, spatial, fractal, wavelength, phase coding, pcristrophic or 
shift multiplexing. This leads to a very high data storage density in a crystal. If we assume each page of 
data has N by N binary pixels and M pages recorded in a crystal of volume V, then wc will have storage 
density MN2/V bits per volume. Typically N=10\ M=10' and V=l cm\ yielding a density of lO" bits/cm \ 

Two compact holographic memory designs with different detectors are shown in Figure 1. Different pages 
of data are angle multiplexed by a laser diode (LD) array. A different one LD is chosen to record and 
reconstruct one corresponding data page. The switching speed from one page to another can be as fast as 
10 microseconds. After being collimated, the beam is separated into two branches. The signal branch goes 
through Spatial Light Modulator (SLM) or Dynamic Holographic Refresher (DHR) before entering the 
crystal. Instead of the identical reference beam, the phase conjugate of the reference beam is used for the 
reconstruction of the signal beam. The volume grating diffraction reconstructs the phase conjugate signal 
beam, which travels backward and self-focuses back to the original location of the SLM. 

The phase conjugate reference beam is achieved by reflection of plane wave reference beams. For each LD 
cell, there is another cell symmetric to the optical axis of the collimating lens, which constructs the 
conjugate beam in the crystal by reflection. Compared with using a real phase-conjugate mirror, using a 
flat mirror is easy, compact and efficient. Simulation indicates that as long as the reference wavefront is a 
plane wave within one-tenth of a wavelength, we can get up to 90% percent diffraction efficiency using 
conjugate readout compared to the conventional architecture. 

To detect the reconstructed signal, we can deflect the signal to a detector array with a beamsplitter as in 
Figure 1 (b). The detector cell has the same physical size as the SLM pixel and is aligned pixel to pixel 
with the SLM image. 

Another method is to design a photo sensor cell next to each SLM pixel on the same chip, which leads to 
the idea of the DHR chip.2 With the phase conjugate reconstruction, the image of each pixel is self-aligned 
to its photo sensor, as shown in Figure 1 (a). This makes the system easier to operate and more reliable, at 
the expense of data page density because of larger area for each cell to contain both the deflector and the 
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Figure 2. The cross section of Opto-Electronic 
IC, a DHR cell including a liquid crystal 
controlled reflector and a photo sensor. 

Figure 1. Architectures of phase conjugate 
holographic memory with (a) DHR chip; (b) 
separated SLM and detector array. Crystal: 
photorefractive crystal; BS: Beam Splitter; M: 
Mirror; L: Lens. 

2) 

3) 4) 

Figure 3. The conjugate reconstruction of 25 
holograms by the DHR chip. 1) hologram #1 after 
1 cycle recording; 2),3),4) hologram #1,#13,#25 
after 100 cycle of refreshing. 



Figure 2 shows the cross section of one cell in a DHR chip. Each cell is of 132x211 urn2, containing a 
liquid crystal controlled reflector and a photo sensor. DHR chips are fabricated with 24 by 20 cells on a 
medium size chip by 2 urn process. Figure 3 shows the experimental results of recording, reconstructing 
and refreshing the holograms in a phase conjugate system with the DHR chip. 

Figure 4 shows a model of the holographic memory module with a DHR chip, where LD array is not 
included. In this module, one lxlxl cm3 LiNb03 crystal is used as storage medium on top of a lxl cm 
silicon interface. With aggressive projection of one microns dimension for each SLM and Detector pixel, 
this system can store 50 Gbits on 500 pages. Each page contains 10,000 by 10,000 binary pixels. 

We assume that 100 photons are collected for each pixel to have a reasonable SNR detection. To achieve 
the accessing time 25 us for each page, it requires a reconstructed power of 0.16 mW. For a material with 
M/10, the readout reference beam intensity must be at least 0.4W. This will give the data accessing 
bandwidth as 4 Terabit/sec for each module. At present, a readout time of 250 usec is feasible given the 
power available from LDs. 

Silicon (lxl cm2) $125 
LiNb03 (lxlxl cm') $10 

Liquid Crystal $5 
Beamsplitters and lens $6 

LD array (500) $25-100 
Total: $171-246 

Table 1. The estimated cost of each component in 
a holographic memory module. 
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Figure 4. A practical model of a phase conjugate 
holographic memory module. It includes a DHR 
chip, one LiNbO., crystal, two beamsplitters and 
two mirrors. 

3.   COMPARING WITH SILICON STORAGE 

To build a holographic memory competitive with silicon storage, it is essential to be more cost-efficient, 
faster data accessing and smaller in volume. We will discuss these issues respectively and address the 
advantages and drawbacks of the holographic module. 

1.    Cost model 

For the holographic module, the cost includes mainly three parts: silicon interface CSi, optical elements C0p, 
and LD array CLD, where the LD cost is the most uncertain element. The cost for the optical elements is 
well known. To compare with the cost of silicon storage DRAM, which is proportional to the silicon area, 
we assume the same cost for the same silicon area in both holographic memory and DRAM. The cost ratio 
per megabyte CR of holographic memory to the silicon storage will be: 

R 
CR = ^Si "*" ^Opt + ^VCSEl 

M 
(1) 

where the R is the pixel area ratio of the SLM and detector to the silicon area of each bit on DRAM, M is 
the number of holograms multiplexed in the crystal on top of the silicon. With the fixed cost of silicon area 



Csi, optical elements C0|„, and LD array C, D, the key to have a small cost ratio CR is to have small R and 
large M, which means a high storage density in holographic memory comparing with the DRAM. 

The number of holograms to be recorded and readout with reasonable bit error rate, is limited by the 
dynamic range and sensitivity, or the M/# of the material.3 With M holograms recorded with exponential 
schedule to keep each hologram the same intensity, the diffraction efficiency of each hologram would be: 

'/    = 
M/# 

M 
:\ (2) 

Recording and reading 10,000 holograms at one location of a LiNb03 crystal was demonstrated with a 
similar system.4 However limited by the material M/# and the LD array number and power, it is practical to 
keep M below 1000. 

For current commercial SLM and detector array, the pixel area is typically 4x4um~. And the current 
commercial DRAM is 1 |W/bit,' which leads R=16. With typical M=1000, we have R/M=1.6%, which 
leads to a small and promising CR. However if the DRAM keeps the history trend as the NTRS97 
projected, the DRAM cell will be 0.04iam2/bit in 2006. To keep the R around 25, the pixel size of the 
holographic data pages has to be lxlum2 or even smaller, which is achievable for the holographic memory 
system. 

Figure 5 shows the experimental demonstration of the recording and reconstruction of lxl u.nr random 
pixel mask as SLM. The phase conjugate reconstruction magnified by a x80 microscope is shown in Figure 
5 a). The intensity histogram in Figure5 b) is sampled within a 30x30 super-pixel region, which gives Bit 
Error Rate (BER) at 7xl0"5. This finite BER indicates the requirement for error correction coding for the 
holographic memory. 

a) 

Intensity (Arb. Unit) 

b) 

Figure 5. a) A phase conjugate reconstruction of the random lxl um2 pixels, b) The intensity histogram for the 
reconstruction and the Gaussian fitting. SNR=4.8, and BER=7xl0"5. 

Comparing the cost per megabyte for the DRAM projection of 42 cents/Mbyte in 2006, we have the cost 
estimation for the holographic module in table 1, where we assume the same cost per area for silicon usage. 
With the R=25 for lxl urn2 pixel size and M=500, the cost for holographic memory is around 4 
cents/Mbyte, one order of magnitude lower than the DRAM in 2006. 

However, if the DRAM feature size keeps decreasing beyond 0.04um2/bit with the historic trend, the 
holographic memory would not be able to follow the pixel size decreases. The pixel size of lxlymv is 



already approaching the physical limit of the wavelength of the light. Therefore with the increasing ratio R, 
holographic memory will lose its edge comparing with the silicon storage. 

A key challenge to the small pixel size is to develop high resolution SLM and detector array to achieve the 
pixel size as small as lxl ]xm~. 

2. Volume Density 

The volume density comparison is similar to the cost model.5'6 For the previous holographic memory 
module, the silicon surface density will be up to 440 bits/um2 due to the multiplexing M=500 and R=25, 
which is M/R times higher than the projected DRAM density 22 bits/urn2 in 2006. For matching the 
capacity of a holographic module with certain silicon area, as much as M/R times silicon area are needed 
for conventional silicon storage. These silicon area can be either fabricated on one silicon chip, or on 
several chips, or combined on several layer by flip chip interconnect. With a factor M/R >20, the 
holographic memory is expected to have a more compact volume than the silicon storage system. 

3. Read/Write Speed 

A holographic memory has a large writing and reading speed due to the intrinsic parallelism during 
recording and reconstructing one full page of data each time. The data transfer rate is N2/x, where x is either 
the reading time xR or the recording time xw for one page of data. For the previous holographic module, 
N=104, and xR=25us, xw=100p.s, it has reading rate at 4xl012 bits/sec and writing rate at 10l2bits/sec. 
Comparing with the projected 16Gbit-DRAM on a 790 mm2 silicon chip in 2006, which will have 1GHz 
clock and 2000 pins, DRAM has a maximum read/write rate at 2xl012 bits/sec. The holographic memory 
has faster accessing rate and compatible writing rate, although the latency for each page is relatively slow. 

To increase the data transport speed, it is essential to increase the number of pixels in each page and 
decrease the reading/writing time for each page. Both are limited by the power output from the LD array 
and the M/# of the material. With higher power output and/or higher M/#, it can support a larger data page 
and decreases the reading and recording time xR, xw. For the previous holographic module with M/10 and 
the reading rate at 25 |j.s for 108-pixel-page, it requires the LD array output power as 0.4 W for each, which 
is achievable for the LD array. 

Another drawback for the holographic memory is the disparity between the recording speed and the reading 
speed. The data accessing time depends on the diffraction efficiency of each hologram, or the M/# of the 
material. Current photorefractive materials give M/# at the order of 1. To achieve fast accesses to 500 
pages, it is crucial to find materials of M/# around 10 or higher. For the recording process, the time to 
record one hologram depends on the sensitivity of the material. Normally the recording speed is slower 
than the access speed because of low sensitivity. 

This raises another challenge to develop the advanced photorefractive material with high M/# and 
sensitivity. Current research shows promising results on the material M/# and the sensitivity improvement 
by optimizing the material doping level and processing. Other work on the doubly doped material for 
holographic memory7 provides a potential material with high sensitivity, large M/# and nonvolatility during 
reading process. 

4. Random Access 

A holographic memory can randomly access any page of data recorded. However it is difficult to write a 
new page of data onto an old page of data without changing other pages. The old data page has to be erased 
before recording a new page on it. Experiments demonstrated that one page can be erased independently 
and a new page is written at the same location without loss of other page of data.8 However, it is too 
complicated to implement it into a practical compact holographic memory. 



In addition, the holographic grating recorded in the photorefractivc material continues to decay during 
reading and writing of other gratings at the same location. The data needs to be refreshed during the usage 
to keep it above acceptable threshold intensity. This can be done by readout the page of data and record it 
back to the original location to enforce the grating. Experiments are done to record 25 holograms and 
refresh for 100 times, which demonstrated the ability to refresh with the DHR chip. Figure 3 shows the 
samples of 25 data images stored and after refreshed 100 times. There is no bit error during these refreshing 

processes. 

A natural storage algorithm for the holographic memory is to keep recording new data into new pages 
while refreshing old pages in a module. When most the pages of data in a module are obsolete, the whole 
module is erased before reloading remaining data and new data into it. Considering the big capacity for 
each module, this is inconvenient compared with silicon storage. In addition, the holographic memory 
processes data in pages of size 100 Megabit, which is also considerable large as a basic data processing 
unit. Therefore a practical memory system should combine several holographic modules with some silicon 
storage as buffer. And special algorithms are necessary to organize and manipulate the data structure. 

4.   CONCLUSIONS 

With an optical crystal seating on top of a silicon interface, the integrated modular holographic memory has 
comparable recording and accessing bandwidth with DRAM technology, which is much faster than the 
magnetic storage. Compared with silicon DRAM storage, holographic memory has more cost efficiency 
than the traditional DRAM, and comparable storage density. It also has the shortcomings of low recording 
speed, long page latency time, error correct coding requirement, random-page recording complication and 
large data processing unit. A practical and competitive memory system should combine the holographic 
memory of low cost and large storage capacity with the conventional flexible silicon storage as buffer. To 
implement this competitive system, four key challenges have to be overcome: high resolution SLM and 
detector array, high power high density LD array, advanced photorefractive mater.als and the data 

organization algorithm. 
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